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Abstract

Vector boson scattering (VBS) is an essential process to probe the details of electroweak
symmetry breaking in the Standard Model of Particle Physics. It is sensitive to the for now
last extension of this very successful model: the Higgs boson and its underlying mechanism
which plays a crucial role in the quartic gauge boson scattering. For this purpose, the
WEW3jj final state is analysed with full Run 2 data of 139 fb~* from the ATLAS experiment
at a centre-of-mass energy /s = 13TeV at the LHC. Two different signal definitions are
investigated: electroweak (EW) W*W*jj with the focus on VBS and the inclusive W+ W *jj
signal definition which is gauge invariant separable from other processes also at NLO. After
the observation of the EW W*W=jj process by both the ATLAS and CMS experiments
the details of electroweak symmetry breaking are studied now in more detail. It is the first
detailed study of the W*W=jj final state with the ATLAS experiment.

The cross-section for EW W*W%jj is measured to be 2.88 £932 (stat.) £520 (syst.) fb
and for inclusive W*W¥jj a cross-section of 3.35 4922 (stat.) £9-23 (syst.) fb is found. They
are both compatible with the Standard Model prediction.

Differential cross-sections in variables sensitive to the characteristics of VBS and effective
field theories (EFT) are derived with the likelihood-based unfolding approach for the number
of gap jets NgapJets, the Zeppenfeld variable of the third jet &j,, the invariant mass of the
tagging jets mj;, the invariant mass of the two charged leptons my, and the transverse mass
mr. In general, good agreement with the theory predictions is found. The largest discrepancy
is found for 310 < mr < 410 GeV for inclusive W+W*jj where more events are observed
than expected with a local (global) significance of 3.10 (2.50).

Limits on EFT parameters, modelling anomalous quartic gauge boson couplings with
dimension-eight operators, are set for unclipped and clipped EFT predictions also near the
unitarization bound. Overall, the limited number of collision events is the dominant source
of uncertainty, followed by modelling uncertainties of the signal and the W*Zjj background.
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Kurzdarstellung

Vektorbosonstreuung (VBS) ist ein essenzieller Prozess um die Details der elektroschwach-
en Symmetriebrechung zu untersuchen. Er ist sensitiv auf die vorerst letzte Erweiterung des
Standardmodells der Teilchenphysik: das Higgs Boson und der zugrundeliegende Mechanis-
mus, der bei der Vierer-Eichbosonstreuung eine entscheidende Rolle spielt. Aus diesem Grund
wird der W*W*jj-Endzustand mit den gesamten Daten des Run 2 des ATLAS Experiments
bei einer Schwerpunktsenergie von /s = 13 TeV am LHC analysiert. Zwei verschiedene Sig-
naldefinitionen werden untersucht: die elektroschwache (EW) W*W%jj, mit dem Fokus auf
VBS und die inklusive W*W*jj-Signaldefinition, welche von anderen Prozessen auch auf
NLO eichinvariant seperierbar ist. Nach der Beobachtung des EW-W*W%jj-Prozesses bei
beiden, dem ATLAS und CMS, Experimenten wird die elektroschwache Symmetriebrechnung
nun detaillierter untersucht. Dies ist die erste detaillierte Studie des W*W*jj-Endzustands
mit dem ATLAS Experiment.

Der Wirkungsquerschnitt von EW W*W%jj wurde zu 2.88 4322 (stat.) +3-29 (syst.) fb
bestimmt und der vom inklusiven W*W=jj zu 3.35 +3-22 (stat.) £9-24 (syst.) fb. Beide sind
mit der Standarmodellvorhersage kompatibel.

Differenzielle Wirkungsquerschnitte von Variablen, die sensitiv auf die Merkmale der
VBS und effektiven Feldtheorien (EFT) sind, werden mit einem auf die Likelihood-Funktion
basierenden Entfaltungsverfahren fiir die folgenden Variablen berechnet: die Anzahl der Jets
zwischen den zwei hochenergetischsten Jets Ngqpjers, die Zeppenfeldvariable fiir den dritten
Jet &;,, die invariante Masse der hochenergetischsten Jets m;;, die invariante Masse der zwei
geladenen Leptonen myp und die transversale Masse mr. Im Allgemeinen wurde eine gute
Ubereinstimmung mit den Theorievorhersagen gefunden. Die grofte Abweichung gibt es
fiir 310 < mr < 410 GeV fiir den inklusiven W*W*jj-Prozess, wobei mehr Ereignisse als
erwartet gemessen werden, mit einer lokalen (globalen) Signifikanz von 3.1¢0 (2.50).

Grenzen auf EFT Parameter, welche anormale quadratische Eichbosonkopplungen mit
acht-dimensionalen Operatoren modellieren, werden auf gekappte und ungekappte EFT-
Vorhersagen, auch nahe der Unitaritdtsverletzungsgrenze, gesetzt. Insgesamt ist die be-
grenzte Anzahl an gemessenen Teilchenkollisionen die dominante Unsicherheit, gefolgt von
der Modellierungsunsicherheit des Signalprozesses und des W= Zjj-Untergrunds.
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Chapter 1

Introduction

The purpose of this thesis is to produce a detailed study of the vector boson scattering (VBS)
process in the W*TW+jj final state using the full Run 2 data of ATLAS at the Large Hadron
Collider (LHC). It is an extremely rare process which allows to newly probe relevant parts
of our current best understanding of the fundamental principles of our universe.

The Standard Model of Particle Physics (SM) describes the interaction of fundamental
particles. It is very well tested including the Higgs boson, discovered in 2012, and the related
mechanism of electroweak symmetry breaking. This Higgs boson is essential in vector boson
scattering as discussed in the Theory Chapter 2 which is thus of great interest to probe the
details of the Standard Model. The Standard Model is still incomplete and does not include
phenomena like gravity, dark matter or neutrino masses [1]. Therefore it is tested at high
energies in high detail to understand where it breaks and to shed light on potential new
physics phenomena including new particles.

The ATLAS detector at the LHC, described in Chapter 3, is designed to study these open
questions. It is a multi-purpose detector which was already used to detect the Higgs boson
in parallel to the CMS detector [2, 3]. In this work, ATLAS data is analysed to study VBS
in more detail in the W*W%jj final state. This final state is especially suited to study VBS
because the EW contribution, containing VBS, is in general larger than in other final states.
Data recorded between 2015 and 2018 in Run 2 is analysed corresponding to an integrated
luminosity of 139 fb~!. The recorded events are studied using the leptonic decay of the \\'&3
bosons, thus defining the signature of the signal: two charged leptons being electrons or
muons, two neutrinos and two jets. The neutrinos are not detected and are only indirectly
visible due to momentum conservation as missing transverse energy.

Also other processes, called background processes, have the same or a similar signature
in the detector. These backgrounds are discussed in Chapter 4. The main backgrounds are
estimated with data-driven approaches. For example, the leptonic decay of W Zjj, when one
lepton from Z decay is not detected, can have the same signature. In order to minimize these
contributions and to estimate them, special event selection criteria are applied as shown in
Chapter 5.

Uncertainties, listed in Chapter 6, need to be incorporated during the statistical analysis,
detailed in Chapter 7. Experimental uncertainties of object identification and reconstruction
are considered as well as the uncertainty of the luminosity determination. There are also
dedicated uncertainties of backgrounds estimated with data-driven approaches. Additionally,
the theory predictions are only known to a certain order in perturbative theory and any inter-
pretation of the data with their help thus needs to be covered with appropriate uncertainties.

The total cross-section of EW and inclusive W* W *jj production is determined in Chap-
ter 8. These cross-sections represent the probability that the signal process occurs in proton-
proton collisions at a centre of mass energy of 13 TeV.



1 Introduction

The W*W=jj final state, sensitive to VBS and the underlying electroweak symmetry
breaking, is studied in detail with the differential cross-section measurement and EFT limit
setting. The measurement of differential cross-sections is described in Chapter 9. Five vari-
ables are chosen which are sensitive to VBS, EFT effects or both: the number of gap jets
NgapJets, the Zeppenfeld variable of the third jet &j,, the invariant mass of the tagging jets
m;;, the invariant mass of the two charged leptons my, and the transverse mass mr. A novel
unfolding method is implemented which maximises the amount of information extracted from
the data for later interpretation.

With the aim of looking for signs of new physics in a model-independent way, limits are
set on effective field theory (EFT) extensions of the Standard Model in Chapter 10. EFT
describes low-energy effects of new physics phenomena at high energies which are out of the
energy reach of current accelerators.

The main results are finally summarized in Chapter 11 completed by an outlook towards
Run 3.



Chapter 2

Theoretical Framework

In this chapter the physical theories are defined which are probed in the main part of this
thesis against the experimental results. A theory of the smallest particles usually consists of:

1. the particle content and the states they could be in,
2. a description of how the particles/states propagate in time and space,
3. including interactions with other objects.
A good theory has (among other things) the following properties:
e it has few free parameters,
e a broad range of validity and
¢ is able to make predictions.

The best-tested theory in existence today of this is the Standard Model of Particle Physics,
defined in Section 2.2, which is a quantum field theory, defined in Section 2.1. It is defined by
the local gauge symmetry SU(3) x SU(2) x U(1). It describes all the known forces, except
gravity and was proven to be correct to a high accuracy. But there are still some open
questions which are discussed in Section 2.3.

2.1 Quantum Field Theory

In 1924 the duality of wave and particle properties of not only photons (1905, Albert Einstein
[4]), but also electrons (1924, Louis de Broglie [5]) was observed. A Nobel prize was awarded
to both of them for their respective observations [6, 7]. In the following years, it was mani-
fested, that all elementary particles follow this duality. A quantum theory can explain this
duality and the extension to a quantum field theory was done to also explain the observed
annihilation and creation of particles during interactions.

An essential part of a quantum field theory is that all quantum objects take all possible
paths from A to B at once because of their wave properties and can interfere with themselves
or other quantum objects on their path. Only when the state is measured it takes on a specific
value - otherwise, it only follows a probability distribution propagating in time. The state
describes the existing particles and their 4-momentum and space-time position distribution.
Only the probability |4|? is measurable, not v itself. Because of this the "structure of the
theory” should be invariant under ¢ — ¢/ = e~X(®:1)4) which is later seen in gauge theories.
Via weighted integrals it is possible to calculate observables like momentum or energy.

The probability to measure the final state |0 > starting from an initial state < 4| is:
i1 < ilSlo > |* where S describes all possible transformations from initial to final state
with their probability defined by the lagrangian of the quantum field theory, called S-matrix.
The S-matrix needs to be a unitary operator to ensure that the probability of any process is
not larger than one. Because of the square, different ways of coming from i to o are entangled,
visible in interferences.



2 Theoretical Framework

Table 2.1: Overview of fermions in the Standard Model of particle physics. All fermions
have spin of % within in Standard Model. The particles’ electric charge @, weak charge
Yw and third component of the weak isospin T5 (L), where only left-handed particles
and right-handed antiparticles have non-zero isospin, are shown. For participation in the
strong force, only 1 or 0 is shown in the column ‘QCD’. Quarks can have three different
colour charges. Masses are taken from Ref. [8]. "The u-, d-, and s-quark masses are
the MS masses at the scale p= 2GeV. The c- and b-quark masses are the M S masses
renormalized at the MS mass, i.e. m = m(u = m). The t-quark mass is extracted from
event kinematics.” [8] The digits in parenthesis are the uncertainties. For neutrinos only
an upper bound is known.

Name Symbol Mass [GeV] Charges
Q T3(L) Yw QCD

Electron e 0.000510998 950 00(15)| -1 -1 -1 0
Muon I 0.105658 375 5(23) -1 _1 -1 0
Tau T 1.776 86(12) R S
Electron-neutrino v, 0.000000000(1) 0 1 -1 0
Muon-neutrino vy 0.000000000(1) 0 i -1 0
Tau-neutrino vy 0.000000000(1) 0 % -1 0
Up-quark u 0.0022(5) +2 z 1 1
Down-quark d 0.0047(5) 1 -2 i 1
Charm-quark ¢ 1.27(2) +% %2 % 1
Strange quark s 0.093(9) —= -2 5 1
Top-quark t 172.7(3) —i% %2 % 1
Bottom-quark b 4.18(3) -3 -3 3 1

In order to incorporate observed special relativity into the theory a Lorentz invariant
Lagrange function is usually constructed.

2.2 Standard Model of Particle Physics

The Standard Model of particle physics is the best probed model before the Planck scale.
After the Planck scale gravity can not be neglected and the SM is known to be incomplete.
The Planck scale is reached for energies above 10'? GeV which corresponds to distances
below 10725 m, times below 107%* s or masses above 10~® kg. The large hadron collider,
from which data is analysed in this thesis, runs at 1.3 - 10* GeV and is thus well below
the Planck scale. Natural units and Heavyside-Lorentz-System are used in this thesis where
h=c=1and kg = ¢g = up = 1 is assumed. With this, all units can be presented in GeV.
To convert e.g. masses into SI units the following factors can be used:

1.97-10%m =1GevV !
6.6-10"2°s=1GeV?
1.78 -1072"kg = 1 GeV

More information can be found e.g. in Ref. [1].

The Standard Model includes elementary particles which are particles without permanent
substructure and whose properties are defined by quantum numbers. There are particles with
a half-odd-integer spin, called fermions, shown in Table 2.1, and particles with integer spin,
called bosons, shown in Table 2.2. There is an antiparticle for each particle with the same
mass, but inverse charges. Chargeless particles are their own antiparticle. There are three
generations of particles, where the first includes the electron, electron-neutrino, up-quark and
down-quark. The quarks and neutrinos are shown in their mass eigenstates. The Cabibbo-
Kobayashi-Maskawa (CKM) matrix needs to be applied to change to the weak eigenstates
(d’; ¢, b’) of quarks starting from the mass eigenstates (d, s, b) important for the interaction
with W bosons [1]. The fermions are grouped into doublets of left-handed fermions for each
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2.2 Standard Model of Particle Physics

Table 2.2: Overview of bosons in the Standard Model of particle physics. The particles’
electric charge @, weak charge Yw and third component of the weak isospin T3 (L), where
only left-handed particles and right-handed antiparticles have non-zero isospin, are shown.
For participation in the strong force, only 1 or 0 is shown in the column ‘QCD’. Gluons
can have a linear combination of products of colour and anticolour charge. Masses are
taken from Ref. [8]. The digits in parenthesis are the uncertainties. For photons an upper
bound of 10727 GeV is known.

Name Symbol  Mass [GeV] Charges Spin
Q T3(L) Yw QCD

Gluon g 0 0 0 0 1 1

Photon Y 0 0 0 0 0 1

W Boson W 80.377(12) | £1 +1 0 0 1

Z Boson Z 91.1876(21)] 0 0 0 0 1

Higgs Boson H 125.25(17) | 0 -3 1 0 0

generation for leptons L, with L, = (Vee’LL ) and quarks Q, with Q1 = Z,L

There are three out of four fundamental forces included in the Standaﬁd Model: electro-
magnetic, weak and strong force. The strong force is important for binding quarks within
neutrons and protons in the core of atoms. Gluons are the transmitter of the force and it
is described by quantum chromodynamics (QCD). The coupling strength is denoted by as.
The electromagnetic force can be described by quantum electrodynamic (QED) and explains
e.g. the interaction of electrons. The mediator is the photon. The coupling strength is
denoted by ae;, = % The weak force is described together with QED in the electroweak
sector of the Standard Model. It is mediated by W and Z bosons which occur in nature e.g.
in beta decays of neutrons.

There is no known direct interaction/force between fermions in the Standard Model.
They can only be mitigated via gauge bosons.

The whole lagrangian of the SM can be summarized as:

ESM = Lbosonic + Efcrmionic + £¢ + »CYukawa (21)

In the following sections, each part of the SM lagrangian will be explained in more detail
and which physics they define/include.

The terms L4 + Lyukawa are explained in Section 2.2.2 about Electroweak symmetry
breaking. The other terms can be split into an electroweak part and a QCD part and are
explained in the respective sections.

Lfcrmionic + £bosonic = £fcrmionic, QCD + Lbosonic, QCD + ‘Cfcrmionic, EwW + Ebosonic, EW (22)

The mathematical derivation is only depicted in more detail for the electroweak part of
interest in the context of this thesis. For the other terms, only the final Feynman diagrams
and their couplings are shown.

2.2.1 Quantum Chromodynamics: SU(3)

Quantum Chromodynamics (QCD) follows the local SU(3) symmetry which is a non-abelian
theory [1]. The vertices of quarks and gluons are shown in Table 2.3. Because of the
non-abelian structure of QCD, there is self-coupling of gluons. These self-couplings result
in confinement, meaning that quarks form quark-antiquark pairs via gluon emission when
pulled apart such that they can not get isolated. This plays later an important role when
single quarks or gluons are emitted in the final state. Because of confinement, they form
immediately hadrons in a shower of hadronic particles, called jets.

2.2.2 The Electroweak Sector: SU(2) x U(1)

The electroweak sector follows the local SU(2) x Uy (1) gauge symmetry. The weak interac-
tion SUL(2) only interacts with left-handed particles and right-handed anti-particles. This
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2 Theoretical Framework

Table 2.3: Vertices and their coupling strength involving gluons, i.e. strong coupling

gs = VAras.
Vertex Coupling Vertex Coupling
strength strength
q g
9 ~gs g ~ gs
q 9
g g
g g

property is axiomatically implemented in the lagrangian. The generators of the groups are
Pauli matrices 71_3 and Y = 3. With the gauge fields Wi of SUL(2) and B, of Uy (1).
The lagrangian of electroweak theory is:

ACEVV = ['fermionic, EW T Acbosonic, EW + £¢ + EYukawa (23)
with
Lfermionic, EwW — ElDu’yl—LLl + éRDuryﬂeR + QlDu’Y'MQl + JRDMV#dR + ﬂRD,u’YHUR
1 1
Ebosonic, EW = 71W;L1VWGMV — ZBIL“,BMV

(
(
Ly = (Duo)* (D"$) — V() where V(¢) = p*¢" ¢ + A(¢" ¢)? (
EYukawa = *Aeil(,beR - AdQl(ZSdR - )\uQ1 (iTQ¢*)uR —+ h.c. (

with the complex field Higgs doublet ¢ = @Z) and the gamma matrix v*. The Yukawa
coupling and the fermionic term is only shown for the first of the three generations. For
more generations the CKM-matrix would need to be included [9]. The Higgs potential V' (¢)
contains two parameters: a real pu? and a real A parameter. For low energies, i.e. after
symmetry breaking, 2 is negative while for high energies pu? is positive.
This lagrangian is invariant under gauge transformations:
-

SU@2)L ¢ — ¢ =e @7 ¢ with T = 7 and (2.8)

Uy : ¢ = ¢ = e @Y ¢ with ¥ = =, (2.9)

N |

This means that the lagrangian and the whole resulting physics follow the SU(2);, xU(1)y
symmetry. Each symmetry group has generators, fields and couplings. The generator of
SU(2)r is T, the gauge field W¢(z) and the gauge coupling gy . The generator of U(1)y is
Y = %, the gauge field B, (x) and the gauge coupling gy. The covariant derivative is defined
as:

DH = 8M - ingaWE — ’L.gyB# (210)

For low energies, ¢ picks the minima of the potential £4. The minimum of the potential
is not unique - because of the gauge invariance a certain value can be picked. It is chosen to
be:

¢T =0and ¢° = (2.11)

Sl =

where v is the vacuum expectation value.
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2.2 Standard Model of Particle Physics

This ground state is invariant under
; 1
U(L)qep : ¢ = ¢ =™ @I g with v = o (2.12)

representing the U(1) symmetry of quantum electrodynamic (QED). In summary SU(2)y, x
U(1)y gets broken into U(1)grp. The vacuum expectation value can be expanded for small
excitations H(x) to:

6= (U . 2[(3:0 . (2.13)

In the end, the gauge bosons realized in nature are of interest being linear combinations of
the gauge fields:

L gWWS - gyB;,L

Z, (2.14)
8 Vi + 9%
1 .
Wi = E(W’i i) (2.15)
W3+ gwB
4 = I T I P (2.16)

122
Vi + 9%

The part L4 simplifies with the chosen form of the ground state and the bosons realized in
nature to:

2 2 2
9w +9 g 1 A
WX 7,70+ W Ew ’“—51}2)\ (v+H)2+Z(v+H)4 (2.17)

1
Ly= 5(6HH)2 + S e

This can be split into kinetic terms, mass terms, self-interaction terms and a constant which
does not affect physics predictions:

1
E(ﬁ :L:(i), kin. T £¢, mass T »Cd), int. — Zv4>\ (218)
with
1
Lo, xin. =5 (0uH)? (2.19)
1 g2, + g2 g2 L1
£¢>, mass 25 %’UQ ZMZI + VZ WJW & + 5 2)\’()2 H2 (220)
~— =:m?
—:m?2 —m2 H
vz Tw
my n My m, 172
Ly, int. ZTZHZ H+ TWM W—HFH + ﬁz,tz H
2 2 2
MW v+ 117— 2, My 23 | MH 174
—WITW—*H —LH —LH 2.21
e T + 312 (2.21)

In Table 2.4 the resulting Feynman vertices and their coupling strength are shown. The
coupling strength increases with mass.
The Yukawa coupling terms for the first generation without neutrino masses simplify to:

Lyukawa = — AeL1der — AaQ19dr — M\uQ1(iT2¢" )ug + h.c. (2.22)

AV _ B AgU , - - Al _

=— 7;}(61,6}3 +égrer) — %(deR +dgrdy) — Tg(uLuR + agrur) (2.23)
- -~ ——
Me mgq Moy
AU _ AgU - Al _

_ _ 247 gd — 2 2.24
oAV, 75 (2.24)
-~ -~ <~
Me mgq Moy



2 Theoretical Framework

The bosonic electroweak term Lposonic, Ew can be simplified with the in nature realized
bosons (see Equation 2.14 to 2.16) to:

1 a mz 1 v
[fbosonic, EW — _EWMVW ! _ZBMVB/ (225)

Liosonic, EW, W Lbosonic, EW, B

with field strength tensors:

Wi, = 0,W — 0,Ws + gwe WiW; (2.26)
B/_w = a,uBz/ - aL/BH (227)
where:
1
»Cbosonic, EW,B — — Z(a,uBuauBV - auB#aMBV - 3uBl,8”B“ + 3,,BM8”B“) (228)
1
= (B0 — ¢ 0,0%)B,) (2.20)
1
Ebosonic, EW, W = — ZWSVWQHV (230)
1
=— Z[Q(Wﬂ(al’a“ = g0, 0" )W)

+ (gw e WEWE) (O W™ — ¥ W)
+ (0. W — O, Wgw e WhHW e
+ 9oy (WEWEWOFW oY — WEW W R )] (2.31)
resulting in:
Lbosonic, EW = — %[WIW"“WV*W"” —WIW =Y WIw Y]
+ giy cos” Ow [ZH ZVW W, — 24 2, WY W]
+ gwecos Ow [AFZVW,FW, + AFZVWIW, — 24, ZFW Y]
+ C[AF AW W, — AFAW YW
—ie[o" AV (W IW, —WIW,)
+ AV(-WHHO,W + W HO,WF + Worw, — W, 0,W,1)]
— igw cos Ow [0" ZV (W IW, = W,FW, )

+ ZU(—W+HUI8VWJ + W77I—L8ywlj + WJ@MW; - eraﬂwj)} + ttt
(2.32)

The resulting Feynman diagrams are shown in Table 2.5. The Feynman diagrams involving
fermions have their origin in the fermionic lagrangian Leemionic Which is not explained here
in detail. More details about the deduction of Feynman rules can be found e.g. in Ref. [10].
The term +gwe“chﬁW,f only occours for non-abelian, i.e. [T% T?] # 0, theories. U(1) is
abelian, because of which photons do not interact directly with itself.

2.2.3 Vector Boson Scattering in W*Wjj Final State

In this thesis we are interested in quartic vector boson scattering (VBS) which includes the
following diagrams on leading order with WZ final state shown in Figure 2.1 and with WW
shown in Figure 2.2.

W*Z is a main background discussed in Section 4.3.1.

The W*W# has always W*W+ also in the initial state as shown in Figure 2.2.

This process is studied at a proton collider where quarks and gluons are in in initial state.

Two groups of Feynman diagrams involved on leading order are summarized in Figure 2.3.
Subfigure (a) and (b) show Feynman diagrams with couplings of order a,,a% after squaring
the matrix element. This process is denoted EW W*WW+jj in the rest of this thesis. Subfigure
(a) involves the actual VBS we are interested in where VBS can be any subdiagram shown in
Figure 2.1 and 2.2. Subfigure (c) and (d) represent diagrams with the same final state, but
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2.2 Standard Model of Particle Physics

Table 2.4: Vertices and their coupling strength involving a Higgs boson. The coupling
to other particles is proportional to their mass.

Vertex Coupling Vertex Coupling
strength strength
f W+
H---- ~ M H---- ~ Mw
v v
f W
H
H ---- TYLZZ H****ﬂ’: mil
~ . ~
Z H
H Z H w*
g ~ 2 R ~ iy
H A H W
H H
N mi
SN ~ 2
H H




2 Theoretical Framework

Table 2.5: Vertices and their coupling strength involving electroweak fields. The cou-
plings can be transformed according to gw = sm‘; and gy = When W is
written, all combinations are possible which are allowed within charge conservation. It
is: e = \/ATaem = 0.3 and sin® Oy = 0.23 in the context of couplings. Due to quadratic
matrix element this becomes a normal ae.n, for each tri-vertex

e
cosg

Vertex Coupling Vertex Coupling
strength strength
Ly/Ly fon
+
-Z/l /-Z/Q fVR
foxo
Yy \AM< ~ e
fQ;ﬁO
Wi W:t
W:l: \AM< ~ e% Wi ~ e
Z gl
W:I: W:t W:l: W:I:
2 29
><i ~ i = o ~ e
w* w* z Z
Wi Wi W:t W:I:
>< ~ Pt ~ e
gl Z v v
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2.3 Physics Beyond the Standard Model

W:t W:t Wi Wi Wi Wi
Z/y zZ  Zly z  z Z
(a) (b) (c)
Figure 2.1: VBS diagrams with WZ in final state
w+ w*t W Wt w* W+
w+ wt Wt w* W+ W+
(a) (b) (c)

Figure 2.2: VBS diagrams with W*W¥ in final state

two strong couplings resulting in order a‘éwag of the squared matrix element. This process
is denoted QCD W*Wjj in the rest of this thesis. For QCD W*W*jj diagrams are not
allowed with one or two gluons in the initial state because of electric charge conservation in
each vertex. This leads to a higher EW to QCD W*W%jj ratio compared to the EW to
QCD W# Zjj ratio. Since the matrix element gets squared also the combination of subfigures
(a,b) and (c,d) are possible, denoted Interference W*W=jj of order a3, k.

The chosen gauge, e.g. in equation 2.8 and 2.9, should not affect the measured cross-
sections. The gauge can change the contribution from different diagrams and thus only gauge
invariant separable processes should be measured. On leading order these are EW, Int and
QCD W*W%jj. On next-to-leading order, they are not gauge invariant separable [11]. Be-
cause of this both the cross-section of only EW W*W%jj and the combined EW+Int+QCD
WEW+3j cross-section are measured in this work.

To have a high EW contribution dedicated selection criteria are chosen defined in Chap-
ter 5. In the VBS diagrams the two quarks are not connected and thus there is also no colour
connection between these jets during hadronisation. Because of this, the two resulting jets
are radiated in the forward direction with a large mj;; and separation along the beam axis
AYjj. Because of the missing colour connection very few jets are expected between the two
tagging jets measured with the variable Ngqpets-

The Higgs contributions Figure 2.1 and 2.2 are needed for not violating unitarity of
longitudinal polarised W boson scattering [1]. One of the next interesting steps would be to
look into the polarisation of the bosons to study this non-violation in more detail.

2.3 Physics Beyond the Standard Model

The SM is known to be incomplete and there are signs that there could be a more fundamental
theory.

Completely missing in the Standard Model are gravity, including gravitational waves [12],
and the masses of neutrinos, known from neutrino oscillation [13]. Cosmological observations
also hint at the existence of dark energy [14] and dark matter [15] which are also not part of
the SM, but make up 95% of the energy content of the universe.

There are 19 parameters in the Standard Model which are measured experimentally and
are not predicted by it [1]:

o the 9 masses of quarks and charged leptons encoded in the Yukawa coupling constants
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q q
w* w*
WE Z/W*
q q
(a) (b)
q N
W+ W+
A
Z/W* A
. . w*&i
(c) (d)

Figure 2.3: Different example Feynman diagrams for two incoming quarks or gluons and
two outgoing jet together with W*Z or W*W=*. Diagrams of type (d) with gluons in the
initial state are not possible for W*W¥ in the final state because of charge conservation.

o 3 mixing angles and 1 charge-parity violating phase in the quark mixing CKM matrix
¢ 3 gauge couplings: gy, gw and gg

e 2 parameters connected to the Higgs mechanism: the vacuum expectation value v and
the Higgs boson mass my

e 1 parameter for the charge-parity-symmetry violations in QCD via the QCD vacuum
angle

Additionally, the speed of light and the Plank constant are used by the Standard Model, but
their value is not explained. The SM includes the observed fermions and boson and forces
axiomatically and no reason is provided why there are (only) these particles and forces. This
leaves room for a potential more general theory which also predicts some or all of those
parameters, particles and forces.

An effective field theory (EFT) approach is studied in Chapter 10 where it is assumed, that
the Standard Model is a low-energy description of a more general theory. The EFT introduces
lower energy effects originating from effects at high energies which are not observed yet.

2.4 Calculation of Theory Predictions in Proton-Proton
Collisions

The number of expected events N in a given phase space of a process X is:
N=ox-L (2.33)

where

ox is the cross-section and a measure of the probability that this process X occurs and

L is the integrated luminosity representing the amount of data taken during collisions.
More information about the luminosity can be found in Section 3.2.2.5. Cross sections

are measured in barn where 1 barn = 10728 m?.
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For proton-proton collisions the parton distribution function f(x), defined in Section 2.4.2,
with the energy fraction x of a proton at the renormalisation scale u depending on the parton
type a and b needs to be considered. The cross-section is:

ox Zb/dxlfa(iﬂl,uz)/defb(xz,uz)&X. (2.34)

The cross-section of a process 6x with two incoming and n — 2 outgoing particles can be
calculated via Fermi’s golden rule [16].

5 Sh? / 2 44 . 2 2 2 d4p‘
Gx = M| (2m)*6* (p1+p2—. . .—Pn 278 (p2—m2c?)0(p%) ——L-
* 4/(p1p2)? — (mamgc?)? MEER et )]1;[3 (pj—m;e”)o( J)(27r)4

(2.35)

with the § function for total 4-momentum conservation and masses of outgoing particles,
the 6 function to ensure, that outgoing particles do not have negative energy. It is integrated
over all possible combinations of outgoing four-momenta.

The statistical factor S takes care of potential double counting. If outgoing particles are the
same, then S is 1 divided by the combinations with indistinguishable final states.

The factor 27 stems from the Fourier transformation of delta functions from position space
to momentum space [1].

The factor A2 is a residual of making the matrix element Lorentz invariant
4\/(P1'P2)2—(m1m262)2
[1].

These integrals are of high dimension in the final state studied in this thesis. There are two
ingoing particles and six outgoing ones. It needs to be integrated over the four-momentum of
all these particles which is not feasible analytically. Because of this, it is solved numerically
by generating Monte Carlo (MC) events according to the probability distribution. This
introduces statistical modelling uncertainties discussed in Section 6.2.

To generate events for a p-p collider multiple issues need to be addressed shown in Fig-
ure 2.4:

1. Calculate the matrix element M, explained in Section 2.4.1, with highest precision
possible, starting from leading order.

2. The initial state is protons which consist of multiple particles - only one parton of each
proton will interact in the matrix element. For this the parton distribution function
(PDF) needs to be considered, explained in Section 2.4.2.

3. Some final state objects are not stable and decay into others before reaching the de-
tector, called showering. This includes hadronisation and photon emission.

4. Simulation of the detector and the detector response is performed, explained in Sec-
tion 4.1.

The MC generators, incorporating these first three steps used in this work, are [18]:
Sherpa : Sherpa [17, 19] is a multi-purpose event generator using COMIX [20] and Open-
Loops [21] and merged with Sherpa parton shower based on Catani-Seymour dipole
factorisation [22] according to MEPS@QNLO prescription [23-26]. In this work events
are generated for up to one additional parton at NLO and up to three additional partons

at LO.

Madgraph : Madgraph [27] interfaced with both Herwig [28, 29] and Pythia [30] for show-
ering depending on the sample.

Powheg : Powheg [31] interfaced with Pythia8 for showering is used in this work.
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Figure 2.4: “Pictorial representation of a tth™ event as produced by an event generator.
The hard interaction (big red blob) is followed by the decay of both top quarks and the
Higgs boson (small red blobs). Additional hard QCD radiation is produced (red) and a
secondary interaction takes place (purple blob) before the final-state partons hadronise
(light green blobs) and hadrons decay (dark green blobs). Photon radiation occurs at any
stage (yellow).” [17]

2.4.1 Calculation of the Matrix Element

The lagrangian defines which vertices exist and how probably certain propagations and ver-
tices are in combination. These combinations, which can be represented with Feynman
diagrams, are calculated in the matrix element. The Feynman diagrams which connect the
ingoing and outgoing particles with the fewest vertices are called leading order (LO). If more
vertices are added, then more accurate next-to-leading order (NLO) diagrams can be calcu-
lated. In principle all possible combinations of vertices would need to be included. But since
this is not possible uncertainties due to the missing combinations are estimated.

During the matrix element calculation, regularisation, renormalisation and factorisation
is needed to handle divergences. Divergences appear for momentum — 0 radiations, called
infrared (IR) divergences, collinear radiations and large momentum in loops, called ultra-
violet (UV) divergences. One form of regularisation is dimensional regularisation where a
regularisation parameter € is introduced to model the deviating dimension. The original the-
ory can be retrieved in the limit € — 0. In the renormalisation step the resulting Lagrangian
L€ is chosen such, that observables exist in the limit ¢ — 0. This cures the UV divergences
but also introduces the renormalisation scale which also depends on ag. The choice of renor-
malisation scale would have no effect if all orders were included in the calculation, but since
this is not possible there is a residual effect. To cure all IR divergences the factorisation scale
is introduced which has also some effect on observables with a limited number of perturbative
orders considered. More details can be found in e.g. [9].

With the variation of the renormalisation, factorisation scale and g the uncertainty due
to the considered limited order is estimated.

2.4.2 PDF Modelling

The PDF defines the probability distribution of partons inside the proton and their respective
fraction of the total momentum of the proton.

NNPDF [32] is used for all samples as nominal PDF set, shown in Figure 2.5. For the
calculation of PDF uncertainties two additional PDFs are used as described in Section 6.2.2.
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L L) B B R e
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NNPDF3.0 (NNLO) ]
xf(xu2=10 GeV?)

xf(x,u2=10* GeV?)
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Figure 2.5: “The bands are x times the unpolarized (a,b) parton distribution f(z) (where
f = tv,dv,,d,s = §,¢c & ¢b & b,g) obtained in NNLO NNPDF3.0 global analysis at
scales u? = 10GeV? (left) and p? = 10*GeV? (right), with as(M2) = 0.118. 7 [33]
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Chapter 3

Experimental Setup

A chain of accelerators is used to accelerate protons. In the last accelerator, the Large
Hadron Collider (LHC), a beam energy of 6.5 TeV is reached, described in Section 3.1. In
the centre of the ATLAS detector, described in Section 3.2, the beams collide and decay
products are measured with nearly full spatial coverage. The number of recorded decay
products is a consideration between financial costs, e.g. due to CPU processing time, and
interesting physics to measure.

3.1 The Large Hadron Collider

A short overview of the main characteristics of the accelerator is given here. More information
can be found in [34] and [35].

The LHC is designed to accelerate and collide protons or heavy ions (Hi). It is built
in the tunnel of the former Large Electron-Positron Collider and is used for proton-proton
and Hi-Hi collisions since 2010. The LHC is designed for proton-proton collisions with a
centre-of-mass energy of up to 14 TeV and heavy (Pb) ions with a centre-of-mass energy of
2.8 TeV. For the data analysed in this thesis, LHC was operated at a centre-of-mass energy
of 13 TeV. The LHC has a circumference of 26.7 km and lies between 47 and 170 m below
the surface.

3.1.1 The Accelerator Chain

There is a sequence of smaller accelerators, which are also used for other experiments, pre-
accelerating the protons. A schematic overview is given in Figure 3.1 for both proton and

LHC 7 T&V p-p
28 Tevin Pr-Pb

Figure 3.1: "The LHC injector complex” from Ref. [34]

17



3 Experimental Setup
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Figure 3.2: ”Schematic layout of the LHC (Beam 1- clockwise, Beam 2 — anticlockwise).”
from Ref. [34]

heavy ion injection.
For the proton-proton collisions examined in this thesis, the following accelerators are
used:

1. Linear accelerator 2 (Linac2): linear accelerator which extracts protons and accel-
erates them to 50 MeV

2. Proton Synchroton Booster (PS Booster): circular accelerator which accelerates
protons from 50 MeV to 1.4 GeV,

3. Proton Synchroton (PS): circular accelerator which accelerates protons from 1.4
GeV to 25 GeV,

4. Super Proton Synchroton (SPS): circular accelerator which accelerates protons
from 25 GeV to 450 GeV,

5. LHC: circular accelerator which accelerates protons from 450 GeV to 6.5 TeV.

The circular accelerators get filled at their lower energy and once filled the proton energy
gets ramped up.
More details of a typical run can be found in Ref. [36].

3.1.2 Parts of the LHC

Figure 3.2 shows the parts of the LHC. There are eight arcs and eight straight sections.
Straight sections are 528 m long and used for experiments and beam handling.

There are four large experiments: ATLAS at point 1, CMS at point 5, ALICE at point
2, and LHC-B at point 8. ATLAS and CMS are both multi purpose detectors which try to
have nearly full spatial coverage to detect nearly all particles from the collision point. They
act as two independent experiments to perform high precision measurements of the Standard
Model and to search for new physics beyond the Standard Model. The biggest success so far
was the observation of the Higgs Boson, which was discovered in both the detectors in 2012
2] [3).

For beam handling there are:

o vertical injection from below at point 2 and 8,

e cach two collimation systems at point 3 and 7, a momentum cleaning system at point
3 and a betatron cleaning system at point 7,
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3.2 The ATLAS Detector
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Figure 3.3: ”Number of Interactions per Crossing Shown is the luminosity-weighted
distribution of the mean number of interactions per crossing for the 2015 — 2018 pp collision
data at 13 TeV centre-of-mass energy. All data recorded by ATLAS during stable beams
is shown, and the integrated luminosity and the mean mu value are given in the figure.
The mean number of interactions per crossing corresponds to the mean of the Poisson
distribution of the number of interactions per crossing calculated for each bunch. It is
calculated from the instantaneous per bunch luminosity as gt = Lbunch X Tinel/fr where
Lvunch is the per bunch instantaneous luminosity, giner is the inelastic cross-section which
we take to be 80 mb for 13 TeV collisions, and f, is the LHC revolution frequency.” from
[39]

o for each beam a radiofrequency system [37] to accelerate the particles at point 4,
e beam dump in point 6 for vertical extraction of beams,

o approximately 10 quadrupoles to match the beams from the arcs dispersion suppressors
to the apparatuses in the straight section

Each of the eight arcs consists of 23 regular arc cells. Where each arc cell consists of six
14.3 m actual bending distances. This means that the effective circumference relevant to the
bending magnet strength is 15.8 km. There is in each arc area one dispersion suppressor at
both ends to mainly cancel horizontal dispersion.

The bending magnets are cooled below 2 K with superfluid helium to achieve supercon-
ductivity and can reach magnetic fields above 8 T.

Details about the beam configuration during Run 2 and the reasons for their choices can
be found in Ref. [38]. A short overview is given here. Run 2 lasted from April 2015 to 10th
December 2018. The beam energy was 6.5 TeV, resulting in a center of mass energy at the
colliding points of 13 TeV. The year 2015 was mainly used for commissioning with in total
455 hours of stable beams, to be used for physics collisions. The time from 2016 to 2018 was
mainly used for data-taking with in total 1840h + 1634h + 1932h = 5406 hours of stable
beams. This means there were 5861 hours of stable beams provided by LHC during Run 2.

Data taking was started in 2015 with a bunch spacing of 50 ns. In July 2015 it was
switched to 25 ns bunch spacing which was kept until the end of Run 2. There are between
1868 and 2556 bunches per ring. Each of the bunches consists of (1.1 to 1.25) - 10! protons.

For technical reasons fewer bunches, but higher luminosity were set up in 2017 which
resulted in more interactions per bunch crossing (i) which is shown in Figure 3.3.

An integrated luminosity of 139 fb~* with an uncertainty of 1.7% was measured in Run 2
in ATLAS [40], see Figure 3.4.

3.2 The ATLAS Detector

The ATLAS Detector [34] is a general purpose detector to measure the decay products from
the collision point with nearly full spatial coverage with the exception of the very difficult
to detect neutrinos. It needs to have high interaction rates, resist the radiation doses and
handle the particle multiplicities. There is also the CMS detector with an independent
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Figure 3.4: "Delivered Luminosity versus time for 2011-2018 (p-p data only) Cumulative
luminosity versus day delivered to ATLAS during stable beams and for high energy p-p
collisions. ” from [39]

collaboration with the same aim to validate each other’s results. The principle layout of
the ATLAS detector did not change compared to the description in Ref. [41] written by the
author of this thesis.

3.2.1 Coordinates

A right-handed cartesian coordinate system is used with the nominal interaction point as the
origin of the coordinate system. The anticlockwise beam direction defines the z-axis where
side-A of the ATLAS detector is defined to be in positive z and side-C of the detector in
negative z. The coordinates x, y are transverse to the beam direction. The x-axis points from
the interaction point to the center of the LHC ring while the positive y-axis points upwards.

Spherical coordinates are used to denote direction in space starting from the collision
point with the polar angle ¢ and the azimuthal angle #. The polar angle ¢ is the angle with
respect to the x-direction in the plane orthogonal to the beam direction. The azimuthal
angle 6 is the angle with respect to the beam direction. As measure of the angle 6 the
pseudorapidity 7 is defined as

n := —In(tan(0/2)). (3.1)

The pseudorapidity is defined such that An is independent of boosts along the beam direction
for massless particles.
This is used to define the distance in pseudorapidity-azimuthal angle space:

AR :=/A? + Ag2. (3.2)

3.2.2 Layout

Only particles with a long enough lifetime reach the detector. They have to travel from the
beam centre to the border of the beam tube, which is approximately 35 mm. Particles ex-
pected to reach the detector are photons, electrons, muons, neutrinos, and light hadrons like
pions, protons and neutrons. To distinguish them four subdetectors are present: the inner
detector, the electromagnetic calorimeter, the hadronic calorimeter and the muon system. A
schematic view of the forward-backward symmetric ATLAS detector is shown in Figure 3.5.
The structure is defined by the magnets used to determine the charge and momentum of
particles.

There is a thin superconducting solenoid magnet surrounding the inner-detector cavity
with a field strength in the beam direction of 2 Tesla. Three large superconducting toroids
are placed around the calorimeters in the barrel and the two end-caps. They have an eightfold
azimuthal symmetry around the calorimeters with an air-core.
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Figure 3.5: "Cut-away view of the ATLAS detector. The dimensions of the detector are
25 m in height and 44 m in length. The overall weight of the detector is approximately
7000 tonnes.” from: [42]

3.2.2.1 Inner Detector

The subdetector nearest to the beam pipe is the inner detector, surrounded by a solenoid
magnet producing a magnetic field of 2 Tesla. It covers the central region, defined as || < 2.5,
and detects charged particles with silicon stripes, pixels and drift tubes filled with xenon and
argon. Due to the magnetic field, charged particles describe a curved path from which their
transverse momentum can be calculated.

The charge of particles can be determined from the curved path, too. For charged particles
with high momentum or more in the forward direction, the momentum and charge resolution
get worse because the path is bent less under these circumstances.

3.2.2.2 Electromagnetic Calorimeter

The electromagnetic calorimeter surrounds the inner detector. It consists of a barrel covering
the area till || < 1.475. At the end of the barrel there are two end-caps, covering the space
till |n| = 3.2. The electromagnetic calorimeter is built to measure the energy of light electro-
magnetically interacting particles, like photons, electrons or positrons. There are alternating
layers of lead and liquid argon. Lead acts as an absorber and lets the electromagnetically
interacting particles decay into showers. The number of particles is measured in the liquid
argon layers. From the measured properties of the shower, the energy of the initial particle
is recalculated.

This detector has a high granularity to reach good spatial and energy resolution.

3.2.2.3 Hadronic Calorimeter

The electromagnetic calorimeter is surrounded by the hadronic calorimeter, designed to mea-
sure the energy of hadrons. It also consists of layers of absorbers and active medium. Here,
steal is used as absorber. It consists of a tile barrel, two end-caps (HEC) and a liquid argon
forward calorimeter (FCal). The barrel covers |n| < 1.7, HEC covers 1.5 < || < 3.2 and FCal
covers 3.1 < |n| < 4.9. The barrel uses scintillating tiles as active material, whereas HEC
and FCal uses liquid argon. The hadronic calorimeter works similar to the electromagnetic
by producing showers in the absorbers which are measured by the active material.
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Figure 3.6: "The peak instantaneous luminosity delivered to ATLAS during stable beams
for pp collisions at 13 TeV centre-of-mass energy is shown for each LHC fill as a function
of time in 2018. The luminosity is determined using counting rates measured by the lumi-
nosity detectors, and is based on an initial estimate from van-der-Meer beam-separation
scans during 2017. ” from [43]

3.2.2.4 Muon System

The outermost subdetector is the muon system. It measures muons which are the only
detectable particles which are expected to escape the hadronic calorimeter. The muon sys-
tem is embedded in a magnetic field coming from a toroid magnet. Through this field the
muons are redirected and, similar to the inner detector, the momentum can be calculated
from this. The muon trajectories are measured with drift tubes and Cathode Strip Chambers.

3.2.2.5 Luminosity Measurement

Cross sections are a measure of the probability that a process occurs in a given phase space
and is measured in femto barn fb where 1fb is 10743 m?2. The instantaneous luminosity is
given in per cross-section and per second shown in Figure 3.6.

The integrated luminosity is the relevant number for physics analysis, shown in Figure 3.7.
For example, a process with a cross-section of 3fb is expected to occur 3 - 139 = 417 times
in the Run 2 data set of an integrated luminosity of 139 fb ™.

The absolute luminosity measurement is calibrated at low luminosities with the van der
Meer method [44, 45] and is extrapolated from there to the high luminosity condition used
for data taking for physical analysis.

The uncertainty in the combined 2015-2018 integrated luminosity is 1.7 % [40], obtained
using the LUCID-2 detector [46] for the primary luminosity measurements.

3.2.3 Trigger System

The measurements of the detector are clustered into events containing all information asso-
ciated with one inelastic p-p scattering process. Due to technical and financial constraints,
not all events can be stored. There is a three level trigger system which selects only the
interesting events. The information read out from the subdetectors is kept in a pipeline in
order to minimize the dead time of the detector.

The hardware based level-one trigger (L1) uses only a little information from the detector
to decide within 2.5 us whether to keep an event. If it is kept, L1 defines regions of interest
(Rol) where something interesting happened.

The level-two trigger (L2) uses the Rols and all measurements within these regions to decide
within 40 ms if the event should be discarded.

The last trigger is the event filter which uses all detector information to make a decision
within 4s and reduces the event rate to 200 Hz. L2 and event filter together form the High-
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Figure 3.7: "Total Integrated Luminosity and Data Quality in 2015-2018 Cumulative
luminosity versus time delivered to ATLAS (green), recorded by ATLAS (yellow), and
certified to be good quality data (blue) during stable beams for pp collisions at 13 TeV
centre-of-mass energy in 2015-2018. The complete pp data sample in 2018 is shown. The
delivered luminosity accounts for the luminosity delivered from the start of stable beams
until the LHC requests ATLAS to put the detector in a safe standby mode to allow a beam
dump or beam studies. The recorded luminosity reflects the DAQ inefficiency, as well as the
inefficiency of the so-called "warm start”: when the stable beam flag is raised, the tracking
detectors undergo a ramp of the high-voltage and, for the pixel system, turning on the
preamplifiers. The data quality assessment shown corresponds to the All Good efficiency
shown in the 2015-2018 Full Dataset DQ tables here. The All Good Data Quality criteria
require all reconstructed physics objects to be of good data quality. ” from [43]

Level Trigger whose accepted events are permanently stored.

3.2.4 Object Reconstruction

To make sense of detector signals, reconstruction algorithms were developed to built objects
that later on could be identified as particles.

3.2.4.1 Electron Reconstruction

A detailed description of the used electron reconstruction and identification can be found
in Ref. [47] and with more details about the working points in Ref. [48]. Also the included
uncertainties for electrons shown in Table 6.1 are explained in more detail in these references.
The reconstruction algorithm is calibrated as stated in Ref. [47].

The reconstruction algorithm starts with combining EM and hadronic calorimeters into
topological clusters. Those topological clusters which have an EM energy above 400 MeV
and a higher entry in EM compared to the hadronic calorimeter are considered as EM topo
clusters.

Tracks are reconstructed in the inner detector and matched to clusters.

Initial electron candidates are EM topo clusters with at least one associated track which
fulfils some quality requirements defined in Ref. [49]. Initial photon candidates are EM topo
clusters with no associated tracks or converted photons visible in the track pattern.

For final electron candidates, nearby bremsstrahlung radiations are merged back to get
the initial four-momentum.

Since there are several background processes which could mimic an electron, identifica-
tion criteria are needed. Backgrounds are, for example, energy deposits from hadronic jets,
converted photons or electrons from heavy-flavour hadron decays. The interesting electrons
are the ones from the hard scattering vertex or from heavy resonances such as Higgs, W and
Z boson. A minimum number of hits in the parts of the inner detector are required and other
discriminating variables are used with different strictnesses depending on the working point.
There are two identification working points used in this thesis:
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e LooseLH: with an efficiency of approximately 93%,

e TightLH: with an efficiency of approximately 80% but a higher background rejection
rate.

The efficiencies gradually improve from low to high energies. Another criterion is isolation,
quantifying how strongly it should be separated from neighbouring tracks and energy deposits
in the calorimeter. The Gradient working point is used, designed to have an efficiency of
90% at pr=25GeV and 99% at pr=60 GeV while having a uniform efficiency in 7.

The electron charge ID selector (ECIDS) is used to veto charge misidentification in signal
electrons [48]. It uses a boosted decision tree to categorize each electron whether it might
be affected by a charge misidentification.

Efficiencies are calculated for electrons with Ep > 4.5 GeV and |n| < 2.47 in Ref. [47].
These minimum requirements are also set in the object selection of baseline electrons in this
thesis.

3.2.4.2 Muon Reconstruction

A detailed description of the used muon reconstruction and identification can be found in
Ref. [50]. Also the included uncertainties for muons shown in Table 6.1 are explained in more
detail in this reference. The reconstruction algorithm is calibrated as stated in Ref. [50].

Informations of hits in the muon system, inner detector and also the calorimeters are
used for the reconstruction. Out of them, muon candidates are constructed according to the
chosen identification working point. There are two identification working points used in this
thesis:

¢ Medium with an average efficiency of 97% and 0.17% light-hadron misidentification rate
and

e Loose: which is a superset of Medium with an average efficiency of 99% and approx.
0.25% light-hadron misidentification rate

for simulated t¢ events with muons 20<pp<100 GeV and || < 2.5 [50]. The efficiency is
worse for |n| < 0.1 due to the limited coverage of the muon system. It improves with larger
pr and |7n].

The FixedCutPflowTight working point is used for the isolation which has an efficiency
of 87% and 0.9% bottom- and charm-hadron misidentification rate for simulated tt events
with muons 20<pr<100 GeV and |n| < 2.5 [50].

The muon reconstruction, identification, vertex association and isolation efficiencies are
measured for tracks with pr> 3 GeV and |n| < 2.7 in Ref. [50] and are used in this work.
These minimum requirements are also set in the object selection of baseline muons in this
thesis.

3.2.4.3 Jet and MET Reconstruction

Details about the Jet reconstruction and identification can be found in Ref. [51] with details
on the b-jet identification in Ref. [52]. Details about MET can be found in Ref. [53]. Also
the included uncertainties for jets and MET shown in Table 6.1 and 6.2 are explained in
more detail in these references. For the identification of jets, the anti-kt algorithm [54]
with a radius parameter R=0.4 is used. The probability of radiations of partons with very
low momentum or colinear to the radiating parton are divergent. The jet reconstruction
algorithm has to cope with this and the result should be independent of these radiations.
The anti-kt algorithm fulfils this requirement. It starts from four-momentum objects p;
defined with the particle flow PFlow [55] algorithm: energy deposits in the calorimeter are
updated by the more precise four-momentum estimate from tracks from charged particles in
the inner detector.
The following terms are determined:

o d;:= pigi: the transverse momentum of the deposited energies to the power of —2 and
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o dij= min(p}i-7 p}zj) %: the combined energetic and spatial distance of all deposited

energies,

where AR, ; is the spatial distance between the deposited energies ¢ and j. The values d;
and d; ; are ordered in a list in increasing order. If the smallest value is a d; ;, then the
four-momenta of 7 and j are added, they are treated as one object in the following and the
list is updated accordingly. If the smallest value is a d;, then it is marked as jet and all
occurrences of ¢ are deleted in the list.

Jet vertex tagging (JVT) [56] is used to suppress jets from neighbouring p-p collisions
during the same bunch crossing.

The relative jet energy resolution is measured in Ref. [51] and ranges from (24 + 1.5)%
at 20 GeV to (6 £ 0.5)% at 300 GeV. This minimum energy requirement is also used in the
object selection of baseline jets in this thesis.

To identify jets originated from a b-quark the output of a deep-forward neural network
DL1r tagger is used with the working point fixed-cut 85Y% with an efficiency of 85% [52].

MET is defined in Section 5.1.1.
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Chapter 4

Contributing Processes

The main goal of this thesis is to study the scattering of two same-charged W bosons. The
W bosons are unstable with a lifetime of 3.16 - 10725 s in which they would travel on average
less than 107 m.! Since the beam pipe is much larger (= 2.5-1072 m) than this only the
decay products can be measured. W bosons decay, according to the PMG data book [57],
in 32.59(27)% into lepton-pairs and to 67.41(27)% into hadrons. The hadrons will form jets,
which are frequent in p-p colliders and thus hard to trace back to W bosons.

The lepton pairs consist of a neutrino and a charged lepton. From the charged leptons taus
have a very short lifetime and mainly only the decay products will be measurable.?2 Thus,
only muons and electrons are considered in this analysis in the final state to reach high WW-
scattering purity. There are also semi-leptonic [58, 59] final states examined, but not in this
thesis.

Because of electromagnetic charge conservation two same-sign W bosons cproduced together
with two jets, the so-called tagging jets.

This defines the final state studied: it consists of two leptons, electron and/or muon, missing
transverse momentum (from two neutrinos) and two tagging jets.

Unfortunately, also other processes can have this final state. Additionally, the detector is not
perfect, and the charge of the leptons could get misidentified or jets could get misinterpreted
as leptons in the reconstruction process. Thus, also processes with three jets and one charged
lepton before reconstruction could contribute to the background of signal like looking events.
The signal process is defined in Section 4.2 and the background processes in Section 4.3.

4.1 Simulation of the Processes

There is a processing chain within ATLAS of generated samples. They arean only be first
generated by the MC generators on truth level in EVNT format. They include already on-
the-fly weights (OTF weights) which are used to reweight the events to get the scale, PDF
and ag variations. They are used to calculate the corresponding uncertainties in Chapter 6.
Afterwards, the detector simulation, implemented in Geant4 [60], is applied resulting in
the intermediate HITS file. Physical objects get reconstructed in the AOD file. Finally,
an analysis specific derivation is created with already some selection criteria of the fiducial
region applied. In this thesis STDM3 [61] is used.

Table 4.1 lists the samples used in this thesis and the used generators, orders and PDF
set.

IThe W decay width from PMG is I'yy = 2.08(4) GeV and the resulting lifetime is iy = 1/Ty =
3.16 - 10~25s. Assuming a maximal energy Fmax = 137TeV and the mass my = 80.38 GeV the average

A/ Emax—mw 1
-_— = 1627Umax = 1-— —3 —C, Smax, av —

maximum distance Smax, av can be calculated: ymax =
mw Ymax
Umax * Ymax " TW — 1.54 - 10_11 m

2With Er mean ~ 100GeV, m, = 1776.86MeV, 7, = 290.3 - 10~ 1%s [57] the average mean distance

v/ Emean—mr

. _ _ _ _ -3
Smean, av can be calculated: Ymean = Py = 55, Smean, av = Umean * Ymean - T = 4.8 - 107° m.

3Combined with WWW and W H samples as described in the text.
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Table 4.1: ”A summary of MC samples used to simulate signal and major background
processes in the signal region. The notation V is used to represent either W or Z/~.” [18]

Process, short description ME Generator + parton shower Order Tune PDF set in ME

EW, Int, QCD W*W%jj, nominal signal MADGRAPH5__AMC@NLO2.6.7 + HERWIGT.2 LO Herwic  NNPDF3.0NLO
EW, Int, QCD W*W%jj, alternative shower MADGRAPH5 _AMC@NLO2.6.7 + PYTHIA8.244 LO Al4 NNPDF3.0NLO
EW W£W%jj, NLO pQCD approx. SHERPA2.2.113 +0,1jQLO SHERPA NNPDF3.0NNLO
EW W*W=jj, NLO pQCD approx. POwHEG Boxv2 + PYTHIAS.230 NLO (VBS approx.) AZNLO NNPDF3.0NLO
QCD W*W#jj, NLO pQCD approx. SHERPA2.2.2 —+0,1j@LO SHERPA  NNPDF3.0NNLO
QCD VVjj SHERPA2.2.2 +0,1@NLO; 4+2,3j@LO  SHERPA NNPDF3.0NNLO

EW W*Z/v*jj MADGRAPH5_AMC@NLO2.6.2+PYTHIA8.235 LO Al4 NNPDF3.0NLO
EW Z/v*Z/v*jj SHERPA2.2.2 LO SHERPA NNPDF3.0NNLO
QCD V~jj SHERPA2.2.11 +0,1j@NLO; +2,3jQLO Al4 NNPDF3.0NNLO

EW Vvjj MADGRAPH5 _AMC@NLO2.6.5+PYTHIA8.240 LO Al4 NNPDF3.0NLO
vvv SHERPA2.2.1 (leptonic) & SHERPA2.2.2 (one V — jj) +0,1j@LO SHERPA NNPDF3.0NNLO

ttV MADGRAPHS__AMC@NLO2.3.3.p0 + PYTHIAS.210 NLO Al4 NNPDF3.0NLO

tZq MADGRAPHS__AMC@NLO2.3.3.p1 + PYTHIAS8.212 LO Al4 NNPDF2.3L0

WEW*jj EFT MADGRAPHS5 _AMC@NLO 2.6.5 + PYTHIA8.235 LO Al4 NNPDF3.0NLO

Hi MADGRAPH5_AMC@NLO 2.9.5 + PYTHIAS.245 LO Al4 NNPDF3.08LO

4.2 Signal Process

The used signal processes are listed in Table 4.1. A LO sample is used. For a complete NLO
sample EW and QCD NLO effects need to be added to the three EW, interference and QCD
sample - so in total six corrections. Only three of them were available at the time this thesis
was written.

For the nominal LO W*W%jj Madgraph sample the shower Herwig7 is used because
NLO QCD is only available in Herwig7 and the nominal sample should be close to a possible
better signal sample. In the timescale of the analysis presented here, the NLO QCD Mad-
graph sample was not ready. There is also a recent paper publishing the NLO EW Powheg
calculation for EW W*W%jj [62]. Also this sample was not ready in time for inclusion in
this analysis. More details about the status of NLO predictions including showers can be
found in Ref. [63].

EW W*W#jj Powheg uses the VBS approximation [64] and the factorisation and renor-
malisation scale are fixed to W boson mass for this sample. These have known deviations
due to the approximations as discussed in Ref. [63] and is used only as a comparison.

The nominal signal sample is listed in Table A.1. The uncertainties are estimated with the
help of the samples listed in Table A.2 according to the procedure described in Section 6.2.

Dedicated selection requirements are applied to select events in a region enriched in signal
events as described in Chapter 5.

4.3 Background Processes

Contributing background processes, sorted in decreasing order of the yield, are:
o« WEZjj — tltvjj,
« Non-prompt, mainly from W (— ¢v) + jets and tt (semileptonic decays)

o Conversions, consisting of photon conversions from V-« processes and electron charge
misidentification,

e Other prompt, consisting of top, triboson and ZZ contributions.

The list of all used MC samples for other prompt and Vv backgrounds can be found in
Table A.3.

The non-prompt lepton and electron charge misidentification background sources are
estimated using data-driven methods, while other background sources are modelled using
MC. The backgrounds with the largest contribution and hardest to model in this process
are W= Zjj background, non-prompt lepton, and conversion background. Their derivation
is described in more detail in this chapter. Please note that this work was not done by the
author of this thesis. It is needed in the following to understand the different background
contributions and their associated uncertainties.
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The background estimations are validated in eight dedicated validation regions (‘Inclusive
VR, ‘Z(ee) Peak VR’, ‘Low AY,; VR’, ‘Low my; ’, ‘Low Nj¢ VR’, ‘Top-Fakes VR’, ‘Top-
EWK VR’ and ‘Trilepton Inclusive VR’). Good agreement between data and MC was found
in all regions [65].

4.3.1 W+*Zjj Background

If one lepton from Z of W*Zjj — €0¢vjj is not reconstructed, then the same configuration
as for the signal process is possible: 2 leptons + 2 jets + EX55. Because of this a WZ control
region (WZ CR) is introduced in the main fit to determine QCD W* Zjj normalisation data-
driven. The WZ CR is chosen close to the signal region to have similar kinematics, but
modified to be dominated by QCD W*Zjj. It is defined in Section 5.2.3.

The WZ CR contains only one bin in the final fits and no splitting by flavour nor ms;
is performed. A mj; bin wise QCD W= Zjj normalisation factor in the main fit could be
considered in future analysis of this process.

Mismodelling of mj; is known and seen by other analyses, e.g. in Ref. [66]. Because
of this the mj; shape is reweighted according to data before the main fit. An exponential
falling reweighting function is used in a four bin fit in the WZ CR with EW suppression
requirement in the range 200 < mj; < 2500 GeV to be sensitive to the QCD W*Zjj process.
The EW-suppression requirement was optimised to be: a WZ centrality above 0.5, to increase
the W*Zjj QCD to EW ratio while keeping many QCD W#Zjj events. Data and MC are
normalised to one to keep the normalisation information for the main fit. To not use data
twice the my; shape is determined from my; in WZ CR only in this first step. Only one bin
in WZ CR is used in the main fit with free floating QCD W* Zjj normalisation to not use
the shape information from data in WZ CR twice.

4.3.1.1 Systematic Uncertainties
Uncertainties from reweighting are:
¢ MjjRewPDPF': envelope in exponent taken around PDF and ag variations,

« MjjRewScale: missing higher order effects in the QCD W¥ Zjj simulation, estimated
as envelope in exponent from renormalisation and factorization scale variations,

¢ MjjRewStat: due to limited MC and data events by variation of the reweighting
function resulting in an up and down variation.

Several other reweighting functions and limited bin information are tested to confirm, that
the statistical uncertainty covers these cases.

4.3.2 Non-prompt Lepton Background

Non-prompt leptons are additional leptons passing signal lepton selection from heavy-flavour
hadron decay or jets misidentified as leptons. Non-prompt muons stem mostly from heavy-
flavour hadron decays, while electrons stem mostly from light-flavour hadron decays. It
turned out, that non-prompt muons are a bit more frequent than non-prompt electrons in
the signal region. Events which contain a non-prompt signal lepton are called non-prompt
background. This background is estimated using a data-driven method with the so-called
"fake factor method”. Details can be found in [67].

The fake factor method is based on a looser lepton selection ’Anti-ID’, defined below. The
ratio of leptons passing the signal selection Nf3" P*™" divided by the number of leptons
passing the looser lepton selection Nyor 2Io™P* is called fake factor F.

Nnon —prompt

_ _'ID
F= Nnon—prompt ' (41)
Anti—ID

The fake factor is estimated in a dedicated dijet region shown in Table 4.2. Fake factors are
calculated for two different triggers: HLT e12_lhvloose_nod0_L1EMI10VH and HLT mul4
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and the stricter trigger used in the analysis. The first trigger was used to have more events to
calculate the fake factor from, but these fake factors can not get applied to events in the SR
which get triggered only by its Anti-ID lepton. Dedicated fake factors with the SR triggers
in the dijet region are used in this case. The nominal trigger is split into 2015 and 2016-18
data taking periods.

Table 4.2: Dijet event selection used in the fake factor estimation as described in Ref. [67].

Dijet event selection

GRL
Trigger
Trigger matching
N, =1 and py > 27GeV
Mct > O
pLRBENEICt 5 95(30) GeV
1AG(L )] > 238
Er ek +mr <50 GeV
b-jetveto
ID or Anti-ID lepton

The low-mj; control region is used as control region in the main fit for further determining
their contribution close to SR with a looser m;; requirement: 200 < mj; < 500 GeV.

In the end this fake factor is applied to a region close to the SR with the looser lepton
selection "Anti-ID’ applied. This results in the non-prompt background estimate in the signal
region and low-m;; CR region.

The looser selection is designed to be close to the signal lepton selection, but without
overlap. The quality requirements are chosen looser than for the signal selection to have
more non-prompt leptons and thus more data to infer from.

The nominal signal lepton selection can be found in Table 5.4. The ’Anti-ID’ selection
applies the same requirements, but for electrons:

e LHMedium instead of LHTight ID,
e 1o Gradient Isolation required,

o fail either LHTight ID or Gradient Isolation to have no overlap with the signal electron
selection,

and for muons:
o |do/oa,| < 10 instead of |dy/oq,| < 3,
e FixedCutPflowLoose isolation instead of FixedCutPflowTight isolation and

o fail either |dy/og4,| < 3 or FixedCutPflowTight isolation to have no overlap with the
signal muon selection.

There are different origins of non-prompt leptons, like light mesons, ¢ mesons or b mesons.
It is important that the leptons in the signal region (both ID and Anti-ID) have the same
origin as in the dijet region where the fake factors get estimated to have the same relative
probabilities. By applying the b-veto or requiring at least one b-jet the origins can get varied
to two extremes. The mean is used in the analysis to be close to the SR and the two extremes
are used as jet composition systematic uncertainty. All other systematic uncertainties are
calculated around b-jet veto to be close to SR.

Fake factors are extracted from single-lepton data dominated by non-prompt leptons in
the dijet region. There, prompt contributions, estimated by MC, need to be subtracted from

data: .
promp
NID - NID

F=
prompt
Nanti—1p — NAnti—ID

(4.2)
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4.3 Background Processes

Fake factors are calculated separately for electrons and muons, separated in three bins
of lepton transverse momentum pr with bin edges: [27, 35, 55, 200] GeV. For electrons it is
further split into three bins of |n| with bin edges: [0, 1.37, 1.52, 2.47]. The crack region is
also excluded in the SR, but has a small neglectable effect because a different 7 definition is
used. The track-based 7 is used for the fake factor while the cluster based 7 is used in the
SR.

In the signal process, there are two leptons. Since the contribution from two non-prompt
leptons is negligible [68] only one non-prompt lepton is considered. The predicted background
yield is:

non—prompt __ prompt, charge flip
NID+ID _F(fil s PT 4y 5 ‘77& |) : <NID(fz2)+Anti—ID(fgl) - ID(fzz)J,_Anti_ID(fgl)) (4 3)
prompt, charge flip ’
+ F(f@z y PT 55 |77Z2 D : (]VID(fg1 )+Anti—ID(fp,) — NID(fel )+Anti—ID(fg2)) )

where fy, is the flavour, either e or y, of the i-th lepton. In addition to the prompt back-
ground, data-driven estimated background due to charge-flip, defined in Section 4.3.3, is
subtracted.

The method was cross-checked with a second approach where the fake factor was deter-
mined from events with two reconstructed leptons [68]. Sufficient agreement was found.

4.3.2.1 Systematic Uncertainties

There are different sources of systematic uncertainties. In the final fit they are there for each
trigger configuration, split into 2015, 2016-18 data taking periods for the nominal SR trigger
and commonly 2015-16 for the nominal dijet region trigger

They are grouped into:

« gamma__[bins SR, low-mj; CR] includes statistical uncertainties of data in ID+Anti-
ID SR,

« mu_FF_STAT_ 2015_2018_ [1-3]_ 1 statistical uncertainties of muon fake factor
in py bin 1-3 for nominal dijet region trigger,

e mu_FF_STAT_ [2015,2016__2018]__[1-3]__1 statistical uncertainties of muon fake
factor in pr bin 1-3 for SR trigger,

« el_FF_STAT_ 2015_2018 [1-3]_[1-3] statistical uncertainties of electron fake
factor in pp bin 1-3 in || <1.37, crack or |ny| > 1.52 for nominal dijet region trigger,

o el_FF_STAT [2015,2016_2018]__[1-3]__[1-3] statistical uncertainties of electron
fake factor in pr bin 1-3 in |ny|<1.37, crack or |ne| > 1.52 for SR trigger,

e FF__Prompt Prompt lepton subtraction in the fake factor estimate: modelling of
dominant prompt contamination W+jets in dedicated control region shows up to 5%
difference which is included as unc. on the total prompt contamination. The 5%
variation is applied to the prompt background in the fake factor calculation in the dijet
region,

e el_FF_AntiIDSF, mu_FF_ AntiIDSF variations of prompt electron and muon
contributions in the ID4+AntilD region, related to the identification and isolation effi-
ciency for AntilD leptons,

e el_FF_ BTagged and mu_ FF_ BTagged Jet flavour composition: taking b-veto
and inverse as systematic variations where the true composition is somewhere in be-
tween,

« FF_MET E’T’fi“ + mqp variation: The energy requirement is varied 5GeV up and

track
down - the resulting difference of the non-prompt prediction is taken as uncertainty.
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4 Contributing Processes

4.3.3 Conversions Background from Electron Charge Misidentifica-
tion

The background prediction of charge-flipped leptons is estimated using a data-driven method
[69]. In principle, muons and electrons could be affected, but the contribution from muon
charge flip is small and can be neglected [70]. The contribution from electron charge flip is
estimated from opposite-sign data events with a weight w applied, according to the charge
flip rate estimated from data. Opposite-sign data is taken from the signal region (SR) with
only the same-sign charge requirement changed to opposite-sign charge. These events are
weighted according to || and pr of the leptons.
The weight applied on opposite sign events on reco level is:
(1l —en)+en(l —ew)

w = . 4.4
(1 —€00)(1 —en)+cnen (4.4)

It is the ratio of the probability that exactly one lepton changes the charge to the probability
that both or neither lepton flips the charge. In the modified opposite sign SR we measure
the absolute number in the denominator and can infer the number in the numerator by
multiplying with w.

The charge flip probabilities e;(|n¢|, pr.¢) are calculated from MC, corrected with data-
to-MC scale factors (SF) [71] in an extra region defined in Table 4.3. The probabilities are
defined in discrete steps of |n| (i-th bin) and pry (j-th bin). The probability emisip,; is
the ratio between the number of events with misID Ny,s1p,i; and the total number of events
Naiij:

NmistD,ij . (4.5)
Nan,ij

In this region, Z — ee decays are examined with reconstructed same-sign electrons. The
sideband subtraction method, involving a Z window requirement, is used to estimate the
background of non-Z processes [72].

The MC events are corrected by applying data-to-MC SFs for each of the electrons de-
pending on whether there is a charge-flip in MC (SFyrong) or not (SFeorrect):

EmisID,ij =

Edata 1 — edata
Serong = 5 SFcorrect = ) (46)
EMC 1 —emc

where €4at, is the charge flip probability in data estimated with the sideband subtraction
method from Z — ee events. The charge flip probability in MC is ey;c.

Requirements

mee > 20 GeV (remove contributions from soft-QCD processes)
Electrons passing the ECIDS condition

In| < 2.5, excluding crack region (1.37 < |n| < 1.52)

pr > 20 GeV

Electrons fulfilling TightLH and Gradient

Single-lepton trigger and matching

Remove FSR-induced electrons at truth level

Table 4.3: Region where charge flip probabilities are calculated from Z — ee process.
Probabilities depend on 7 and pr. All requirements are also applied in the signal re-
gion defined in Section 5.2.1 with the exception of the FSR requirement on truth level.
FSR-induced electrons are removed at truth level to avoid the influence in charge misiden-
tification from their contributions following Ref. [73].

4.3.3.1 Lost Transverse Momentum during Charge Flip

The reconstructed energy of a charge-flipped electron can be considerably smaller than its
actual energy. Charge flips occur mostly when an electron from Bremsstrahlung of opposite
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4.3 Background Processes

charge is followed in the reconstruction instead of the original electron. The remains of the
original electron are then missing in the standard calculation. This needs to be corrected.
The data events in the OS SR get corrected before applying any requirement. Only one of
the leptons performs charge flip to end up in the SR and thus only one lepton gets corrected.
In the ee channel, the corrected electron gets picked randomly according to the probability
EmisiD,i; that a lepton performed the charge flip.

The correction involves two things:

1. Mimicking the underestimated energy with a 'residual energy scale correction factor’
o and

2. smearing the distribution with dE to get the energy resolution of charge-flipped elec-
trons of its pr and 7.

The corrected momentum pserrected jg:

corrected __ ]ild
Pr = o +dE, (47)

The energy scaling factor o depends on 7, because Bremsstrahlung depends on the de-
tector material on the path of the electron. It is the quotient of the averaged reco to truth

. Pright/wrong _ %CCD right/wrong f h . h b .
pr ratios g = { prrom or the i-th 7 bin:
’ T

[
right
_ _p1i
Q= Pwrong . (48)

pT,t

The smearing factor dF is applied via adding a random number resulting in the expected
total resolution.

4.3.3.2 Systematic Uncertainties

Systematic uncertainties of the charge flip cover effects of systematically varying the scale
factors. The variations of scaling factors are provided by Egamma Combined Performance
group [72] together with the scaling factors themselves. The variations include:

e variation of the width of the sideband in the sideband subtraction in Z — ee decays
for estimating charge flip probabilities

o different removals of FSR-induced electrons

e 2D vs. uncorrelated 1Dx1D 7, pr parametrization for pr >95 GeV as systematic
variation motivated by low statistics in that region

The uncertainties are finally summarized into:
e chFlipSF: symmetrized envelope over scale factor variations,
o gamma_ [bins SR, low-m;; CR] includes statistical uncertainties of data in opposite-

sign SR.

4.3.4 Other Prompt, V~ and Zjets Background

Zjets in the WZ control region, other prompt backgrounds and V- are estimated by the MC
samples listed in Table A.3. Zjets is only directly added in the WZ control region. In other
regions it is part of non-prompt background and conversions background.
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Chapter 5

Object and Event Selection

The object and event selection criteria are mainly kept from Ref. [74]. Only some minor ad-
justments are made to incorporate updated recommendations and to improve the significance
of the signal for the cross-section measurements. As a potential improvement e.g. quark-
gluon tagging is studied in Ref. [75], but no significant improvement is found. Quark-gluon
tagging is considered because in the W*Wjj final state there are mainly quark-initiated
jets while other processes can have a higher fraction of gluon-initiated jets. Vetoing gluon
initiated jets could thus improve the signal significance.

First, the relevant objects, like electrons, muons and jets, are selected in Section 5.1 in each
event. Afterwards, event selection criteria are applied to create regions of phase-space where
the background and signal composition vary, enabling to constrain the former and measure
the latter when compared to data. There are in total three regions on reconstruction level:

o the signal region, defined in Section 5.2.1,
o the low-m;; control region, defined in Section 5.2.2,
o the WZ control region, defined in Section 5.2.3,
and two regions on truth-level:
o the fiducial phase space, defined in Section 5.4 and
¢ the truth-phase space of the WZ control region, defined in Section 5.5.

The regions on reconstruction level are needed to constrain signal and backgrounds. The
measured cross-sections are defined in the fiducial phase space. For a meaningful definition
of the normalisation strength of QCD W= Zjj background jy » the truth-phase space of the
WZ control region is also defined.

Table 5.1 summarizes the predicted yields of all processes in the three regions on reco-
level. The predicted cross-section in the fiducial phase space of the signal samples are shown
in Section 5.4 in Table 5.8.

5.1 Object Selection

The object selection includes three steps:
o the preselection of electrons, muons and jets, shown in Table 5.2 and 5.3,

o the overlap removal between these objects and the missing transverse momentum def-
inition, described in Section 5.1.1 and

o the selection of signal electrons, muons and jets, shown in Table 5.4 and 5.5.
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5 Object and Event Selection

Table 5.1: Overview of samples and their predicted contribution in each region. W*W*jj
is grouped as a signal in the signal region and as a non-prompt background in the WZ
control region.

NP name Signal Region low-mj;; CR WZ CR
EW WEW+jj 234.90 36.61 -
Int WHW+jj 7.59 2.16 —~
QCD W*W=j; 24.04 24.30 -
QCD W*Zjj 82.81 131.07 799.73
EW W Zjj 14.94 4.36 141.32
Non-prompt
e fakes 22.99 44.15 -
u fakes 32.64 43.11 -
Z+jets - - 27.67
EW WEW+jj - - 0.03
Int WHW+jj - - 0.00
QCD W*W=jj - - 0.01
Conversions
Charge Flip 10.11 11.12 -
Wry 10.37 13.84 0.14
Zry 0.55 0.96 7.96
Other prompt
Top 3.99 5.46 41.14
Triboson 0.65 0.61 15.40
77 2.44 3.73 58.37

Since there are multiple interactions in each LHC bunch crossing, there are multiple ver-
tices possible. The primary vertex is chosen to be the one with the largest sum of squared
transverse momenta of the associated tracks. The distance to the primary vertex is described

with the longitudinal impact parameter |z X sin 8| and with the transverse impact parameter
| o).
do

Table 5.2: Baseline selection criteria of electrons and muons. Details about identification
working points, the minimal kinematic and geometrical requirements can be found in
Section 3.2.4.

Electron Muon
Identification LooselLH Loose
Kinematic Acceptance pr > 4.5 GeV pr > 3 GeV
Geometrical Acceptance In| < 2.47 In| < 2.7
Impact Parameter Requirement |z X sinf| < 0.5 mm |z X sinf] < 1.5 mm

7] <5 7] <15
Isolation Requirement none none

5.1.1 Overlap Removal and MET Definition

Missing transverse momentum (MET) is calculated applying transverse momenta conserva-
tion to the reconstructed particles (“hard term”) and the unassociated soft detector signals
("soft term”). Particle flow jets are used for the hadronic hard term. Tracks of charged

IThe Plow algorithm combines information from tracker and calorimeter during object reconstruction.
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5.2 Event Selection

Table 5.3: Baseline selection criteria of jets.

Jet
Algorithm PFlow!, anti-k7 with resolution parameter R =0.4
corrected for pileup effects and smeared to data resolution
Kinematic Acceptance pr > 20 GeV
Geometrical Acceptance In| < 4.5

particles are used for the soft-term. The baseline selected electrons, muons and jets are fed
to MET. An internal MET overlap removal is performed.

During overlap removal baseline-selected objects are removed when the same physical
object seems to be reconstructed and categorized as multiple different objects. The jet
algorithm classifies nearly all electrons and muons as jets because of the deposit in the
calorimeter. On the other side, jets could also consist of electrons and muons. Muons and
Electrons have a similar footprint in the inner detector and the electromagnetic calorimeter.
The procedure defined in Ref. [76] with updates presented in [77] is used. Jets identified
as originating from the hadronization of a b quark are never removed during this overlap
removal.

Their order of removal is:

1. ¢ vs. £ removal:
e c-e: if two electrons have overlapping EM calorimeter entries or share one inner
detector track, then remove the electron with lower pr,

e e-p: if an electron and a muon share one inner detector track and if muon is tagged
in muon chambers, then remove the electron (probably bremsstrahlung created a
photon which was detected in EM leading to an electron candidate); if muon is
not tagged in muon chamber, then remove the muon.

2. e vs. j removal:
o if AR.; < 0.2, then remove the jet,
o if0.2<AR.; <min (0.4, 0.04 + 1%@), then remove the electron.
T

3. p vs. j removal:

e remove the jet,
—if AR, ; < 0.2,
— if the jet has less than three associated tracks with pt > 500 MeV or
— if the py ratio of the muon and jet is larger than 0.5, p‘T‘/pjT > 0.5 and the
ratio of the muon pr to the pr sum of tracks with pr > 500 MeV associated

to the jet is larger than 0.7.
o if jet j is not removed by other criteria and AR, ; < min (0.4,0‘044— 10})#),
T
then the muon is removed.

5.1.2 Analysis Lepton and Jet Selection

The electron, muon, jet and b-jet selection is applied to those particles which pass the baseline
selection and the overlap removal. The criteria are summarized in Table 5.4 and 5.5.

5.2 Event Selection

Listed here are the requirements that events have to fulfil - otherwise they get vetoed. Also
weights get applied to MC events to compensate for data mismodelling. The trigger require-
ment depends on the data taking period [78-80].

For 2015 the triggers are:
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Table 5.4: Signal electron and muon selection criteria. Details about the identification
and isolation working points can be found in Section 3.2.4. Those working points are
chosen which maximise the expected significance.

Electron Muon
Identification TightLH Medium
Kinematic Acceptance pr > 27 GeV pr > 27 GeV
Geometrical Acceptance In| < 2.47,

excluding 1.37 < |n| < 1.52
Impact parameter requirements as for preselection |z0 X sinf| < 0.5 mm
<3

Isolation Requirement Gradient FixedCutPflowTight
Additional Pass ECIDS

Table 5.5: Signal jet and b-jet selection criteria. Details about the b-tagging working
point can be found in Section 3.2.4.3.

Jet b-Jet
Kinematic Acceptance pr > 25 GeV pr > 20 GeV
Geometrical Acceptance In| < 4.5 Inl < 2.5

Additional JVT for pr<60GeV and |n| < 2.5 JVT for pr<60 GeV
- fixed-cut 85 of
DL1r tagger [52]

o for electrons:
— HLT e24 lhmedium L1EM20VH: Er. > 24 GeV, MediumLH identification and
ET,e,Ll > 20 GGV,
— HLT e60_lhmedium: E7 . > 60 GeV and MediumLH identification or
— HLT e120_lhloose: Er . > 120 GeV and LooseLH identification,

o for muons:

— HLT mu20_iloose L1IMU15: py, > 20 GeV, Loose identification and pr , 11 >
15 GeV or

— HLT mub0: pr, > 50 GeV.
For 2016 to 2018 the triggers are:
o for electrons (no requirement on dy for identification):

— HLT 26 Ihtight nod0_ivarloose: Er. > 26 GeV and combination of TightLH
and LooseLH identification,
— HLT e60_lhmedium_nod0: Er . > 60GeV and MediumLH identification or

— HLT e140_lhloose nod0: Er . > 140 GeV and LooseLH identification,
o for muons:

— HLT mu26_ivarmedium: pp, > 26 GeV and Medium identification or
— HLT mub0: pr, > 50 GeV.
At least one trigger needs to be triggered by one of the signal leptons.
At least three tracks associated to the primary vertex are required. Contributions from

additional proton-proton collisions are simulated by overlaying minimum bias events from
PyTHIA 8.
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After passing trigger requirements, three non overlapping analysis regions are build: the
signal region, the low-m;; control region and the WZ control region.

5.2.1 Event Selection of Signal Region

The signal region is designed to measure the signal process.

Exactly two signal leptons with the same electric charge need to be present.

To suppress conversion backgrounds from Z/v+ — ee two ee-channel specific requirements
are made: |me.—myz| > 15 GeV and |n°| < 1.37. The dilepton invariant mass myy is required
to be above 20 GeV.

To suppress prompt backgrounds, events with a third baseline lepton after overlap removal
are vetoed. Additionally, events are vetoed if a third baseline lepton forms a Z boson lepton
candidate with one of the signal leptons with |mg — mz| < 15 GéeV.

Because of the two neutrinos in the leptonic decay of the same-charged W bosons a
missing transverse momentum of at least 30 GeV is required.

At least two signal jets need to be present in the event: one jet with transverse momen-
tum above 65 GeV and the second above 35 GeV. The two jets with the highest transverse
momentum are called tagging jets and an invariant mass mj; above 500 GeV and a separa-
tion along the beam axis of |AYj;| > 2 is required to suppress QCD induced background and
increase the relative VBS contribution.

As additional jets in the signal region only jets with pr > 25 GeV are considered.

Background contributions from tops are suppressed by vetoing events with a selected
b-jet.

5.2.2 Event Selection of low-m;; Control Region

The same requirements as in Section 5.2.1 need to be fulfilled with the exception of the
my; requirement which is required to be between 200 and 500 GeV. It serves to constrain
non-prompt and conversions induced backgrounds.

5.2.3 Event Selection of WZ Control Region

The WZ control region is chosen close to the signal region to have similar kinematics, but is
modified to be dominated by QCD W*Zjj to determine its normalisation close to the signal
region.

There are:

o at least two signal leptons required with my, > 20 GeV,

o a third lepton with py > 15 GeV and among the three leptons one same flavour opposite
charge pair as Z candidate,

e My > 106 GeV to reduce contribution from Z-+jets and Z~,
o MET > 30GeV,

o at least two jets with pr jet1 > 65 GeV and pr jet2 > 35 GeV,
e b-jet veto,

o |AY;|>=2 and mj > 200 GeV to be close to signal region and low-m;; control region.

5.3 Truth Level Object Selection

The MCTruthClassifier [81] is used to identify electrons via values 1 for ‘unknown electron’
and 2 for ‘isolated electron’ Muons are identified with value 5 for ‘unknown muon‘ and
6 for ‘isolated muon‘ To both leptons photons which are emitted in showering are added
back to get the original momentum. For the tau-veto ‘isolated taus‘ are selected via the

39



5 Object and Event Selection

MCTruthClassifier. For all three lepton candidates, particles from detector simulation are
not included.

To mimic the overlap removal on reconstruction level jets are first deleted and secondly
electrons:

1. first, all jets are deleted for which there is an electron within AR, ; < 0.4 and the
electron has more than 50% of the pr of the jet.

2. Afterwards, electrons are deleted if there is a jet with AR, ; < 0.4 and the electron has
less than 50% of the pr of the jet.

The following kinematic and geometrical requirements are summarized in Table 5.6 for
different lepton classes used later in the truth-level event selection.

Table 5.6: Veto, third and signal electron and muon truth-level selection.

Electron Muon

Veto lepton

Kinematic Acceptance pr > 4.5 GeV  pr >3 GeV
Geometrical Acceptance Inl < 2.5 In| < 2.5

Third lepton

Kinematic Acceptance pr > 15 GeV  pr > 15 GeV
Geometrical Acceptance [nl < 2.5 In| < 2.5

Signal lepton

Kinematic Acceptance pr > 27 GeV  pr > 27 GeV
Geometrical Acceptance [nl < 2.5 In| < 2.5

The same kinematic and geometrical requirements are applied on truth-level as on reco-
level summarized in Table 5.7 for truth jets.
MET is the sum of all non-interacting particles on truth-level.

Table 5.7: Signal jet and b-jet truth level object selection.

Jet b-Jet
Kinematic Acceptance  pr > 25 GeV pr > 20 GeV
Geometrical Acceptance In| < 4.5 Inl < 2.5
Additional - an associated b-hadron with pr>5 GeV

5.4 Fiducial Phase Space

The total and differential cross-section is measured in the fiducial region on "truth level”.
It is designed to have an easy definition to be applicable by theorists who would like to
compare their results with the measured results. But at the same time, it should be an
optimised phase space where the signal-to-background ratio is high close to the signal region
on reconstruction level. The following selection criteria are chosen:

o exactly two same-sign signal leptons
e no veto lepton

o ARy>0.2

o myp >20GeV

o ee channel: |n|<1.37 and |mee — mz|>15 GeV
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Table 5.8: Overview of signal samples and their predicted cross-section in the fiducial
phase space. [18]

Description BV [fb] O_f]‘il(})V+Int+QCD (]

MG5_AMC+HERWIG7  2.53 £ 0.04 (PDF+ag) £3:22
MG5_AMCHPyTHIAS 2,53 % 0.04 (PDF+arg) 022

scale) 2.92+0.05 (PDF+ag
scale) 2.90 £+ 0.05 (PDF+ags

) +037 (scale)
)

scale) 2.92+0.04 (PDF+ag
)

4933 (scale)

A/_\AA
o —
NG NGNS

SHERPA 2.48 £ 0.04 (PDF+ag) £3:39 +0-55 (scale)
SHERPA ® NLO EW 2.10 £ 0.03 (PDF+ag) 333 (scale)  2.54 £ 0.03 (PDF+ag) £33 (scale)
PowHEG Box +PyTHIA 2.64

o PT,jet1>65 GeV, pr jer2>35 GeV
o MET>30 GeV

e tau veto

e b veto

o AYjj >=2.0, mj; >500 GeV

The predicted cross-sections in this phase space are summarized in Table 5.8 for the signal
samples defined in Section 4.1 and the theory uncertainties defined in Section 6.2.

The predicted fiducial cross-section is taken from the Monte Carlo simulation and is
computed as:

id tot
Uz]::’ed = Up(a)"ed ! d7 (51)
where
Uffr’ted is the total cross-section provided by the Monte Carlo generator in the total phase

space where the events are generated which includes the fiducial phase space and

sum of weights in fiducial phase space
sum of weights in total phase space *

&/ is the acceptance being

The total phase space depends on the sample such that only the fiducial cross-sections can
be compared between the samples in a meaningful way.

For EW W*W#jj the acceptance is 0.085 and the efficiency is 0.57.

The following theory uncertainties are considered for the theory prediction: scale, PDF,
ag, shower and NLO corrections. For the prediction itself, only the first three are provided
because the other two can be estimated by comparing samples generated on LO with higher
order samples. The PDF and ag uncertainties are combined. The different precisions and
showers used for predictions are summarized in Table 4.1.

So-called on-the-fly (OTF) weight variations are used to propagate the scale,
PDF and «ag variations. They affect both, the total cross-section J;‘;ted as well
as the acceptance 7. For a wvariation, the varied total cross-section is multi-

plied by: =& of weights of variation in total phase space The acceptance of the variation is
sum of nominal weight in total phase space

sum of weights of variation in fiducial phase space . . :
sum of weights of variation in total phase space ° To calculate the fiducial cross-section of a
. . vd
variation o/’

predvariation only a modified acceptance needs to be used: Hariation =
sum of weights of variation in fiducial phase space
sum of nominal weights in total phase space

fid __ _tot o
pred,variation Upred : %amatwn; (52)

The same definitions are also used for the i-th bin of an unfolded observable O:

fid,0; _O_totd'd01¢70.fzd,oi — gtot . o70i (53)

pred — Ypre pred,variation — © pred variation’

The resulting theory predictions are included in the unfolded distributions in Section 9.7.
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5.5 WZ Control Region on Truth Level

The same requirements as on reconstruction level are applied with the small difference of
additional overlap removal during event selection and no b-jet veto in the truth-level selection:

42

at least two signal leptons with ARy> 0.3 and myp > 20 GeV

a third lepton and among the three leptons with highest prone same flavour opposite
charge pair

myee > 106 GeV

MET > 30 GeV

at least two jets with prjes1 > 65 GeV and prjen > 35 GeV
ARj> 0.3

|AYjj[>=2

my; > 200 GeV



Chapter 6

Uncertainties

For the total and differential cross-section measurement and following interpretation it is
essential to consider all uncertainties of the reconstruction of objects in the detector and the
uncertainties of the theory prediction of signal and background. This chapter summarises
the uncertainties included in this thesis. The first Sections 6.1 and 6.2 summarise how
the uncertainties are calculated. Afterwards, smoothing and normalisation are discussed in
Section 6.3 and 6.4. The following Section 6.5 shows which uncertainty is included in which
part of the analysis. Finally, in Section 6.6 numerical values of the uncertainties are shown
for an example.

6.1 Experimental Uncertainties

The reconstruction and identification of objects in the ATLAS detector, which is associated
with experimental uncertainties, are defined in Section 3.2.4. Uncertainties of data-driven
estimated backgrounds, i.e. non-prompt background and conversions, are described in Sec-
tion 4.3.

6.2 Theory Uncertainties

Different sources of modelling uncertainties are shown in Section 2.4. The estimation of
these uncertainties is explained in this section. The limited number of generated MC events
is included as MC statistical uncertainty in the fits.

6.2.1 Scale Uncertainty

The scale uncertainty results from missing higher order correction of the perturbative ex-
pansion of the partonic cross-section. It consists of the variation of the renormalisation g,
and factorization scale y17. The scale uncertainty is calculated as envelope from seven points

(p’mﬂf):
(1.0pr,2.07),  (2.0p47,2.0pf),
(0.50r,1.05), (1.0p,1.015), (2.0pr,1.0p¢),
(0.5p47,0.5p), (1041, 0.501¢)

as recommended in Ref. [82].
The scale uncertainty on the number of expected events NV; in the i-th bin is

el N; = max |(Ni(fir,  fig;) = Nilpar, 1) - (6.1)

The renormalisation scale variation py is not available in LO EW WEW+jj and EW W Zjj
because there is no strong coupling involved.
The nominal scale choice is:

—
pr = g =\ PR P (6.2)
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6 Uncertainties

For the Standard Model prediction of EFT limit setting a different nominal scale is used:

1 bject j
pr=pp=5 0 pr (6.3)
J
The difference between these two nominal scales is added to the scale uncertainty in EFT
limit setting.

6.2.2 Parton Distribution Function (PDF) Uncertainty

It is calculated as the envelope of three different nominal PDF (NNPDF [32], MMHT [83]
and CT14 [84]) and the uncertainty from 100 NNPDF3.0 variations.
NNPDF3.0 is used for all processes as nominal PDF N; = N; nyppr with different preci-

sion during the calculation of PDF uncertainties. The uncertainty on the number of events
Ni is:

1 variation j
§PDF, YP N, = max N; vivaTs Nijcr1a, Ny + m\/Z(Ni,NNItDDFJ _ Ni)Q , (64)
J
PDF, down _ . 1 variation j 2
o N; = min Ni,MMHTa Ni.,CT14; N; — TO Z(Ni,NNPDF - Nz) . (65)
J

6.2.3 Strong Coupling as Uncertainty

This uncertainty stems from experimental uncertainties in the determination of ag and the
variation of its value at my scale from ag(myz) = 0.118 to 0.117 and 0.119. According to
recommendation [85] the uncertainty of ag in the i-th bin is:

Ni(adown) - Ni(aup)

5showcrNi _
2

(6.6)

It can be added in quadrature to the PDF uncertainty to get the total combined uncer-
tainty.

6.2.4 Parton Shower Uncertainty

For the nominal shower Herwig 7 is used. The uncertainty is calculated by comparing this
to the alternative shower from Pythia 8. The uncertainty on the predicted number of events
Ni is:

dsyst N; = |N;(Herwig 7) — N;(Pythia 8)|. (6.7)

There is no 100% correlation between the bins expected from the theory side. However
approximately 200 extra nuisance parameters would need to be introduced in unfolding to
represent this in unfolding fits. Because of this, it is combined into one nuisance parameter.
If the shower uncertainty gets constrained within the fit it needs to be split between the bins.

6.2.5 NLO EW Corrections

NLO EW corrections are derived for the W*W*jj measurement with partial Run 2 data [74]
depending on mj; from Ref. [11].
This dependence is fitted with:

.. .. 2
F(my) = 0511135 + 0.175910 - log (é?{/) — 0.0180658 - log (G";J‘J/) (6.8)

For m;; below 200 GeV the value: f(m;; < 200 GeV) = £(200 GeV) is used.
This dependence is applied to each event to also get uncertainties for other observables.
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6.3 No Application of Smoothing

6.2.6 NLO QCD Corrections

A sample with a third jet simulated in matrix element is used to model a dominant effect
towards NLO calculation: For QCD W*W%jj, Sherpa 2.2.2 with 2,3jetsQLO is used. For EW
WEWij, Sherpa 2.2.11 with 2,3jetsQLO, with additional samples for triboson and Higgs
contribution, listed in Table A.2, are used. There is one NLO QCD correction uncertainty
for EW W*W%jj and another one for QCD W*Wjj to separate the two effects since it
is not a complete NLO calculation. The 10 down uncertainty is defined by the alternative
Sherpa sample, while the Madgraph Herwig 7 sample is used as the nominal sample. It was
tested that unfolding Pseudodata according to Sherpa prediction with this setup yields the
same results as unfolding it with Sherpa as signal sample within uncertainties.

6.3 No Application of Smoothing

Because of MC statistical uncertainties, there can be unexpected fluctuations in systematic
variations. One way of solving it is to make these variations smooth by smoothing algorithms.
In this thesis smoothing is not used.

The advances of using smoothing are:

o avoids artificial/strange pulls and constraints, but this should only occur when MC
statistical uncertainty is comparable with data statistical uncertainty. There are 1-3
orders of magnitude in between, so this is not a problem.

o reduce double counting of MC statistical uncertainties
o makes fit more stable
On the other side, there are also disadvantages:
e smoothing is not recommended for weight variations,
e no smoothing is more conservative,
¢ smoothing is Bayesian motivated: difficult to interpret frequentistic after smoothing,

o different reasonable smoothing approaches give different results. A particular choice
could artificially reduce systematic uncertainty.

6.4 Normalisation of Theory Uncertainties in the Fidu-
cial Phase Space

The reason for normalisation is that in cross-section measurements one is interested in the
number of observed events in truth phase space. If a nuisance parameter of a modelling
uncertainty of the signal process is pulled, then it should not affect the total number of
truth-level events - only the shape should be affected. Otherwise, it would need to be
corrected for in the cross-section calculation. This is explained in more detail in Section 7.5.
Because of this all theory uncertainties related to the measured cross-section are normalised
on truth level.

The same reasoning is applied for QCD W+ Zjj with the free floating QCD W* Zjj nor-
malisation strength parameter puw 7. For uy z it does not matter if and whether on reco- or
truth-level normalised in WZ CR because it is only one bin in WZ CR. All related modelling
uncertainties are normalised on truth level to be able to interpret the normalisation strength
parameter as relative QCD W¥ Zjj cross-section strength.

In the EW W*W%jj cross-section measurements the interference term should not be
normalised, because the normalisation effect only cancels for the calculation of the observed
cross-section of EW W*W+jj.

For shower, NLO correction and a g the variations get normalised to nominal on truth level
with the help of a normalisation factor which gets multiplied to the reco level distribution.
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6 Uncertainties

For the scale uncertainties, where an envelope is calculated, the dominant contributions
in each bin are used for the normalisation on truth-level. For the PDF uncertainty, where
102 variations get combined, the same combination is performed on truth-level. The result
on truth-level is used to calculate the normalisation factor.

6.5 All Uncertainties

Systematic uncertainties are separated into experimental and modelling uncertainties. Back-
grounds estimated with data-driven methods have both types of uncertainties. They are
grouped into one of the two groups without a strong reason. W=*Zjj background uncer-
tainties are grouped as modelling uncertainties. Non-prompt and charge misidentification
background uncertainties are grouped as experimental uncertainties because they get in-
troduced due to an imperfect detector. But also modelling uncertainties are part of the
estimate of these uncertainties. For these backgrounds detailed impact information split by
nuisance parameter in the ranking plots and tables are needed to get an insight which source
of uncertainty dominates.

Nearly all uncertainties are two-sided, meaning, that they have a predicted up and down
variation in the expected yields. Exceptions are the NLO correction uncertainties:

« EW W*W=jj NLO EW correction,
« EW W*W%jj NLO QCD correction and
e QCD W*W=jj NLO QCD correction,

which are only one-sided. By definition the one-sided uncertainty is implemented as down
uncertainty. The up-variation corresponds to the nominal prediction. Due to the 6-th order
polynomial, it is possible that there is a slight residual effect in the yield for up-pulls. This
is needed to make the expected yield smooth and the fits stable to converge to the maxima.

6.5.1 Uncertainties Included in all Fits

A list of all included experimental uncertainties is shown in Table 6.1 and 6.2. A relative
luminosity uncertainty of 1.7% is used in the fit, as explained in Section 3.2.2.5.

The uncertainties of other prompt background, Vv and Zjets in WZ control region is also
included in all fits.

The total cross-section uncertainties for other backgrounds are shown in Table 6.3. They
are conservatively estimated in similar phase spaces in the cited sources. V< is modelled
with Sherpa 2.2.11 with a conservative uncertainty of 40% which was estimated in Ref. [74].
With the new ECIDs requirement there are too few MC events to estimate it again with
a data-driven method. Top contributions are shown in Table 6.4. 13% would be overall
conservative, but the top background is scaled with the same nuisance parameter in WZ
control region and signal region where different processes are dominant. Because of this,
a conservative uncertainty of 40% is assumed in agreement with the previous analysis [74].
Zjets is only explicitly included in WZ control region, in the signal region it is part of the
non-prompt background estimate.

6.5.2 Theory Uncertainties in Cross-Section Measurements

The included theory uncertainties for total cross-section measurements are shown in Ta-
ble 6.5 and further for EW W*W%jj in Table 6.6 and for inclusive W*W=*jj in Table 6.7.
The information about normalisation is summarised for EW W#*W%jj in Table 6.8 and for
inclusive W*W=jj in Table 6.9.

There are more than 1,000 histograms in which the theory uncertainties are calculated for
this thesis. Because of the large number only some are shown here in Figure 6.1 to 6.6. The
scale and PDF uncertainty are normalised after the envelope calculation as described above.
The theory uncertainty histogram in Figure 6.3 and 6.4 is from between the two stages. WZ
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6.5 All Uncertainties

Table 6.1: Experimental uncertainties included in the statistical analysis part one.

NP name Description

Electron calibration

EG_RESOLUTION_ALL
EG_SCALE_ALL

EL_EFF_ID_ CorrUncertaintyNP[0-15]
EL EFF ID_SiMPLIFIED UncorrUncertaintyNP[0-17]

Electron and photon energy resolution unc.
Electron and photon energy scale unc

Electron ID correlated efficiency unc. NP 0-15
Electron ID uncorrelated efficiency unc. NP 0-17
ELiEFFilsoiTOTALilNPCORiF’LUsivNCOR Electron isolation eff. unc.

ELiEFFiR(ﬂCO TOTAL_INPCOR_PLUS_UNCOR Electron reconstruction eff. unc.

EL_EFF_ TriggerEff rorar_inrcor_rrus_uncor  Electron trigger eff. unc.
ELiEFFiTriggeriTOTALilNPCORil”LUSiUNCOR Electron trigger scale factor unc.

Muon calibration

MUON_EFF_ISO_STAT
MUON_EFF _ISO_SYS
MUON_EFF RECO_STAT
MUON_EFF_RECO_SYS
MUON_EFF TTVA_ STAT
MUON_EFF TTVA_SYS
MUON__EFF_ TrigStatUncertainty
MUON_EFF TrigSystUncertainty
MUON_ID

MUON_MS

MUON_SAGITTA_ RESBIAS
MUON_SAGITTA_RHO
MUON_SCALE

Muon stat. isolation eff. unc.

Muon syst. isolation eff. unc.

Muon reconstruction and ID eff. stat. unc. for pr>15 GeV
Muon reconstruction and ID eff. syst. unc. for pr>15 GeV
Muon stat. track-to-vertex association eff. unc.

Muon syst. track-to-vertex association eff. unc.

Muon stat. trigger eff. unc.

Muon syst. trigger eff. unc.

Muon momentum resolution unc. from inner detector
Muon momentum resolution unc. from muon system

Muon charge dependent momentum scale unc. based on residual bias

Muon charge dependent momentum scale unc. based on combination of corrections

Muon momentum scale uncertainty

Jet energy scale and resolution

JET_BJES_ Response

JET _EffectiveNP_ Detector[1-2]
JET _EffectiveNP_ Mixed[1-3]
JET_EffectiveNP_Modelling[1-4]
JET _EffectiveNP_ Statistical[1-6]
JET_Etalntercalibration_ Modelling

Jet energy scale unc. on b-jets
Jet in-situ detector: NP 1-2
Jet in-situ mixed: NP 1-3

Jet in-situ modelling: NP 1-4
Jet in-situ stat.: NP 1-6

Jet 7 intercalibration modelling

JET _Etalntercalibration NonClosure highE  Jet 7 intercalibration non-closure high energy
JET _Etalntercalibration NonClosure negEta Jet 7 intercalibration non-closure negative 7
JET_Etalntercalibration_ NonClosure_posEta Jet n intercalibration non-closure positive n

JET Etalntercalibration TotalStat
JET_ Flavor_ Composition
JET_Flavor_Response

JET_JER_ DataVsMC_MC16_ MCsmear
JET JER DataVsMC MC16 PDsmear

JET JER_EffectiveNP_[1-12]
JET_ JvtEfficiency

JET_ Pileup_ OffsetMu

JET_ Pileup_ OffsetNPV
JET_Pileup_ PtTerm

JET _Pileup RhoTopology
JET_PunchThrough_ MC16
JET_SingleParticle_ HighPt

Jet n intercalibration statistical

Jet flavour composition

Jet flavour response

Jet energy resolution smearing MC

Jet energy resolution smearing pseudo data
Jet energy resolution: NP 1-12

Jet Jet-Vertex-Tagging (JVT) eff. unc.

Jet pile-up offset u

Jet pile-up offset Npy

Jet pile-up pr term

Jet pile-up p topology

Jet energy scale unc. for punch-through jets
Jet energy scale unc. from behaviour of high pr jets

Emiss geale and resolution

MET JetTrk Scale
MET _SoftTrk ResoPara
MET_ SoftTrk ResoPerp
MET _SoftTrk Scale

MET scale unc. due to tracks in jets

MET track-based soft term longitudinal resolution unc.
MET track-based soft term transverse resolution unc.
MET track-based soft term longitudinal scale unc.
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6 Uncertainties

Table 6.2: Experimental uncertainties included in the statistical analysis part two.

NP name Description

b-tagging inefficiency

FT_EFF_Eigen B_[0-2] b-tagging: efficiency (b jets), NP 0-2
FT_EFF Eigen C_[0-2] b-tagging: efficiency (c jets), NP 0-2
FT_EFF_Eigen Light [0-3] b-tagging: efficiency (light), NP 0-3
FT_ EFF_extrapolation b-tagging: efficiency b-tag extrapolation unc. to high-pr

FT_EFF_extrapolation_from_charm b-tagging: efficiency c-mistag extrapolation unc. to high pp

Background, misid. leptons

FF_MET Lepton misid.: MET+p_ T cut variation
FF_ Prompt Lepton misid.: prompt subtr. variation
el_FF_ AntiIDSF e* misid.: prompt subtr. calibration

el FF_BTagged

el FF_STAT 2015 1 1

el FF_STAT 2015 1 2

el _FF_STAT 2015_1_3

el FF_STAT 2015 2018 1 1

el FF_ STAT 2015 2018 1 2

el _FF_STAT 2015_2018_1_3

el FF_STAT 2015 2018 2 1

el FF_STAT 2015 2018 2 2
3
2

misid.: light/heavy hadr. origin

misid.: trigger stat. 2015 pr <35 GeV, |ng|<1.37
misid.: trigger stat. 2015 pr (<35 GeV, crack

misid.: trigger stat. 2015 pr <35 GeV, |n|>1.52
misid.: stat. pr <35 GeV, |ng|<1.37

misid.: stat. pr <35 GeV, crack

misid.: stat. pr¢<35 GeV, |ng[>1.52

misid.: stat. 35<pr <55 GeV, |ng|<1.37

misid.: stat. 35<pr,<55 GeV, crack

misid.: stat. 35<pr <55 GeV, |ng|>1.52

misid.: stat. pr>55 GeV, |n,|<1.37

misid.: stat. pr,>55 GeV, crack

misid.: stat. pp>55 GeV, |n,|>1.52

misid.: trigger stat. 2015 35<pr <55 GeV, |ng|<1.37
misid.: trigger stat. 2015 35<pr <55 GeV, crack
misid.: trigger stat. 2015 35<pr (<55 GeV, |ng|>1.52
misid.: trigger stat. 2015 pp >55 GeV, |n|<1.37
misid.: trigger stat. 2015 pp ¢>55 GeV, crack

misid.: trigger stat. 2015 pr >55 GeV, |ne|>1.52
misid.: trigger stat. 2016-18 pr (<35 GeV, |ne|<1.37
misid.: trigger stat. 2016-18 pr <35 GeV, crack
misid.: trigger stat. 2016-18 py (<35 GeV, |ne|>1.52
misid.: trigger stat. 2016-18 35<pr,<55 GeV, |1 <1.37
misid.: trigger stat. 2016-18 35<py,<55 GeV, crack
misid.: trigger stat. 2016-18 35<pr,<55 GeV, |n]>1.52
misid.: trigger stat. 2016-18 pp,>55 GeV, |n,|<1.37
misid.: trigger stat. 2016-18 pr >55 GeV, crack
misid.: trigger stat. 2016-18 py,>55 GeV, |n,|>1.52

el FF_STAT 2015 2018 2
el FF STAT 2015 2018 3 1
el FF_STAT 2015 2018 3
el FF_STAT 2015 2018 3 3
el FF STAT 2015 2 1

el FF_STAT 2015 2 2

el FF STAT 2015 2 3

el FF_STAT 2015 3 1

el FF STAT 2015 3 2

el FF_STAT 2015 3 3

el FF STAT 2016 2018 1 1
el FF STAT 2016 2018 1 2
el FF_STAT 2016 2018 1 3
el FF STAT 2016 2018 2 1
el FF_STAT 2016 2018 2 2
el FF STAT 2016 2018 2 3
el FF_ STAT 2016 2018 3 1
el FF STAT 2016 2018 3 2
el FF_STAT 2016 2018 3 3

HoH H R H B OH B R R M B R B R R H B R H R R B R R

T T T OO0 DA DDTDDDDDDDTDDDDDDDTDDDDD

mu_ FF_ AntilDSF + misid.: prompt subtr. calibration
mu_ FF_ BTagged * misid.: light /heavy hadr. origin
mu FF STAT 2015 1 1 + misid.: trigger stat. 2015 pr <35 GeV
mu FF_ STAT 2015 2018 1 1 ,ui misid.: stat. pr <35 GeV
mu FF STAT 2015 2018 2 1 ui misid.: stat. 35<pr <55 GeV
mu_ FF_STAT 2015 2018 3 1 pE misid.: stat. pr,e>55 GeV
mu_FF_ STAT 2015 2 1 pF misid.: trigger stat. 2015 35<pr <55 GeV
mu_ FF_STAT 2015 3 1 pE misid.: trigger stat. 2015 pr,e>55 GeV
mu_FF_STAT 2016_2018 1 1 p* misid.: trigger stat. 2016-18 pr,e<35 GeV
mu FF STAT 2016 2018 2 1 pi misid.: trigger stat. 2016-18 35<pr (<55 GeV
mu_FF_STAT 2016_2018 3 1 p & misid.: trigger stat. 2016-18 pr,e>55 GeV
Background, charge misrec.
chFlipSF Charge flip unc.
Pileup modelling
PRW__DATASF Uncertainty on pileup reweighting
Luminosity
Lumi Luminosity
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Figure 6.1: Parton shower uncertainties calculated for QCD W W4jj (a), Interference
WEW=jj (b) and EW W*W=jj (c) summed over all channels in the signal region and
low-m;; control region. The EW WEW¥jj parton shower uncertainty is normalised on
truth level in the fiducial region to nominal as done in the total cross-section measurement
of EW W*W%jj. The hatched black arca represents the MC statistical uncertainty of
the nominal parton shower Herwig 7. The total uncertainty is the symmetrized envelope
taking into account Pythia 8 around the nominal prediction from Herwig 7.
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6 Uncertainties

Table 6.3: Theory uncertainties of smaller prompt backgrounds as used in the fit

Process Uncertainty Source

Vgamma 40 % estimated in Ref. [74]

77 20 % estimation from Ref. [86]

top 30 % < 13%, see Table 6.4

Zjets 30 % only in WZ control region - order of magnitude of
non-prompt estimate in signal region

triboson 30 % estimation from Ref. [86]

Table 6.4: Contributions to top background in different regions. Relative theory uncer-
tainties are taken from Ref. [87, 88].

Wt ttW ttZ ttbar dilepton decay
signal region 0+0 0.63+£0.06 0.18=+0.04 0.10 £ 0.06
WZ control region 0£0 039+0.05 3.34+£0.13 5.7+ 0.5
low-mj; control region 0+ 0 0.83 &£ 0.08 0.29 & 0.04 0.15 £ 0.08
relative theory unc. 6% 13% 12% 6%
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Figure 6.2: NLO QCD correction uncertainties calculated for QCD W W £jj (a) and EW
wEW* jj (b) summed over all channels in the signal region and low-mj; control region. The
EW W*Wjj NLO QCD correction uncertainty is normalised on truth level in the fiducial
region to nominal as done in the total cross-section measurement of EW W¥W*jj. The
hatched black area represents the MC statistical uncertainty of the nominal LO prediction
from Madgraph Herwig 7. The total uncertainty is defined as down variation in the fit
and is defined by the Sherpa sample including a third jet in the matrix element.



6.5 All Uncertainties

Table 6.5: Background modelling and model statistical uncertainties of total cross-section

measurement

NP name

Description

Background, WZ scale, PDF & a4

WZ_EW4_TheoAlphas
WZ EW4 TheoPdf
WZ EW4 TheoScale
WZ_EW6_ TheoAlphas
WZ EWG6 TheoPdf
WZ_ EWG6  TheoScale

QCD WZjj as uncertainty
QCD WZjj PDF uncertainty
QCD WZjj scale uncertainty
EW WZ%jj as uncertainty
EW WZjj PDF uncertainty
EW WZjj scale uncertainty

Background, WZ reweighting

MjjRewPDF
MjjRewScale
MjjRewStat

WZ my; reweighting PDF variation
WZ my; reweighting scale variation
WZ my; reweighting statistics

Background, other

Wgamma_ XS
77 XS
Zgamma,_ XS
Zjets XS
top_ XS
triboson_ XS

W+ cross-section

77 cross-section

Zry cross-section
Z+jets cross-section
top cross-section
triboson cross-section

Model statistical

gamma_ stat_ CutCRWZ3Lep_ all_bin_0

gamma_ stat_ CutLowMjj_ee bin_0_0

gamma_ stat_ CutLowMjj_em_bin_0_0
gamma,_ stat_ CutLowMjj_me_bin_ 0 0
gamma,_ stat_ CutLowMjj_mm_bin_0_0

gamma,_ stat_ CutSR_ee_bin_[0-4]_0
gamma,_ stat_ CutSR_em_ bin_[0-4]_0
gamma,_stat__ CutSR_me_bin_[0-4]_0
gamma_ stat_ CutSR_mm_ bin_ [0-4] 0

Statistics WZ CR

Statistics low-ms; CR ee channel
Statistics low-my; CR ep channel
Statistics low-mj; CR pe channel
Statistics low-m;; CR ppe channel
Statistics ee channel, bin 1-5
Statistics ep channel, bin 1-5
Statistics pe channel, bin 1-5
Statistics pp channel, bin 1-5
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6 Uncertainties

Table 6.6: Signal modelling uncertainties of total cross-section measurement of EW
WEWjj

NP name Description
EW W*W%jj, shower, scale, PDF & o

signal  EW6_ TheoAlphas EW W*W%jj o, uncertainty
signal EW6_ TheoPdf EW W*W%jj PDF uncertainty
signal_ EW6_ TheoScale EW W*W%jj scale uncertainty
signal EW6__ TheoShower EW W+W%jj shower uncertainty

EW W*W#jj, QCD corrections

signal EW6_TheoQCDCorr EW W*W+jj NLO QCD correction
EW W*W=jj, EW corrections

signal  EW6_ TheoEwcorr EW W*W#jj NLO EW correction
Int W*W+jj, shower, scale, PDF & o

signal_ EW5_ TheoAlphas Int WEW=jj a, uncertainty
signal EW5_ TheoPdf Int W*W#jj PDF uncertainty
signal_ EW5_ TheoScale Int W*W#jj scale uncertainty
signal  EW5_ TheoShower Int W*W+jj shower uncertainty

QCD W*W=jj, shower, scale, PDF & o

signal  EW4 TheoAlphas QCD W*W%jj a, uncertainty
signal _EW4_ TheoPdf QCD W*W#jj PDF uncertainty
signal EW4_ TheoScale QCD W*W%jj scale uncertainty
signal_ EW4_ TheoShower QCD W*W%jj shower uncertainty

QCD W*W#jj, QCD corrections
signal EW4_ TheoQCDCorr QCD W*W%jj NLO QCD correction

Table 6.7: Signal modelling uncertainties of total cross-section measurement of EW
WEW=jj

NP name Description
W*Wjj shower, scale, PDF & o

signal AIIEW _TheoAlphas  Inclusive W*Wjj o, uncertainty
signal_ AIIEW_ TheoPdf Inclusive W*W=jj PDF uncertainty
signal_ AIIEW__ TheoScale Inclusive WEWjj scale uncertainty
signal AIIEW_TheoShower  Inclusive W*W*jj shower uncertainty

EW W*W%jj, QCD corrections

signal_ EW6_ TheoQCDCorr EW W*W+jj NLO QCD correction
EW W*W=jj, EW corrections

signal_ EW6_ TheoEwcorr EW W*W+jj NLO EW correction
QCD W*W%jj, QCD corrections

signal EW4_ TheoQCDCorr QCD W*W#j; NLO QCD correction
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Events/Bin

Rel. Variation
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Figure 6.3: PDF uncertainties calculated for QCD WEW £jj (a), Interference WEWEij
(b), EW W*W%jj (¢), WZ EW (d) and QCD W*Zjj (e) summed over all channels in
the signal region and low-mj; control region and WZ EW (f) and QCD W Zjj (g) in the
WZ control region. The hatched yellow area represents the PDF uncertainty calculated
from 100 variations within the nominal NNPDF. Two alternative shower predictions from
MMHT and CT14 are shown in red and green. The total PDF uncertainty is the envelope
around the yellow band and the two different PDF predictions.
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Figure 6.4: Scale uncertainties calculated for QCD WEWjj (a), Interference WEWEij
(b), EW WEW%jj (c), WZ EW (d) and QCD W*Zjj (e) summed over all channels in
the signal region and low-mj; control region and WZ EW (f) and QCD W*Zjj (g) in
the WZ control region. The hatched grey area represents the MC statistical uncertainty.
Seven combinations of up (multiplied by 2) and down (multiplied by 0.5) variations of
the renormalisation and factorisation scale are shown. The total scale uncertainty is the
envelope around all variations.

54



6.5 All Uncertainties

c 35E = c c 120
% 237E:‘13Tev,‘139fb‘ ‘ +‘7::::nal‘ E § 3;7V§:‘13T5\/,‘139m‘ ‘ +‘V::rs;na\‘ E| % moiﬁz‘urev,‘la’gm’ ‘ +‘::):\';na\‘ El
O 25F.-- --ag down El g 3 e g --ag down o r e -0 down 4
Y 20b E 4 25 @ 2
i 60F E
[ | —— E 15 . —— 1
10F e E P — ]
s E 05 e 20F ——
0! L L Tt L 0 L L L L L 0! L L 1 1 1
¢ 120 : : : : 3 ¢ 12 : : : : 3 ¢ 128 : : : : 3
T 11 El E LI El T 11 El
2 o9- E T o9 E T o9 E
5001000 1500 2000 2500 3000 5001000 1500 2000 2500 3000 5001000 1500 2006 2500 3000
mH mU mII
(a) (b) (c)
c L B L B c T3
@ 7F{s=13Tev, 130 b “+ Nominal E @ 160F 5= 137ev, 139 f? “+ Nominal E
Z o a up 1 g uo g, up ]
o E e ----ag down 3 9 120+ ----ag down =
w S E w100 4
80 :
E 60 e E
2= 40F E
1= E 20 T =
o | ST S U O RS R BRI Ob b T | E
e e
o E 3 o E 3
® 1.1 = ® 1.1 =
a E 1 3 E 1
> 1: | > 1: |
5 oo . Fos :
Bl v b b Ly Bl v b L
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
m; m;
(d) (e)
< L B e o e e e I B N N B E1200FT T T T T T T T T T T T T
o 180 ys = 13 Tev, 139 b ~4-Nominal E o F {s=13Tev, 139 fb* ~+-Nominal ]
2 T B T
E ----ag down 3 5 ----ag down E
& a & 800: ]
E 600F =
g 400F 1
40F 3 C ]
E E 2001~ =
20 = [ il
NI RN RV RN A RRNATEN R MR Ol bl vl il b b0
e e
8 E B 8 E B
& 1.1 = & 1.1 =
3 E ] a £ ]
> s E > - I
2 o9 1 2 o9 3
Bl v b b b by Bl b b Ly
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
m; m;
() (g)

Figure 6.5: «s uncertainties calculated for QCD W W= jj (a), Interference WEW*jj
(b), EW W*W%jj (¢), WZ EW (d) and QCD W*Zjj (e) summed over all channels in
the signal region and low-mj; control region and WZ EW (f) and QCD W*Zjj (g) in
the WZ control region. The EW W¥W%jj as uncertainty is normalised on truth level
in the fiducial region to nominal as done in the total cross-section measurement of EW
WEW%jj and QCD W Zjj as uncertainty is normalised on truth level to nominal in the
WZ CR. The hatched black area represents the MC statistical uncertainty of the nominal

prediction.

55



6 Uncertainties

Table 6.8: Theory uncertainties used in total and differential cross-section measurement
of EW W*W%jj and their normalisation: -’ not included, ”s” included normalised, ”sn”
included with shape and normalisation. Only WZ EW4 is normalised to nominal in the
truth WZ control region. All other normalised variables are normalised in the fiducial

signal region.

Theory uncertainty QCD W*Zjj WZEW QCD W*W%jj Interference WEW+jj EW WEW+jj
ag, PDF, Scale s (WZ CR) sn sn sn s
Shower - - sn sn S
NLO QCD - - sn - S
NLO EW - - - - s

Table 6.9: Theory uncertainties used in total and differential cross-section measurement

of inclusive Wt W%jj and their normalisation:

”sn” included with shape and normalisation

)

)

not included, ”s” included normalised,

Theory uncertainty QCD W*Zjj WZEW QCD W*W=*j; EW W*W%jj Inclusive WEW*jj
ag, PDF, Scale s (WZ CR) sn - - S
Shower - - - - S
NLO QCD - - S S -
NLO EW - - - s -
£ 120 VT T T
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Figure 6.6: NLO EW correction uncertainties calculated for EW W*W¥jj summed over
all channels in the signal region and low-m;; control region. The EW WiWijj NLO EW
correction uncertainty is normalised on truth level in the fiducial region to nominal as
done in the total cross-section measurement of EW W*W=jj. The hatched black area
represents the MC statistical uncertainty of the nominal LO prediction from Madgraph
Herwig 7. The NLO EW uncertainty is defined as down variation in the fit and is calculated
as described in Ref. [11].
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6.5 All Uncertainties

Table 6.10: Background modelling and model statistical uncertainties for differential
cross-section measurement

NP name Description

Background, WZ scale, PDF & o

WZ_EW4_TheoAlphas
WZ EW4 TheoPdf
WZ_ EW4 TheoScale
WZ_EWG6_TheoAlphas
WZ_EWG6_ TheoPdf
WZ_ EWG6_TheoScale

QCD WZ%jj as uncertainty
QCD WZjj PDF uncertainty
QCD WZ%jj scale uncertainty
EW WZjj as uncertainty
EW WZjj PDF uncertainty
EW WZjj scale uncertainty

Background, WZ reweighting

MjjRewPDF
MjjRewScale
MjjRewStat

mj; reweighting PDF variation
m;; reweighting scale variation
m;j reweighting statistics

Background, other

Wgamma_ XS W~ cross-section

77 XS 7.7, cross-section
Zgamma_ XS Zry cross-section
Zjets_ XS Z+jets cross-section
top_ XS top cross-section
triboson_ XS triboson cross-section

Model statistical
gamma, stat_ CutCRWZ3Lep_ all_bin_0 Statistics WZ CR
gamma,_ stat_ CutSR_all bin_ [0-5]_[0-5] Statistics SR, mj; bin 1-6, my, bin 1-6
gamma_stat_ CutLowMjj_all bin 0 [0-5] Statistics low-mj; CR, mg, bin 1-6

shower uncertainty is not explicitly added here, because it is already considered in the ms;
reweighting in Section 4.3.1.

For inclusive W*W*jj the uncertainties ag, PDF, Scale and Shower are included as one
combined nuisance parameter affecting the total signal strength, because the decomposition
into EW, Int and QCD is not needed. Only the explicit NLO EW and QCD corrections are
applied to the respective signal contribution.

For differential cross-section measurements the same theory uncertainties as for total
cross-section measurement are used, but W+W%jj is split into truth bins of the unfolded
variable. They get normalised on truth level for each truth slice separately.

The included theory uncertainties for differential cross-section measurements are shown
in Table 6.10 and further for EW W*W=jj in Table 6.11 and for inclusive W*W%jj in
Table 6.12. The uncertainty names are variable-specific and are shown for my.

6.5.3 Theory Uncertainties in EFT Limit Setting

The EFT limit setting requires to include the theory uncertainties arising from the EFT
simulation. For the EFT simulation the decomposition technique is used as described in
Section 10.1.2. The EFT effect is split into SM interference and quadratic term per EFT
operator and the interference between two operators. In Section D.3 it is shown, that the SM
interference is very small compared to the quadratic term. Since the interference between
two operators is not very small compared to the quadratic term, theory nuisance parameters
affecting all EFT contributions in 2D limit setting are treated correlated to not break the
decomposition. Only for 2D limit setting two Wilson coefficients are allowed to be non-zero
at the same time.
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6 Uncertainties

Table 6.11: Signal Modelling uncertainties for differential mg, cross-section measurement
of EW WEWjj

NP name Description

EW W*W=jj, shower, scale, PDF & a

signal _ EW6__truthBin[20-320]to[80-inf] _TheoAlphas EW W*W%jj ag unc. truth bin 1-6
signal EW6_ truthBin[20-320]to[80-inf] TheoPdf EW W*W%jj PDF unc. truth bin 1-6
signal EW6_ truthBin[20-320]to[80-inf] TheoScale EW W*W%jj scale unc. truth bin 1-6
signal EW6_ truthBin[20-320]to[80-inf] TheoShower EW W*W#jj shower unc. truth bin 1-6

EW W*W%jj, QCD corrections

signal EW6_ truthBin[20-320]to[80-inf] TheoQCDCorr EW W*W#jj NLO QCD correction truth bin 1-6

EW W=W=jj, EW corrections

signal EW6_ truthBin[20-320]to[80-inf] TheoEwcorr EW W*W=jj NLO EW correction truth bin 1-6

Int WEW=jj, shower, scale, PDF & o

signal EW5_ truthBin[20-320]to[80-inf] TheoAlphas Int WEW=jj a, unc. truth bin 1-6
signal_ EW5__truthBin[20-320]to[80-inf]_ TheoPdf Int W*W#jj PDF unc. truth bin 1-6
signal EWS5_ truthBin[20-320]to[80-inf] TheoScale Int WEWHjj scale unc. truth bin 1-6
signal EWS5_ truthBin[20-320]to[80-inf] TheoShower Int W*W#jj shower unc. truth bin 1-6

QCD W*W=jj, shower, scale, PDF & o

signal_ EW4_ TheoAlphas QCD WEW=jj o, uncertainty

signal EW4 TheoPdf QCD W*W+jj PDF uncertainty

signal  EW4_ TheoScale QCD WEW=jj scale uncertainty

signal EW4 TheoShower QCD W*W#jj shower uncertainty
QCD W*W=jj, QCD corrections

signal EW4 TheoQCDCorr QCD W*W+jj NLO QCD correction

Table 6.12: Signal Modelling uncertainties for differential m¢, cross-section measurement
of inclusive WEW¥jj

NP name Description

WEW=jj shower, scale, PDF &

signaliAllEWitruthBin[20—320]to[SO—inf]iTheoAlphaS Inclusive WiWiJJ Qg unc. truth bin 1-6
signal_AIIEW_truthBin[20-320]t0[80-inf]__TheoPdf Inclusive WiWijj PDF unc. truth bin 1-6
signal_AIIEW_truthBin[20-320]to[80-inf]__ 1 heoScale Inclusive WiWijj scale unc. truth bin 1-6
signal_ AIIEW_ truthBin[20-320]to[80-inf] 1 heoShower Inclusive WiWijj shower unc. truth bin 1-6

EW W*Wjj, QCD corrections

signal_EW6_ truthBin[20-320)to[s0-inf]__TheoQCDCorr EW WiWijj NLO QCD correction truth bin 1-6

EW W*Wjj, EW corrections

signaliEW67truthBin[207320]tn[807inf]iThGOEWCOrr EW WiWiJ_] NLO EW correction truth bin 1-6

QCD W*Wjj, QCD corrections

signal_ EW4_ TheoQCDCorr QCD W*W=jj NLO QCD correction
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6.6 Overview over Size of Uncertainties in Cross-Section Measurement

The nuisance parameters included for one and two-dimensional limits are listed in Ta-
ble 6.13. The uncertainties which are specific to the dimension are listed for 1D in Table 6.14
and for 2D in Table 6.15. The information about normalisation is summarised in Table 6.16.

6.6 Overview over Size of Uncertainties in Cross-Section
Measurement

The included uncertainties and their impact on the different processes are shown in this
section for the my-differential EW W*Wjj cross-section measurement.

They are shown for the signal region in Table 6.17, for the low-mj; control region in
Table 6.18 and for the WZ control region in Table 6.19.

The largest absolute modelling statistical uncertainties in the signal region and low-m;;
control region have the non-prompt background, followed by Wgamma and QCD W+ Zjj.
These modelling statistical uncertainties get merged into one nuisance parameter for each bin
as shown in the above tables. They can not be separated by process in the final analysis. The
other uncertainties and their impact are discussed in the respective section about total cross-
section measurement in Chapter 8 and differential cross-section measurement in Chapter 9.
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Uncertainties

Table 6.13: WZjj and W W*jj Modelling and Model statistical uncertainties for 1D

and 2D EFT limit setting.

NP name

Description

EW W*W#jj, shower, scale, PDF & o

EFT_sm_sm_TheoAlphas
EFT sm sm TheoPdf
EFT sm sm TheoScale
EFT sm_ sm_TheoShower

EW W*W%jj a, unc.
EW W*W%jj PDF unc.
EW W*W=jj scale unc.
EW W*W=jj shower unc.

EW W*W+jj, QCD corrections

EFT _sm_sm_TheoQCDCorr

EW W*W=j; NLO QCD correction

EW W*W#jj, EW corrections

EFT sm sm TheoEwcorr

EW W*W#jj NLO EW correction

Int WEW*jj, shower, scale, PDF & o

signal_ EW5_ TheoAlphas
signal EW5_ TheoPdf
signal EW5_ TheoScale
signal_ EW5_ TheoShower

Int WEW#jj a, uncertainty

Int W*W#jj PDF uncertainty
Int W*W+jj scale uncertainty
Int W*W+jj shower uncertainty

QCD W*W%jj, shower, scale, PDF & o

signal EW4 TheoAlphas
signal EW4_ TheoPdf
signal  EW4_TheoScale
signal_ EW4_ TheoShower

QCD W*W%jj a, uncertainty
QCD W*W=jj PDF uncertainty
QCD W*W%jj scale uncertainty
QCD W*W#jj shower uncertainty

QCD W*W+jj, QCD corrections

signal  EW4_TheoQCDCorr

QCD W*W=jj NLO QCD correction

Background, WZ scale, PDF & a;

WZ_EW4_ TheoAlphas
WZ_EW4 TheoPdf

WZ_ EW4 TheoScale
EFTWZ_sm_sm_ TheoAlphas
EFTWZ_ sm sm_TheoPdf
EFTWZ_ sm_sm_TheoScale

QCD WZjj as uncertainty
QCD WZjj PDF uncertainty
QCD WZjj scale uncertainty
EW WY%jj as uncertainty
EW WZjj PDF uncertainty
EW WZ%jj scale uncertainty

Background, WZ reweighting

MjjRewPDF m;; reweighting PDF variation

MjjRewScale m;; reweighting scale variation

MjjRewStat m;; reweighting statistics
Background, other

Wgamma_ XS W+~ cross-section

77 XS 77, cross-section

Zgamma_ XS Z~ cross-section

Zjets_ XS Z+jets cross-section

top_ XS top cross-section

triboson_ XS

triboson cross-section

Model statistical

gamma_ stat_ CutCRWZ3Lep_all_bin_0
gamma_ stat_ CutLowMjj_all_bin_0_0

gamma_ stat__ CutSR_all_bin_ 0_[0-4]

Statistics WZ CR
Statistics low-m;; CR
Statistics SR, bin 1-5
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6.6 Overview over Size of Uncertainties in Cross-Section Measurement

Table 6.14: EFT uncertainties for 1D EFT limit setting of MO.

NP name Description

EFT WZ Int M0 & M1 scale, PDF & o

EFTWZ_MO0_27 int_ TheoAlphas Int EFT WZ MO o, unc.

EFTWZ_ MO0 27 int TheoPdf Int EFT WZ MO PDF unc.

EFTWZ_ MO 27 int TheoScale Int EFT WZ MO scale unc.
EFT Int W*W%jj M0 & M1 scale, PDF & ay

EFT_MO_6_int_ TheoAlphas Int EFT MO o unc.

EFT MO 6 int TheoPdf Int EFT MO PDF unc.

EFT MO 6 int TheoScale Int EFT MO scale unc.

EFT WZ Quad MO0 & M1 scale, PDF & oy

EFTWZ_MO0_27 quad_TheoAlphas Quad EFT WZ MO a, unc.

EFTWZ_MO0_27 quad_ TheoPdf Quad EFT WZ MO0 PDF unc.
EFTWZ_MO0_27 quad_ TheoScale Quad EFT WZ MO scale unc.

EFT Quad W*W=jj MO & M1 scale, PDF & o

EFT_MO_6_quad_TheoAlphas Quad EFT MO «; unc.
EFT_MO_6_quad_ TheoPdf Quad EFT MO PDF unc.
EFT MO _6_quad_TheoScale Quad EFT MO scale unc.

Table 6.15: EFT uncertainties for 2D EFT limit setting of M0O-M1.

NP name Description

EFT WZ MO & M1 scale, PDF & ag

EFTWZ_common_TheoAlphas EFT WZ MO0, M1 «; unc.
EFTWZ_ common TheoPdf EFT WZ MO0, M1 PDF unc.
EFTWZ_ common TheoScale EFT WZ MO0, M1 scale unc.

EFT W+W%jj M0 & M1 scale, PDF & a;

EFT__common_ TheoAlphas EFT MO, M1 a4 unc.
EFT common TheoPdf EFT MO, M1 PDF unc.
EFT_ common_TheoScale EFT MO, M1 scale unc.

Table 6.16: Theory uncertainties used in limit setting and their normalisation:

included, ”s” included normalised, ”sn” included with shape and normalisation

’~> not

Theory uncertainty QCD W*Zjj WZEW QCD W*W%jj Interference WEW=*j; EW W*W=*jj EFT cross+quad+int

ag, PDF, Scale s (WZ CR) sn sn sn sn sn
Shower - - sn sn sn
NLO QCD - - sn - sn
NLO EW - - - - sn
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Chapter 7

Statistical Analysis

The statistical analysis is the heart of the physics analysis and required to get the most
information and sense out of the data recorded at the ATLAS experiment. This chapter
explores the indispensable role of statistics in our quest to unravel the mysteries of the
subatomic universe, shedding light on the methodologies and tools that underpin our ability
to interpret the data.

It starts with the definition of frequentist statistic in Section 7.1 and the signal definition
in Section 7.2. The used likelihood function is shown in Section 7.3 and the maximum
likelihood estimate and its properties including uncertainties are discussed in Section 7.4.
Afterwards, the concepts for calculating p-values are presented in Section 7.6, followed by
comments about the handling of observed data in Section 7.7. The equation used for binning
optimisation is shown in Section 7.8. Section 7.9 motivates and explains the used unfolding
method. The last Section 7.10 summarises the equation used for uncertainty propagation in
normalised distributions.

7.1 Frequentist Statistic

In nature, there is only one fixed true theory of particle physics implemented. Because of
this frequentist statistic is used as much as possible in this thesis, which does not assign
probabilities to a certain theoretical model.! Random variables are distributed around one
fixed theory which one assumes to be true. So, if one looks at different theoretical models
there is only the conditional probability to measure the data given the theory parameter.
There is no probability that a certain theory parameter is implemented in nature given the
data.

The following notation for probability density functions (pdfs) is used: f(n|u,©). In this
notation, the parameters u and © are fixed theory parameters. They define the distribution
of the observable. The observable n is the random variable distributed according to f for
the fixed theory. For example, the Poisson distribution is:

v
Pois(n|v) = —e™", (7.1)
n!
with the expected number of events v defined by theory and the observed number of events
n.

It is not possible to show that a theory is true, but only that observed data is very
unlikely to originate from a specific theory prediction. The task of the statistical analysis
is to calculate the probability of measuring the data given a certain theory and then to try
to rule out as many theories as possible. To summarise the agreement with a hypothesis,
the significance is used. Significance expresses how many standard deviations the measured
value is apart from the mean if mapped to a standard normal distribution.

1n contrast to this there is Bayesian statistic which associates a degree of belief to a certain theory model.
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7.2 Signal Definition and Inputs of Statistical Analysis

The signal is the measurable manifestation of the physical process we are interested in.
Directly associated with it is the signal strength p which quantifies with which factor the
nominal signal prediction is multiplied.

It can be tested whether the signal is present at all in nature. For this, it is tested
how well-observed data is described by the signal hypothesis, e.g. © > 0, compared to an
alternative hypothesis, e.g. p = 0. Via this procedure, one of the two hypotheses can be
classified as less likely to cause the observed data distribution. Once a process is observed
or at least evidence is found for it, total and differential cross-sections can be measured. For
processes whose signals are not observed yet, exclusion limits on their parameters can be set.

There are different signal processes defined in this thesis:

o WEW=jj EW, for the total and differential cross-section measurement,
o WEW*jj EW+Int+QCD, for the total and differential cross-section measurement and

o the contribution of one or two EFT operators, for 1D and 2D limit setting.

A binned maximum likelihood fit is performed to measure the properties of the signal.
One or more discriminating variables are used to distinguish signal from other processes,
called backgrounds. A binned approach is chosen to deal with the theory prediction via
discrete MC events. For a continuous fit one would need to extrapolate the pdf between
the MC events. For a binned fit one can directly use the theory prediction with a Poisson
uncertainty around the number of MC events.

The nominal inputs including experimental uncertainties and uncertainties from back-
grounds estimated with data-driven methods are provided by the Freiburg ATLAS group
[89, 90]. Other modelling uncertainties are calculated by the Dresden ATLAS group [91, 92].
The nominal predictions are provided in the discriminating variable(s) along with their 1o
up and down variation of each systematic uncertainty covering 68% of the expected system-
atic fluctuations. These are called three point variations from which any other variation is
inter- and extrapolated during the fit. Five or more point variations would make the sta-
tistical analysis more robust, but are not available yet. Therefore the extrapolation should
not go too far, since no good modelling is expected above e.g. 2-3 ¢ variation. This is one
motivation to thoroughly check the pulls, i.e. observed variations, in the analysis.

The development of the statistical software used in this thesis was taken over during the
creation of the observation paper [74, 93]. Starting there the software was finalized for that
paper. It has been extended by 2D fitting, 1D+2D limit setting and LH-based unfolding
during the analysis of the full Run 2 data.

7.3 The Statistical Model

A binned maximum likelihood fit is performed using a Python wrapper around HistFac-
tory [94]. HistFactory is part of Root [95] and a wrapper around RooStats [96] and
RooFit [97]. The function "MakeModelAndMeasurementsFast” from HistFactory is used
to construct L(n|u,©). The bins b are grouped into histograms which are defined in fit
regions r. ”Fit regions” are characterized by their selection criteria, the phase space. They
are later the combination of "region” and “channel”. Whether there is a contribution of a
sample s, which can be signal or a background, depends on the fit region r. The likelihood
function is defined as:

L(n|p, ) = C(y,\, ) - H H Pois (np,

refit regions b, €bins in r

Vp, (A//b,, 5 /\5 «, O)) 3 (72)
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7.3 The Statistical Model

where:

O is the set {\} Ua U~ U ¢\p of all nuisance parameters and

normalisation factors without signal strength p,

np, number of observed events in bin b of fit region r,

v, number of expected events in bin b of fit region r,
7y set of nuisance parameters encoding Monte Carlo statistical uncertainties,
«a set of nuisance parameters encoding experimental and theoretical uncertainties,
¢ set of parameters encoding unconstrained normalisation

factors (like the signal strength ),
fitted luminosity

A nuisance parameter of relative luminosity, i.e. - —.
nominal luminosity

The likelihood function is the product of the constraint term C(v, \, o), defined in Sec-
tion 7.3.1 and Poisson distributions around the expectations of each bin vy, (74, , A, o, &),
defined in Section 7.3.2. For the inclusive cross-section measurement it is for example

Vb, (Yo, A\, @) = UBKg b, (©) + /I Ving b, (©) + 14 - Vsignal,b, (©).

7.3.1 The Constraint Term

The constraint term is:

Ol A @) = Cy(7) - Cx(V) - Cala), (7.3)
with:
¢,m= ]I IT  Poistms, v, - 7,), (7.4)
refit regions b, Ebins in r
Ca(A) = Gaussian(Ag = 1|\, Adpom), (7.5)
Cola) = H Gaussian(a; o = 0|ay, 1), (7.6)
a;Ex
where:
myp,  weighted summed number of observed MC events in bin b of fit region r,
Ty, weighted summed number of expected events in bin b of fit region r

before scaling by -,
AMom relative uncertainty of luminosity,
Ao observed value of A in external luminosity measurement,

o0 observed value of o; in external systematic uncertainty measurement.

The luminosity and systematic uncertainties are implemented such that the observed
values in external measurements are Ao = 1 and «; ¢ = 0. The MC statistical uncertainty

2
AMC statVnom by, Of Vnom.p, is encoded in 7, defined as 7, := (AM;’:‘;%) , derived

MC statToy L AMC statVnom,by

. . A
from the Poisson uncertainty of 75,1 Amc stat7s, = +/7p, and . In

Tb’r‘ Vnom,br

the case with equal weights, this corresponds to the number of expected simulated events in
that bin summed over all samples.

The constraint term C'(7, A, «) is maximal if there are no deviations, i.e. when v, = T:T =1,
A=1and o; = 0. )

The MC statistical uncertainty of the signal process is included in the total MC statis-
tical uncertainty. Only for significance calculations of the background-only hypothesis it is
excluded.

The number of observed and nominal expected MC events are equal, mp, = 7,. Only
for MC toy generation, they can differ where only the observed number of MC events my,. is
varied.
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0y Aby
A 1 0.017
(67 0 1
1
w1 s

Table 7.1: Pre-fit nuisance parameter value 8y and its pre-fit uncertainty Afy for the
nuisance parameters of luminosity A, systematics a; and MC statistical uncertainty ;.
The uncertainty of luminosity is explained in Section 3.2.2.5.

Some of the systematic variations of experimental uncertainties are derived from combined
performance groups within ATLAS. They use optimised data selections to minimize the
uncertainties. Hence no further reduction of these experimental uncertainties is expected.

The types of uncertainties used in the model construction are summarised in Table 7.1.

7.3.2 The Expected Yield

Each experimental and theoretical systematic uncertainty «; is split into normalisation
Nrnorm (@) and shape oy .. (o) effect for the extrapolation. This is done to avoid neg-
ative expectations for down pulls of systematic uncertainties which could arise if the total
effect would be linearly extrapolated like the shape effects. The expected number of events
is:

Vo, (s A 0, 0) =, (1,0) = > 5 (Ybs A, ), (7.7)

se€samples

with

Vlfr (r)/bra Av a, d))

=A- Vo, (Vli:nom + Z o-g,w,shape (ai)> H ¢.j H nimorm (al) ’ (78)

a;€Ex in r,s ¢;j€EP ins a;€Ex in r,s

with
Vs,upi e 23
(;J&i;,) if Q5 Z 1,
Vi tot
ni,norm (az) = 1+aai+baf+ca?+da?+ea?+fa? if |O[,L| < ]., (79)
Vs,downi —QG
% if Q5 S —1,
Vi tot
s,up; s,nom .
ai(ubr’shape -y if a; > 1,
s _ 2 4 6 3
Ob,. shape (al) =490 + hai + Yoy + zoy if |ai| < 1 (710)
s,nom s,down; .
i (v = v ape) if o <-—1.

The expected yield in absence of deviations, i.e. if all variation factors are 1 in the nominal
case, is v;"""". The parameters a,b,c,d,e, f,g,h,y,z are fully determined by requiring a
smooth transition up to the second derivation at a; = —1 and a; = 1.

The factors 7, and A are not always applied to all samples. Data-driven modelled
backgrounds, i.e. non-prompt and conversions backgrounds, are not scaled by the luminosity
uncertainty factor A, because they are derived with a data-driven method for the actual
observed integrated luminosity. In fits for observations, the signal sample is not scaled by
b, and its MC statistical uncertainty is also not part of ;..

For each systematic uncertainty in each bin the —1¢ variation v, "™

. s,up; - . . ,
tion v,"""* is known as well as the nominal point v,""*™"
i T

and +1 o varia-
S,up;
b,.,shape’

.

. They are split into shape v
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7.4 Maximum Likelihood Estimate

s,down; . . s,up; s,down; . .
by shape a11d normalisation effects v, ", Vpoy + according to Equations 7.11 to 7.15. Be-

tween a; = —1 and «; = 1 the bin prediction is interpolated. Below a; = —1 and above
a; = 1 it is extrapolated. The normalisation effect is 6th-order polynomially interpolated
and exponentially extrapolated, the shape effect is 6th-order polynomially interpolated and
linearly extrapolated in the fit. The 6-th order polynomial interpolation is chosen such that
there is a smooth transition of all derivatives up to the second between the interpolation and
extrapolation?.

Samples are scaled linearly by unconstrained normalisation factors ¢;, if not stated oth-
erwise.

7.3.2.1 Splitting Systematics into Shape and Normalisation Effect

Splitting is applied to avoid unphysical negative predicted yields when a systematic uncer-
tainty is extrapolated to very low values. An exception are interference terms which can be
negative already for the nominal prediction. The same procedure is also applied for them
to be consistent which ensures, that the sign of the overall effect does not change for varied
predictions. During this splitting the normalisation is summed over bins because a consis-
tent shape effect within one fit region is desired. It is not summed over regions, channels
or samples because systematics have different effects in e.g. the WZ control region than in
the signal region, they are also different for channels, e.g. conversions background is channel
dependent, and they are also different for different samples.
The normalisation and shape effect is:

s,nom; __ s,nom
Vr,tot - Z VbT. 5 (711)

b, €bins in r with systematic 4

Visot = > v, (7.12)

b,-Ebins in r with systematic ¢

s,down; __ 2 : s,down;
Vr,’tot - Vb; 5 (713)
b, €bins in r with systematic 4
s,nom;
5,up; _ Supi  _7mtot
Vb,-,shape - Vb,. S,up; (714)
r,tot
Vs,nomi
s,down; __ _ s,down; r,tot
b, ,shape — VbT s,down; (715)
r,tot
where
s,up; - . . . . . .
VT)’tO% is the total integral of up-variation of systematic «; in fit region r for sample s and
5,up;

Vy, shape 18 the shape only up-variation of a; in the b-th bin of fit region r for sample s.

7.4 Maximum Likelihood Estimate

The maximum likelihood estimates of y and © are denoted fi and o. They are derived by
choosing them such that the likelihood function £ (n|u, ©) is maximized:

L <n|ﬂ, é) = IEaC:)XE (n|p, ©). (7.16)

This is called the "signal4+background fit” or "unconditional fit” where all nuisance parame-
ters and signal strengths are varied in order to maximize the likelihood function. It is used
to derive the measured signal strength (. The optimisation is done numerically via Minuit2
(98, 99] from Root [95].

The estimates © and [ are asymptotically consistent and asymptotically unbiased [100].
They also reach the minimum variance bound asymptotically. Asymptotic means for a large

2These are the defaults in the used ROOT 6 version[95], see function setInterpCode() in
HistFactory::PiecewiseInterpolation.

69


https://root.cern/doc/master/classPiecewiseInterpolation.html

7 Statistical Analysis

number of events. The maximum likelihood estimators are invariant under parameter trans-
formation: If ¢ = g(©), then b= g(é)) This is used for example for Wilson coefficients in
EFT limit setting, which are needed to be estimated in linear and quadratic form.

For unfolding and two-dimensional limit setting there are multiple signal parameters
which are later denoted as u € M.

For further statistical analysis "conditional fits” are needed, where p or 6 € © are fixed
to a specific value in the fit. If 8 € O is fixed, then the set of all remaining nuisance and

normalisation parameters is defined as ©y := ©\#. All remaining parameters @g(&) and

[i(0) are estimated during the maximum likelihood fit. By convention, ©(6) or /i() are used
if only the parameter in parenthesis is set constant and all others are reoptimised. If no

parenthesis is added for é), then the parameters without a hat in the likelihood function £
or yield function v are fixed during the maximum likelihood fit.

There are several things to take care of during the maximum likelihood optimisation.
There can be local extrema or extended extrema as discussed in Ref. [101]. To check for this
likelihood scans are performed, see Section 7.4.1. Each of the likelihood scans is checked for
a better global extrema than the found extrema. None are found for the results presented
in this thesis. To further investigate the maximum likelihood estimates there are several
properties which are looked at and summarised in the following subsections.

7.4.1 Likelihood Scan

The likelihood scan shows the ratio of likelihood functions with one parameter fixed. For the
signal strength p it is defined as:

L <n|u, é)

—AlnL := flnL‘ (nm,é)

=—InL (n|u,é(u)> +InLl (n|ﬂ,@) : (7.17)

For other nuisance parameters or normalisation factors 6 € © it is:

L (’I”L|/fL, 9, ég)

—AlnL:=—1In . (nm’@)

— g (nm,e, (5)9) +Inl (nm, é) . (7.18)

The likelihood scan can be interpreted in different ways:

e It can be interpreted as the negative log-likelihood of the conditional fit, with the y-
axis adjusted. The y-axis is adjusted such that the minima is at 0 by subtracting the
negative log-likelihood of the unconstrained fit. It shows a projection of the maximized
multidimensional likelihood function.

e It can be used to read off the asymmetric frequentist constructed standard deviation.
In the end, this is how Minos calculates the uncertainty by numerically calculating the
intersection with —Aln £ = 0.5.

o It can also be used as likelihood ratio for finding the 5% quantile in limit setting. The
diagonal method is used in a wrapper around HistFactory to calculate the crossing with
—Aln £ = 1.921 numerically to a precision of 0.2%, see Section 7.6.3.2.

e It can also be used to read off the significance of a process, which is multiplied by
the normalisation strength p, by calculating the value at 4 = 0. It is shown in Sec-
tion 7.6.3.2 that the corresponding significance is Z = /2 - (—AIn L). The convention
in high energy physics is: If it is at least a 3 o deviation, then it is called ”evidence” for
the process. If it is at least a 5 ¢ deviation, then it is an "observation” of the process.

e The curve is calculated with limited precision to save computational time. From a
theoretical point smooth functions are expected. To not hide the limited precision
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the calculated points are linearly connected. Only when pulled parameters reach the
maximum of 5 o or the bounds of normalisation parameters are reached non-smoothness
can occur. These bounds are only reached for significances above 5¢ and need to be
checked explicitly. For this thesis and the observation paper [74] this was explicitly
checked and no 5o pull was expected nor observed.

o It is also used to check for local minima. If negative —Aln L values are observed it
indicates, that the found maxima is not the global one.

7.4.2 Uncertainty and Correlation Estimation

It is possible to estimate the standard deviation of a parameter via the likelihood ratio:
—AlnL = 0.5. For the signal strength parameter u the post-fit uncertainty Agp/down jg
implicitly defined from:

L (n|luup/down7 é)

L (n|ﬂ,é)

—In

—0.5, (7.19)

~down down

where AP ;= p"? — i and Af =pu — [ .
For all other nuisance parameters the post-fit uncertainty A6; is implicitly defined from:

“In £ (n|,u Q;p/dkon7 éa) — 0.5, (7.20)
c (n|ﬂ, @)

where AGY := 0P — §; and AGIewn .= gdown _ ¢, For the "unconditional fit” /i is used. For
“conditional fits” it can also be set constant to a specific value, e.g. for limit setting, where
different p values are probed.

This asymmetric uncertainty is provided by Minos from Minuit2 within Root.

Also a rough symmetric estimate is possible via the inverse of the matrix of second derivatives
. -1 . —1
according to the equation: covariance V = ((I(@ U {ﬂ})>) R~ (Z(@ U {[L})) , with the

9% InL(n|r,6
Fisher information Z(© U {u}) = 7#

the Fisher information can be estimated from data[100]. The correlation is:

. This assumes the large sample limit, that

Cij = Vij/\/ Vi - Vij. (7.21)

The resulting correlations are provided by Hesse from Minuit2 within Root and later
presented in the correlation plots and tables.

Only the more correct estimate from Minos is used as uncertainty in this work. If a
symmetric uncertainty is needed, then the uncertainty from Minos is symmetrized. For
correlations the result provided by Hesse is used.

7.4.3 Uncertainty of the Signal Strength

The asymmetric uncertainty calculated by Minos is used also for splitting the uncertainty by
contribution.

Firstly, the fit is performed with all nuisance parameters not fixed. The resulting
uncertainty of the signal strength i of this fit corresponds to the total uncertainty
(Apdown total - A pup, total) = Ty the following steps, nuisance parameters are set to the re-
sulting values from this initial fit, if they are set constant. The calculation is only shown for
the up uncertainty. The equation for down is the same after replacing "up” with "down”.
The systematic uncertainties are split into the groups modelling, experimental and luminos-
ity uncertainty: Omoa. U Oexp. U {A} = O.
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Secondly, the fit is repeated with the luminosity parameter A\ set constant. The uncertainty
contribution of the luminosity can be calculated as:

. NS
AU i — \/ (Afuws total)? _ (Aﬂup(/\)> : (7.22)
where AP (X) := pP i)Y — 4 with:
L <n|Mup’ lumi’ A= 5\7 émod‘v éexp)
0.5

—In L(nm,é) =0.5. (7.23)

Then, the fit is performed with additionally all modelling uncertainties ©n,0q4. C © ac-
cording to Table 6.5 and e.g. 6.6 set to constant:

~ ~ 0\ 2 “ A 2
ApP mod . \/ (Aﬂup(/\)> - (Aﬂup(/\, @mod_)) , (7.24)
where Ai"P (X, Opoq. ) i= g tumb mod (X G 0y — p with guPs lemi mod ¢hogen such that:
L (’I’L|Mllp’ tumi, m0d7 A= :\a Omod. = émod.7 éexp)
“In — 0.5. (7.25)

c (n|ﬂ,@)

Afterwards, it is performed with additionally all experimental modelling uncertainties
according to Table 6.1 and 6.2 set to constant:

AP e = \/ (33, Om0a))” — (333, Ot Oexy)) (7.26)

A

WhCI‘C A'aup()\7 @mod.a ®exp.) -— 1 UP lumi, mod, cxp()\7 @mod" ®exp.) _ ‘a7 Wlth 'uup, lumi, mod, exp
chosen such that:

lumi a, R A A
L (’fl“tuP’ il o, &P X = X, Omod. = Omod., Gexp. = ®exp.>

L (n|ﬂ,(:))

—In

=0.5. (7.27)

The uncertainty of the last fit corresponds to the stat only uncertainty and is

A

Aﬂup, stat = Aﬁup(j\’ émod.a @exp.)' (728)

By construction it is:

AﬂUP’ total _ \/(A‘[LUD’ stat)2 + (Aﬂup, mod)2 + (Aﬂup, exp)2 + (Aﬂup, lumi)2. (729)

7.4.3.1 Systematic Break Down of Uncertainties

For a more detailed break down of uncertainties the nuisance parameters are split into smaller
groups. The contribution of a group is calculated as above by calculating the quadratic
difference between the two fits, where the group was set constant in the second fit. The
content of each group is shown in Table 6.1, 6.2, 6.5 and e.g. 6.6. The nuisance parameters
are set constant in the following order:

1. Luminosity
2. Electron calibration
3. Muon calibration

4. Jet energy scale and resolution
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Emiss gcale and resolution
b-tagging inefficiency
Pileup modelling

Background, misid. leptons

© »® N o oo

Background, charge misrec.

10. Background, WZ reweighting

11. Model statistical

12. Background, other

13. W*W%jj shower, scale, PDF & a;

14. QCD W*Wjj, shower, scale, PDF & a4
15. QCD W*W+jj, QCD corrections

16. Int WEW=jj, shower, scale, PDF & o
17. EW W*WHjj, shower, scale, PDF & ay
18. EW W*W%jj, QCD corrections

19. EW W*Wjj, EW corrections

20. Background, WZ scale, PDF & oy

7.4.4 Pre- and Post-Fit Plots and Tables

The pre-fit (post-fit) plots and tables show the yields in each bin including uncertainties
before (after) the fit. The pre- and post-fit yields can be shown summed over any fit regions
', bins b/, and samples s’. It is described here for a "bin «” which is a partial or total sum
over these dimensions.

The tables and plots show the nominal yield )}°™ and its uncertainty Av;°™.

The pre-fit yields ;97 and up/down-variation in bin u for each nuisance parameter i,

excluding normalisation factors ¢, are:
Vapre = Z Vlfl/ (10, ©0), (7.30)
r/,s’,b’r,
down, /
b = 3wy (no, 80 £ Abio, Ogo), (7.31)
r’,s’,b’r,

where the pre-fit nuisance parameter values and uncertainties are shown in Table 7.1. The
pre-fit values of the normalisation factors ¢y depend on the sample. For SM processes they
are set to 1 and for BSM processes to 0 if not stated otherwise. The post-fit values and
uncertainties for systematic i are:

!’ A
nom ,__ § : s’
Vi, post = Vb’r, (M’ @)a (732)
r’,s/,b;,
up/down; = s’ /1~ pup/down A
Vu,post i § : Vb;., (M’ 91 ’ 93)7 (733)
Tlis,’b;/

~

where the post-fit nuisance parameter values are used. In the "unconditional fit” j is used,
for “conditional fits” p can be set constant to a specific value. The value of 6;” fdown 4
determined according to Equation 7.20.

In Equation 7.33 one could also use the conditional best-fit values ﬁ and ég. But this would
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require more computational time to include in the statistical analysis. The above equation
is on average more conservative than this, but only impacts the yield tables and plots and
not the main results like the measured cross-section including uncertainties or limits.

The uncertainty of each nuisance parameter gets symmetrized:

up;

_ pnom down; nom
w,pre/post w,pre/post

u,pre/post Vu,pre/post

+ |V
unc;

w,pre/post = 9

(7.34)

The pre-fit uncertainty is the quadratic sum over """ of the nuisance parameters 4 in

w,pre/post
the considered category c:

Apore = > )’ (7.35)

0; Ecategory c

For post-fit uncertainties the correlation matrix C from Equation 7.21 is included in the
combination:

Avtom = Z punc ¢y (7.36)

cYu,post — u,post 17 Yu,post
0;,0; Ecategory c

In this equation it is assumed, that an up variation of nuisance parameter 6; results in an up
down;

variation of the expected yield of the sum of all samples and bins, i.e. Vélorzial,post > Viotal.post-
If this is not the case, then the correlation needs to be multiplied by -1. This is implemented
by multiplying v} s OF V), pag With -1 when the systematic i or j are defined with inverse
total predicted up- and down-yields.

The uncertainty is split into the three categories for pre-and post-fit tables: statistical,
modelling and systematic uncertainty. In pre-fit tables the statistical part contains the MC
statistical uncertainty. For post-fit tables only the effect of signal strength p is grouped into
the statistical component and is taken from a fit with only statistical uncertainties. The
splitting into modelling and experimental uncertainty is done according to Section 6.5.

The uncertainty shows how much the bin yield varies within the uncertainty of all included

nuisance parameters.

7.4.5 Pull Plot

The pull plot shows for each parameter 6; € O the post-fit value 6; and uncertainty Ab;
relative to the pre-fit value ;¢ and its pre-fit uncertainty A6f; o. The pre-fit nominal value
¢i0 and uncertainty A¢; o for normalisation parameters is not well defined because there is
no external constraint. By definition ¢; 0 = 0 and A¢; o = 1 are chosen in the pull plot, such
that the absolute post-fit value and uncertainty correspond to the shown y-axis-values.

It serves as a diagnostic plot to quickly see which parameters are pulled the most and
which are constrained the most. Pulled means that the best-fit value deviates in terms of
standard deviations from the pre-fit value. These pulled parameters help the most to bring
the prediction closer to the observation. A nuisance parameter is constrained when the
uncertainty is smaller post-fit than pre-fit. It means that the observed data helps to reduce
the uncertainty on this parameter. This should only affect modelling uncertainties, because
experimental uncertainties are already constrained pre-fit in dedicated phase space regions
during the calibration.

7.4.6 Impact and Ranking Plot

For four variations of each nuisance parameter 6; the resulting ﬁ(@z) is compared to the
nominal signal strength fi. The difference Ap;(6;) is plotted in the ranking plot, defined as:

Api(0;) = [1(6;) — fu. (7.37)

For the pre-fit uncertainty impact the two values 6; = 0; o = A0; o are tested. For the post-fit
impact, the values 6; = 0; + A0;® and 6; = 0; — AGIV™ are tested.
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In the ranking plots, nuisance parameters are sorted/ranked by the absolute post-fit

impact:
_ max |Ap; (0:)] (7.38)
0;=0; AP/

The ranking plot includes also the pull information, which is explained in Section 7.4.5.

This diagnostic plot helps to identify the nuisance parameters which influence the pa-
rameter of interest the most within their uncertainties, i.e. which are ranked highest. The
highest ranked nuisance parameters are thus the dominant sources of uncertainties. It is
important to understand them in more detail to make sure that they are correctly modelled.
To get more precise results in future analysis these are also the first candidates to determine
with lower uncertainties pre-fit, e.g. by using a higher order signal sample, if higher order
correction uncertainties are ranked high.

7.5 Cross Section Measurement

The expected, measured and predicted cross-sections are compared in the fiducial region.
The fiducial region is defined in Section 5.4 and the calculation of theory predictions are
described in Section 4.1.

The predicted (from fit to Asimov data) and measured (from fit to data) fiducial cross-
sections are derived from:

Urigas = Jg;ied ﬂ? (739)
Ao—findeas pred AM’ (740)

where Afi is the uncertainty on the signal strength f.

In principle, both a d . and i are affected by pulls of modelling nuisance parameters 0,
of the signal in the calculatlon of the measured cross-section.
The nominal fiducial prediction o7 4(6; = 0) is multiplied by the scaling factor

sum of weights of variation 6, in fiducial phase space

Fli o= 7.41
fid.PS sum of nominal weights in fiducial phase space ( )

(0, =0)- ng pg- The factor Fﬁd PS

is only precisely calculated for 0; = +1, for other points some interpolation and extrapolation

needs to be assumed as later derived in Equation 7.48. The measured signal strength ji also
signal, up; /down;

to get the fiducial cross-section prediction O'grded(éi) pred

depends on 0; via the expected yield v, of the signal.

To simplify the calculation and correctly consider the correlation between these two terms
in equation 7.39, the scaling factor of 0‘ d is moved into the determination of fi, such that
only the effect on i needs to be conbldered as shown in equation 7.40. The measured cross-
section is for the best-fit result (i = /i) and any variation (/i according to Equation 7.19):

fid fid A\ A/A . signal, up,/down;
Jmeas,(vam’ed) = O—prcd(gi) : :U'(au Vlegna up;/dovin ) (742)
oL (B = 0) - Fl pg - fu(B;, vpiEnel vpe/dovmey (7.43)
fid ) ignal, up;/down;
= Upred<91 O) ,u(tg“ l;g Sa(;allelg o )’ (7'44)
where y:i%?j;’l;dpi/ downs o implicitly defined by:

~ (é signal, up, /down; )

signal, up; /down;
MY, Vb,.,scaled ‘ ) (745)

éi PN
= Fgips  fi(0s,v, Y.

In the following, it will be shown that:

signal, up; /down; __ signal, up;/down; 1
b,., scaled =, ' Fupi/dOWHi (746)
fid.PS

(0]



7 Statistical Analysis

fulfils this implicit equation, with the scaling factor:

b, /down, sum of weights of up,;/down;-variation in fiducial phase bpace

fid.PS sum of nominal weights in fiducial phase space ( )

signal, up, /down;

Scaling the expected yield vy

signal, up, /down;
r,tot

7.15. According to Equation 7.8, the factor

only affects the normalisation factors

signal, up, /down;
and not the shape factors v, shape

according to Equation 7.11 to
gets propagated to the expected yield

upL/downL
as multiplicative factor next to the signal strength [ with some assumed inter- and extrap-
olation according to Equation 7.9. To cancel the fiducial cross-section factor Fg&.Ps’ the
inverse needs to be applied when scaling the up and down variation of the uncertainty, as
done in Equation 7.46.
The resulting interpolation and extrapolation which is assumed for scaling the predicted
fiducial cross-section is:

up; 1\ A
(Fidps) 0i>1,
0 _ i i .
Ffi g = { smooth 1nt(;1fp01&t10n 0; <|1], (7.48)
(Fivy) f; < —1.

The interpolation corresponds to the ratio of the interpolation with and without normalised
yields, where both numerator and denominator are 6-th order polynomials. The extra- and
interpolation is chosen such that the normalisation in Equation 7.46 cancels it. But it is
also well-motivated on its own. It is a normalisation effect with its typical extrapolation
to avoid negative predictions for down-pulls. The interpolation has a smooth connection to
extrapolation until second order and equals 1 for 0, = 0.

This means that the uncertainty of the signal strength Aji does not include the normali-
sation effect of the modelling uncertainties.

Theory uncertainties affect all: the expected, measured and predicted cross-section.
In the expected and measured fiducial cross-section the normalisation is determined from
the fit to data. Only the shape effect needs to be considered. To achieve this, all theory
variations are normalised to nominal in the fiducial region as motivated in Equation 7.46 and
implemented in Section 6.4.

Experimental uncertainties only have an effect on the expected and measured cross-
section and are included in the fit ending up in the uncertainty Af.

The equations presented here are also true for differential cross-section measurements.
They can be interpreted as a fiducial cross-section measurement, where the fiducial phase
space includes only one unfolded bin at a time.

7.6 Looking for Signal with Test Statistic

It is not possible to prove that a theory is correct. But a valid statement for example is that
the null hypothesis H is very unlikely compared to an alternative hypothesis H;. To do
so a test statistic ¢ is defined which quantifies with which hypothesis data agrees better. In

this work the likelihood ratio, which is proven to have maximal power[100], is used as test
L(n|Hy)
L(n|Hy)"

The different hypotheses used for observation and limit setting are summarised in Ta-
ble 7.2.

A fixed p is used in the likelihood of the null hypothesis Hy. The nuisance parameters ©

statistic for differentiating two hypotheses: t = —21In

are estimated to be @ which maximizes £ (n| 1, ) for the fixed p, called maximum likelihood
estimate:

L (nm, é) = m@axﬁ (n|p, ©). (7.49)
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HO signal strength  H1 signal strength raw test statistic

observation nw=20 any fi to=—2In

L(nla,0
L nlp,©
limit setting fixed p any fi t,=—2In 7)

Table 7.2: Hypotheses and raw test statistics used for observations and limit setting.

The likelihood function £ <n| w=0, é) is not used directly as test statistic, because this

would describe how well our understanding of the detector and all other physics processes
are. It is not sensitive to the question: Does the data agree better with a model with a
certain signal strength or not? A deviation could also just be caused by completely different
effects. A deviation would just indicate that there is a deviation, but not whether there is a
model that can cover that deviation. Hence the likelihood ratio is used.

7.6.1 Test Statistic for Observation

L n\u:O,é)

The raw test statistic for observations is tg = —21In But there is typically a

E(n\ﬂ,é)
physical boundary: The signal strength should not be negative. It should not be called an
observation if we see fewer events than background-only expected, while the alternate model
does not allow a negative number of signal events. Therefore a modified test statistic qqg is
used:

ﬁ(n|p:0,é)

2=/ 4>

qo = 2In L(nm,é) fr=0
0 A<0

(7.50)

The test statistic ¢g sets half of the test statistic values distributed around the background-
only hypothesis to 0. The raw test statistic ¢y is only 0 for the best fit value p = fi. The
larger the test statistic value the more H; agrees with data compared to Hy

7.6.2 Test Statistic for Limit Setting

The raw test statistic for limit setting is:

L (n|u,é)

i, = —2ln£(n|ﬂ’é).

(7.51)

This is the test statistic which is used to set limits on EFT parameters. An exclusion of
the SM can happen for this test statistic. Several different test statistics and methods are
considered which can not exclude the SM, but are explicitly not chosen.

There are two different choices motivated by a physical boundary which avoid SM exclu-
sion [102, 103]:

1. different test statistic for /i < 0 and fi > p, called §,, defined in Ref. [103] and
2. other H; hypothesis: p = 0 handled with conservative CLs method.

For the combination between CMS and ATLAS in 2011 for the Higgs boson search, see
Ref. [104], the test statistic §, together with the CLs method was used. The main reasons
to use t,, in this thesis are:

e there is no physical boundary for EFT limits,
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e a correct 95% coverage, i.e. no conservative approach which loses information, is de-
sired, and

e the 95% interval should include the theory predictions which describe observed data
best.

7.6.3 The p-Value of the Test Statistic Value

The final decision to reject a hypothesis is done via the p-value P(go obs|pt = 0). It quantifies
how probable it is to measure something like the observed test statistic value or something
more extreme. For observations it is defined as:

inf
Pdo.opalps = 0) = / F (@l (nlp = 0,0))dgo, (7.52)

qo,0bs

where f(qo|L (n|pp = 0,0)) is the probability distribution to measure gy given data n dis-
tributed according to probability £ (n|u = 0,0)3.

The test statistic ¢y from Equation 7.50 was used for the observation of the EW W *j;
process with the partial Run 2 data [74]. The binning was optimised, including the discrimi-
nating variable choice, such that the background-only fit to signal+background Asimov data
is unlikely.

To calculate the p-value, the expected distribution of f(g,./|L (n|y, ©)) is needed. It can
be calculated numerically with (Monte Carlo) toys or calculated asymptotically analytically.
In the toy-driven approach possible observed data are generated according to the pdf. For
each of these pseudo data, called toy, the test statistic is calculated - resulting in the ex-
pected distribution of test statistic values. In the large sample limit, the distribution can be
calculated with the asymptotic formula [103] which is mainly used in this thesis.

7.6.3.1 Toys for p-Value Calculation

With toys test statistic values are generated according to the assumed underlying probability
density functions. The distribution of test statistic values can then be used to calculate the
quantile of the observed data which is the observed p-values.

An unconditional ensemble [105] is used where all observed values are varied during toy
generation. The varied observed values are the observed data in each bin n;,, which are
Poisson distributed around mean v}, and the observed values in auxiliary measurements:

o the observed luminosity Ay which is Gaussian distributed around mean 1 with standard
deviation AX,om,

 the observed weighted summed number of MC events in each bin m,,, which are Poisson
distributed around mean 7, and

 the observed systematic value if the i-th systematic «; ¢ which is Gaussian distributed
around mean 0 with standard deviation 1.

This approach is computationally expensive:

o for observation: ~ 10® toys* are needed, where for each of the toys, a S+B fit and a
Bkg-only fit needs to be performed to calculate the test statistic value,

o for limit setting: 2000 - 5000 toys are needed, see Section 7.10, with each a S+B fit
and a fit for each parameter point (=~ 10%) is needed

The function "ToyMCSampler” implemented in the software RooStats[96] is used to gen-
erate the toys and calculate the test statistic value for each toy.

3Here, £ is normalised to 1 over all possible observations n such that it can be interpreted as a probability
density function.
4The significance of 50 corresponds to 1 in 3107 cases.
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7.6.3.2 Asymptotic Formula for p-Value Calculation

The underlying test statistic of go is to which is a special case of ¢,,. In this section ¢, is
studied whose results can thus also be applied to qo.

A generalized test statistic ¢tp; of ¢, is studied with r parameters of interest for 2D
limit setting (r = 2; M = (p1,p2)), 1D limit setting (r = 1; M = pup) and observation
(r=1;M=p=0):

M = (1, ..., r), ) (7.53)
tar = —2In 'C(MM@) (7.54)
L <n|M,®)

For expected limit intervals the expected probability density function of ¢,; for assumed
true value M’ is needed. This is proven by Wald [106] to be non-central x? distributed in
the asymptotic case for a large number of expected events v [107]:

Loy (VAtar) (7.55)

with the non-centrality parameter A and the modified Bessel function I, (y)

1 t
flta|Ar) = ief(tMM)/z (M

(r/4—1/2)
y

T

AL M) = 3 (i = ) V™ (g = 1), (7.56)
(S WY
L(y) = (y/2) j;oﬂr(”ﬂ“)’ (7.57)

where T is the Gamma function® and V~! the inverse of the covariance matrix of the signal
parameters.
For r = 1 degree of freedom this becomes [103]:

Fltar]A) = 2\/%\/% {exp (; (Viur +\/K)2> +exp (; (Viur \FA)Q)} . (7.58)

For p-value calculation the cumulative distribution function (cdf) F,.(tpr|M’) is needed.
For two dimensional, i.e. 7 = 2, cdf F,.(tp|M’) is calculated numerically® by summing over
the pdf f(tas]A,7) starting with the lowest ¢3; value. They result in the median, which is the
50% quantile of F,.(tpr|M'). The 1o band which is expected to include the observed limits
in 68.3% of the cases is defined by the 15.87%- and 84.13%-quantile. The 2 ¢ band which is
expected to include the observed limits in 95.4% of the cases is defined by the 2.28%- and
97.72%-quantile of F,.(tp;|M’). The 2D limit plots are created by scanning a 41 x 41 grid and
calculating for each point F,.(tps|M') numerically. The median and 1, 20 bands are drawn
as contours along the corresponding quantiles of F,.(tp/|M').

There is a difference between median expected limits and Asimov expected limits in 1D
and 2D limits [108, 109]. In 1D limits the Asimov expected limits are shown. In 2D the
median expected limits are shown to be placed in the middle of the 1 and 2 o expected bands.

In the case M = M’ the cdf F, is central chi-squared distributed [110]. It is [111]:

(5, %)
Fe(tm|M) = =75, (7.59)
I'(3)
with the lower incomplete gamma function (s, t):
v(s,t) = / tste tdt. (7.60)
0

5The Gamma function is recursively defined: ¥n € ' : T'(n) = (n—1)! and Vz € C with R(2) > 0:T'(2) =
>z le~dr.
6The cdf is calculated with the class https://root.cern/doc/master/classRooNonCentralChiSquare.html.
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Necessary conditions for Wilks’ theorem

ASYMPTOTIC: Sufficient data is observed.

INTERIOR: Only values of u and 6 which are far
from the boundaries of their parameter space are
admitted.

IDENTIFIABLE: Different values of the parame-
ters specify distinct models.

NESTED: Hy is a limiting case of Hj, e.g. with
some parameter fixed to a sub-range of the entire
parameter space.

CORRECT: The true model is specified either
under Hy or under H;.

Figure 7.1: Conditions under which ¢, is x* distributed from Ref. [112].

For r = 2 degrees of freedom this becomes:

Pyt |M) =1— e, (7.61)
since I'(1) =1 and y(1,2) =1 — e~ *.

Equation 7.61 is used to calculate the observed 2D limits by drawing the contour at
Fy5(tp|M) = 0.05. The resulting area includes the one true theory with 95% if the true
theory can be parametrized as assumed in the EFT ansatz.

For r = 1 degree of freedom F}(tp|M) is [103]:

Fy(ty|M) =204/tar) — 1, (7.62)

where ® is the cumulative distribution function of the standard Gaussian with mean zero
and standard deviation one.
It can be shown that [103, 106]:

. e ) 1
ta = =2 AM) =Y (i — @) Vi; (5 — 1) + > 0—.
i,j=1 binsb b
With a large dataset, it is shown, in Ref. [103] that an Asimov dataset can be used to

estimate M’. Because the Asimov dataset corresponds to M’, it is M = M’. With this, the
estimate for A is:

(7.63)

ta(M') = =2 Aa(M) = Y (i = pi)Vi; (1 — 1) = A. (7.64)

ij=1

The non-centrality parameter A could be calculated from the to be estimated covariance
V with Equation 7.56. But as shown in Ref. [103] it turns out to be more accurate to use
Equation 7.64.

At the end, the p-value is calculated as:

p(tap|M') =1 — F.(ta|M'). (7.65)
The significance Z is:
Z,=®'(1-p). (7.66)
For the special case M = M’ and r = 1 it is shown in Ref. [103], that:

Zo = /0. (7.67)

These asymptotic results rely on the assumption, that ¢, is x? distributed. To verify
this the five criteria from [112], summarised in Figure 7.1, are checked to be fulfilled. Monte
Carlo methods are used to check whether the ”asymptotic” assumption is also valid. In
Section D.1 toys and asymptotic formula are compared for EFT limit setting and good
agreement is found.

80



7.7 Handling of Observed Data

7.7 Handling of Observed Data

Some special treatment is used for observed data. It is blinded in the analysis and is presented
with frequentist uncertainty bars in pre- and post-fit plots.

7.7.1 Blinding Observed Data

The analysis strategy, including event selection and binning, is optimised without looking into
observed data in the signal region. Only simulated and data-driven estimated data, derived
from the sum of expected theory predictions and of data driven estimated backgrounds
in other regions, called the Asimov data set, is used. The aim of this is to not optimise
into statistical fluctuations. There are always statistical fluctuations due to the Poisson
distribution of data around the true underlying theory. If one chooses to include only those
bins in the fit where there is a up fluctuation observed in data, one could increase the
“observed significance” artificially. Therefore the event selection and binning are optimised
without knowing the observed data in the signal region. In principle also MC events are
affected by statistical fluctuations, and it would be best to only use fully analytical predictions
for the event selection optimisation. Unfortunately, this is not available for the studied
WEW=*ij process. Because of this it is important that there are enough MC events in
each bin to not optimise into MC statistical fluctuations. At least one MC events for each
background process and at least 10 MC events in each bin are required. Since there are
at least 10 times more MC events generated than expected in data these requirements are
sufficient because the local significance is still dominated by the statistical uncertainty of
data.

7.7.2 Uncertainty of Observed Data

There are different ways to quantify the uncertainty of observed data [113]. The frequentist
approach is used in this thesis for observed data. The error bars are drawn such that the
theories covered by the uncertainty bars would expect the observed data deviation in at least
68% of the most likely cases. The 68% interval around each predicted Poisson distribution
is chosen such that 16% are excluded in each of the two tails. In contrast to this plain
Poisson uncertainties, i.e. the square root of the predicted number of data events, are used
for expected data.

7.8 Significance Estimation in Binning Optimisation

This calculation is inspired by and similar to the one in [114]. The following calculation is
meant to be more general, more extensive and closer to the formalism in the rest of the thesis.
More general means, that it should not only apply for observation and not only for one bin,
but also for limit setting and multiple bins. As shown above, the quantity to measure and
optimise is the significance calculated with the Wald approximation:

(7.68)

In the binning and signal region optimisation a simplified form is needed to save computation
time. It is shown later in Section 7.8.2 that with this simplified approach the significance
can be calculated in each bin separately and quadratically added for expected significances.
First, the significance calculation for one bin is shown in Section 7.8.1. Afterwards, it is
generalized to multiple bins in Section 7.8.2. Finally, the equations used for the binning
optimisation are summarised in Section 7.8.3.
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7.8.1 Significance Estimate in One Bin

For each bin, all uncertainty sources are combined into one uncertainty . There is for each
bin the expected number of signal events S, the expected background events B, the signal
strength 1 and only one nuisance parameter v for systematic uncertainties encoding the
uncertainty o.

Zoin (1) 21 E(n\uﬁ) (7.69)
bin\M4) =A\| —4 1N — PSR .
L (n|a,5)
where a simplified likelihood function is used:
L (n|u,7) := Pois(n|y(uS + B)) - Pois(m|y7), (7.70)

where m represents the auxiliary measurement with which nuisance parameters v got
~ 2
restricted, m = 7 = @ with the absolute uncertainty o on S + B. [ is the signal
strength assumed when defining the uncertainty.

Equation 7.70 is the correct equation for MC statistical uncertainties, where 7 = m =
number of raw expected number of MC events, if all MC events have the same weight of 1.
Gaussian uncertainties are modelled as Poisson in order to implicitly avoid negative yields.
Splitting into normalisation part and shape part has to some extent similar effects like using
Poisson instead of Gaussian constraint. The quadratic sum of all systematic uncertainties is

o2

The ~ parameter, which maximizes £ (n|p,~) for a given p is denoted ’Qy(u)

The maximum likelihood estimate of v for any u is derived from 85(372“7) =0:

2 n—+m
V= —"7—. 7.71
T B+ uwS + T (7.71)
For the denominator in Zy;, also i and 4 are needed, where 4 := 'iy(/]) After deriving
L (n\ﬂ,'ﬁy(u)) with respect to p and setting to zero, it is found:
% - B
(= ——-. 7.72
fr 5 (7.72)
This gives:
A 2a m

Putting Equation 7.71, 7.72 and 7.73 into Equation 7.69 gives, using Equation 7.1:

Zbin (/’h U)

=,|—2Iln

Pois(n|3(uS + B))Pois(m|37)
Pois(n|n)Pois(m|T)

m!

(S + B)e=i0S+8) 1y (Gryme=in
=,|—2In T

mnnefn %Tmef'r

_ Jonm n((B+uS)o® + (S + B)*)| _ (aS+ B)? N (n— B — uS)o?
_\/2 : [(uS+ B)(no? + (@S + B)Q)] 2 o2 ! {1 + (B + pS)o? + (S + B)Q} '
(7.74)

The case 0 = 0 can be calculated in the limit 0 — 0 using Equation 7.76:

Znin(12,0) :\/2 (n In [1 + ”;b‘fi_BB] —(n—B- pS)) (7.75)

82



7.8 Significance Estimation in Binning Optimisation

As further simplification, In[1 + z] with « = ";gi;B

that n is relatively close to uS + B:

can be tailored around x=0, assuming

2 3 ot
In(1 =r—— 4+ —— —+ .. .
n(l+z) == 5 + 3 1 + (7.76)
This is in the first terms similar to:
1 1 2 oz 2t
1 —_—— )= — + — — — + ... 7.7
2(-1—95 1+)x 2+2 2+ (7.77)
Approximating In(1 + z) with % (1 +ax-— 147) gives:
B n—uS—B 1
me7 approx(,u'vo) = |n {le uS—l—B } 77”L|:1+ n—pS— B} *2(71*3*/“5)
nwS+B
—(uS+ B
_In-WwS+B)| (7.78)
(uS + B)

The validity of this approximation is tested via toys in Figure 3a in Ref. [103]. Also for low
expectations of only two background events the approximation works well for significances
Z < 3.

Continuing from Equation 7.74, the approximation can also be applied in the general case
including an uncertainty . The following short notation was used during the calculation:
t := (B + uS) and t := (1S + B).

n(to? +12) £2 no? + {2
Zom( o) =1 [2nin [T o1 (R
bin (4, 9) \/ n [ﬁ(na2 +12) o2 | to? 2

n(to? + ) t(no? +t2) 52 no?+i2] 2 [to?+
Zbln approx ,U, - N | —m= _ | 4+ —= | —

t(no? + i2) n(to? + t2) to? + 12 02 | no? +t2
(n—1)2
%02 +1)
—(uS+ B
- |S”+B)(“ +B)| (7.81)
o + (1S + B)
7.8.2 Significance Estimate over Multiple Bins
The total significance over multiple bins is:
c (nilu, %/7,)
Zp)=,|2In|| ——= (7.82)

L (nglf1,5)

The total significance can nearly be separated into independent factors for each bin which
could be optimised separately. Only the parameter i is jointly used over all bins and needs to
be optimised in a correlated way over the bins a priori. For only one bin this is obviously no
problem. For k bins this results in a polynomial of k-th order when calculating /i analytically.
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Table 7.3: Estimated Significance in a Bin for Different Use Cases.

Purpose Asimov data  Theory Zhin, approx(th,0)  Equation 7.74
B _ o~ _ S K
Observation pa=1 nw=p=0 W Zbin(0,0)
Limit setti =0 =a=1 — Zpin(1,
1mit setting A o= §i’§ +5L5 bm( U)
Measurement of upper - o 0.25
uncertainty around 1.2 pa=1 p=p=12 22 4B) 11,2548 Zbin(1.2,0)

For observed data this is needed and done numerically with Minos in the full fit. For expected
significances the data distribution is assumed to be:

n; = paS; + B;, (7.83)

with the Asimov signal strength 4. The globally optimised ji would be the same as an
individual si; for the special case where all individually optimised i; are equal. In this case
using separate /i; in each bin would be equivalent to having one global fi. Since Equation 7.72
simplifies to fi; = pa for the Asimov data set it is valid to use individual fi; within the
calculation.

With this simplification for Asimov data, the total significance can be rewritten to:

= IZ Zbin,z' (,UJ, 0')2. (784)

Equation 7.84 is only valid if data is distributed according to Equation 7.83. The usage
of Equation 7.84 for observed data would only be valid if the model allows different signal
strength in each bin which is typically not physically allowed or motivated”.

Table 7.3 shows the different Asimov data and theories to test for the different use cases:
observations, limit setting and measurements. The factor next to o2 in Zhin, approx (4, 0) can
be cancelled by calculating the uncertainty o for iS + B = /(1S + B)(uaS + B).

7.8.3 Equation Used for Binning Optimisation

For the actual binning optimisation simplification introduced with Equation 7.77 is not used.
Instead, Equation 7.74 with p = i is used since o should be the uncertainty of the tested
hypothesis:

_ n(o®+ (uS+B) | _, S+ B2 (n—B = pS)o”
Zoin(1,0) \/2" = {(ncf? Tws+Y) 5 @ M BT uS? s+ BY
(7.85)

The above Equation 7.85 is only valid for S+ B # 0, n # 0 and o # 0.

The case 1S+ B = 0 does not occur in binning optimisation, because a minimum number
of MC events is required in each bin. Also the other two cases do not occur for the same
reason for the used Asimov data.

7Separate signal strengths would be motivated for LH-based unfolding without migrations. But one is
typically not interested in the total significance in this case.
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7.9 Unfolding

The aim of fundamental research is to perform experiments to compare data with theory
predictions and find a predictive theory which describes our nature best. At a later stage,
these theories can be used in future applications. In the case of the current ATLAS and
CMS measurements, one does not know yet all potential theories with which one wants to
compare the data with in the future. As experimentalist we try to publish our data as usable
for current and future theorists as possible.

If the raw data from the total cross-section measurement were published, then the the-
orists would need to apply a full detector simulation on their prediction to compare with
the data. To simplify this procedure the data gets transformed to undo the detector effects,
called unfolding, with which the data can be easily compared without knowing the detec-
tor. The detector effects include e.g. limited spatial resolution, limited spacial coverage or
misidentification.

Distributions after detector simulation in the reconstructed phase space, defined in 5.2.1,
are called ’on reco-level’. Distributions before detector simulation in the fiducial phase space,
defined in 5.4, are called ’on truth-level’. Unfolding starts with data on reco-level which
gets unfolded to truth-level. MC events of the signal sample have both, reco and truth,
information. This information is used to unfold data from reco-level to truth-level.

Each simulated event has in the unfolded variable a value on reco-level v and the on
truth-level p.

The aim is to measure the distribution p of events which passed the truth-level selection
T starting from the distribution v of events which passed the reco-level selection R.

The signal sample, used to unfold the data, is generated on truth level with two charged
leptons and two jets. Thus, all variables derived from truth-objects are defined in both R
and T'. Just the reco-level variable v might only be defined in R and is thus not used in
T\R. For example there is no reconstructed my, defined in T\ R if no second lepton got
reconstructed.

During the reconstruction and identification of objects, not the identical four-momenta
are reconstructed from the truth-level objects. The migration matrix M (v|u, R) contains this
conditional probability to measure a reco value v for a given truth value p after reco-level
selection in a signal sample event. The migration matrix could in principle be defined in
RV T orin full R, while full R is used in this work.

Not all events pass both reco- and truth-level selection which is encoded in the efficiency
factor €(7T'; R, u). This efficiency can be split into two parts

6ﬁ(:l(z_‘|R7 ,LL)

;T = .
e(R7 ’ 'u) eeﬁ(R‘Tu :U/)

(7.86)

They are:

fiducial correction egq(T|R, ) : the conditional probability that a signal sample event
with truth-level value u which passes reco-level selection also passes truth-level selec-
tion.

efficiency correction e.g(R|T, p) : the conditional probability that a signal sample event
with truth-level value p which passes truth-level selection also passes reco-level selec-
tion.

The fiducial correction can be both applied depending on truth value p, as done here and also
depending on reco-value v, as discussed in Section 7.9.3.3. How the fiducial and efficiency
correction needs to be applied to get from truth-level phase space to reco-level phase space
is shown in Figure 7.2.

The effect of the detector can be expressed as a mathematical folding process [103]: The
number of expected events N (v) with value v after reco-level selection are:

Nw.R) = [ M Re(R TN (o T+ 5(0) (7.87)
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T fidCorr

eff

Background

Figure 7.2: Different selection levels of events. R contains all events passing the selection
on reco-level (reco-selection), T contains all events passing the selection on truth-level
(truth-selection). If an event passes both selection criteria it is part of the joint phase
space R N T. The background includes events which pass the selection on reco-level, but
come from another process than the signal.

where N(u) is the expected number of events with truth-level value p.
The efficiency and the migration matrix can be summarized into the response matrix:

R(Rv v T, :U’) = M(V|M7 R)E(Ra T, M) (788)

Conditional probabilities are defined within the set of events of the signal sample. These
can be used to express the migration matrix and corrections. With this it can be shown,
that the equation for folding is statistically correct:

et (RlpNT)P(pNT)
ZM(VlR’M . esa(T|RNp)

_ PRpNT)P(pNT)
—ZP(V‘ROM)‘ PR A 4]

PvNRNu)P(RNuNTYP(uNT)P(RN w)
_Z P(ROu)P(unT)P(T N RN u)

:P(z/ NR) (7.89)

This is still frequentistic for the signal sample because there is only one true value of u, v, T, R
for each event. Only when making the assumption, that these conditional probabilities are
also true for the unfolded data additional assumptions are made. These result in additional
unfolding related uncertainties which are discussed in Section 7.9.2.
Binned distributions are used because information about migrations are needed which are
only available with limited precision. Unbinned approaches are discussed in Section 7.9.3.4.
The count in a bin 4 is defined as

i = N(p)dp. (7.90)

bin i
The index 7 represents the range of values included in this bin. The values v;, M;; and €gq
are always defined and summed in reco phase space R, while €. and pu; are defined and

summed in truth phase space T
For binned distributions Equation 7.87 is:

M
Vi = ZRiij + Bi. (7.91)

Jj=1

The inverse of it is the equation used for unfolding:
M
=> R (vi—B). (7.92)
i=1
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Equation 7.92 is the equation of unfolding with Matrix Inversion. It has the smallest
possible variance [103] and it is the best option for comparison with future theories. Other
unfolding methods are discussed in Section 7.9.3.1. It can happen, that there are large
anti-correlations between unfolded bins because there is not enough information about from
which neighbouring bin a reco-event came. This will result in large error bars in the unfolded
distribution and also the nominal unfolded points can have large alternating up and down
fluctuations. To make a more intuitive result neighbouring bins can be merged as described
in Section 7.9.4. This way results having the smallest possible variance can be published and
it is possible to make intuitive histograms from them without adding additional information.

Migrations in the migration matrix M result in negative entries on the next-to-diagonal
in the inverted matrix, because events on reco-level could migrate from either of the neigh-
bouring bins.

This is why tests are performed before unblinding to ensure, that the negative yield case
is very unlikely to reach. This is done with the fit to Asimov data where it is checked, that
a negative yield is very unlikely within uncertainties. A requirement on the least expected
significance in each bin and a maximum migration is used to ensure this already during
binning optimisation.

It is often stated as a problem of unfolding, that the inversion does not need to be possible
[115]. For more bins on truth-level, than a reco-level this is indeed a problem. But in this
thesis the opposite is the case with more events on reco-level than on truth-level, due to a
second discriminating variable used in the fit. But when integrating over the second variable,
then it results in a square matrix. For square matrices inversion is always and only possible
if the determinant is non-zero. As shown in the binning optimisation Section 9.2 a stability
above 65% is reached in each bin. The stability is the fraction of events in the migration
matrix which stay in the same reco-level bin for a fixed truth-level bin. If the stability is
above 50% in each bin, then the matrix is invertible [116]. Because of this non-invertibility
is not a problem for the nominal unfolding. But they do also need to be invertible for all
statistical and systematic fluctuations.

For statistical fluctuations near the not invertible case, it is very unlikely to actually hit
a non-invertible case. But it has several draw backs for the propagated uncertainty if it is
near the non invertible case. The uncertainties are not any more gaussian distributed.

This is why it is ensured, that the non-invertible case is very unlikely to reach. Again,
the required stability of at least 65% makes a down fluctuation below 50% very unlikely.

7.9.1 Likelihood-Based Unfolding

In this thesis the unfolding is performed in one step with the maximum likelihood fit, called
Likelihood-based unfolding, the same Ansatz as used e.g. in [117].
The observed signal strength is extracted from:

L <n|ﬂ, é) — max £ (nl, ©), (7.93)
©,
where p is the vector of all signal strengths on truth-level.
The LH-based unfolding is advantageous because:

¢ the unfolding is performed implicitly and conveniently within the fit and

o it allows obtaining well-defined signal strengths with statistical uncertainty, including
correlations, directly from the maximum likelihood fit.

The fit is performed on reco-level over the bins which get unfolded and also split in a
second variable to increase the sensitivity. They are mapped to a 1D unfolded distribution
on truth-level. So, in total it is a 3D migration matrix, which maps from 2D on reco-level
to 1D on truth-level. This 3D matrix makes the migration matrix even more stable with
respect to the non-invertible case.

The fiducial region and the reco-level selection should be close to each other to not
extrapolate too much with the efficiency and fiducial correction. The low-m;; control region
is included in the reco-level selection to further constrain data-driven estimated backgrounds.
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This region is not part of the fiducial region. The migration matrix defined with and without
low-mj; control region is discussed in Section 7.9.3.3. The split signal strengths are used in
the signal region and the low-mj; control region. The average signal strength is used in the
WZ control region, where the signal is a very small non-prompt background contribution
because three leptons are required there.

7.9.2 Uncertainties on the Unfolded Distribution

There are several sources of uncertainties which the unfolded result has. Related to the
unfolding inputs there are the statistical uncertainties of the data. For the background
and signal prediction there are the MC statistical uncertainty, the experimental systematic
uncertainty and the theory uncertainty. The unfolding itself also adds an uncertainty due to
hidden variables.

All statistical, experimental and modelling uncertainties are propagated by the maximum
likelihood fit. They are directly estimated from maximum likelihood with Minos as described
in Section 7.4.2.

The observed data is Poisson distributed around the theory prediction. During unfolding
the Standard Model prediction is assumed. Frequentistic 1o uncertainties are calculated,
but these are only estimates if they need to be extrapolated to other deviations correlated
across the bins. There is a reweighting approach proposed in Ref. [41] to compensate for
some differences. The frequentistic defined uncertainties are better than the uncertainties
estimated around the data prediction. But there are still some differences. If there are more
than 20 signal events in each bin, then these differences are expected to be small as is studied
in Ref. [41].

The conditional probabilities, in e.g. the migration matrix, might look different for other
samples or future models. Different shower and NLO predictions are included with the
respective uncertainties. So, this effect is partially covered. For more extreme models it might
be worth recalculating the migration matrix and corrections to correct for this mismodelling
during reinterpretation.

7.9.3 Alternative Unfolding Approaches

Some alternative unfolding approaches are discussed in this section. Sometimes regularization
is used, explained in Section 7.9.3.1. Also unfolding can be done in a separate step, separated
from the fit as described in Section 7.9.3.2. Out-of-fiducial region events can be scaled
according to the reco value and not the truth value. For example in Ref. [67] the same data
as in this thesis is unfolded with other choices made. Finally, there are also approaches for
unbinned unfolding. Different unfolding approaches are already discussed by the author of
this thesis in Ref. [41].

7.9.3.1 Regularized Unfolding

The mathematically correct way of undoing the folding is to invert the migration matrix.
But the inversion of the matrix is not always possible and also the anti-correlation might
result in unphysical, negative events in an unfolded bin.

One solution is to rebin the unfolded solution before or after unfolding. In the non-
invertible case rebinning is needed before unfolding. A large stability and small enough
uncertainties after binning optimisation, as done in this thesis, circumvent these additional
steps.

Another solution is to use explicit regularization. It is motivated from image reconstruc-
tion [118], where one is interested in the best prediction and correctly estimated uncertainties
are not needed. It is motivated as a Bayesian method where a degree of belief is added to
the unfolded distribution, making unfolded distributions smoother [103]. This results in
smoother distributions, but the uncertainties are either very large or too small to cover only
the information in the data if the matrix-inversion unfolded distribution without regularisa-
tion is not smooth. The matrix inversion has the smallest possible variance.
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In these explicit regularization unfolding methods the information deficit is compensated
by putting in extra information, that the unfolded distribution should be flat or similar to a
predefined prior. Some of these methods are:

o Bayesian iterative unfolding [115],
« Singular Value Decomposition (SVD) [119] or
o Matrix Inversion with Tikhonov regularization term as implemented in TUnfold [120].

Regularization can also be interpreted as a frequentist biased estimator. In this case it
is very hard to compare this biased estimator with a new theory in reinterpretation. The
correct uncertainty calculation would need by definition at least as large uncertainties as
the matrix inversion result, which degrades the power of a future comparison compared to
unfolding with matrix inversion. Therefore no regularization is used in this thesis.

7.9.3.2 Disentangle Fit from Unfolding

Unfolding can also be performed disentangled from the maximum likelihood fit. This makes
it easier to optimise unfolding separately, enables unfolding methods like Bayesian Iterative
unfolding but also causes more work in propagating uncertainties.

In principle nearly the same nominal results can be derived if matrix inversion is used
as unfolding method. But the uncertainty propagation is much more complicated and e.g.
frequentist Poisson uncertainties on the unfolded data are not possible to get with the same
precision. For this one would need to rebuild the likelihood function during unfolding to
mimic the one-step procedure.

While signal and its scaling factors ppin ; are split on truth level in LH-based unfolding,
it is split on reco level for the fit for the two-step procedure. Nearly perfect agreement is
reached in the two-step procedure on reco-level after the first step. Only if a second variable
is used with a different signal-to-background ratio across the bins slight differences could
occur like for the LH-based unfolding.

The same nominal result is expected because the matrix is always invertible: The pre-
diction on reco level is both times very flexible. Only migrations cause slightly different
predictions on reco level for the maximum likelihood fit if a second variable is used. This
effect is expected to be even smaller than the differences on reco-level due to the second
variable between data and fit within LH-unfolding.

For LH-based unfolded the stat unc. is directly there: estimated asymmetrical with
maximum LH: already after Neyman construction: 68% interval with correct frequentist
coverage. In the two-step procedure this is much more complicated: the uncertainties need
to get propagated through unfolding, often with toy-driven approaches. In principle one
could also start with the Neyman constructed post-fit uncertainties. But it is only possible
to propagate it to truth-level approximately. The full statistical model would be needed to
propagate them correctly to truth-level.

7.9.3.2.1 Uncertainty propagation Systematic uncertainties within LH-based unfold-
ing are propagated by varying the signal in the response matrix, efficiency and background
predictions simultaneously during the fit. In the two-step procedure this correlation has to
be kept. The up-variation of the reco fit is propagated together with the up-variation of the
response matrix and efficiency correction.

Explicit uncertainty propagation is only needed for the two-step procedure because for
LH-based unfolding the uncertainties are directly available on truth-level via the impact ta-
ble defined in Section 7.4.6. It is more time-consuming for the two-step procedure because
all systematic variations need to be propagated. For statistical uncertainties typically prop-
agation via toys is performed. For matrix inversion it is possible to use an explicit equation
to propagate it [41, 103]. But this formula is only true for Gaussian uncertainties.
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7.9.3.3 Different Handling of Out-of-Fiducial Region Events

The migration matrix is defined in the signal region plus low-m;; control region. It could
also be defined in the joint phase space of fiducial and reco-level selection. Similar to Equa-
tion 7.89, the unfolding can be rewritten with conditional probabilities:

P(RIuNT)P(uNT)
P(T|IRNv)

B PuvnNnRNTNnu)-PROpNT)P(uNT)P(RNv)
_%: P(RNTNp)-PuNnT)P(TNRNV)

> PWRNTNp)-

_ PwvNnRNTNp)
_P(Rm”)zﬂ: P(TARNY)

=P(RNv) (7.94)

The difference is the handling of events which do not pass fiducial selection, but reco level
selection.
These events fail mainly the following requirements:

o 13% fail the truth-level high-mj; requirement my; > 500 GeV,
e 11% fail the truth tau and b-hadron veto,

o 8% fail the truth-MET requirement Er ;55 > 30 GeV,

o 4% fail the truth jet prrequirements pr jes1(2) > 65(35) GeV,

The low-m;; control region and truth tau and b-quark vetoed events are close to the signal
region, for tau vetoed events due to lepton flavour universality. The jet pr and MET re-
quirement have a relatively low impact compared to their resolution, so they get probably
reduced due to their resolution and not due to an object misidentification. In principle, they
can be handled in three different ways:

1. scale depending on truth value: reco and truth information is used to correct for them,

2. scale depending on reco value: only reco information is used to correct for them, as
shown in Figure 7.3,

3. keep as constant background: motivated by events from different phase space with
completely different kinematic: do not scale signal events, but add an out-of-fiducial
region signal contribution additive.

Because the out-of-fiducial region migrations are dominated by resolution effects and not
mismodelling, one of the first two approaches is chosen.

Comparing the first two approaches, the first one is better motivated, because the depen-
dence of €gq from T is better defined than dependence from R (which implies some assumed
migrations). Therefore the first approach is used in this thesis.

In the following a numerical example inspired by the later shown Nggpjets variable for
EW W*W%jj is presented. In the matrices, different rows show different reco-level bins,
while different columns show different truth-level bins. In reco phase space R there are:

233 7
Nr = ( 18 21)
events, in the joint phase space R NT there are:
154 4
Nanr = ( 10 17)
events and in on truth level T there are:
Ntruth, nom — (307 43)
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( Data - Background ) * fidCorr & Inverse of Folding matrix
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R... reconstruction phasespace
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Figure 7.3: Big Picture of Unfolding (inspired by Figure 5 in [121]) as implemented in
VIPUnfolding [122]. After subtracting the background in the reconstruction phase space
R the data signal events get transferred into the joint phase space R N T via the fiducial
correction. There, the variable gets corrected for bin migrations before it gets transferred

into the full truth phase space T by the efficiency correction.

events predicted by EW W*W%jj signal sample.
The resulting efficiency correction is in all three cases:

154410
Eoff = ( 307 44(-)17> = (0'53 029) .
0 T3 .

For the first approach, used in this thesis, the fiducial correction is:

154+10
wom (B0 Y (055 0y
0 Al 0 075

and the migration matrix is:
233 7
M= (zsgi_gls 75121) _ (0.93 0.25>.
333418 7421 0.07 0.75
For the second approach the fiducial correction is:

154+4 0 0.66 0 )
_ [ 23347 _ :
€fid, r = 10417 | =
e ( 0 18121) < 0 0.69

with the migration matrix in the joint phase space:

154 4
1117 0.94 0.19
Mpar = (15%10 1 717> _ < )
54410 1417 0.06 0.81

For the third approach, with the additive fiducial correction:

(2334 7)— (154 +4) _ (82
€fid, additive = (18 + 21) _ (10 + 17) —\12

the migration matrix in the joint phase space from Equation 7.99 is used.

(7.95)

(7.96)

(7.97)

(7.98)

(7.99)

(7.100)

There are different migrations in the two phase spaces, comparing Equation 7.99 and

7.97.
If the nominal prediction
Ntruth, nom — (307 43)

(7.101)

is folded, then in all three cases the same distribution emerges on reco-level, as shown before

in Equation 7.89 and 7.94:
251
NreCO(NtI‘uth7 nom) - ( 28 >

(7.102)
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If another prediction, e.g:
Ntruth, obs — (319 77) (7103)

is folded, then there are different results for multiplicative fiducial correction depending on
truth-values:

_ 254.6
Nrcco, 1(-Z\[t1ruth7 obs) =M - 6ﬁdl * Eeff - Ng;utm obs — (563) ’ (7104)

for multiplicative fiducial correction depending on reco-values:

B 253.9
Nreco, Q(Ntruth, obs) = eﬁdl7 reco MRﬂT * Eeff * Nf?;uth, obs — < 59.0 > (7105)
and for additive fiducial correction:
249.2
Nreco, 3(Ntruth, obs) = €fid, additive T MRAT * €off - Ng;uth, obs — ( 52.8 ) - (7106)

Equation 7.104 and 7.105 are equal in case of same migrations in both phase spaces, i.e.
if Equation 7.99 and 7.97 agree.

There are visible differences between these three equations. So, it matters that the out-
of-fiducial region events are correctly included in the folding model. If wrongly reconstructed
leptons or jets would cause these additional events, then the additive ansatz would be best.
If it is due to resolution, then the multiplicative ansatz is better, because a scaling with
the same factor as in the fiducial region would be physically motivated. In this case these
out-of-fiducial phase space migrations are dominated by resolution effects and are close to
the fiducial region. Because of this Approach 1 is used.

7.9.3.4 Unbinned Approaches

For unbinned approaches a probability is needed for each data event on reco-level from
which truth bin it might have come from. One option would be to take the MC events
which are closest to the data event on reco level. But because of the high dimensionality
no good results are expected. There are 18 dimensions on reco level: 18 = 2(MET) +4 -
4(2 jets and 2 leptons). If one requires 10 ’bins’ in each dimension then 10'® MC events are
needed. The used signal sample has ~ 4-107 MC events which generation took several orders
of magnitude of CPU hours to generate. So, it is not possible to get enough MC events.

For lower dimensional objects reco-truth correction factors could be applied on each
selected lepton in data as done in Ref. [123].

One alternative is to use machine learning to train a model of the truth-reco connection
and reweight data from reco to truth level with this information. This is implemented e.g.
in OmniFold [124]. Tt is similar to Bayesian Iterative unfolding [115] and converges towards
the maximum likelihood estimate.

7.9.4 Using Unfolded Data in Reinterpretation

For interpretation the following information is published:
¢ unfolded distribution
e covariance matrix of systematic uncertainties
e covariance matrix of background uncertainties
e covariance matrix of statistical uncertainty
o impact table of nuisance parameters and their correlation

e Tesponse matrix
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There are potentially large anti-correlation and fluctuations in the unfolded distribution. For
easy interpretation by eye neighbouring bins could get merged. The equation for combining
the covariances C' of neighbouring bins b and ¢ is: V(a,b+ ¢) = V(a,b) + V(a,c).

How these uncertainties could be used to compare the unfolded data with a new theory
prediction is e.g. shown in Ref. [41].

For a more correct estimation of statistical uncertainties, the new theory prediction could
get folded to calculate the uncertainties on reconstruction level and propagate them to truth-
level.

To improve the modelling of efficiency and fiducial correction the new theory model could
be passed through fast detector simulation [125]. With this reco-truth information updated
efficiencies could be used.

An alternative approach is to publish the full statistical model. This is provided e.g. by
pyhf [126]. Tt is a Python implementation of HistFactory which is also used in this thesis.
Pyhf provides the option to transform the likelihood function into JSON. This JSON version
can then be published on HEPdata and could thus be directly used for reinterpretations.
This way test statistics involving the full information from reco-level could be constructed
and the full information from data with correct uncertainty treatment could be there.

7.10 Uncertainties after Normalisation

Normalising histograms to 1 is needed when calculating p-values from toys, when normalising
the response matrix or when calculating efficiencies.

The following Lemma 7.10.1 summarises the rules on how to propagate the uncertainties
to the normalised distribution.

Lemma 7.10.1. Let A := Zi\;o a; be the sum of N Gaussian distributed random variables
a; with standard deviation Aa;. Let aj and a; be uncorrelated for alli,j,i # j. Let

A A A(A-a;)
4 it A = | = 1
ar, aj : Aag < 5 = Oj [2 + A+ 2a, } (7.107)
The uncertainty A% of the ratio % is
aj A2 — 2ajA 9 a?
A% :\/ALLA% + LA (7.108)
2
For |a;| < |A| and AAQZ < A;;_j this simplifies to
a;  Aa,
JANE S — 1
Y~ S (7.109)

Proof. Gaussian error propagation result for AA is since a; and a;(¢ # j) are uncorrelated
and Gaussian distributed:

(7.110)

Expanding the term % gives:

rji= = 4 (7.111)

Because of Equation 7.107 all Aay, are small, such that r; can be linearly extrapolated
within the Aay uncertainty. Vayg:
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25 Aoy < ‘5 (7.112)
k
1 a]
& 8+ 2 Aay < | 73 (7.113)
‘A jk — A2 AlAdjk — ajl
& Aay, < = J J 7.114
* | (A= 0k +25%) | Adjk + 2a; ( )
A A A(A-ay)
A i P i S 2 11
< W< 5““[2 At 2a; } (7.115)

Gaussian error propagation can be used for calculating Ar; since a; and a;(i # j) are
uncorrelated, Gaussian distributed and % is assumed to be correctly linearly approximated
within its uncertainties. It is:

2 2
G Ao | (O > orj >
AA =Ar; = <5aj> Aaj + Z (36% Aaj (7.116)
k#j
1 aj ’ 2 J
= (7- %) a2+> (-3) A (7.117)
ey
A— a?
_ | Afj) Aa? +ZA—J4Aai (7.118)
k£
A2 —2q;A 2
:\/ A + LA (7.119)
In the above approximation this is:
; A% -0 a? A? Aa;
A%J ;::\/A4A Aﬂ4 AA? ~ \/ﬂAa = %. (7.120)
O

The Requirement in Equation 7.107 can be quite limiting. For example in the case
aj = % the requirement becomes da; < %.

For the special case of Poisson uncertainties AA =+v/A and Aaj =/pA, where p : j’
Equation 7.108 simplifies to:

, A2 _ 9p A2 p2A2 2
A%ﬂ :\/ A4p pA+ L e Az\/p Ap (7.121)
When requiring a maximal uncertainty of x, then:
A 2
A%gx:»/lszp (7.122)

Table 7.4 contains some numerical values of Equation 7.122. For example for toys for limit
setting, where p = 0.05 + x, with an uncertainty of z = 0.001 needs 50000 background-only
toys. If the uncertainty on the median should be similarly low (p = 0.5 4+ 0.01), then 2500
signal+background toys are needed. In the p-value calculation for toys one is interested
in M=number of toys above test statistic treashold =p= 0.05. The uncertainty on p should be

N=total number of toys
2
P = 47500 toys.

For normalising plots, Equation 7.109 is used by default because there is typically
no bin containing nearly all events. The more exact Equation 7.108 is only used for
normalising migration and response matrices, calculating fiducial and efficiency correction
and calculating the uncertainty on toy-driven p-values.
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7.10 Uncertainties after Normalisation

x\ p 0.001 0.01 0.025 0.05 0.16 0.32 0.5
0.0001 | 100 000 1 000 000 2400 000 5000 000 13 000 000 22 000 000 25 000 000
0.0002 | 25 000 250 000 600 000 1200 000 3000000 5000000 6000000
0.0005 4 000 40 000 100 000 190 000 500 000 900 000 1 000 000
0.001 - 10 000 24 000 50 000 130 000 220 000 250 000
0.002 - 2 500 6 000 12 000 30 000 50 000 60 000
0.005 - 400 1 000 1900 5 000 9 000 10 000
0.01 - - 240 500 1 300 2 200 2 500
0.02 - - - 120 300 500 600
0.05 - - - - 50 90 100
0.1 - - - - - 22 25
0.2 - - - - - - -

Table 7.4: Required number of events to get a relative uncertainty of z given a probability
p of the process. Numbers are rounded to the order of magnitude and a second digit is
shown if the first one is below three. This uses Equation 7.122 which assumes Poisson
uncertainties.
distribution, then ”-” is filled.

If less than four events are expected, i.e.

p-n < 4, in the tail of the
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Chapter 8

Total Cross-Section
Measurement

The total cross-section is measured in the fiducial phase space defined in Section 5.4. This
Chapter presents the signal strength extraction and the resulting cross-section measurement
in the fiducial phase space as described in Section 7.5. The cross-section of EW WEWjj is
measured in a fiducial phase space with enhanced VBS contribution. This gives insights into
electroweak symmetry breaking when comparing it to the Standard Model predictions. For
larger deviations it could also give an indication of physics beyond the standard model. Also
the inclusive WEWjj cross-section is measured to have a gauge invariant separable signal
definition on NLO and beyond.

First, the fitting setup is defined in Section 8.1, followed by the binning optimisation in
Section 8.2 and the handling of uncertainties in Section 8.3. Then, the pre-fit distributions
are shown in Section 8.4. Afterwards, the expected results follow in Section 8.5. The final
observed results are presented in Section 8.6.

8.1 Fitting Setup

The statistical model is defined in Section 7.3. The fit is performed over three regions:

signal region: this region is close to the fiducial region where the total cross-section is
calculated,

low-m;; control region: region enriched by conversions and non-prompt background to
further constrain them close to the signal region and

WZ control region: region enriched by QCD W* Zjj background to constrain its normal-
isation.

There are two free-floating normalisation factors (¢) in the fit: the signal strength p,
which scales the signal sample and the QCD W¥Zjj normalisation strength uy 7 which
scales the QCD W*Zjj background.

Two different cross-section fits are performed with the following signal definitions:
signal = "WEW=jj EW” | where "W*W%jj EW” is scaled with p and "WEWEjj
Interference” with |/ and
signal = ”WiWijj EW+ Interference + QCD” = inclusive WiWijj ,  where

the sum is scaled with pu.
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8 Total Cross-Section Measurement

8.2 Binning Optimisation

The observable my; is used as discriminating variable for the total and differential cross-
section measurement with the same binning. The signal-to-background ratio improves with
increased mj;. The binning optimisation of mj; is defined in Section 9.2 describing the
binning optimisation used for differential cross-section measurements. To further constrain
non-prompt and conversions backgrounds in the total cross-section measurement the fit is
performed in four flavour channels: ee, ey, pe and pp depending on the signal lepton flavours
sorted by pr. These backgrounds are highly channel dependent as discussed in Section 4.3.2
and 4.3.3. Conversions background is dominated by electron charge flip and there are separate
non-prompt rates for electrons and muons.

8.3 Handling of Uncertainties

A complete list of included experimental uncertainties can be found in Section 6.5 in Table 6.1
to 6.2. The background modelling and statistical modelling uncertainties, due to limited
number of MC events, are listed in Table 6.5, the signal uncertainties for EW W*W+j;
are in Table 6.6 and for inclusive W*WW*jj in Table 6.7. Most theory uncertainties of the
signal samples get normalised to nominal on truth-level as described in Section 6.4. This
way the signal strength parameter including its uncertainty only needs to be multiplied with
the nominal total cross-section to get the cross-section including uncertainties as defined in
Section 7.5.

8.4 Pre-Fit Distributions

The inputs to the fits are shown in Figure 8.1 for the signal region, in Figure 8.2 for the
low-my; control region and in Figure 8.3 for the WZ control region. The last bin contains
always the overflow bin. This means that also events are added to that bin which have a
larger x value than the quoted one.

One can clearly see the different fractions of non-prompt and conversions backgrounds
in different channels. Conversions background has, as expected, its largest contribution in
the ee channel and half the effect in ey and pe channels. The non-prompt background has
similar fractions in all channels, only a little bit more in channels containing pu.

The low-mj; control region has, as designed, a larger ratio of non-prompt background
and conversions compared to signal than in the signal region. This helps to constrain the
backgrounds in the fit.

There is in general good agreement between data and theory prediction. Only in the WZ
control region there is some significant difference. This disagreement has also been observed
in the analysis with partial Run 2 data [74], the ATLAS observation of WZ EW production
[127] and in the inclusive WZ production in the two jet bin at high mj; values [128].

Tables 8.1 to 8.3 show the yields before the fit to Asimov data. The uncertainties show
first the MC statistical uncertainty and the statistical uncertainty for the data. Secondly the
theory uncertainty and at last the experimental uncertainties as described in Section 7.4.4.
The pre-fit tables and plots are shown for EW W*W¥jj, but inclusive W*W *jj uses nearly
the same inputs. Only the theory uncertainties are different for the inclusive cross-section
measurement.
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Figure 8.1: Pre-fit m;j-distributions in the signal region for different flavour channels
in bins as used in the total cross-section measurement: (a) ee, (b) ey, (c) pe and (d)
pp. The hatched error band around the prediction represents the total uncertainty of the
prediction, with statistical and systematic uncertainties added in quadrature.
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Figure 8.2: Pre-fit my-distributions in low-mj; control region for different flavour chan-
nels in bins as used in the total cross-section measurement: (a) ee, (b) eu, (¢) pe and (d)
. The hatched error band around the prediction represents the total uncertainty of the
prediction, with statistical and systematic uncertainties added in quadrature.



8.4 Pre-Fit Distributions
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Figure 8.3: Pre-fit distributions in WZ control region as used in the total cross-section
measurement. The hatched error band around the prediction represents the total uncer-
tainty of the prediction, with statistical and systematic uncertainties added in quadrature.
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8.5 Results of the Asimov Fit

Table 8.3: Pre-fit yields in the WZ control region as used in the total cross-section mea-
surement. Shown are central values with statistical, theory, and experimental systematic

uncertainties.

124
Other prompt 115 £+ 1 +£18 £ 7
Conversions 8.1+ 1.2+ 3.2+ 34
Non-prompt 28 + 4 £ 8 £ 8
WZ7Z EW 141 £ 1 £ 8 £ 3
WZ QCD 800 + 0 +10 =+40
obsData 832 4+£29 £ 0 £ 0
Total Expected 1090 £+ 0 +£30 =+60

8.5 Results of the Asimov Fit

The main control plots are shown here for EW W+W#jj. More information can be found in
Appendix B for the EW and inclusive W*W#jj total cross-section measurements. Details
about how the ranking plot, likelihood scan, impact table, pre- and post-fit plot and table
and cross-section results are derived can be found in Section 7.

Distributions, after the Asimov fit in the signal region, are shown in Figure 8.4. Since
it is a fit to expected data, only the uncertainties change slightly due to constraining and

correlation during the fit.

Table 8.4 to 8.5 show the yields in the signal region and low-m;; control region after the fit
to Asimov data. The uncertainties show first the statistical uncertainty derived from the sig-
nal normalisation p uncertainty. It is derived from the fit with only statistical uncertainties.

Secondly, the theory uncertainty and at last the experimental uncertainties are shown.
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Figure 8.4: Post-fit mj;-distributions in the signal region for different flavour channels in
bins used in the total cross-section measurement of EW W*W*jj with Asimov data: (a)
ee, (b) ey, (¢) pe and (d) pp. The hatched error band around the prediction represents
the total uncertainty of the prediction, with statistical and systematic uncertainties added
in quadrature.
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8 Total Cross-Section Measurement

The correlations between the nuisance parameters and normalisation parameters is shown
in Figure 8.5. It is shown for two different definitions of up- and down variation. Once for
the physical motivated definition and once modified to make the statistical interpretation
easier:

1. First for the one which is used in the rest of this thesis and corresponds to the physical
motivated direction. These information about the direction are needed to correctly
combine different analysis which are affected by the same systematic uncertainty. Sys-
tematics with large positive correlation, but inversely defined up- and down variation
in the signal region are:

JET_ Flavor_ Response: This uncertainty is derived using analysis specific quark
and gluon contribution. For the contributions in MC the up variation corresponds
to fewer expected events in the signal region.

FF_ Prompt: ”Lepton misidentification prompt subtraction variation” is the uncer-
tainty which gets subtracted during fake factor determination. Hence the up
variation corresponds to fewer predicted events of the non-prompt background in
the signal region.

MjjRewStat: QCD W*Zjj m;; reweighting statistic uncertainty is normalised in the
signal region + low-m;; control region. After normalisation, the up-variation cor-
responds to more predicted events in the low-mj; control region, but fewer events
in the signal region.

2. Secondly it is also shown for the case where the variations are adjusted such, that the
up variation corresponds always to more expected events in the signal region compared
to the down variation. This is shown in subfigure (b). The correlation is nearly always
negative because the effect on the number of events in the signal region of one NP gets
compensated by the other NP. Only if there are three NPs involved, then stronger pos-
itive correlations are possible. This happens e.g. for the normalisation parameters or
for QCD W*Zjj mjj reweighting statistics (MjjRewStat) and Lepton misid.: prompt
subtr. variation (FF_Prompt). For the last two it could be in principle helpful to
create bins during binning optimisation where they have the same effect to destroy
the correlation, further constrain them and thus making the total cross-section mea-
surement more precise in the end. But because of the small impact the binning is not
reoptimised in this thesis. This would be something to consider in a future analysis.

The pull plot is shown in Figure 8.6. There are, as expected, no pulls because of the
used Asimov data. Strong correlations are also not observed, which means that there are
no two systematics with the same effect on the signal yield which ensures a stable fit result.
The following nuisance parameters have a lower post-fit uncertainty compared to the pre-fit
uncertainty:

mu_ FF_ BTagged: p* misid.: light/heavy hadr. origin,
signal_ EW6_ TheoEwcorr: EW W*W=*jj NLO EW correction,
signal_ EW6_ TheoQCDCorr: EW W*WW+jj NLO QCD correction,
chFlipSF: Charge flip unc.,

FF__Prompt: Lepton misid.: prompt subtr. variation,

MjjRewStat: QCD W*Zjj m;j reweighting statistics.

In short, they get constrained. The one-sided NLO modelling nuisance parameters sig-
nal_ EW6_ TheoEwcorr and signal  EW6_ TheoQCDCorr can only get constrained on that
same side. Here Asimov data around LO predictions is assumed and thus constraining to
not be NLO is expected. It was checked, that if the best available NLO signal would be used
as signal template, that it would result in the same total cross-sections within uncertainties
when either NLO signal or signal LO is used as Asimov data. The LO signal sample is chosen
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because the alternative NLO prediction would not be fully NLO and thus an inconsistent
theory prediction. Besides this there are some constraints of data-driven estimated back-
grounds: mu_FF BTagged, chFlipSF, FF_ Prompt and MjjRewStat. These constraints are
expected due to the additional information in signal region, low-mj; control region and WZ
control region which are not used in the initial pre-fit background prediction. For experimen-
tal uncertainties no constraint is expected, but also not observed, because these are centrally
constrained in dedicated regions with more data information.

The strongest (anti-)correlations are included in Table 8.6. They are mainly negative
with regard to the expected events, because they compensate each others predicted events
around the maximum likelihood estimate. Most of the correlations are due to normalisation
effects of a systematic uncertainty on the signal and QCD W* Zjj background which can be
equalised by the corresponding signal or QCD W+ Zjj normalisation strength. The strongest
correlation not including a strength parameter is: Lepton misid.: prompt subtr. variation
(FF_Prompt) vs. u* misid.: light /heavy hadr. origin (mu_FF BTagged) with a correlation
of —0.164. This means they have the most similar effect on the predicted yield, but are
still relatively different with an anticorrelation of —0.164. This means that the numerical
minimization is expected to be quite stable. The charge flip uncertainty (chFlipSF) gets
mostly constrained in the ee channel of the low-mj; control region (CutLowMjj ee bin 0 0)
where it is correlated with 0.121 with the corresponding MC stat unc nuisance parameter.
The NPs strongest correlated with the signal strength p are: QCD W+ Zjj mj; reweighting
statistics (MjjRewStat) and Lepton misid.: prompt subtr. variation (FF_Prompt). This
correlation is expected because WZ and non-prompt are the largest backgrounds and their
normalisation depends on these NPs. The impact on the uncertainty of u is shown in the
following ranking plot.

The dominant uncertainties are investigated with the ranking plot and impact table. To
assess the impact of a nuisance parameter on the fit, the variation of the signal parameter
w is calculated for the nuisance parameters up and down uncertainties, as described in Sec-
tion 7.4.6. The impact of the 20 nuisance parameters causing the largest variations are shown
in Figure 8.7 for systematic, MC statistical uncertainties and QCD W Zjj background nor-
malisation uw z. The effect of all the nuisance parameters considered in the fit is shown in
Tables B.2 and B.3 for systematic and MC statistical uncertainties in Appendix B.1, respec-
tively. The impacts of EW W*W*jj NLO QCD correction (signal EW6_TheoQCDCorr)
and EW W*W%jj NLO EW correction (signal EW6_ TheoEwcorr) are one-sided, because
the nuisance parameters are also only one-sided.

For the Asimov fit, the ranking is dominated by modelling uncertainty related nuisance
parameters: The five dominant nuisance parameters could be reduced by using consistent
NLO signal samples, better WZ mj; modelling and continued work on the non-prompt back-
ground.

The impact of different components of systematic uncertainties on the measured fiducial
cross-section is shown in Table 8.7. The procedure of how the uncertainty components
are calculated is described in Section 7.4.3.1 and the nuisance parameters associated to a
category can be found in Section 6.5. As discussed in Section 6.5 the largest impacts from
data-driven estimated backgrounds need to be inferred from the ranking plot. The largest
purely experimental uncertainty is from jet energy resolution and luminosity. Jet systematics
have the largest absolute effect on QCD W= Zjj, see Table 6.17 to 6.19, because they have
more heavy flavour jets compared to the W*W*jj processes. However, these are still small
compared to modelling uncertainty and data statistical uncertainty. More recorded data
events and improved theory modelling will help the most to get more precise results in
future analysis.

8.5.1 Cross-Section Extraction for EW W*W%jj

The expected signal strength from the fit to Asimov data is:

fomy = 1.00 £J02 (stat.) £0:02 (mod. syst.) £0:07 (exp. syst.) £0:05 (lumi.)
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Figure 8.5: Correlation of nuisance parameters with at least 10% correlation with another
NP (a) as used in the fit and (b) with sign of up-down variation adjusted to effect on total
yield in signal region in total cross-section measurement of EW W¥W%jj with Asimov
data.
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Figure 8.6: Nuisance parameter pulls of strongest constrained nuisance parameters in
the total cross-section measurement of EW W¥W¥jj with Asimov data.
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Figure 8.7: Ranking of the top 20 nuisance parameters sorted according to their impact
on the measured signal strength g in total cross-section measurement of EW W Wi
using Asimov data. The empty brown rectangles correspond to the pre-fit impact on p
and the filled brown ones to the post-fit impact on u, both referring to the upper scale.
The black points show the pulls of the nuisance parameters with respect to their nominal
values, 6y. These pulls and their relative post-fit errors, Aé/ A0, refer to the lower scale.
For normalisation parameters a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is
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8 Total Cross-Section Measurement

Table 8.6: List of parameter correlations which are larger than 7.5% in the total cross-
section measurement of EW WEWjj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET _Flavor_Response w WZ 0.374
JET _Etalntercalibration_ Modelling uw_WZ -0.305
JET_Pileup_ RhoTopology u_WZ7Z -0.301
MjjRewStat I 0.301
JET JER _EffectiveNP_ 1 u_WZ -0.276
JET_Pileup_ OffsetMu u_WZ -0.240
JET _Flavor_ Composition uw_WZ -0.237
FF_ Prompt I 0.226
WZ EW4 TheoScale u_WZ 0.190
top_ XS u_WZ -0.176
Lumi " -0.176
u_FF_BTagged I 0.176
JET EffectiveNP_ Modelling1 u_WZ -0.174
signal EW4_TheoScale I -0.169
FF_ Prompt u_FF_BTagged -0.164
77 XS uw_WZ -0.162
JET Pileup OffsetNPV w_WZ -0.141
signal EW6_ TheoScale I -0.132
signal  EW6_ TheoQCDCorr I 0.129
Wgamma,_ XS I -0.122
chFlipSF CutLowMjj_ee_bin_0_0 0.121
FT_EFF_Eigen_ Light_0 w_WZ -0.120
FF_ Prompt MjjRewStat 0.118
Zjets_ XS u_WZ7Z -0.115
7 w_WZ 0.108
WZ_ EWG6_ TheoScale u_WZ -0.107
MjjRewStat u_FF_BTagged 0.105
signal EW6_ TheoScale signal  EW6_ TheoShower -0.101
chFlipSF I 0.098

u_FF_BTagged

signal  EW4_TheoQCDCorr
u_FF_BTagged

signal EW6_ TheoEwcorr

p_ FF_STAT_ 2015_2018 2 1
u_FF_STAT_ 2015_2018 3 1

JET _Etalntercalibration_ Modelling
MET _SoftTrk Scale

chFlipSF

signal EW6_ TheoEwcorr

CutLowMjj_mm_bin_0_0 0.095

I 0.095

signal _EW4_ TheoScale 0.085

I -0.085

I -0.080

I -0.080

I -0.077

u_WZ 0.077

el FF STAT 2015 2018 3 1 0.077
signal  EW6_ TheoShower -0.075
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8.5 Results of the Asimov Fit

Table 8.7: Breakdown of the uncertainty on the EW W*Wjj cross-section measurement
using Asimov data. "Background, other” includes the modelling uncertainties of triboson,
Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Experimental
Electron calibration 0.4
Muon calibration 0.5
Jet energy scale and resolution 1.8
Emiss gcale and resolution 0.2
b-tagging inefficiency 0.7
Background, misid. leptons 3.8
Background, charge misrec. 1.1
Pileup modelling 0.1
Luminosity 1.9
Modelling
EW W*W=jj, shower, scale, PDF & o 1.0
EW W*W=jj, QCD corrections 1.9
EW W*W%jj, EW corrections 0.5
Int W*W*jj, shower, scale, PDF & o 0.1
QCD W*W%jj, shower, scale, PDF & 2.2
QCD W*W=jj, QCD corrections 1.0
Background, WZ scale, PDF & «; 0.4
Background, WZ reweighting 2.5
Background, other 1.3
Model statistical 1.9
Experimental and modelling 6.8
Data statistical 8.4
Total 10.8

and the QCD W# Zjj normalisation strength is:

/’LEWV%,exp = 1.00 +£3:0% (stat.) £5-93 (mod. syst.) £5-07 (exp. syst.) £0-01 (lumi.)

Using the fiducial cross-section o;;f‘jd from Section 5.4 and equation 7.39 the expected
cross-section becomes:

oEW =253 £522 (stat.) £01% (mod. syst.) £317 (exp. syst.) £5:03 (lumi.) fb

exp

8.5.2 Cross-Section Extraction for Inclusive W*W *jj

The expected signal strength from the fit to Asimov data is:

MEX““HQCD =1.00 008 (stat.) £5-07 (mod. syst.) £5:95 (exp. syst.) £5-03 (lumi.)

and the QCD W# Zjj normalisation strength is:

svvgf;;l;JrQCD = 1.00 301 (stat.) £5-93 (mod. syst.) £5:97 (exp. syst.) £9-1 (lumi.)
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8 Total Cross-Section Measurement

Using the fiducial cross-section nggd from Section 5.4 and equation 7.39 the expected
cross-section becomes:

UEXVPYH“HQCD = 2.93 4022 (stat.) £519 (mod. syst.) =013 (exp. syst.) £50¢ (lumi.) fb

The impact of different components of systematic uncertainties on the measured fiducial
cross-section is shown in Table 8.8. The modelling and data statistical uncertainties are
reduced a bit compared to Table 8.7, because the signal process consists of more events now,
resulting in a lower relative uncertainty.

Table 8.8: Breakdown of the uncertainties on the inclusive W*W¥jj cross-section mea-
surement using Asimov data. "Background, other” includes the modelling uncertainties of
triboson, Vv, ZZ, top and Zjets processes.

Source Impact [%)]
Experimental
Electron calibration 0.4
Muon calibration 0.5
Jet energy scale and resolution 1.8
EXss scale and resolution 0.2
b-tagging inefficiency 0.7
Background, misid. leptons 3.9
Background, charge misrec. 1.0
Pileup modelling 0.1
Luminosity 1.7
Modelling
W*Wjj shower, scale, PDF & o 0.7
EW W*W%jj, QCD corrections 2.1
EW W*W%jj, EW corrections 0.3
QCD W*W#jj, QCD corrections 0.1
Background, WZ scale, PDF & o 0.5
Background, WZ reweighting 2.0
Background, other 1.3
Model statistical 1.7
Experimental and modelling 6.2
Data statistical 7.5
Total 9.7

The ranking of the top 20 nuisance parameters contributing to the fit is shown in Fig-
ure 8.8 for systematic, MC statistical uncertainties and QCD W+ Zjj normalisation iy .
It looks very similar to the ranking with EW W*W%jj signal in Figure 8.7. Only QCD
WEW%jj scale uncertainty (signal EW4_TheoScale) and EW W*W¥jj scale uncertainty
(signal  EW6_ TheoScale) do not appear in the top 20 any more. The reason is, that they
got combined into Inclusive W*TW*jj scale uncertainty (signal ALLEW_ TheoScale) and
QCD W*W%jj is now part of the signal. This annihilates the impact of EW and QCD
WEWjj scale variation on . This is also visible in the decreased modelling uncertainty of
QCD W*W%jj in yields of the inclusive fit in Table B.4 and B.5 compared to the one from
EW W*W%jj fit in Table 8.4 and 8.5

8.6 Results of the Fit to Observed Data

Distributions after the fit to observed data are shown in Figure 8.9 to 8.11.
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Figure 8.8: Ranking of the top 20 nuisance parameters included in the fit according
to their impact on the measured signal strength p in total cross-section measurement of
inclusive W*W¥jj using Asimov data. The empty brown rectangles correspond to the
pre-fit impact on p and the filled brown ones to the post-fit impact on p, both referring to
the upper scale. The black points show the pulls of the nuisance parameters with respect
to their nominal values, 6y. These pulls and their relative post-fit errors, Aé/ A0, refer to
the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.
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Figure 8.9: Post-fit mj;-distributions in the signal region for different flavour channels
in bins used in the total cross-section measurement of EW WE¥W%*jj: (a) ee, (b) ep,
(c) pe and (d) pp. The hatched error band around the model prediction represents the
total uncertainty of the model, with statistical and systematic uncertainties added in
quadrature.
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Figure 8.10: Post-fit m;j-distributions in low-m;; control region for different flavour
channels in bins used in the total cross-section measurement of EW W W*jj: (a) ee, (b)
ep, (c) pe and (d) pp. The hatched error band around the model prediction represents
the total uncertainty of the model, with statistical and systematic uncertainties added in
quadrature.

115



8 Total Cross-Section Measurement

Vs=13TeV, 139 fo! @ Data2015-18[lll Wz QCD
B wzeEw Non-prompt

Conversions Other prompt
%4 Tot. Uncert.

=
=

T

o

Data/SM

0.9

WZ control region

Figure 8.11: Post-fit distributions in WZ control region used in the total cross-section
measurement of EW WEW%jj. The hatched error band around the model prediction
represents the total uncertainty of the model, with statistical and systematic uncertainties
added in quadrature.

The pull plot and correlations are in Figure 8.12.

The strongest pulls are present for EW W*W=*jj NLO QCD correction (sig-
nal_ EW6_ TheoQCDCorr), EW W*W*jj NLO EW correction (signal EW6_ TheoEwcorr)
and W+ cross-section unc. (Wgamma_ XS). This means, data agrees better with a partial ap-
plication of EW W*W=jj NLO EW+QCD corrections and a larger W~ normalisation. The
NPs which are constrained the strongest are Jet energy resolution: NP 5 (JET JER_ Effec-
tiveNP_5), Jet 7 intercalibration modelling (JET Etalntercalibration Modelling) and Jet
flavour composition (JET_Flavor_ Composition). But it is still a moderate constraint. No
significant pull or constraint of shower uncertainty was observed neither for Asimov data nor
for observed data. This means that no splitting of this uncertainty is needed to make it more
conservative.

Selected profile Likelihood scans are in Figure 8.13. These are the signal and QCD
W#Zjj background normalisation factors, s and gz, and the most constrained nuisance
parameters. The profile likelihood scan is performed by setting a nuisance parameter constant
to different values and determining the likelihood ratio again. Slightly tilted parabolas are
expected for well-defined fits without local minima. No scan shows local minima - only the
global minima with rising function values starting from there.

The strongest (anti-)correlations are included in Table 8.9. Most of the correlations are
due to normalisation effects of a systematic on the signal and QCD W+ Zjj background which
can be equalised by the corresponding signal or QCD W ¥ Zjj normalisation strength.

The ranking of the top 20 nuisance parameters contributing to the fit is shown in Fig-
ure 8.14 for systematic and MC statistical uncertainties and the QCD W ¥ Zjj normalisation
twz- The effect of all the nuisance parameters considered in the fit is shown in Tables B.13
and B.14 in the Appendix for systematic and MC statistical uncertainties, respectively.

The impacts of EW W*W#*jj NLO QCD correction (signal EW6_TheoQCDCorr) and
EW W*W%jj NLO EW correction (signal EW6_ TheoEwcorr) are two-sided, even when
the nuisance parameters are only one-sided. The predicted yields do not change, when the
nuisance parameter is pulled to values larger than 0 because of its one-sidedness. When
fixing the NP to its best-fit value (less than 0 for observed data) shifted up by its up uncer-
tainty, then the predicted yields take on the value for a pull of 0, a value that is usually still
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Figure 8.12: Correlation of nuisance parameters with at least 20% correlation with
another nuisance parameter (a), most pulled (b) and strongest constrained (c) in the total
cross-section measurement of EW WEW¥jj.
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Figure 8.13: Likelihood scans of nuisance parameters with largest pulls and constraints in
the total cross-section measurement of EW W*W¥jj with Asimov data (red) and observed
data (black). It is shown for the QCD W* Zjj normalisation parameter (a), signal strength
(b), Jet flavour composition (c¢), EW WEW+jj NLO QCD correction (d), QCD W*W¥jj
NLO QCD correction (e), EW WEW*jj NLO EW correction (f) and QCD W= W%jj scale
uncertainty (g).



8.6 Results of the Fit to Observed Data

Table 8.9: List of parameter correlations which are larger than 7.5% in the total cross-
section measurement of EW WiWijj with observed data.

Parameter 1 Parameter 2 Correlation
JET_Flavor Response w_WZ 0.341
JET _JER_ EffectiveNP_ 1 u_WZ -0.311
JET_Pileup_ RhoTopology w WZ -0.261
JET _Flavor_ Composition u_WZ -0.253
JET _Etalntercalibration_ Modelling w_WZ -0.250
signal  EW6_ TheoEwcorr signal_ EW6_ TheoShower -0.233
signal  EW6_ TheoQCDCorr L 0.224
signal EW6__ TheoEwcorr I -0.223
top_ XS u_WZ -0.221
MjjRewStat I 0.211
signal EW4_TheoScale I -0.209
77 XS u_WZ -0.207
JET_Pileup_ OffsetMu u_WZ -0.199
FF_ Prompt I 0.199
Lumi 7 -0.194
signal  EW6_ TheoEwcorr signal EW6_ TheoScale -0.191
JET_EffectiveNP_ Modelling1 w_WZ -0.169
u_FF_BTagged W 0.167
Zjets_ XS w WZ -0.157
FF_ Prompt u_FF_BTagged -0.151
WZ EW4 TheoScale w_WZ 0.145
JET_Pileup_ OffsetNPV w_WZ -0.141
signal EW6_ TheoEwcorr signal_ EW6_ TheoQCDCorr -0.139
WZ_EWG6_TheoScale u_WZ -0.137
Wgamma_ XS 7 -0.129
FT_EFF_ Eigen_Light_0 u_WZ7Z -0.115
[ 1 WZ 0.114
chFlipSF CutLowMjj_ee_bin_0_0 0.111
FF_Prompt signal_ EW6_ TheoQCDCorr -0.109
signal EW6_ TheoScale " -0.108
Wgamma_ XS signal_ EW6_ TheoQCDCorr 0.106
JET_JER_EffectiveNP_ 7 u_WZ -0.102
signal EW4_TheoScale signal  EW6_ TheoEwcorr 0.100
signal_EW4_ TheoScale signal_ EW6_ TheoQCDCorr 0.099
Wgamma_ XS w_WZ -0.097
1 FF_BTagged signal_ EW6_ TheoQCDCorr -0.094
signal EW4_TheoQCDCorr I 0.094
chFlipSF signal_ EW6_ TheoQCDCorr -0.094
signal _EW6_ TheoScale signal_ EW6_ TheoShower -0.092
Lumi w_WZ -0.092
u_FF_BTagged CutLowMjj_mm_bin_0_0 0.090
chFlipSF I 0.086
triboson_ XS u_WZ -0.083
JET_Pileup_ PtTerm w_WZ -0.083
FF_ Prompt MjjRewStat 0.079
p_FF_STAT_ 2015_2018 3 1 I -0.078
p_ FF_STAT 2015_2018 2 1 I -0.078
u_FF_BTagged signal EW4_TheoScale 0.078
u_FF_BTagged signal  EW6_ TheoEwcorr -0.077
FF_Prompt signal _ EW6_ TheoEwcorr -0.077
CutSR_mm_bin 1 0 " -0.076
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8 Total Cross-Section Measurement

covered within uncertainties. The predicted yields will change proportional to the difference
of the best-fit value and 0, and thus also the refitted signal strength p. For down shifts
the predicted yield is always affected and thus also the refitted signal strength g changes.
This is visible in the ranking plot as a two-sided impact. The smaller the down pull in
observed data, the more the two-sided impact becomes a one-sided impact. The down pull
is smaller for signal EWG6_TheoEwcorr than for signal EW6_TheoQCDCorr and thus the
signal EW6_ TheoEwcorr impact looks more asymmetric. The impact of the up shift is
shown in light brown. Because a pull of 0 is covered within pre- and post-fit uncertainties,
both, post-fit (filled) and pre-fit (empty) impacts are the same. For signal EWG6_ Theo-
QCDCorr the post-fit down uncertainty is around -1.7, while pre-fit it was -1. This manifests
in a smaller pre-fit (empty) than post-fit (filled) impact shown in dark brown. The empty
bars are a bit thicker than the filled bars to make them visible when the filled bars reach
higher values than the empty bars.

The ranking is also dominated by modelling uncertainties like for the Asimov fit. EW
WEW*jj NLO EW+QCD corrections get partly applied, while QCD W*W+jj QCD NLO
correction do not get applied.

The impact of different components of systematic uncertainty on the measured fiducial
cross-section, calculated as in Section 8.5, is shown in Table 8.10.

Table 8.10: Breakdown of the uncertainties on the EW W*W¥jj cross-section measure-
ment using observed data. ”Background, other” includes the modelling uncertainties of
triboson, Vgamma, ZZ, top and Zjets.

Source Tmpact [%)]
Experimental
Electron calibration 0.4
Muon calibration 0.5
Jet energy scale and resolution 1.8
EMiss geale and resolution 0.2
b-tagging inefficiency 0.7
Background, misid. leptons 3.1
Background, charge misrec. 0.8
Pileup modelling 0.2
Luminosity 1.9
Modelling
EW W*W%jj, shower, scale, PDF & o 0.8
EW W*W=jj, QCD corrections 3.5
EW W*W=jj, EW corrections 0.8
Int W*W#jj, shower, scale, PDF & o 0.1
QCD W*W%jj, shower, scale, PDF & o 2.3
QCD W*W=jj, QCD corrections 0.9
Background, WZ scale, PDF & ag 0.2
Background, WZ reweighting 1.7
Background, other 1.0
Model statistical 1.8
Experimental and modelling 6.7
Data statistical 7.4
Total 10.0

The experimental systematic uncertainties have a similar impact like for Asimov data.
Only some impacts are a bit lower after the pulls. WZ modelling uncertainty decreased,
while EW W*W=*jj NLO QCD correction got larger. The data statistical uncertainty is
smaller for observed data because there is a smaller absolute uncertainty in the WZ control
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8.6 Results of the Fit to Observed Data
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Figure 8.14: Ranking of the top 20 nuisance parameters included in the fit according
to their impact on the measured signal strength p in total cross-section measurement of
EW W*W%jj using observed data. The empty brown rectangles correspond to the pre-fit
impact on p and the filled brown ones to the post-fit impact on p, both referring to the
upper scale. The black points show the pulls of the nuisance parameters with respect to
their nominal values, 6p. These pulls and their relative post-fit errors, A /A0, refer to
the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.
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8 Total Cross-Section Measurement

region due to the down scaling of QCD W+ Zjj.

8.6.1 Cross-Section Extraction for EW W*W%jj

The observed signal strength p from the fit to observed data is:

MOEQQI =1.14 :I:g:gg (stat.) ﬂ:gjgg (mod. syst.) :I:g:gjlL (exp. syst.) :I:g:g% (lumi.)

and the QCD W Zjj normalisation strength is:

P, obs = 067 2003 (stat.) 2,03 (mod. syst.) 0,03 (exp. syst.) 701 (lumi.)

The QCD W+ Zjj normalisation factor differs from 1 significantly, which is consistent with
previous ATLAS measurements using the same QCD W= Zjj model [129, 130]. Using the

fiducial cross-section O’Z{:,g , from Section 5.4 and the formulas from Section 8.5.1 the observed

cross-section becomes:

oEW — 2.88 £522 (stat.) 015 (mod. syst.) 011 (exp. syst.) £5-0¢ (lumi.) fb

obs

8.6.2 Cross-Section Extraction for Inclusive W*W%jj

The observed signal strength p from the fit to observed data is:

EW-Int+QCD ‘ : : : -
[ MHQCD _ 1 14 4008 (stat.) £397 (mod. syst.) £394 (exp. syst.) £3:92 (lumi.)

and the QCD W# Zjj normalisation strength is:

EW+Int+QCD _ . : . -
szobZJrQ =0.67 £0 53 (stat.) 005 (mod. syst.) £5-02 (exp. syst.) 001 (lumi.)

Using the fiducial cross-section O'g:gd from Section 5.4 the observed cross-section becomes:

oEWHIHQED _ 3 35 1022 (stat.) £919 (mod. syst.) £312 (exp. syst.) £9:9¢ (lumi.) fb

obs

The observed signal strengths p5" and ubeVH"HQCD are very similar because the

inclusive W+ W jj process is dominated by EW W*Wjj. The nominal prediction is covered
within uncertainties. Only the Sherpa + NLO prediction is not covered within 1o, but it
is covered within 2 o for both signal hypotheses. It looks like the NLO correction might get
compensated by higher order corrections to match data in the end, but this is not significant
with a deviation of less than 2 o with the current Run 2 data. More data collected in Run 3
will start to answer these questions.

The impact of different components of systematic uncertainties on the measured fiducial
cross-section is shown in Table 8.11. The theory uncertainties associated to QCD W*W +j;
get reduced compared to the EW signal fit. This is also visible in the ranking plot.

The ranking of the top 20 nuisance parameters contributing to the fit is shown in Fig-
ure 8.15 for systematic and MC statistical (gammas) uncertainties and QCD W= Zjj nor-
malisation fi1yz. The main difference between EW and Inclusive W*Wjj fits is again the
scale uncertainty of EW and QCD W*Wjj like for Asimov data.

When comparing the yields between Figure B.10 to B.11 and Figure B.15 to B.16 it can
be seen that theory uncertainties of QCD W*IW®*jj are much smaller because the effect of
EW WEW%jj and QCD W*W¥jj scale uncertainties annihilates in the inclusive fit where
they are varied simultaneously.

Systematics "b-tagging efficiency c-mistag extrapolation unc. to high pr” (FT_EFF_ ex-
trapolation_ from_ charm) vs. "Jet flavour composition” (JET_Flavor_Composition) have
a correlation of —0.251 in the inclusive fit shown in Table B.18 which is not that large for the
EW W*W%jj fit. The two systematics seem to have a similar effect for the observed data
after merging EW+Int+QCD W*W=jj. No particular physical reason is known for this, so
might be just a random correlation.
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8.6 Results of the Fit to Observed Data
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Figure 8.15: Ranking of the top 20 nuisance parameters included in the fit according
to their impact on the measured signal strength p in total cross-section measurement of
inclusive W*W%jj using observed data. The empty brown rectangles correspond to the
pre-fit impact on p and the filled brown ones to the post-fit impact on p, both referring to
the upper scale. The black points show the pulls of the nuisance parameters with respect
to their nominal values, 6y. These pulls and their relative post-fit errors, Aé/ A0, refer to
the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.
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8 Total Cross-Section Measurement

Table 8.11: Breakdown of the uncertainty on the inclusive WEW=* jj cross-section mea-
surement using observed data. ”"Background, other” includes the modelling uncertainties
of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Experimental
Electron calibration 0.4
Muon calibration 0.5
Jet energy scale and resolution 1.5
Emiss gcale and resolution 0.1
b-tagging inefficiency 0.7
Background, misid. leptons 3.1
Background, charge misrec. 0.6
Pileup modelling 0.1
Luminosity 1.8
Modelling
W*Wjj shower, scale, PDF & o 0.7
EW W*W%jj, QCD corrections 3.6
EW W*W%jj, EW corrections 0.4
QCD W*W#jj, QCD corrections 0.1
Background, WZ scale, PDF & o 0.4
Background, WZ reweighting 1.3
Background, other 1.0
Model statistical 1.6
Experimental and modelling 5.9
Data statistical 6.6
Total 8.9
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Chapter 9

Differential Cross-Section
Measurement

Differential cross-section measurements show how the cross-section varies depending on dif-
ferent variables instead of giving a single value for the entire process. These measurements are
particularly useful inputs to theorists to tune their calculations and allow them to compare a
theory calculation with data without knowing the detector effects. Differential cross-section
measurements can reveal unexpected patterns or deviations from theoretical predictions.
Such anomalies may indicate the presence of new particles or interactions that were not
previously known.

This section presents the extraction of the differential cross-section of the EW WEW*jj
production and EW+Int+QCD W* W *jj production as a function of mg, mr, mij, NgapJets
and gjs .

Several variables are considered for unfolding. Out of those the following are selected:

e the dilepton invariant mass mys, which is sensitive to EF'T,

o the invariant mass between the tagging jets mj;, which discriminates EW and QCD
WEWjj very well, what can be used to study EW and QCD mismodelling in VBS
topologies separately,

o the transverse mass mr [131], defined as

2
mr \/<\/m?e + P01 + Pre2|? + ;ﬁT,miss|) — P + Prez + Promiss|2 (9.1)

which is sensitive to EFT,

« the number of preselected jets between the two tagging jets with respect to 1, Ngaprets,
which probes the colour flow connection of EW W+W#jj,

« the Zeppenfeld variable [132] of the third jet, &, = w , which is hard to

model in parton showers.

A more detailed physical motivation to look into these variables can be found e.g. in Ref. [63].
For the third and following jets, when used for Nggpets and &, a pr of at least 25 GeV
is required, as opposed to the leading- and subleading-pr jets, where at lest 65 GeV and
35 GeV are required, respectively.

For the &;, variable a third jet with a transverse momentum of at least 25 GeV is required
in addition to the signal and low-mj; region cuts. Also a fiducial phase space requiring this
is used for &j,.

The likelihood-based unfolding approach, explained in Section 7.9, is used. First, the
fitting setup is summarised in Section 9.1, followed by the binning optimisation in Section 9.2.
Afterwards, the handling of uncertainties is explained in Section 9.3. For the example of the
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9 Differential Cross-Section Measurement

mye variable with EW W®IW#jj signal the pre-fit distributions are shown in section 9.4. It
is shown how the expected unfolded distributions are derived in Section 9.5 and the observed
unfolded distributions in Section 9.6. Finally, in Section 9.7 the unfolded distributions of all
variables and signal definitions are shown.

9.1 Fitting Setup

For unfolding of differential cross-sections, the fitting setup is nearly the same as presented
in Section 8.1. The same regions and signal definitions are used. The main modification
added is the usage of a bin-by-bin signal strength instead of a global one. To implement
the bin-by-bin signal strength for the EW W*W%jj differential cross-section measurement,
the EW and interference W*W ¥jj contribution is split in bins of the observable of interest,
e.g. myy, at truth level. In the case of the inclusive W*W¥jj differential cross-section the
WEW*jj EW, Interference and QCD contributions are split in bins of the observable of
interest at truth level. For these fits, there are dedicated signal strength parameters ppiy, ;
for each truth bin slice i. There is no overall signal strength pu, each truth bin is free to float.
For background suppression the same regions as for the fiducial cross-section fit are used,
but in this case, the channels are not split by flavour. Instead of the splitting by flavour, m;;
is used in a 2D fit to further disentangle signal from background.

The measured differential cross-section Uﬁlj 0bs- g computed for every truth bin as a

fid,pred.

product of the MC cross-section o and of the fitted signal strength parameter for the

Ax
corresponding bin pia,:
fid,obs. __fid,pred.
Tr =0, CUAz- (9.2)

The theory uncertainties are normalised on truth level, such that the simplified uncertainty
propagation, as introduced in Section 7.5, can be used:

Ao_iig,obs. _ Ugi;l,pred. . AMAQL (93)

This means that the uncertainty of the signal strengths pua, do not include the normalisation
effect of the theory uncertainties. There is a separate fit for each unfolded variable using the
same observed data. Thus, only one of these distribution can be used in reinterpretation at
a time.

9.2 Binning Optimisation and Resulting Migration Ma-
trices

The binning was optimised first for unfolding my,.

A two-dimensional myge x ms; binning is used in the signal region and the same my, binning
in the low-mj; control region. Only one bin is used in the WZ CR. The binning is determined
in a three-step procedure. It is started with a fine binning in mg, and m;;. The fineness is
limited by the run time and output size of the analysis framework. A reasonably small, but
not too small initial binning was chosen. The chosen bin edges before the first step are:

SR: mj; (500 - 3000 in steps of 50 GeV) x my, (20 - 500 in steps of 10 GeV),
low-mj; CR: my; (200 - 500 in steps of 50 GeV) x myge (20 - 500 in steps of 10 GeV).

In the first step, bins are merged in order to have at least two raw! MC background
events in each bin to have a reliable MC statistical uncertainty estimate, as motivated in
Section 7.7. The bin edges after the first step are:

10 my; bins: [500, 550, 750, 850, 1100, 1250, 1450, 1700, 2100, 2550, c0] and
18 my bins: [20,30, 50,60, 70,80, 110, 130, 140, 160, 170, 190, 220, 230, 250, 290, 320, 460, cc].

1Raw MC events means in this context the number of generated MC events without reweighting to inte-
grated luminosity.
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9.3 Handling of Uncertainties

In the second step, bins in mys are merged such that each bin has a minimum signal
significance of 50. The motivation for this is to have some significant signal contribution
in each bin to have reasonable differential cross-section uncertainties in the end. Merging is
started in the first bin. If the last bin has a significance close to 5o, then it is not merged
with the previous bin. This is done to have more information in the last bin where new
physics might show up first. A simplified set of uncertainty is used for these steps. The bin
edges after the second step are:

6 mye bins: [20, 80,130, 170, 220, 320, o).

In the third step, those neighbouring mj; bins that cause the least significance reduction
when merged are merged recursively. A threshold of a maximum reduction of 0.05 ¢ is set.
The bin edges in the signal region after optimisation are:

mee: [20,80, 130,170, 220, 320, 00] and
my;: [500,850, 1450, 2100, 2550, 0c].

The same my, bins are used in the low-mj; control region, with only one mj; bin.

This optimisation is performed with EW W*W%jj as signal. The same binning is also
used for EW+Int+QCD W*W+jj production.

The same mj; binning is also used for mr, Nggpets and &, for which only step 1-2 are
repeated. It is checked if any other mj;; binning would help but no significant improvement
is observed.

Because only the zero Nyqpjers bin fulfils the requirement of a significance of 5o, this bin is
used and all other bins are merged into the ’at least one gap jet’ bin.

Since the phase space for ¢, is smaller, the minimum signal significance requirement is
lowered from 5 to 4 ¢ for this variable.

For binning optimisation of unfolded mj; the same three-step procedure is applied but with
mye as second discriminating variable. Additionally, no low-mj; CR is included to make no
assumptions about mj; close to the signal region.

The resulting binnings can be found in Table 9.1.

For the propagation of data statistical uncertainty it is favourable to have at least 20
signal events in each unfolded bin, as motivated in Ref. [41]. This is the case for the binning
used in this thesis.

It is finally checked that the resulting migrations are not too small. If the main diagonal

of the migration matrix is above 50%, then the matrix is always invertible. It can be seen in
Figure 9.1 for EW W*W¥jj and in Figure 9.2 for inclusive W*W*jj that it is always above
66%. The actually used migration matrix is 3D, because e.g. for my, it maps from truth mg,
to reco mye x mjj. The migration matrix in the before mentioned figures show the projection
over the second reco variable. Additionally, the low-mj; CR is included on reconstruction
level while it is missing on truth-level. These extensions improve the uncertainties of the
unfolded distributions.
But at the same time it is made sure, that the truth and reco phase space are relatively
close to each other to actually use mainly the information from data and not from the MC
sample during extrapolation between the two phase spaces. The fiducial corrections, defined
in Section 7.9, are shown in Figure 9.3 and Figure 9.4. The shown fractions of events which
pass truth selection of the reco-level selected events are around 70% for EW W*W%jj and
around 65% for inclusive W*W=jj. The fiducial correction is around 80% for m;; since the
low-m4; CR is not used. The efficiency corrections, being the fraction of truth-level selected
events which pass reco-level selection defined in Section 7.9, are shown in Figure 9.5 and
Figure 9.6. They are around 55%. For &, both corrections are a bit lower because of the
requirement of the third jet. The combination of both corrections, the efficiency which is
used in the end, is shown in Figure 9.7 and Figure 9.8. Tt is around 75%.

9.3 Handling of Uncertainties

The same uncertainties as in Section 8.3 are included in the fit. The theoretical uncertainties
are treated separately with separate nuisance parameters for each truth myy slice. They are
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9 Differential Cross-Section Measurement

Table 9.1: Binning of variables after optimisation used in unfolding. The unit of masses
in this table is GeV.

Unfolded variable and its binning Second variable and its binning
mee: |20, 80,130,170, 220, 320, oo mg;: [500, 850, 1450, 2100, 2550, 00|
mr: 0,170,210, 250, 310,410, o< ms: [500, 850, 1450, 2100, 2550, o]
Ngaprets: (0,1, 00] ms: [500, 850, 1450, 2100, 2550, o]
&,:  [0,0.5,0.6,0.7,0.9, 00] my: [500, 850, 1450, 2100, 2550, co]
mjj: [500, 1000, 1300, 1600, 2000, 2900, 0c] | myee:  [20,75,175,475, 0]
= Vs=13 TeV 1 e = Vs=13 TeV 1
5 000 000 000 000 008
3 320+ 09 3 410%)£0.00 £0.00 £0.00 +000 +000
—_ =) —_
08 &
3 000  0.00 0.03 0.03 S 000 000 001 013 005
g 220-3201:000 +0.00 £000 | |y, £ g 310-4101:000 £000 +0.00 +0.00 +0.00
= e
S 003 004  0.00 s € 000 002 019 0.00
170-220 3 +000 $000| |°© S 250-3101 1000 +0.00 0.00 +0.00
0.5 =
000 002 005 000 0.00 001 019 067 010 0.00
130-1701 '9.00 £0.00 +000 £000| —0.4 210-250) 1000 +0.00 £0.01 %000 %000 %0.00
0.3
001 000 000 000 014 067 013 000 000 000
80-130 £000 £000 £000| g, 170-2101,70,00 ' £0.01 %000 000 %000 #0.00
000 000 000 012 000 000 000 0.00
20-80 $000 1000 2000 2000 2o00| |01 0-170 - +0.00 £000 +0.00 000 0.00
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Figure 9.1: Migration matrices of EW W*W¥jj for the nominal signal sample Madgraph
Herwig 7 in the signal region and for all but mj; also the low-mj; control region. A
projection over the second discriminant variable on reconstruction level is shown. MC
statistical uncertainties are presented for each bin. If a value range is shown, then the last
value is not included in the interval.
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Figure 9.2: Migration matrices of inclusive W*W=jj for the nominal signal sample
Madgraph Herwig 7 in the signal region and for all but mj;; also the low-m;j; control region.
A projection over the second discriminant variable on reconstruction level is shown. MC
statistical uncertainties are presented for each bin. If a value range is shown, then the last
value is not included in the interval.
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also normalised to nominal predicted yield for each truth my, bin separately. The complete
list of signal modelling uncertainties in the differential EW and inclusive W*W *jj my, cross-
section measurement are listed in Table 6.11 and Table 6.12 in Section 6.5.2.

A separate nuisance parameter for each truth slice means that the theory uncertainties are
uncorrelated between truth bins in the fits. The recommendation is to take the approach
(correlated vs. uncorrelated) which is more conservative. Conservative means, that the
approach which results in larger uncertainty on the unfolded distribution/worse limits should
be used.

For the unfolded distributions the choice of the more conservative approach depends
on the unknown theory to which the unfolded distribution is compared in the future. If the
future theory has the same shape, but a different normalisation, then the correlated approach
is more conservative. If the future theory has an excess only in one bin, then the uncorrelated
approach is more conservative. The correlated approach is chosen for the total cross-section
measurement and the uncorrelated approach for the unfolded distribution. The motivation
is that future theorists would only use the unfolded distribution for limit setting, if they
expect some shape differences in that variable. Otherwise, they could also compare the total
cross-sections.

9.4 Pre-fit Distributions for my, for the Derived Binning

The following figures show the distributions of the fit inputs in the signal region (Figure 9.9)
low-my; control region and WZ control region (Figure 9.10). Projections of the signal region
and low-my; control region are shown in Figure 9.11. As discussed in Section 8.4, there are
fewer observed events in the WZ control region than predicted.

9.5 Results of the Asimov Fit for my, with EW Signal

Asimov data is used, being the sum of signal and background predictions. The expected
signal strengths p from the fit to Asimov data are:

Hexp, mee, bin 1 = 1.00 2055 (stat.) 20,05 (mod. syst.) 005 (exp. syst.) 2707 (lumi.),

Hep, mee, bin 2 = 1.00 2017 (stat.) £0,0¢ (mod. syst.) 005 (exp. syst.) 2707 (lumi.),
Hexp, mee, bin 3 = 1.00 2037 (stat.) 20,07 (mod. syst.) 2003 (exp. syst.) 20707 (lumi.),

MEEX’ mge, bin 4 = 1.00 ig:%g (stat.) ig:gg (mod. syst.) igjgg (exp. syst.) ig:g% (lumi.),

Hexp, mec, bin 5 = 1.00 03] (stat.) 20,05 (mod. syst.) &40 (exp. syst.) 20703 (lumi.),

Hep, mee, bin 6 = 1.00 2055 (stat.) £0,g9 (mod. syst.) 005 (exp. syst.) 2093 (lumi.)

and the QCD W# Zjj normalisation strength is:

u%v\%/ exp, my, = 1.00 igjgi (stat.) igjgg (mod. syst.) ig:g; (exp. syst.) ig:g% (lumi.).

The uncertainties are statistically dominated. A higher luminosity will improve the results.
The relative down uncertainty is roughly 20% due to the at least 5 o significance the binning
is optimised for. The upper uncertainty is always larger than the lower uncertainty. The
reason for this is, that for theories, which predict more events, it is more probable to have the
same absolute down fluctuation compared to a theory with less predicted events to observe
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Figure 9.9: Pre-fit mj;-distributions in signal region split into my, slices (a-f) as used in
the myo-differential cross-section measurement. Zero correlation is assumed in the combi-
nation of systematic uncertainties in the hatched band. The observed data is shown with
frequentist Poisson uncertainties as defined in Section 7.7.2.
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9.6 Results of the Fit to Observed Data for my, with EW Signal

the same absolute up fluctuation within Poisson uncertainties. The modelling uncertainty
is a little bit larger than the experimental uncertainties. This means for future analysis,
where the statistical uncertainty is reduced, both uncertainty categories should be targeted
for systematic uncertainty reduction.

Post-fit plots in the binning used in the fit are shown in Figure 9.12 and Figure 9.13. The
uncertainties reduce slightly compared to the pre-fit distributions because of the included
correlations.

The pull plot is shown in Figure 9.14. As for the Asimov fit of total EW W*W=jj cross-
section measurement the data-driven estimated backgrounds get slightly constrained as well
as some modelling uncertainties.

A table of the strongest (anti-)correlations is shown in Table 9.2. Similar to the total
cross-section measurement jet related systematics are anti-correlated with the QCD W*Zjj
normalisation strength, meaning that QCD W Zjj is mainly affected by these uncertainties.

The ranking plot is shown in Figure 9.15. It is discussed in more detail for the fit to
observed data in Section 9.6 where similar impacts are observed.

The impact of different components of systematic uncertainties on the measured differen-
tial fiducial cross-section is shown in Table 9.3. The calculation of the impacts is described
in Section 7.4.6.

Expected LH-unfolded distributions and correlations between bins are shown in Fig-
ure 9.17 and 9.16. They are extracted from four different fits: The full fit, the full fit without
luminosity uncertainty, the fit with only theoretical and statistical uncertainties and the fit
with only statistical uncertainties. As expected, there are anti-correlations between the bins
in the fit with only statistical uncertainties, because it is not 100% clear from which neigh-
bouring truth bin a reconstruction event comes, see Figure 9.1 and Figure 9.2. It would
only be 100% clear from which neighbouring bin an event comes if the main diagonal of
the migration matrix is 1.0. When adding theory and experimental uncertainties to the fit,
then positive correlations between all bins increase. This is due to systematic uncertainties
which have a similar effect in all my, bins. Since there is a dedicated theory uncertainty
parameter for WW+jj EW and Interference for each signal myy slice, meaning that there
are nearly no correlations between these NPs, the effect on the correlations of including the
theory uncertainty parameters is very small.

9.6 Results of the Fit to Observed Data for my,, with
EW Signal

The observed signal strengths p from the fit to observed data are:
Fontme, bin 1 = 115 £037 (stat.) £010 (mod. syst.) 20,05 (exp. syst.) £0:05 (lumi.),
Hobs.mye, bin 2 = 0-96 £0:17 (stat.) £0:07 (mod. syst.) £0:0 (exp. syst.) £003 (lumi.),
Hébame, bin 3 = 0-90 £0:33 (stat.) £0:0¢ (mod. syst.) £0:07 (exp. syst.) £p03 (lumi.),
BB i s = 124 205 (stat.) £008 (mod. syst.) 2035 (exp. syst.) 353 (lum.),
0.25 0.10 0.05 0.03

ME,X;{,RZZ, bin 5 = 1.35 £¢'55 (stat.) ¢ g9 (mod. syst.) £¢07 (exp. syst.) £g 5 (lumi.),

Hobsmee, bin 6 = 1.35 2035 (stat.) £0:17 (mod. syst.) £05 (exp. syst.) (.65 (Ilumi.)

and the QCD W Zjj normalisation strength is:
[0, obs, my, = 0-68 £0:03 (stat.) £0:05 (mod. syst.) +0:08 (exp. syst.) +0:0] (lumi.).
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Figure 9.12: Post-fit m;;-distributions in signal region split into my, slices as used in

the mye-differential cross-section measurement of EW WiWijj with Asimov data. The
Asimov data is shown with plain Poisson uncertainties.
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Figure 9.13: Post-fit mye-distribution in low-mj; control region and myjj-distribution
in WZ control region as used in the my,-differential cross-section measurement of EW
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Figure 9.14: Nuisance parameter pulls of strongest constrained nuisance parameters in
the mye-differential cross-section measurement of EW W¥W*jj with Asimov data. The
Asimov data is shown with plain Poisson uncertainties.
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Table 9.2: List of parameter correlations which are larger than 10% in the mye-differential
cross-section measurement of EW W*W¥jj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET Flavor_Response w_WZ 0.380
JET Etalntercalibration_Modelling w_W7Z -0.314
JET _Pileup_ RhoTopology w_WZ -0.303
JET JER EffectiveNP 1 u_WZ -0.276
JET Flavor Composition u_WZ -0.250
JET Pileup OffsetMu uw_WZ7Z -0.244
signal EW4_TheoScale 1__bin6 -0.207
WZ EW4 TheoScale w_WZ 0.196
MjjRewStat p#__bin2 0.192
MjjRewStat ©__binl 0.184
JET EffectiveNP_ Modellingl w_W7Z -0.175
top_ XS w WZ -0.173
77 XS uw_WZ7Z -0.160
CutSR_all _bin_1 2 (__bin3 -0.148
CutSR_all bin 1 5 1__bin6 -0.145
signal EW6_ truthBin20to80_TheoQCDCorr ©__binl 0.145
CutSR_all bin 1 3 p__bind -0.141
signal EW6_ truthBin130to170_TheoQCDCorr __bin3 0.141
signal_ EW6__truthBin80to130_ TheoQCDCorr __bin2 0.140
JET Pileup OffsetNPV uw_WZ7Z -0.140
MjjRewStat 1__bin3 0.135
CutSR_all bin 1 0 p__binl -0.133
CutSR_all bin 1 1 1__bin2 -0.132
FF_ Prompt ©__bin3 0.128
FF_ Prompt #__bin2 0.125
Wgamma_ XS ©__binl -0.122
FF_ Prompt MjjRewStat 0.119
FT_EFF_Eigen Light 0 w_WZ -0.119
FF_ Prompt u_FF_BTagged -0.118
u_FF_BTagged 1 bin2 0.118
u_FF_BTagged ©__binl 0.116
signal EW4_ TheoScale 1__bind -0.116
CutSR_all bin 0 1 ©__bin2 -0.112
Zjets_ XS u_WZ7Z -0.112
FF_ Prompt 1 bin6 0.110
CutSR_all bin 2 5 1__bin6 -0.110
CutSR_all bin 0 2 1__bin3 -0.110
MjjRewStat u_FF_BTagged 0.109
CutSR_all bin 0 0 1 binl -0.109
CutSR_all bin 2 2 ©__bin3 -0.105
WZ_EWG6_ TheoScale u_WZ7Z -0.104
u_FF_ BTagged #__bin3 0.104
u_W7Z __binb 0.103
MjjRewStat __binb 0.102
CutSR_all bin 3 4 1__binb -0.102
FF_ Prompt ©__bind 0.101
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Figure 9.15: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin ; in the myeg-differential cross-section
measurement of EW W= W*jj with Asimov data. They are shown for the first (a), second
(b), third (c), 4th (d), 5th (e) and 6th (f) my-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on p; and the filled brown ones to the post-fit
impact on p;, both referring to the upper scale. The black points show the pulls of the nui-
sance parameters with respect to their nominal values, 8y. These pulls and their relative
post-fit errors, Ado /Abg, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in

Section 7.4.6.
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Figure 9.16: LH-based unfolded distributions showing events per bin (a) and showing
differential cross-section per 100 GeV (b) of the my.-differential cross-section measurement
of EW W*W%jj with Asimov data. The measured data are shown as black points with
horizontal bars indicating the bin range and black hatched (blue) boxes representing the
systematic (total) uncertainty. The data are compared to a number of Standard Model
predictions as described in Section 5.4. Overflow events are included in the last bin. [18]
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Figure 9.17: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the my-differential cross-section measurement of EW WEW%jj with Asimov data.
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Table 9.3: Breakdown of the uncertainty on the EW WEW¥jj my, differential cross-
section measurement using Asimov data. ”Background, other” includes the modelling
uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 HMbin3 HMbin4 Mbin5 Hbin 6

Experimental
Electron calibration 0.5 0.4 0.3 0.4 0.6 14
Muon calibration 0.4 0.4 0.5 0.5 0.6 1.0
Jet energy scale and resolution 3.1 2.3 2.0 2.3 3.2 2.7
EIT“iss scale and resolution 0.4 0.2 0.2 0.0 0.2 0.2
b-tagging inefficiency 0.7 0.6 0.7 0.7 0.8 0.9
Background, misid. leptons 3.8 4.1 4.5 4.1 2.0 4.4
Background, charge misrec. 2.0 1.0 1.3 1.3 1.3 1.2
Pileup modelling 0.6 0.4 0.1 0.2 0.1 0.0
Luminosity 1.8 1.8 1.8 1.9 2.0 2.2
Modelling
EW W*W4jj, shower, scale, PDF & a; 1.6 0.8 0.8 0.8 1.2 1.7
EW W=W=jj, QCD corrections 3.5 3.0 3.5 2.6 2.1 2.3
EW W*W4jj, EW corrections 0.5 0.4 0.4 0.3 0.4 0.5
Int WEW=jj, shower, scale, PDF & as 0.4 0.2 0.0 0.2 0.1 0.0
QCD W*WHjj, shower, scale, PDF & a; 0.7 1.0 1.5 2.1 3.0 6.3
QCD WEW=jj, QCD corrections 0.8 0.9 1.0 1.0 1.2 0.7
Background, WZ scale, PDF & a; 0.4 0.7 0.5 0.6 0.5 1.0
Background, WZ reweighting 3.6 3.1 2.4 1.7 2.0 1.7
Background, other 3.1 1.6 14 1.3 0.8 0.8
Model statistical 5.0 4.4 5.5 5.2 4.1 5.6
Experimental and modelling 9.9 8.4 9.2 8.6 7.7 11.0
Data statistical 21.1 18.0 21.8 23.2 21.6 24.1
Total 23.3 19.9 23.7 24.7 22.9 26.5

Post-fit plots are shown in Figure 9.18 and Figure 9.19. The projections on myg, and on my;
are shown in Figure 9.20. Because of the free-floating normalisation factors nearly perfect
agreement is expected in the signal region in the my, projections. This is also observed.
There are some small deviations because of the low-mj; CR and the splitting into mj; bins,
with different signal to background fractions. This can also be seen for all other unfolded
variables. Only for mj; the agreement is exceptionally well. For differential measurement of
my; the variable my, is used as discriminating variable without the low-mj; CR. Since there
is a similar signal to background fraction in the my, bins, nearly perfect agreement is seen
in the post-fit mj; distribution in the signal region in Figure C.28 (b).

Pull plots are shown in Figure 9.21. The scale uncertainty of QCD W*W%jj is varied
the most. A full NLO QCD W*W%jj prediction should be able to reduce this uncertainty
in the future and would thus also make the differential measurement more precise.

Selected profile likelihood scans are presented in Figure 9.22. The profile likelihood scans
look similar for the different my, signal strengths. The parabola of the last signal strength
Ipine 1S a bit broader due to a slightly lower significance from the binning optimisation. Also
with all systematic uncertainties included, 5 o significance is expected and observed in each
bin. Only in the last bin the 50 is not reached for Asimov data.

A table of the strongest (anti-)correlations is shown in Table 9.4. They are similar to the
correlation of the total cross-section measurement.

The ranking plot is shown in Figure 9.23. Similar nuisance parameters as for the total
cross-section measurement are dominant: the NLO QCD corrections, WZ reweighting and
non-prompt background uncertainties. Some statistical bin uncertainties appear also in the
top five of the ranking plots. These statistical uncertainties are dominated by the statistical
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Figure 9.18: Post-fit mj;-distributions in signal region split into my, slices (a-f) as used
in the my,-differential cross-section measurement of EW W*W%jj with observed data.
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9 Differential Cross-Section Measurement

Table 9.4: List of parameter correlations in the fit to observed data which are larger than

10%.

Parameter 1 Parameter 2 Correlation
JET_Flavor_Response n_WZ 0.326
JET _Flavor_ Composition n_WZ -0.301
signal EW4_ TheoScale f1__binb -0.297
JET_ Etalntercalibration_ Modelling n_WZ -0.291
signal  EW6_ truthBin20to80_TheoQCDCorr 4__binl 0.273
JET_ Pileup_ RhoTopology n_WZ -0.259
JET__JER,_ EffectiveNP__1 n_WZ -0.255
signal_ EW6__truthBin80to130__ TheoQCDCorr f__bin2 0.253
top_ XS . WZ -0.216
JET_ Pileup_ OffsetMu n_WZ -0.216
77_XS n_WZ -0.201
signal  EW6_ truthBin220t0320_ TheoQCDCorr f__bind 0.172
JET_EffectiveNP_ Modellingl n_WZ -0.171
CutSR_all_bin 1 5 f4__bin6 -0.170
signal EW4_TheoScale f__binb -0.165
signal EW4 TheoScale signal EW6_ truthBin320toinf TheoQCDCorr 0.164
WZ_ EW4 TheoScale n_WZ 0.162
CutSR_all bin 1 3 4__bind -0.150
CutSR_all bin 1 2 4 bin3 -0.142
CutSR_all bin 1 0 4 binl -0.142
MjjRewStat 4 bin2 0.137
Zjets_ XS n_WZ -0.135
WZ_EW6_TheoScale n_WZ -0.129
CutSR_all_bin_1 1 f#__bin2 -0.128
JET Pileup_ OffsetNPV n_WZ -0.127
signal EW6_ truthBin130to170_TheoQCDCorr f__bin3 0.124
CutSR_all bin 2 5 /+__bin6 -0.123
signal  EW6__ truthBin320toinf TheoQCDCorr f1__binb 0.122
FF_Prompt 4+ bin3 0.121
Wgamma_ XS 4__binl -0.120
FF__Prompt n_FF_BTagged -0.120
MjjRewStat p_binl 0.119
signal  EW6__truthBin320toinf TheoEwcorr 14__binb -0.119
FT_EFF_ Eigen_ Light_0 n_WZ -0.116
CutSR_all bin 0 0 /__binl -0.115
1 FF_BTagged 4__binl 0.112
FF__Prompt f__bin2 0.109
FF__Prompt signal EW4_TheoScale 0.109
CutSR_all bin 1 4 f__bind -0.108
w_WZ f__bind 0.107
CutSR_all bin 0 2 4 bin3 -0.106
CutSR_all bin 0 1 4 bin2 -0.106
CutSR_all bin 3 4 f__binb -0.105
Lumi f__binb -0.104
signal EW6_ truthBin320toinf TheoShower f1__bin6 -0.102
signal EW4 TheoScale signal EW6_truthBin320toinf TheoEwcorr 0.101
CutSR_all bin 0 4 p_binb -0.101
CutSR_all _bin 2 2 £ bin3 -0.100
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9.7 Unfolded Distributions

uncertainty of the non-prompt background estimates.
Observed correlations between bins are shown in Figure 9.24.

9.7 Unfolded Distributions

Unfolded distributions of observed data are shown with EW W*W%jj signal for all con-
sidered observables in Figure 9.25 and with inclusive W*W*jj signal in Figure 9.26. The
corresponding correlation matrices can be found in Figure 9.27 for EW W*W%jj and in
Figure 9.28 for inclusive W*W=jj. In general good agreement between unfolded data and
prediction can be seen. This confirms the Standard Model of particle physics to model these
distributions correctly. Some larger differences are discussed in Section 9.7.1. The largest
anti-correlations are expected for variables with lowest main diagonal elements in the migra-
tion matrix. These are: mr, mj; and Ngqpets- For the other variables &;, and my, the main
diagonal is above 80%. This is also what is observed in the correlation matrices. For the
first three variables there are visible anti-correlation between the bins ranging up to -42%
for m in the inclusive W*Wjj production between the second and third truth bin. It is
important to take these correlations into account for comparisons with theory predictions as
explained in Section 7.9.4. For the other two variables, my, and §;,, the positive correlation
from systematic variations compensate the small anti-correlation from migrations between
neighbouring bins.

The break down of uncertainties is shown in Table 9.5 to 9.14 for EW and inclusive
WEW=jj production. The uncertainties are overall dominated by the statistical uncertainty.
Future measurements with Run 3 data will improve the results significantly even if there are
no methodological changes in the analysis. But the first bins of each distribution have a sys-
tematic uncertainty close to the statistical. There, improvements of the following uncertainty
sources seem to be most promising:

e The "Model statistical” uncertainty: is dominated by the uncertainties of the data
driven estimated non-prompt background. A higher integrated luminosity will help
there in future measurements. Additionally, more generated MC events will also help.
This is CPU time limit, where several efforts are in progress to make it faster. There
is for example a fast simulation of detector simulation in place [125] and there are also
improvements in MC generators studied [133].

o The "EW W*W+jj NLO QCD corrections”: can be improved by using a nominal NLO
signal prediction.

o The "Background, WZ reweighting” uncertainty: could be improved by using a MC
prediction which is not affected by the high-mj; mismodelling in VBS.

e The "Backgrounds, misid. leptons” uncertainty: will go down with a higher integrated
luminosity. This is true for the statistical nuisance parameters. For the systematic
components future detailed studies would be needed. The "prompt subtraction vari-
ation” is the dominant uncertainty there as can be seen in the ranking plots, eg. in
Figure C.4.

e The "Jet energy scale and resolution” uncertainty: is provided by a combined perfor-
mance group within ATLAS, which continuously improves the uncertainties associated
to jets.

9.7.1 Local and Global Significance of Deviations between Predic-
tion and Observed Data

In the unfolded distributions there are in total four bins where a deviation of more than 2o
from the LO Standard Model prediction is observed. It is the first bin in the my; distribution
for both EW, see Figure C.30, and inclusive W*W*jj measurement, see Figure C.37. Also
the 5th bin in mt has such a deviation for both signal definitions, see Figure C.57 and
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Figure 9.23: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength pipin ; in the my,-differential cross-section
measurement of EW W*W%jj using observed data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) my-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on y; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6p. These pulls and their
relative post-fit errors, Abo /Aby, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as

described in Section 7.4.6.
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Figure 9.24: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the my,-differential cross-section measurement, of EW W*W*jj with observed data.

Figure C.64. There are more observed than expected events in both cases. This means that
the LO standard model prediction is disfavoured in comparison to a model which predicts
more signal process like events.

In addition to the local significance also the global significance is calculated. The global
significance takes into account that some statistical fluctuations are expected when looking
in multiple bins for a fluctuation. The global significance quantifies how often one would
expect such a deviation in any bin. In this regard each unfolded distribution is considered
separately. So, for mr it is calculated how often the observed deviation would occur in any
of the six mt bins. The same is done for mj;, following the recommendation for the equation
for discrete regions defined in Ref. [134].

Without taking into account normalisation uncertainties on the theory prediction (fre-
quentistic motivated where one theory prediction is compared to data): The observed fluc-
tuation in the first mj; bin of differential EW W*W*jj measurement has a local significance
of 2.50, corresponding to a global significance of 1.8¢. The observed fluctuation in the
first mj; bin of differential inclusive W*W*jj measurement has a local significance of 2.7,
corresponding to a global significance of 2.1 0. The observed fluctuation in the 5th mT bin
of differential EW W*TW*jj measurement has a local significance of 3.0, corresponding
to a global significance of 2.40. The observed fluctuation in the 5th mr bin of differential
inclusive W*W*jj measurement has a local significance of 3.1, corresponding to a global
significance of 2.5 0. Taking into account normalisation uncertainties (effectively a bayesian
approach) the significances reduce by up to 0.1c for EW W*W%jj and up to 0.3¢ for
inclusive WEWjj.
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Figure 9.25: Fiducial differential cross-sections of EW W¥ W ¥jj production as a function
of: myee (a), mr (b), mj; (¢), Ngapiets (d), and &, (e). The measured data are shown as
black points with horizontal bars indicating the bin range and black hatched (blue) boxes
representing the systematic (total) uncertainty. The data are compared to a number of
Standard Model predictions as described in Section 5.4. Overflow events are included in
the last bin. [18]
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Figure 9.26: Measured fiducial cross-sections of inclusive W¥ W¥jj production as a func-
tion of: myge (a), mr (b), myj (c), Ngapsets (d), and &, (e). The measured data are shown
as black points with horizontal bars indicating the bin range and black hatched (blue)
hatched boxes representing the systematic(total) uncertainty. The data are compared to
a number of Standard Model predictions as described in Section 5.4. Overflow events are
included in the last bin. [18]
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9 Differential Cross-Section Measurement
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Figure 9.27: Correlations between the bins of the LH-unfolded distributions shown con-
sidering the total uncertainty for the unfolded variables mg¢ (a), mr (b), mj; (¢), NgapJets
(d), and &j, (e) in the case of the EW WEW=jj fit. [18]
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Figure 9.28: Correlations between the bins of the LH-unfolded distributions shown con-
sidering the total uncertainty for the unfolded variables my¢ (a), mr (b), mj; (¢), NgapJets
(d), and &j, (e) in the case of the inclusive WEW%jj fit. [18]

9.7.2 Comparison of Summed Differential Cross-Sections and Total
Cross-Section Measurements

The total cross-sections from Section 8 are compared with the summed differential cross-
sections from Section 9 in the following cross-section lists. The expected cross-sections agree
as expected and the observed cross-sections agree within uncertainties. The uncertainties
of the total cross-section measurement with Asimov data are smaller than the uncertainties
from differential cross-section measurement.

Only &;, does not agree, because it is measured in a more restricted fiducial region where an
additional third jet with transverse momentum above 25 GeV is required.

The Variable mj; has a 9% higher summed cross-section. It is the only variable which does
not include the low-my; control region and does not have a fixed shape in mj;. This control
region tends to pull the signal strengths down (see e.g. Figure C.62). If the low-mj; control
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9.7 Unfolded Distributions

Table 9.5: Breakdown of the uncertainty on the differential EW W*W%jj cross-section
measurement in the different &, truth slices using observed data. ”"Background, other”
includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin1  HMbin2 Hbin3 Hbin4 Hbin5

Experimental
Electron calibration 0.6 0.5 0.5 0.6 0.7
Muon calibration 0.7 0.6 0.6 0.6 0.6
Jet energy scale and resolution 10.6 11.7 10.9 13.1 24.8
EMiss geale and resolution 0.2 0.1 0.1 0.1 0.1
b-tagging inefficiency 1.6 0.7 0.9 1.0 1.2
Background, misid. leptons 11.1 5.4 3.1 4.7 7.3
Background, charge misrec. 3.2 1.0 0.4 1.6 3.5
Pileup modelling 1.3 14 1.2 1.9 4.3
Luminosity 24 2.1 2.0 2.1 2.2
Modelling
EW W=W=jj, shower, scale, PDF & a 8.1 10.5 9.2 13.3 4.0
EW W*W%jj, QCD corrections 3.6 6.8 2.7 4.7 4.8
EW W*W=jj, EW corrections 3.5 0.6 0.4 0.1 0.7
Int W*W+jj, shower, scale, PDF & o 0.0 0.0 0.1 0.0 0.1
QCD W*W=jj, shower, scale, PDF & o 8.1 2.1 1.8 3.5 6.8
QCD W*W=jj, QCD corrections 0.1 0.0 0.0 0.2 0.5
Background, WZ scale, PDF & a4 0.7 1.0 0.4 0.3 0.2
Background, W7 reweighting 4.6 1.2 1.2 1.7 1.1
Background, other 3.7 0.7 0.4 2.7 2.1
Model statistical 7.8 8.4 6.4 8.1 9.2
Experimental and modelling 22.7 20.7 16.6 224 29.9
Data statistical 23.3 45.8 34.5 37.3 51.3
Total 32.6 50.4 38.3 43.6 59.5

region would not be there one would see nearly perfect agreement between data and MC
prediction in the signal region. The mj; shape in the observed data tends to increase the
background and decrease the signal to match the observed data in the first two mj; bins, see
e.g. Figure C.8.

Expected results for EW signal:

Ug}g] = 2.534 5208 (stat.) £9-137 (mod. syst.) 0105 (exp. syst.) £0:053 (lumi.) fb
afxvgmu = 2.534 +£5-227 (stat.) £5-093 (mod. syst.) 0094 (exp. syst.) 3039 (lumi.) fb
Ug(V;Ngaphts = 2.534 +£5-231 (stat.) £5192 (mod. syst.) 0175 (exp. syst.) £0035 (lumi.) fb
Jg(vgmjj = 2.534 +£5-263 (stat.) £5-153¢ (mod. syst.) 0117 (exp. syst.) £0:033 (lumi.) fb
Jg(\g% =0.810 :I:g:%g? (stat.) :I:g:ggg (mod. syst.) :I:g:(l)% (exp. syst.) :I:g:g%(f (lumi.) fb
ag(vng = 2.534 +£5-28 (stat.) £5-09% (mod. syst.) +00as (exp. syst.) £0:039 (lumi.) fb
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9 Differential Cross-Section Measurement

Table 9.6: Breakdown of the uncertainty on the differential EW W*W%jj cross-section

measurement in the different Ngapsets truth slices using observed data.

”Background,

other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin 1 HMbin 2
Experimental
Electron calibration 0.3 0.7
Muon calibration 0.5 0.7
Jet energy scale and resolution 1.6 17.6
EMmiss geale and resolution 0.2 0.3
b-tagging inefficiency 0.5 2.0
Background, misid. leptons 1.3 11.3
Background, charge misrec. 0.7 3.0
Pileup modelling 1.0 2.9
Luminosity 1.9 2.4
Modelling
EW W*W=jj, shower, scale, PDF & o 2.1 5.7
EW W*W%jj, QCD corrections 6.8 7.4
EW W*W=jj, EW corrections 0.7 14
Int W*W¥jj, shower, scale, PDF & o 0.0 0.3
QCD W*W#jj, shower, scale, PDF & o 1.4 8.2
QCD W*W#jj, QCD corrections 1.0 0.4
Background, WZ scale, PDF & a 0.8 1.6
Background, WZ reweighting 0.6 7.8
Background, other 0.9 2.8
Model statistical 1.9 9.7
Experimental and modelling 8.3 28.2
Data statistical 8.4 31.1
Total 11.8 42.0
Expected results for EW+Int+QCD signal:
JEXVXHHHQCD =2.934 £0222 (stat.) £51% (mod. syst.) £0158 (exp. syst.) £5:035 (lumi.) fb
JEXVXLI;HQCD = 2.934 ig:g‘i’? (stat.) ig:ggé (mod. syst.) :I:g:%ég (exp. syst.) ig:gég (lumi.) b
?XVFZJ](,I!?T;SSD = 2.934 ig:gi? (stat.) :l:g:ﬁg (mod. syst.) :I:g:%gg (exp. syst.) 18:82515 (lumi.) b
S(VX"%’;HQCD = 2.934 40273 (stat.) 0159 (mod. syst.) +01%4 (exp. syst.) £9-034 (lumi.) fb
EXE?HQCD =1.096 £0153 (stat.) £5-0¢0 (mod. syst.) 0128 (exp. syst.) £5-915 (lumi.) fb
EXV;;THQCD =2.934 £5-278 (stat.) £0-099 (mod. syst.) 9159 (exp. syst.) 0935 (lumi.) fb
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9.7 Unfolded Distributions

Table 9.7: Breakdown of the uncertainty on the differential EW W*W%jj cross-section
measurement in the different mj; truth slices using observed data. “Background, other”
includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 Hbin3 HMbin4 HMbin5 Hbin 6
Experimental
Electron calibration 0.4 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.5 0.5 0.5 0.5 0.5 0.5
Jet energy scale and resolution 14 6.5 2.6 5.4 3.9 6.0
E%‘iss scale and resolution 0.2 0.2 0.2 0.1 0.2 0.2
b-tagging inefficiency 0.8 0.8 0.8 0.7 0.6 0.5
Background, misid. leptons 5.0 4.8 1.5 1.4 5.1 1.3
Background, charge misrec. 1.9 1.1 0.7 0.4 0.4 0.5
Pileup modelling 04 0.3 0.1 0.6 0.2 0.2
Luminosity 1.9 2.1 1.9 1.9 1.9 1.9
Modelling
EW W*W4jj, shower, scale, PDF & a; 4.3 3.4 1.5 1.2 3.7 6.6
EW W=W=jj, QCD corrections 1.3 24 2.1 2.2 2.7 1.4
EW W*W4jj, EW corrections 0.1 0.5 0.1 0.2 0.1 0.2
Int WEWjj, shower, scale, PDF & a; 0.4 0.2 0.1 0.1 0.1 0.1
QCD W*W=jj, shower, scale, PDF & o 3.7 3.1 1.1 0.9 0.5 0.3
QCD WEW=jj, QCD corrections 0.7 24 0.9 1.1 0.6 0.5
Background, WZ scale, PDF & a; 0.4 0.7 0.3 0.5 0.8 0.8
Background, WZ reweighting 1.2 3.9 1.6 2.0 1.3 0.5
Background, other 2.2 1.5 1.2 0.4 0.2 0.7
Model statistical 3.9 8.4 5.7 5.9 6.3 3.9
Experimental and modelling 9.6 14.0 7.7 9.2 10.5 10.2
Data statistical 12.3 37.0 24.7 32.3 26.3 31.2
Total 15.6 39.5 25.9 33.6 28.3 32.9
Observed results for EW signal:
EW 0.216 0.158 40.109 40.060 :

Tobs = 2.878 £ 509 (stat.) £g147 (mod. syst.) £q7109 ( syst.) £,051 (lumi.) b
EW 0.232 40116 40.093 40048 ;
obs,me = 2.859 £(571 (stat.) £51p5 (mod. syst.) £4 g3 (exp. syst.) £¢ g5 (lumi.) fb
EW 0.250 40.221 40.137 4.0.047 :

Oobs,Nyaprers = 2-889 1235 (stat.) £g1g5 (mod. syst.) £g7135 (exp. syst.) £5gg0 (lumi.) fb
EW 0.272 40149 40.122 40052 :
obs,my; = 3.133 (255 (stat.) £¢'151 (mod. syst.) £7717g (exp. syst.) £y 45 (lumi.) b
EW 0.143 4.0.098 40.123 4.0.013 :

Tobs, €5, = 0.922 47135 (stat.) ¢ ogp (mod. syst.) £qg57 (exp. syst.) +g g5 (lumi.) fb
EW 0.272 40.121 40.094 4.0.047 :

O obs,mr = 2.835 47557 (stat.) ¢ 71pg (mod. syst.) £q0gy (exp. syst.) +q g5 (lumi.) fb

Observed results for EW+Int+QCD signal:

EW+Int+QCD g 9,6 40222 (4o ) 4 0.160 t) 40-118 £ ) 40-063 (] b
obs =9 0216 (stat.) £¢7137 (mod. syst.) 257126 ( syst.) £¢.054 (lumi.)
EW+Int+QCD  __ 0.240 40103 40112 4.0.055

obs,m; = 3.402 £ 324 (stat.) 24008 (m syst.) £g.101 (ex syst.) £¢042 (lumi.) fb
EW+Int+QCD 0.263 40.213 40.174 40.031 :
obs,N;pJSS = 3.442 £ 353 (stat.) £4505 (mod. syst.) £4160 (exp. syst.) 7o (lumi.) fb
EW+Int+QCD  __ 0.280 4.0.150 40.125 4.0.051 :
obs,my; = 3.605 L7563 (stat.) 0121 (mod. syst.) £q7155 (exp. syst.) +q,g47 (lumi.) fb
EW+Int+QCD 0.161 40.083 40.139 40.022 :
obs,gjsn “ = 1.317 £g7149 (stat.) 0075 (mod. syst.) £q717g (exp. syst.) +q,2; (lumi.) fb
EW+Int+QCD  __ 0.281 40.111 40.113 4.0.050

obs,mr = 3.382 £ 543 (stat.) (g5 (mod. syst.) £g7g5 (exp. syst.) £q g3 (lumi.) fb
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9 Differential Cross-Section Measurement

Table 9.8: Breakdown of the uncertainty on the differential EW W¥W1jj cross-section
measurement in the different my, truth slices using observed data. ”Background, other”
includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin1 Hbin2 HMbin3 Hbind4 Hbin5 Hbin6
Experimental
Electron calibration 0.1 0.1 0.1 0.2 0.2 14
Muon calibration 0.5 0.5 0.5 0.5 0.6 1.1
Jet energy scale and resolution 3.0 2.2 2.0 2.0 3.0 2.6
ERiss scale and resolution 0.1 0.0 0.1 0.0 0.2 0.1
b-tagging inefficiency 0.7 0.6 0.7 0.7 0.8 1.0
Background, misid. leptons 3.5 3.7 4.5 3.3 1.2 3.0
Background, charge misrec. 1.7 0.9 1.3 0.9 0.9 0.7
Pileup modelling 0.7 0.5 0.1 0.0 0.2 0.0
Luminosity 1.9 1.8 1.9 2.0 2.0 2.3
Modelling
EW W+W1jj, shower, scale, PDF & a 1.7 0.9 0.9 0.3 1.1 1.7
EW W=W%ijj, QCD corrections 5.9 5.2 3.5 2.0 4.0 4.7
EW W*W4jj, EW corrections 1.4 0.5 0.3 0.0 0.8 1.4
Int W*Wjj, shower, scale, PDF & a; 0.2 0.1 0.0 0.1 0.0 0.0
QCD WEW=jj, shower, scale, PDF & a, 1.0 1.4 2.3 2.4 3.5 7.3
QCD W*W%jj, QCD corrections 0.1 0.1 0.4 0.3 0.2 0.0
Background, WZ scale, PDF & « 0.3 0.6 0.5 0.3 0.3 0.6
Background, WZ reweighting 2.1 2.3 1.9 1.2 1.3 1.2
Background, other 2.8 14 14 0.9 0.5 0.3
Model statistical 4.8 4.3 5.6 4.6 3.7 5.5
Experimental and modelling 10.3 9.0 9.3 7.4 7.9 11.8
Data statistical 18.9 18.1 23.2 19.7 17.7 19.9
Total 21.6 20.2 25.0 21.0 19.4 23.2
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9.7 Unfolded Distributions

Table 9.9: Breakdown of the uncertainty on the differential EW W Wjj cross-section
measurement in the different mr truth slices using observed data. ”Background, other”
includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 HMbin3 HMbin4 Mbin5 Hbin 6

Experimental
Electron calibration 0.6 0.4 0.4 0.2 0.5 1.5
Muon calibration 0.5 1.0 0.6 0.8 0.6 1.1
Jet energy scale and resolution 4.2 6.7 2.1 4.5 1.7 2.7
E3ss gcale and resolution 0.9 2.5 1.1 1.7 0.2 0.5
b-tagging inefficiency 0.7 0.8 0.7 0.8 0.7 1.0
Background, misid. leptons 5.4 7.6 2.0 3.1 1.5 24
Background, charge misrec. 1.6 1.8 1.0 1.6 0.5 0.6
Pileup modelling 0.4 0.6 1.0 1.0 0.4 0.1
Luminosity 1.9 1.9 1.9 2.0 1.9 2.3
Modelling
EW W+W4jj, shower, scale, PDF & a 0.7 1.3 0.4 0.7 0.5 1.4
EW W=W%jj, QCD corrections 4.9 4.1 4.6 2.4 1.6 4.1
EW W*W4jj, EW corrections 0.4 2.0 1.7 1.0 0.3 0.4
Int W*Wjj, shower, scale, PDF & as 0.2 0.4 0.1 0.1 0.0 0.1
QCD W*W=jj, shower, scale, PDF & o 1.1 2.9 1.8 3.7 2.4 7.1
QCD W*W%jj, QCD corrections 0.4 0.7 0.4 0.5 0.2 0.1
Background, WZ scale, PDF & a; 0.1 0.1 0.1 0.1 0.1 0.1
Background, WZ reweighting 3.1 3.3 1.2 1.5 0.8 1.2
Background, other 3.0 0.9 1.1 1.1 0.3 0.1
Model statistical 5.3 12.8 6.1 6.6 4.5 5.1
Experimental and modelling 11.5 18.4 9.3 10.9 6.4 11.1
Data statistical 21.3 59.3 27.0 32.1 17.0 20.0
Total 24.2 62.1 28.6 33.9 18.1 22.9
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9 Differential Cross-Section Measurement

Table 9.10: Breakdown of the uncertainty on the differential inclusive WiWijj Cross-
section measurement in the different &, truth slices using observed data. “Background,
other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin 1 Mbin2 HMHbin3 Mbin4 Mbin 5

Experimental
Electron calibration 0.4 0.4 0.4 0.5 0.5
Muon calibration 0.5 0.5 0.5 0.5 0.4
Jet energy scale and resolution 7.3 10.2 9.6 11.4 20.7
ERss scale and resolution 0.1 0.2 0.1 0.3 0.1
b-tagging inefficiency 1.3 0.7 0.9 0.9 0.9
Background, misid. leptons 8.5 5.8 3.1 4.8 7.4
Background, charge misrec. 2.5 1.1 0.8 1.7 3.4
Pileup modelling 0.9 1.4 1.1 1.7 3.4
Luminosity 1.8 1.8 1.8 1.8 1.6

Modelling
WEW+ij shower, scale, PDF & as 5.2 9.1 8.0 11.2 3.9
EW W*W%jj, QCD corrections 0.8 7.2 3.1 3.0 5.5
EW W*W=jj, EW corrections 1.1 1.2 0.3 0.6 0.7

QCD W*W#jj, QCD corrections 0.2 0.6 0.3 0.2 0.9
Background, WZ scale, PDF & a4 0.7 0.8 0.4 0.2 0.6

Background, WZ reweighting 2.6 1.0 0.9 1.2 0.5
Background, other 2.8 0.9 0.5 2.8 2.1
Model statistical 5.6 8.4 6.2 7.2 7.8
Experimental and modelling 14.7 19.0 15.0 19.0 25.0
Data statistical 17.2 42.4 32.2 32.3 39.1
Total 22.6 46.5 35.6 37.6 46.5
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9.7 Unfolded Distributions

Table 9.11: Breakdown of the uncertainty on the differential inclusive WEWjj cross-
section measurement in the different Ngqprers truth slices using observed data. ”Back-
ground, other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and
Zjets.

Source Impact [%)]
Hbin 1 Hbin 2

Experimental
Electron calibration 0.4 0.5
Muon calibration 0.5 0.5
Jet energy scale and resolution 1.6 13.0
EMiss gcale and resolution 0.2 0.1
b-tagging inefficiency 0.5 1.7
Background, misid. leptons 1.4 10.6
Background, charge misrec. 0.7 2.9
Pileup modelling 0.9 2.3
Luminosity 1.8 1.7

Modelling
WEW+ij shower, scale, PDF & oy 2.1 3.9
EW W*W%jj, QCD corrections 6.2 7.0
EW W*W=jj, EW corrections 0.4 0.2

QCD W*W#jj, QCD corrections 0.0 0.1
Background, WZ scale, PDF & ag 0.9 1.4

Background, WZ reweighting 0.4 4.4
Background, other 1.0 2.8
Model statistical 1.8 6.9
Experimental and modelling 7.6 21.1
Data statistical 7.7 21.5
Total 10.9 30.1
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9 Differential Cross-Section Measurement

Table 9.12: Breakdown of the uncertainty on the differential inclusive WEW¥jj cross-
section measurement in the different mj; truth slices using observed data. ”Background,
other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin1 MHbin2 Mbin3 Hbin4 Hbin5 Hbin 6

Experimental
Electron calibration 0.4 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.4 0.5 0.5 0.5 0.5 0.5
Jet energy scale and resolution 1.1 5.2 2.5 4.9 3.8 5.9
E%“SS scale and resolution 0.1 0.2 0.2 0.1 0.2 0.2
b-tagging inefficiency 0.7 0.7 0.7 0.6 0.6 0.5
Background, misid. leptons 4.4 4.2 14 1.3 4.9 1.2
Background, charge misrec. 1.6 1.0 0.6 0.1 0.2 0.2
Pileup modelling 0.3 0.3 0.2 0.6 0.2 0.2
Luminosity 1.6 1.8 1.8 1.8 1.8 1.8

Modelling
W*Wjj shower, scale, PDF & a, 4.7 3.3 1.6 1.0 3.4 6.4
EW W*W%jj, QCD corrections 1.1 1.8 2.0 2.0 2.6 1.4
EW W*W=jj, EW corrections 0.1 0.4 0.1 0.2 0.1 0.2

QCD W*W+jj, QCD corrections 0.3 0.3 0.3 0.1 0.1 0.0
Background, WZ scale, PDF & « 0.3 0.5 0.2 0.5 0.7 0.8

Background, WZ reweighting 1.0 3.2 1.6 1.9 1.2 0.5
Background, other 1.8 1.3 1.1 0.4 0.2 0.7
Model statistical 3.3 7.0 5.3 5.6 6.0 3.8
Experimental and modelling 8.1 11.3 7.2 8.5 10.1 10.0
Data statistical 10.5 30.7 23.6 30.6 25.5 30.8
Total 13.3 32.7 24.7 31.7 27.4 32.4
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9.7 Unfolded Distributions

Table 9.13: Breakdown of the uncertainty on the differential inclusive WEW¥jj cross-
section measurement in the different my, truth slices using observed data. ”Background,
other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Mbin 1 Hbin2 Mbin3 HMbin4 Hbin5 HMbin 6

Experimental
Electron calibration 0.4 0.4 0.1 0.4 0.5 1.1
Muon calibration 0.5 0.4 0.5 0.5 0.5 0.8
Jet energy scale and resolution 2.6 2.0 1.8 1.8 2.7 1.8
EXss gcale and resolution 0.3 0.1 0.3 0.0 0.2 0.2
b-tagging inefficiency 0.7 0.6 0.6 0.7 0.7 0.8
Background, misid. leptons 3.7 4.0 4.6 3.6 2.0 3.1
Background, charge misrec. 1.7 1.0 1.5 1.1 1.1 1.1
Pileup modelling 0.6 0.4 0.1 0.1 0.0 0.1
Luminosity 1.8 1.7 1.8 1.8 1.8 1.8

Modelling
WEW=jj shower, scale, PDF & a; 1.9 0.3 0.9 1.0 1.7 0.1
EW W*W%jj, QCD corrections 5.7 5.4 3.9 2.0 3.9 5.1
EW W*W%jj, EW corrections 1.0 0.1 0.0 0.0 0.0 0.0

QCD W*W+jj, QCD corrections 0.2 0.0 0.0 0.4 0.0 0.1
Background, WZ scale, PDF & « 0.0 0.6 0.1 0.0 0.0 0.1

Background, WZ reweighting 1.7 1.8 1.3 0.8 0.7 0.3
Background, other 2.9 0.5 1.5 1.0 0.2 0.2
Model statistical 4.6 4.0 5.1 4.3 3.3 4.3
Experimental and modelling 9.9 8.9 8.8 6.9 6.8 8.1
Data statistical 17.6 16.5 20.7 17.8 15.1 14.8
Total 20.2 18.7 22.5 19.0 16.6 16.9
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9 Differential Cross-Section Measurement

Table 9.14: Breakdown of the uncertainty on the differential inclusive WEW¥jj cross-
section measurement in the different mr truth slices using observed data. ”Background,
other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin1 MHbin2 Mbin3 Hbin4 Hbin5 Hbin 6

Experimental
Electron calibration 0.6 0.3 0.4 0.2 0.5 1.2
Muon calibration 0.5 0.9 0.5 0.7 0.5 0.9
Jet energy scale and resolution 3.9 5.5 1.6 4.5 1.3 1.7
EXss gcale and resolution 0.9 2.4 1.0 1.5 0.1 0.3
b-tagging inefficiency 0.3 0.1 0.2 0.2 0.7 0.8
Background, misid. leptons 5.6 7.2 0.7 3.3 1.7 2.7
Background, charge misrec. 1.7 1.5 1.1 1.8 0.8 1.1
Pileup modelling 0.4 0.4 0.8 0.8 0.3 0.1
Luminosity 1.8 1.7 1.8 1.8 1.8 1.8

Modelling
WEWjj shower, scale, PDF & ay 1.0 2.5 1.0 1.2 1.0 0.7
EW W=W=jj, QCD corrections 5.2 3.6 4.3 2.7 1.5 4.8
EW W*W%jj, EW corrections 1.4 1.5 1.1 1.1 0.0 0.0

QCD W*W+jj, QCD corrections 0.3 0.4 0.3 0.4 0.4 0.1
Background, WZ scale, PDF & « 0.3 0.3 0.1 0.2 0.0 0.4

Background, WZ reweighting 2.4 2.3 0.8 0.8 0.5 0.3
Background, other 3.1 0.4 0.4 0.6 0.5 0.8
Model statistical 5.0 12.0 5.8 5.8 4.3 4.1
Experimental and modelling 11.2 17.2 8.6 9.5 5.7 7.8
Data statistical 19.6 52.8 24.6 27.0 15.3 15.1
Total 22.6 55.6 26.1 28.6 16.3 17.0
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Chapter 10

Limit Setting on
Dimension-Eight EFT
Parameters

It is known that the Standard Model of particle physics is incomplete, as discussed in Sec-
tion 2.3. When measuring it more precisely at higher energies, there will be a point in time
when new physics phenomena start to be visible.

There are different approaches to search for new physics. One approach is to look directly
for new on-shell particles e.g. in an invariant mass distribution, like e.g. in Ref. [135]. The
mass needs to be within the detectable range. Another approach is the indirect search which
is performed in this thesis. It is looked for deviating interactions of known particles in order
to search for new particles whose on-shell energy is too large to be measured directly.

This indirect search is performed model independently to be sensitive to a broad class of
new physics. With the used Effective Field Theory (EFT) [136-139] the following character-
istics are met:

o include symmetry of the SM: Lorentz invariance and SU(3)¢ x SU(2)r, x U(1)y,
o retrieve the SM in the low-energy limit,

o directly probe operators to have a hint which possible Beyond the Standard Model
(BSM) physics might cause it and

¢ calculation of radiative corrections is possible to any order, for the BSM interactions
as well as for the SM interactions.

In the EFT model new operators, which are products of fields, are added with a factor,
called Wilson coeflicient, to the Standard Model lagrangian. In the Standard Model all
operators are of dimension-four in energy of the fields, except the quadratic term in the
Higgs potential which is of dimension-two. BSM models of higher dimensional operators
are tested. In a perturbative approach the lowest powers are dominant for low energies.
There is only one operator with dimension-five which is responsible for generating Majorana
masses for neutrinos. The next ones are dimension-six and -eight. It is assumed that the
energy of new physics A is large compared to accessible energies. So, EFT is a low-energy
approximation of new physics, where low means, that it is studied below A.

A discussion of how the anomalous quartic coupling has converged to be tested in the
framework of Effective Field Theory today can be found e.g. in Ref. [63].

10.1 EFT Formalism

The expansion of the Standard Model in terms of effective fields can be written as:
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10 Limit Setting on Dimension-Eight EFT Parameters

TR 1Y
Lor=Lsn+ Y 5500 +3 2707 + ... (10.1)
i j

where:

Lgn: is the Standard model lagrangian,
fi: dimensionless Wilson coefficient,
O;: dimension 6 and 8 EFT operators,

A: mass scale of new physics.

In this thesis limits are set on dimension-eight operators. In principle, all dimensions could
include parts of new physics, but low dimension terms dominate at low energies. Additionally,
only even-dimensional operators conserve both lepton and baryon numbers [136]. Dimension-
six operators are neglected in this work. For example in Ref. [63] it is shown, that the impact
of including the dimension-six effect in W*W=*jj EFT analysis has only a very small impact.
But with more data it might be worth looking into dimension-six operators also with VBS
processes as suggested in Ref. [140, 141].

The EFT formalism includes all particles below A. Here, Standard Model including the
Higgs Boson is assumed. If there are more particles (fermions, bosons or extended Higgs
sector) in a BSM prediction, then this model needs to be revised - the limits shown in this
thesis are not correct in this case.

The energy of the process A should be larger than the highest data point. Otherwise,
potential new physics are better studied by a resonance search or different splitting of the
Lagrangian. The largest data point in this thesis is at mg, =1081 GeV. For A — oo the EFT
model converges towards the Standard Model prediction.

10.1.1 Studied Operators

As shown in Ref. [142], the dimension-eight operators affecting WWWW scattering are:
e My, My and My, containing D,,¢ and field strength tensors, defined in Section 2.2.2,
e Sy and S, containing just D, ¢,
e Ty, T7 and T5, containing just field strength tensors

The S-operators act on the Higgs field while T-operators contain only field strength
tensors. The M-operators contain both. The studied operators are defined as:

Os0 = [(Dud)" Do [(D"9)* D*6)], (10.2)
Os1 = |(Du9)" D] |(D,9)* D"g] . (10.3)
Osz2 = [(Du9)* Duo] [(D0)" Do), (10.4)
Oro = Tr [Wu W™ | [(Dse)" D], (10.5)
Owa = Tr [Wu W (Do) Do), (10.6)
Onmz = [(Du¢)+ W&,Wﬂﬂp”qs} : (10.7)
Org = Tr [ W W | Tr [ W] (10.8)
Oryy = Tr [Wa, W | Tr (W] (10.9)
Oro =Tr [WQMW“B} Tr {WBVWW} , (10.10)
where Og o is the hermitian conjugate of Og o and they are thus scaled with the same Wilson
coefficient £ 5P = / SE = / =i+ as explained in Ref. [63].
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10.2 Unitarity Bounds

10.1.2 Used MC Simulation

The EFT MC samples defined in Ref. [63] are used. The matrix element of a subprocess
affected by EFT is:

M= : (10.11)

Asy + Y cid;

where:

Agar : SM amplitude of WEWEjj or WZjj,
A; : amplitude of the dimension-eight operator,

_Ji

=i quotient of Wilson coefficient f; and the energy scale of the new process A%,

Cj
In the end, only the squared matrix element is measurable!:

|./\/l|2 = |AS1V1+Z CiAi‘z = |A5M‘2+Z 2CiRe(ASMAi)+ZC?|Ai|2+ Z CZ'CjQRe(AiAi>.
i i i i5,i#j
(10.12)
The total amplitude can be split into four contributions:

o the SM contribution |Ags|?,

o the interference between SM and i-th EFT operator 2Re(Agn A;), multiplied by the
reduced Wilson coefficient ¢;,

o the EFT contribution squared |A4;|?, multiplied with the corresponding reduced Wilson
coefficient squared and

« the interference between two EFT contributions 2Re(A;A;), multiplied with the re-
duced Wilson coefficients ¢; and c;.

For each of the four contributions, dedicated Madgraph samples are used. For each
operator there is the squared sample and one interference sample with the SM. With these
three samples 1D limits can be set where always only one Wilson coefficient is different from
zero. The last contribution is only needed when more than one coefficient is varied at once.
They are generated for operators within one class where 2D limits are of interest.

The used EFT samples are listed in Table A.4. They are generated with Madgraph 2.6.5
[143] where phenomenological models, described with a lagrangian can be easily implemented.
Amplitude decomposition as described above is used to calculate the EFT predictions for
different parameter points. The validity of the decomposition method has been validated in
Ref. [144].

The EFT samples are generated to have a resonant W and a resonant W/Z boson. Two
bosons should decay leptonically - it does not need to be the resonant one if there are more
than two heavy vector bosons involved in the event.

10.2 Unitarity Bounds

In vector boson scattering according to the Standard Model there is fine-tuned cancellation of
different contributions, as described in Section 2.2.3, which makes the predicted cross-section

LOrigin of "Re” part: )
[b1 + b2
:|alei¢1 4 ager ‘2
=(a1e'®! + a2et®2)* - (a1’ 4 age’??)
:af + ag + 2a1a9e” 1 ei2

=[b1[? + [b2|* + 2Re(b7b2)
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10 Limit Setting on Dimension-Eight EFT Parameters

finite also for large energies. This means that the SM fulfils unitarity constraints. For EFT
expansions this is usually not the case and they can break unitarity at high energies.

The 1D and 2D unitarity bounds are taken from Ref. [145] from the eigenvalues in the
partial wave expansion of the scattering amplitude.

For example in Equation 19 of Ref. [145] the eigenvalues are shown for S-operators. These
have to have an absolute value equal to 1 or smaller than 1. Wilson coefficients which are
not part of the 1D or 2D limits are set to 0.

The condition for the first eigenvalue is:

2
s (3fs,o+fs,1+fs72)’S1’

o6 N (10.13)

where /s is the centre-of-mass energy, set to be the clipping energy, defined in Section 10.2.1.

This can be rewritten since we use £ 2= fff =1 Ok
Afs02 + fsa| _ 96 (10.14
At - o527 14)

This condition is used in the 1D and 2D unitarity constraints for S-operators. Eigenvalues
for M and T operators are taken from equations 20, 21 and 22 from Ref. [145].

The 2D unitarity bounds are polygons because there are at least two linear independent
formulas for each shown operator pair.

There are other criteria, besides unitarization violation, which could be used to further
constrain the EFT parameter space from a theoretical point of view. There are e.g. causality
and positivity criteria [146] which could be considered in future EFT analysis.

10.2.1 Clipping

Following the recommendation in Ref. [147] a clipping mechanism is applied to account for
unitarization violation. Different clipping energies are scanned and for each value E. the
EFT events are vetoed with my v > F..

The following clipping energy values are chosen: 0.6, 0.7, 1.0, 1.2, 1.5, 2.0, 2.5, 3.0, 3.5,
5.0 TeV and no clipping.

These are chosen such that the point can be determined where the derived limits are
better than the unitarity constraints. Thus to find the energy where the experimental data
can exclude more EFT parameter values than can be from a theoretical unitarity point of
view.

For lower values direct resonance searches could be better tailored and more sensitive.

For clipping the typical energy of a process is needed to compare with E.. If there is a
dominant heavy resonance in the diagram, then the typical energy should be the invariant
mass of that resonance. There are many different diagrams taking part in the EW and QCD
process - sometimes a single W, sometimes the combination of two W have the dominant
energy. For this paper myyw and myyz are used to calculate the energy of the process.

10.3 Fitting Setup

The same fitting setup as defined in Section 8.1 is used, but a different signal definition is
tested. There is no free-floating parameter for W*W*jj. The Standard Model prediction is
assumed during limit setting as also done in other EFT limit setting analyses [144]. Instead,
one, for 1D limit setting, or two, for 2D limit setting, operators and their contributions are
included in the fits as signal to be tested.

The test statistic defined in Section 7.6.2 is used with the corresponding asymptotic
formula shown in Section 7.6.3.2 to calculate the p-value for the 95% confidence level intervals.
In Appendix D.1 it is shown that toy-driven estimated limits are similar to the asymptotic
limits. Therefore the asymptotic formula is used to save computational time.

A dedicated EW W*W%jj sample is used to be compatible with the EFT samples. They
use a different renormalisation and factorisation scale than the nominal signal sample used for
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10.4 Binning Optimisation

cross-section measurements. This difference is part of the scale uncertainty of EFT samples
as described in Section 6.2.1.

10.4 Binning Optimisation

The low-mj; and WZ control regions are used in addition to the signal region as in the other
fits to constrain the backgrounds. The my, distribution is used as it is sensitive to EFT in the
last bins. Another option would be the transverse mass mr which would give similar results
[148]. A potential improvement of this would be to do a two-dimensional fit in mj; x my, or
mr X my; to be able to determine the SM cross-section during EFT limit setting with the
help of the mj; shape. The my, binning in the signal region needs to be optimised to get the
best limits from expected data. It is optimised for unclipped limits which benefit from a fine
binning at large my, values. For low clipping values also the published unfolded distributions
could be used in a potential combination of different VBS EFT analyses. The binning is
optimised in a two-step procedure:

1. Merge bins starting from high my, until at least 10 (5, 3, 2 or 1) Standard Model events
are expected in each bin.

2. Discard bin edges which increase the significance by less than 0.1 ¢ considering only
statistical uncertainties.

If there are less than three observed events in a bin, then the asymptotic formula eventually
breaks down and computational time expensive toys are needed to confirm that asymptotic
limits are still correct.

Bins are merged to make the limit setting computational less complex without losing too
much information.

Using the above algorithm the following binning was determined, see Table 10.1. The
"at least 1 event” binning gets further optimised. It is checked that the last bin contains at
least one raw MC event of each background. This is only the case with the last bin edge at
975 GeV. An exponential falling tail is used to have not too many bins, but also have some
sensitive bins for different clipping values in the ‘tail 13, 2.6, 1.3 events’ binning.

In the end, it turned out, that the exponential tail is too steeply falling for low clipping
values. For future combinations at low clipping values, it might be worth using the unfolded
mr distribution to get even better limits.

Table 10.1: Binning after the optimisation for at least 10 to 1 background events in each
bin.

Binning requirement Binning in my, [GeV]

at least 10 events [20.,375.,425.,550., o0]

at least 5 events [20.,375.,425.,475.,550.,675., o0]

at least 3 events [20.,450., 500., 550., 625., 750., 00]

at least 2 events [20.,475.,500., 550., 575., 625., 725., 825., o]
at least 1 events [20.,550.,575.,625.,700., 750., 800.,975., 0]
tail 13, 2.6, 1.3 events [20., 250., 500., 750., 975., 00]

For limits with only statistical uncertainties these binnings are also compared with the
30 and 50 binning considered in LH-based unfolding. The 5o binning is used there in the
end to avoid negative expected yields in the observed unfolded distributions due to large
anti-correlations from large migrations. The bin edges are shown in Table 10.2.

The EFT-SM interference term is not treated correctly for expected limits in the binning
optimisation. The cross-section of the interference term is always considered positive, while
in reality it is negative for some operators. This results in artificially better limits, but the
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10 Limit Setting on Dimension-Eight EFT Parameters

Table 10.2: Binning after the optimisation for at least 50 and at least 30 as explained
in Section 9.2.

Binning requirement Binning in my, [GeV]
50 binning [20., 80., 130., 170., 220., 320., o]
3 o binning [20.,80.,100., 120., 140., 160., 180., 200., 240., 300., 370., <]

trend is correct because the quadratic term is still dominant. For the choice of the binning
only the trend, i.e. which binning is better in direct comparison, is important.

Table 10.3 shows expected limits for various my, binning choices calculated with the
asymptotic formula with only statistical uncertainties considered and without clipping. The
binning version with 13, 2.6, 1.3 events in the last bins is chosen as a compromise between
more stringent limits and reliable background modelling in the last bin.
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10 Limit Setting on Dimension-Eight EFT Parameters
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Figure 10.1: Post-fit distributions with observed data in low-mj; control region (a) and
in WZ control region (b). The hatched band represents the total model uncertainty, i.e.
statistical and systematic uncertainties added in quadrature.

10.5 Handling of Uncertainties

A complete list of included experimental uncertainties can be found in Section 6.5 in Ta-
bles 6.1 to 6.2. The background modelling and statistical modelling uncertainties, due to the
limited number of MC events, are listed in Table 6.13, the signal uncertainties for 1D limits
are in Table 6.14 and for 2D limits in Table 6.15.

Table 6.16 lists the included theory uncertainties of W*W*jj and EFT and their nor-
malisation. It also lists which theory uncertainties are normalised to nominal on truth level.
Only QCD W*Zjj is normalised to nominal on truth-level in the WZ control region. For the
EFT operators there is also a free-floating Wilson coefficient in the fit. But for them we are
not interested in the total cross-section, but the effect of the Wilson coefficient value. Hence
they are not normalised.

10.6 Expected Limits

In this section expected limits are presented. For this, the expected QCD W Zjj normal-
isation strength py z is first determined. Afterwards, control plots are shown for a repre-
sentative variable. The final 1D and 2D limits are shown together with observed limits in
Section 10.7 in Figure 10.7 for 1D limits and in Figure 10.16 and 10.17 for 2D limits.

A fit with only control regions is performed to derive uy 7 for expected limits. Only the
low-mj; control region and WZ control region are included in the fit to observed data, see
Figure 10.1.

A normalisation strength of QCD W=*Zjj puwz = 0.683 is found. This value is used in
the generation of Asimov data for the following expected limits.

Three different uncertainty configurations are considered to see how the different cate-
gories affect the final limits:

stat. only which contains only the EFT strength and the QCD W*Zjj normalisation
strength as free-floating normalisation factors,

stat. theo. only which additionally includes modelling uncertainties of signal and back-
grounds and

full which contains all uncertainties.

Table 10.4 shows the expected limits for the three configurations without any clipping.
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Figure 10.2: Correlation of nuisance parameters for best fit for coefficient fao/A* with
Asimov data without clipping.

The expected limits for the three categories for all scanned clipping values are shown in
Table D.4 and are later presented in Figure 10.7 together with the observed limits.

In Tables D.3 and D.2 the expected stat. only limits are shown for the case where the nor-
malisation of EW W*Wjj is allowed to float. These can be compared with Tables D.4 and
10.5, respectively. In all the other limit setting results this normalisation factor is fixed to 1.
It might make sense to let it float to disentangle potential EFT effects from mismodelling of
total EW W*W=jj SM cross-section for dedicated studies. There is a significant difference
for low clipping values while for high clipping values the expected limits do not change much.

For high clipping values the expected results will exclude Wilson coefficient strength
which are already excluded by the violation of the unitarity bound. The clipping energies
at which the expected limits cross the unitarity bound are shown in Table 10.5.

The pull plots of the 15 strongest pulled nuisance parameters are shown in Figure 10.2 for
coefficient fyro/A* without clipping. The complete list of figures for all coefficients without
clipping can be found in Figure D.1. The scale uncertainty of the quadratic EFT term is
always pulled the most in both upper and lower expected limits. But the pull is still well
below 1 ¢ indicating that the statistical uncertainty is the dominant uncertainty of the limits.

10.6.1 Detailed Information for Operator M0 without Clipping

As a representative example control plots and tables are shown for the M0 operator in this
section. In Figure 10.3 and Table D.5 the expected pre-fit distributions are shown. There
are in total 1.3 events predicted by the Standard Model in the last bin in the signal region.
The dominant contributions are EW W*W#jj and non-prompt background. These are the
dominant contributions also in the second last bin with 2.6 predicted events. In the other bins
there are many more predicted events. For the first two bins QCD W ¥ Zjj becomes one of the
dominant backgrounds. Figure 10.4 and Tables D.6, D.7 contain the post-fit distributions at
the upper and lower limit bound without clipping. The last bin provides the most statistical
power to restrict the EFT operators. The EFT prediction is highest there, while the quadratic
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10 Limit Setting on Dimension-Eight EFT Parameters

Table 10.4: Stat. only, stat. theo. unc only and full systematics expected limits on
the Wilson coefficients without clipping calculated with the asymptotic formula. In each
column the lower and upper limit is shown.

Coefficient | stat. only [TeV~4] |

stat., theo. unc. only [TeV 4]

all unc. [TeV 4]

Saao/A?
/A
Jar /A
fso2/A*
fs1/A*
Jro/A*
fri/A*
fra/A?

-3.76 3.71 -3.86
-6.01 6.37 -6.20
-8.91 8.43 -9.18
-5.30 5.45 -5.46
-21.02 21.50 -21.66
-0.32 0.33 -0.33
-0.15 0.17 -0.16
-0.53 0.67 -0.56

3.81
6.57
8.68
5.61
22.12
0.34
0.17
0.70

-3.89
-6.27
-9.27
-5.53
-22.01
-0.34
-0.16
-0.56

3.84
6.63
8.77
5.66
22.46
0.34
0.17
0.70

Table 10.5: Expected limits on the Wilson coefficients for all coefficients for the clipping
value at the unitarity bound for different uncertainty sets calculated with asymptotic

formula.

»_»

region above 600 GeV.

means that no crossing with the unitarity bound was found in the scanned

lower limit

upper limit

Coeflicient  fit type clipping energy limit clipping energy limit
[TeV] [TeV—4] [TeV] [TeV—1]
fao/A* statOnly 1.01 -39.21 1.08 29.98
stat TheoOnly 0.91 -58.80 1.02 37.49
full 0.89 -64.01 1.01 39.86
farn /A2 statOnly 1.66 -21.66 1.57 27.28
stat TheoOnly 1.62 -23.91 1.54 29.36
full 1.59 -25.48 1.52 31.02
far /A statOnly 1.85 -28.02 1.96 22.28
stat TheoOnly 1.81 -30.78 1.88 26.07
full 1.77 -33.28 1.83 29.10
fso2/A* statOnly 0.89 -59.51 0.79 96.28
statTheoOnly 0.81 -88.78 0.75 116.92
full 0.79 -94.40 0.74 122.48
fs1/A* statOnly - - - -
statTheoOnly - - - -
full — - - —
fro/A? statOnly 1.30 -2.63 1.22 3.42
statTheoOnly 1.26 -2.99 1.15 4.29
full 1.24 -3.24 1.11 4.90
fri/A* statOnly 2.66 -0.30 2.49 0.39
stat TheoOnly 2.63 -0.32 2.45 0.42
full 2.61 -0.32 2.42 0.44
fro/A* statOnly 1.85 -1.99 1.34 7.15
statTheoOnly 1.77 -2.38 1.24 9.75
full 1.73 -2.60 1.23 10.26
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Figure 10.3: Pre-fit distributions: low-mj;; control region (a), mye in signal region (b)
and WZ control region (c). The hatched band represents the total model uncertainty, i.e.
statistical and systematic uncertainties added in quadrature. All EFT parameters are set
to zero.

contribution is much larger than the interference contribution. Furthermore, contributions
from EFT effects of W*W®jj are larger than the contribution from EFT effects of WZjj in
the signal region. In the WZ control region contributions from EFT effects of WZjj are larger
but have a comparable small impact on the derived limits. Effects of EFT W*W%jj in WZ
control region are predicting less than 0.01 events for the shown upper and lower limits. The
correlation histogram does not show large (anti-)correlations in Figure 10.2 for the best fit.
Like for cross-section measurements the QCD W Zjj normalisation strength gy is mostly
anticorrelated with jet systematics. The scale uncertainty affects the limits the most and is
strongest anti correlated with the EFT strength. For better unclipped limits, after reducing
the statistical uncertainty by increasing the luminosity or combining different channels, the
next thing to do is to improve the scale uncertainty of the EFT samples by including higher
orders. For clipped limits the scale and NLO correction uncertainties are most pulled and
most correlated. These systematics need to be addressed to improve the limits with increased
luminosity. The up and down variations of the nuisance parameter with the largest pull are
shown in Figure 10.6.

10.6.2 Two-Dimensional Limits

In this section 2D limits are presented where two Wilson coefficients are allowed to be different
from zero at the same time. The interference term between these two operators is included.
Figure 10.16 shows the expected exclusion limits calculated with asymptotic formula without
clipping. The results with clipping at 1.5 TeV is shown in Figure 10.17 The diagonal shape of
the ellipses indicates (anti-)correlation between the expected numbers of events corresponding
to the two respective operators. The expected yields of MO vs. M1 and M1 vs. MT7 are
anticorrelated, while all other shown combinations are correlated.

The yellow and green band are not symmetric around the expected limit, because the
dominant quadratic term let the yields scale quadratically with the Wilson coefficients making
the outer bands smaller.

10.7 Observed Limits

Table 10.6 shows the observed limits without any clipping, with and without systematic
uncertainties included. The limits are a bit less stringent compared to the expected ones
because of more observed than expected events in the last two bins as shown in the pre-
fit Table D.5. The observed limits are more stringent for included systematic uncertainties
which could seem counterintuitive. This is caused by the pull of the scale uncertainty and
NLO EW correction nuisance parameters of EW W*Wjj (Figure 10.8). They increase the
total expected yield of the SM processes. There are thus smaller Wilson coefficient values
needed to reach the upper and lower limit in the case with full systematics. However the
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Figure 10.6: Pre-fit up and down variation of the scale uncertainty of th quadratic term
in the (a) low-mj; control region and (b) signal region for operator M0 without clipping.

observed limits with full systematics are still less stringent than the expected limits with full
systematics.

Observed and expected limits derived for different clipping values with the full set of
uncertainties are presented in Figure 10.7. With lower clipping values the limits get less
stringent because of fewer predicted EFT events. Additionally, the bin with the main frac-
tion of EFT events changes with the clipping value. Without clipping the last bin is most
populated. For clipping around 700 GeV the first two bins are most populated as later shown
for operator MO in Table D.11. Since there is an up fluctuation observed in the second bin
(see e.g. Table D.5) it is possible that the best fit includes so much EFT contribution such
that the SM is excluded in comparison. For clipping energies around 1500 GeV this second
bin becomes dominant. Thus, making both up or down variations of the Wilson coefficient
more likely than the SM prediction. Because of the dominant quadratic term both up and
down fluctuation will fill the gap between the expected background in the second bin and the
observed data. For very low clipping energies the SM gets excluded at 95% confidence level.
The observed limits for all scanned clipping values are shown in Table D.8 and for clipping
values with additional SM exclusion in Table D.9. For high clipping energies the stat only
limits are less stringent than the full systematics observed limits as previously discussed for
the unclipped case. A dedicated EW W®WW*jj signal normalisation strength parameter, or
taking its strength from the total cross-section measurement could change this unintuitive
behaviour for high clipping values by improving the stat only limits.

For high clipping values the observed results will exclude Wilson coefficient strength which
are already excluded by the violation of the unitarity bound. The clipping energies at which
the observed limits cross the unitarity bound are shown in Table 10.7. For the operators
S02, S1 and T2 no crossing is observed above 600 GeV. For lower clipping values dedicated
resonance searches, e.g. Ref. [135], are better suited as discussed in Ref. [149]. The cited
crossings are between 740 GeV for operator M0 and 2.5 TeV for operator T1.

Table 10.8 and Table 10.9 show the local and global significance of excluding the SM for
different clipping energies. For the different clipping energies the EFT is dominant in one of
the last four bins. The freedom, that any of these four bins could be affected by fluctuations
is considered in the calculation of the global significance, as described in Section 9.7.1. The
global significance of excluding the Standard Model is below 2o for all operators and all
clipping energies for the limits including all systematic uncertainties. No significant excess
is found.
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10 Limit Setting on Dimension-Eight EFT Parameters

Table 10.6: Stat only and full systematics observed limits on the Wilson coefficients
without clipping calculated with asymptotic formula. In each column the lower and upper
limit is shown.

Coefficient | stat. only [TeV~*] | stat., theo. unc. only [TeV—*] | all unc. [TeV~]
fMo/A4 -4.36 4.59 -4.13 4.14 -4.13 4.14
fMl/A4 -7.86 7.60 -6.75 7.00 -6.76 7.01
far /A -10.51 10.73 -9.72 9.49 -9.75 9.50
fsog/A4 -6.79 6.47 -5.88 5.93 -5.89 5.94
f51/A4 -26.81 25.46 -23.35 23.39 -23.54 23.58
fTo/A4 -0.39 0.37 -0.36 0.36 -0.36 0.36
fri/A% -0.20 0.18 -0.17 0.19 -0.17 0.19
fra/A* -0.77 0.73 -0.63 0.74 -0.63 0.74
Table 10.7: Observed limits on the Wilson coefficients for all Operators for the clipping

value at the

9_»

formula.

unitarity bound for different uncertainty sets calculated with asymptotic
means that no crossing with the unitarity bound was found in the scanned

region above 600 GeV. The effects of WZ EFT got included in this table. WZ EFT-SM
interference of M7 is still missing.

lower limit

upper limit

Coefficient  fit type clipping energy limit clipping energy limit
[TeV] [TeV—4 [TeV] [TeV—4)
fro/A* statOnly 0.76 -124.29 0.79 104.02
statTheoOnly 0.74 -135.29 0.78 112.63
full 0.74 -139.75 0.77 117.45
fan /A statOnly 1.28 -61.74 1.26 64.30
statTheoOnly 1.45 -37.10 1.36 48.24
full 1.39 -44.58 1.32 54.00
faur /A statOnly 1.62 -47.35 1.55 56.85
statTheoOnly 1.74 -35.63 1.71 38.24
full 1.70 -38.97 1.67 41.84
fso2/A* statOnly - - - -
statTheoOnly - - - -
full - - - -
fs1/A% statOnly - - - -
statTheoOnly - - - -
full - - - -
fro/A* statOnly 0.90 -11.34 0.88 12.75
stat TheoOnly 1.03 -6.68 0.91 10.90
full 1.00 -7.40 0.88 12.41
fri/A* statOnly 2.24 -0.59 2.50 0.39
statTheoOnly 2.51 -0.38 2.37 0.47
full 2.50 -0.38 2.36 0.49
fr2/A? statOnly 1.32 -7.74 2.29 0.85
statTheoOnly - - - -
full - - - -
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10.7 Observed Limits

Table 10.8: Observed local SM exclusion significance for all Operators for different clip-

ping values and different uncertainty sets with asymptotic formula.

Clipping value [GeV]

Coefficient ~ fit type 600 700 1000 1200 1500 2000 2500 3000 3500 5000 None
Faio/ A% statOnly 462 454 346 273 198 136 107 093 0.86 080 0.79
statTheoOnly 2.32 220 098 050 024 018 0.17 0.18 0.8 0.18 0.18
full 225 216 099 051 023 017 016 016 0.16 0.16 0.16
farn /A statOnly 459 450 357 298 232 167 1.35 118 108 0.97 0.96
statTheoOnly 2.27 227 125 0.76 040 024 020 0.18 0.18 018 0.18
full 219 219 123 076 039 022 018 0.16 0.16 0.15 0.16
farr/AY statOnly 461 445 336 279 215 145 116 1.02 094 086 0.85
statTheoOnly 2.30 217 1.13 073 045 031 026 024 023 022 022
full 223 210 112 072 042 028 024 022 021 020 020
fsoz/A* statOnly 466 453 355 289 213 149 1.20 1.05 098 092 0.91
statTheoOnly 240 233 136 075 029 015 014 014 015 016 0.16
full 231 224 134 075 027 013 012 012 013 014 0.14
fe1/A% statOnly 464 452 358 294 216 151 119 1.04 097 090 0.90
statTheoOnly 2.38 230 142 084 033 018 0.16 0.16 016 017 0.17
full 230 222 140 084 033 017 015 015 015 0.15 0.15
fro/A% statOnly 457 451 320 242 175 117 094 084 079 073 0.72
statTheoOnly 2.25 224 090 047 029 021 019 018 0.18 018 0.18
full 221 218 0.89 046 027 019 017 016 0.16 0.16 0.16
fr1/A® statOnly 464 426 279 231 191 146 124 1.2 1.04 095 093
statTheoOnly 241 1.87 058 041 037 032 028 026 025 023 023
full 232 1.81 058 040 035 030 026 024 022 021 021
fra/ A statOnly 450 438 353 314 268 212 180 1.62 149 131 1.26
statTheoOnly 2.11 1.90 1.73 0.75 057 042 035 031 029 026 0.25
full 2,08 1.87 1.67 0.74 055 039 032 028 025 023 022
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10 Limit Setting on Dimension-Eight EFT Parameters

Table 10.9: Observed global SM exclusion significance for all Operators for different
clipping values and different uncertainty sets with asymptotic formula.

Clipping value [GeV]

Coefficient  fit type 600 700 1000 1200 1500 2000 2500 3000 3500 5000 None
fao/A? statOnly 433 424 306 224 135 062 033 022 018 014 0.13
statTheoOnly 1.76 1.61 0.26 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00
full 1.68 1.56 0.27 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00
/A4 statOnly 429 420 319 253 176 097 061 043 034 026 0.24
statTheoOnly 1.70 1.70 0.50 0.12 0.01 0.00 0.00 0.00 0.00 0.00 0.00
full 1.61 1.61 049 0.11 0.01 0.00 0.00 0.00 0.00 0.00 0.00
farr /A% statOnly 431 414 295 231 156 072 042 029 023 017 0.17
statTheoOnly 1.73 1.58 0.39 0.10 0.02 0.00 0.00 0.00 0.00 0.00 0.00
full 1.65 149 038 0.10 0.01 0.00 0.00 0.00 0.00 0.00 0.00
fso2/A* statOnly 437 422 317 243 153 077 045 032 026 021 021
statTheoOnly 1.86 1.77 0.62 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00
full 1.75 1.67 060 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00
fs1/A* statOnly 435 422 320 248 156 079 044 031 025 020 0.20
statTheoOnly 1.82 1.73 0.68 0.16 0.01 0.00 0.00 0.00 0.00 0.00 0.00
full 1.73 1.64 066 0.16 0.01 0.00 0.00 0.00 0.00 0.00 0.00
fro/A* statOnly 427 420 278 188 1.07 043 023 016 013 0.10 0.10
statTheoOnly 1.67 1.66 0.20 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00
full 1.63 159 020 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00
fri/A* statOnly 434 394 231 175 126 073 050 038 031 024 0.22
statTheoOnly 1.87 1.22 0.05 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00
full 1.76 1.14 0.04 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00
fro/A* statOnly 419 406 3.15 271 218 1.52 1.13 091 0.76 0.57 0.52
statTheoOnly 1.50 1.26 1.05 0.11 0.04 0.01 0.01 0.00 0.00 0.00 0.00
full 147 122 097 0.10 0.04 0.01 0.00 0.00 0.00 0.00 0.00
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10.8 Comparison with Other Analyses

10.7.1 Detailed Information for Operator T1 Clipped at 1.5 TeV

The correlation is shown in Figure 10.9. EW W*W%jj scale uncertainty is correlated the
most with the EFT strength mu_ EFT_T1 indicating its impact on the derived limits.

The pulls of the upper and lower observed limit are presented in Figure 10.10. Similar to
the unclipped case the EW W*WW%jj scale and NLO QCD correction uncertainty are pulled
the most. Pre-fit distributions with observed data in Figure 10.11 and the post-fit distribu-
tions in Figure 10.12. The last two bins are dominantly populated by EFT contributions.

10.7.2 Detailed Information for Operator M0 Clipped at 700 GeV

As a representative example some more control plots are shown for the MO operator clipped
at 700 GeV in this subsection. Figures 10.13 and Tables D.10 to D.14 contain the post-fit
distributions at the best fit, upper, inner upper, inner lower and lower limit bound with
clipping at 700 GeV. The second bin provides the most statistical power to restrict the EFT
operators. SM is excluded because of the up-fluctuation in data in the second bin. The
pull plots do show large pulls for EW W*W*jj NLO EW corrections and of W*W*jj scale
uncertainties in Figure 10.14 for the best fit, upper, inner upper, inner lower and lower limit.
The uncertainty of non-prompt background and of WZ my; reweighting are the nuisance
parameters with next largest pull. The up and down variations of the nuisance parameter
with the largest pulls are shown in Figure 10.15.

10.7.3 Two-Dimensional Limits

Observed and expected two-dimensional limits with all systematic uncertainties are shown
in Figure 10.16 without clipping and in Figure 10.17 with clipping at 1.5 TeV close to the
unitarity bound. The unitarity constraints are derived from equations 19, 20, 21 and 22 from
Ref. [145]. The predicted yields of nearly all operator pairs are positive correlated, except for
the pairs M1-M7 and MO0-M1, where the yields are anti-correlated. Because of the positive
correlation, points are not as strongly excluded where one Wilson coefficient is negative and
the other positive compared to points where both have the same sign. The predicted yields
of S02 and S1 are nearly 100% correlated. Because of this a band can not be excluded. No
particular reason for exactly 100% correlation is known. For a slightly different phase space
a significant deviation from 100% correlation is seen. The predicted yields of M1 and M7 are
near the 100% anti-correlation case but only reach it with the help of a pull of a systematic
uncertainty of the cross interference and quadratic term in the unclipped case. Also there,
a band in the 2D plot can not be excluded. For clipping at 1.5 TeV additional parameter
points can be excluded compared to the unitarity constraints. Only for the S-operators no
additional parameter points can get excluded for clipping at or above 1.5 TeV.

10.8 Comparison with Other Analyses

Table 10.10 summarizes the limits at different clipping values shown in Figure 10.7. These
limits are compared with other analyses in the following sections.

10.8.1 Reinterpretation of Partial Run 2 ATLAS Data

There is the EFT reinterpretation paper [144] combining partial Run 2 data, taken 2015-16
with the ATLAS detector, published in Ref. [74] ( W*W%jj) and in Ref. [127] (WZjj). Both
papers publishing the observation of the respective EW VVjj process are not optimised for
EFT limit setting.

The unclipped 1D and 2D limits derived for W*Wjj final state can be directly
compared with the results of this thesis. They are all better now due to the increased
amount of recorded data. The 2D limits for the S-operator are not shown in Ref. [144]. For
all other operators, the new 2D limits are more stringent in this thesis than the W*W=*j;
and WZjj combined limits, except for the M1-M7 operator pair. Especially because of
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10 Limit Setting on Dimension-Eight EFT Parameters

Table 10.10: Expected and observed limits on the Wilson coefficients for all Operators
for no clipping, clipping at 1 TeV and the clipping value at the unitarity bound for the
full set of uncertainties calculated with the asymptotic formula for expected and observed
data. ”—” means that no crossing with the unitarity bound was found in the scanned
region above 600 GeV.

Coefficient data type unclipped clipping at 1 TeV  clipping at unitarity bound

[TeV—4] [TeV—4] [TeV—4]
famo/A% expected  [-3.89, 3.84] [-45.06, 40.35] [-64.01, 39.86]
observed  [-4.13,4.14]  [-59.28, 57.35] [1139.75, 117.45]
fn/A* expected  [-6.27, 6.63]  [-66.16, 76.00] [-25.48, 31.02]
observed [-6.76, 7.01] [-97.72, 105.16] [-44.58, 54.00]
far/A* expected  [9.27,8.77]  [-109.80, 102.87] [-33.28, 29.10]
observed  [-0.75,9.50]  [-142.20, 146.36] [-38.97, 41.84]
fsoa/A*  expected  [-5.53,5.66]  [-46.93, 53.16] 94.40, 122.48]
observed [-5.89, 5.94] [-69.70, 73.85] -
For /AL expected  [-22.01, 22.46]  [185.41, 202.04] -
observed  [-23.54, 23.58]  [-274.37, 279.58] -
fro/A* expected  [-0.34, 0.34] [-5.34, 6.24] [-3.24, 4.90]
observed  [-0.36, 0.36] [-7.48, 7.95] [7.40, 12.41]
fri/A% expected  [-0.16, 0.17] [-3.06, 4.26] [-0.32, 0.44]
observed [-0.17, 0.19] [-3.92, 4.11] [-0.38, 0.49]
fra/A expected  [-0.56, 0.70] [-9.21, 18.54] [-2.60, 10.26]
observed [-0.63, 0.74] [-17.29, 27.94] —

these pairs a future combination of EFT limits between different VBS analyses has a high
potential to further improve limits with even the existing Run 2 data set.

There are also 1D clipped results in Ref. [144]. For S and M operators they are better in
this thesis. For T operators they are mainly better in the reinterpretation with a partial data
set. The reason is, that T operators tend to have smaller my, values than other operators for
low clipping values like 1 TeV. The binning is not optimised in this thesis for sensitivity in
such low myy bins. In a potential future combination for reinterpretation of the data shown
in this thesis, it would be beneficial to use the unfolded my, distribution shown in Figure 9.26
to set limits for low clipping values.

10.8.2 Interpretation of Full Run 2 CMS Data

A combined W*W+jj and WZjj EFT interpretation with full Run 2 data with the CMS
detector is published in Ref. [151]. Ounly 1D limits are presented there. The unclipped
expected limits are approximately 15 % better, while the observed are 30% better. The
observed are better because CMS did not observe such a strong up fluctuation in the last bin
as ATLAS. The choice of m instead of my, could cause some difference in the expected limits.
For a potential reinterpretation of ATLAS data the mr distribution could be considered. At
the crossing with the unitarization bound the CMS limits are significantly better than the
limits presented in this thesis. In a potential ATLAS reinterpretation/combination with
unfolded distributions the ATLAS limits could be improved.

10.8.3 Combined Limits of ATLAS and CMS

An overview of the dimension-eight limits without clipping from both ATLAS and CMS from
2022 is shown in Ref. [63]. The best limits are currently coming from semileptonic final states
published in Ref. [152] for 36 fb~'. But they are comparable with the limits from CMS with
WEWjj final state. Hence a combination of all channels and ATLAS and CMS might be
fruitful. A combination of ATLAS and CMS results is planned as discussed e.g. in Ref. [153].
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Figure 10.7: Evolution of the one-dimensional expected (blue dashed line) and observed
(black line) limits at 95% CL on the parameters corresponding to the quartic operators
with label (a) MO, (b) M1, (c¢) M7, (d) S1, (e) S02, (f) TO, (g) T1, and (h) T2 as a function
of the cut-off scale. The unitarity bounds (green area) for each operator as a function of
the cut-off scale are defined for one non-zero Wilson coefficient following Ref. [150]. The
filled grey area corresponds to parameter values excluded by the data at 95% CL. The
limits on M7 were obtained without taking into account the SM-EFT interference for the
EW W Zjj final state. [18]
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Figure 10.16: Two-dimensional median expected (dashed line) and observed (solid line)
95% CL intervals on parameters corresponding to the quartic operator combinations (a)
MO-M1, (b) MO-M7, (c) M1-M7, (d) S1-S02, (e) TO-T1, (f) TO-T2 and (g) T1-T2 EFT
parameters without any unitarization procedure. The 1 (green) and 2 (yellow) sigma bands
indicate where the limit is expected in 68.3% and 95.4% of the cases, respectively. The
limits on M7 were obtained without taking into account the SM-EFT interference term
and EFT cross-term for the EW W*Zjj final state. [18]
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Figure 10.17: Two-dimensional median expected (dashed line) and observed (solid line)
95% CL intervals on parameters corresponding to the quartic operator combinations (a)
MO0-M1, (b) M0-M7, (c) M1-M7, (d) S1-S02, (e) T0-T1, (f) T0-T2 and (g) T1-T2 EFT
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The two-dimensional unitarity bounds for pairs of operators are obtained for the two
non-zero Wilson coefficients from the eigenvalues from Ref. [150]. The 1 (green) and 2
(yellow) sigma bands indicate where the limit is expected in 68.3% and 95.4% of the cases,
respectively. The limits on M7 were obtained without taking into account the SM-EFT
interference term and EFT cross-term for the EW W* Zjj final state. [18]
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Chapter 11

Summary

Total and differential cross-sections are measured and EFT limits are determined in this
thesis from one of the rarest scattering processes observed at the LHC.

The multi-purpose ATLAS detector with nearly full spatial coverage for the detection
of almost all stable final state particles is used to collect data at a centre of mass energy
of 13 TeV. Data recorded between 2015 and 2018 in Run 2 is analysed corresponding to an
integrated luminosity of 139fb .

The cross-section for EW WEW%jj is measured with the full Run 2 dataset and is
2.884922 (stat.)+01 (mod. syst.)+3 1 (exp. syst.)£5:9¢ (lumi.) fb and for inclusive W W *jj
a cross-section of 3.35 £0-22 (stat.) 015 (mod. syst.) £512 (exp. syst.) £5-9¢ (lumi.) fb is

found. They are both compatible with the Standard Model prediction.

For the final results of the differential cross-section measurement a newly established
likelihood-based unfolding method is used because it is an unbiased method which yields the
minimal possible variance in the unfolded result. Due to the knowledge of the full likelihood
during unfolding, it is also possible to provide frequentist uncertainties from the likelihood
ratio for statistical and systematic uncertainties. The first time differential distributions are
derived for the variables Nggprets, &5, Mmij, mee and mr for both signal definitions, EW
and inclusive W*W=jj. In general, good agreement between the observed data and theory
predictions is found, which confirms once more a prediction of the Standard Model in the
form of the differential distributions including VBS in the W*W%jj final state. Only four
bins deviate from the LO prediction with a local (global) significance above 2 o:

o for 500 < mj; < 1000 GeV in EW W*W%jj measurement with 2.5¢0 (1.8 ),

o for 500 < mj; < 1000 GeV in inclusive WEW*jj measurement with 2.7¢ (2.10),
o for 310 < mr < 410 GeV in EW W*W¥jj measurement with 3.00 (2.4¢0) and

o for 310 < mr < 410GeV in inclusive W*W+jj measurement with 3.1¢0 (2.50).

More recorded events are needed to understand the potential cause of these discrepancies or
whether they are just statistical fluctuations.

The dominant sources of uncertainties for the total and differential cross-section measure-
ments are:

o the limited number of recorded events and
« modelling uncertainties of the W*W=*jj and WZjj processes.

The dominant experimental and systematic uncertainties could be reduced by using a
consistent NLO signal sample, a better WZ mj; modelling and an updated non-prompt
background estimate retrieved from more recorded events.
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11 Summary

Our knowledge of physics beyond the Standard Model also increased with this analysis.

The limits on unclipped EFT parameters improved compared to an analysis with the partial
data set [144]. The unclipped limits are especially sensitive to the tail of the used my, dis-
tribution and only 1.3 events are expected in the last bin, with two events observed. This
makes the presented detailed analysis within the experiment necessary because unfolded dis-
tributions typically require at least ten expected events in each bin.
The published unfolded my; and my, distribution could be used to set limits on clipped EFT
predictions. In a future EFT analysis a combined optimized binning could be considered
which is sensitive for low and high clipping values. Also other constraints than the unitar-
ity violation bound could be considered when classifying the physical validity of the EFT
prediction, like positivity and causality.

The theory uncertainty from scale variations affects the limits the most and is strongest
anti-correlated with the EFT parameter value. For better unclipped limits, after reducing
the statistical uncertainty by increasing the luminosity or combining different channels
and experiments, the next most efficient improvement is the scale uncertainty of the EFT
samples by including higher orders. For clipped limits the scale and NLO correction
uncertainties of W*W%jj are most pulled and most correlated. These systematics need to
be addressed in order to improve the limits with increased luminosity.

In summary, more data and improved theory modelling are needed to improve the pre-
sented results in the future. But it will not only be a matter of improving the results with
more data, but also to look into different properties, like the polarisation of the heavy vector
bosons in the future with Run-3 and the High-Luminosity LHC.
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Appendix A

Monte Carlo Samples Used in
the Analysis

Table A.1 shows the signal samples and Table A.2 the alternative signal samples used for e.g.
calculating uncertainties. The next Table A.3 presents prompt and V+ background samples.
The last Table A.4 sumarises the used EFT samples for EFT limit setting. Information
about the samples used for charge misidentification and non-prompt background, including
Z+jets in WZ control region, can be found in Ref. [69] and Ref. [67] The derivation STDM3
is used [61].

Only two triboson samples have a filter efficiency egyte, different from 1.0: DSID 363507
has a filter efficiency of 0.4394 and DSID 363509 of 0.2206. DSIDs 410218 ot 410220 have a
k-factor of 1.12 and DSID 410155 of 1.096. All other samples have a k-factor of 1.0.
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A Monte Carlo Samples Used in the Analysis

(09 T"2)ue 1A+ (073 A)SBIUIAJ +OINIVOINE+ (G 9'g A)udeinpeN | - 10-A196€'S rwweSAMMEA DHASAJOINIVOINEDIN | ¢L2e9e
(09 T2 )ueIAd+ (073 A)SBIUIAJ+OINIVOINE+(G'9'g A)ydeIDpeN | - 10-Hd586¢'8 ewweSAMME  DHSAJOINIVOINEDIN | T1LT€9€E
(0912 )uenIrAd+(07g A)SRIUIAJ+OINIVOINE+ (G 9'g A)ydeIDpPRIN | - 10-H086¢°8 rwweSAMMHA DHASAJOINIVOINEDIN | 0L3E9E
(09 T'2)ueDIAH+(0¥E A)8RIYIAJ +OINIVOINE+(G9'g A)yderpeN | - T0-HT661°C rwweSAMMHA DHASLJOINIVOINEDIN | 693£9€
Mo.@.H.>W:w0§m+Mowm.>WwﬁﬁxiszéoziMm@.msws%ﬁvsz - TO-H8L6T G ewweSAMMH  DHASAJOINIVOINEDIN | 892€£9€
0°9°T'A)ueD 1A +(07g A)8RIILJ HOINIVOINE+ (9 g A)ydeippeN | - 20-d9213°S rwweSAMMHA DHASAJOINIVOINEDIN | L92£9€
LA
(09 T a)uenIag+(geg A)8eILd+(z 9'g A)yderDHpeN | 000868 20-H0T8T'T snidAS 9IMALIAT OTECAAINNTTYV OTINOSAAINN DHASAIDIN | ThL¥9€
(09 T'a)uen g +(geg A)8eIILd +(3'9'c 4)udeIDPRIN | 000669 €0-H1G69°L | SNUINAS 9MALTAT OTECAAINNYTY  OINOSAAANN DHSLIDIN | THLF9€
(0°9°T'a)uenIad+(geg A)8RIILd+(2'9'c 4)UdeIDPRIN | 0009661 T0-HL995°C snidA0_ 9MELIAL_ OTECAAINNTTY _OINOSAAINN DHESAIDIN | 07L¥9€
(0°9° T a)uenad+(ceg A)8RIUILd+(2°9'z 4)udReIDPRIN_| 00086€T C0-HOEHS T | SNUINAO™ 9MALIIAT OTEeAAINNFIY  OINOSAAINN DHASKIDIN | 6£L¥9¢
IMH ZM
(zzga)edioyg [ 00ETPFPL | O00FHEZLSY | AIIL_OINNOSAAJINN_zcz_edioyg [ £9zp9g
PMHA ZM
10yeIoURr) | sjuase DN | [qd] uorgoes-x | ssooo1d | ISA
sordures o1e)) 9JUO punoisyoeq ‘doj pue uosoquy ‘77z jo sursisuod ‘jduword 10yjo pue ewwesA ‘ZA\ €'V O[qel
(zzga)edioys | 0006722 | 20-H0125°T | YMEss IIAA O'INNOSAAINN gee_edoys | 98zv9¢
gl pryd A (o mMo-m _ _ _ _
(19°¢'a)ddsoroyd+(0°L T A)ueDIad+(edppg a)gerqifd+8ouymod | 00096€T T0-H8L80°C AMAM ™ IME TT9DO0TINZY OINOEAAINN DHSAJUd | 620009
(19-¢a)ddsojoyd+ (0L T A)ueniag+(edppg 4)gerqifg+8oymod | 000L8ET £0-HSG08°L WMWAN " SMH TTIDOTINZY  OTINOEAAINN  DHABAJU | 820009
Soymod 9MH oMM
(Pd11°5 g a)edoys | 66178 C0-HG8TSC PuueyD L N WA sS (TAA[[ T18Z US | LGE00L
(z'gga)edioyg | gLeg9 €0-H6S8€°S OMH  [fararss™ dMUMUM ™ OTNNOEAAINN ¢gg edieys | LEEVIE
(z'zga)edioys | LETSOT €0-40L09°6 B IME (Tararss UM AMAM ™ OTNNOSAAINN ¢z vdious | 9£€79€
AO.©.H.>Vﬁwoa>m~+AmmNA\/vw,m_Qu%ﬁﬂx_vM@QgOﬁm €T8Y09S% C0-H9R8IEC'T ssTBbAIMMAT OTININ SZTHIM ™ OTINZV €AAdNN ueDiIaggerqifgsoymoq i 1tias
(0°9° T a)uenyIag+(geg A)geIILd +80ymod | 0£S1¥8T £0-H990€'8 | S5 PPAIMMAL OTININ [STITHWM ™ O'INZV €4ddNN_Ueniaggeinifdsoumod | £H99pg
1ol paryd 9MA (T mMom
(0°L T a)uepIag+(edyye ) ger3dd+oINyYoIN e+ (gserye edL 9°g a)ydesppey | 000066€ £0-H6880°¢ [(MMSS INT OT DUSAIDIN | 88600
(0°L T a)uoIad+(edppg A)8RIUIAJ +OINIVOINE+(gseire ¢dL 9 g a)yderDpeN | 000$66€ T0-HT96L°C (CAMMSS TME OT DHESKIDIN | L8600
(0°L T ) uenIad +(edypg 4)8RIUIAJ +OINIVOINE+(gserre ¢d) 9 g a)ydetnpeN | 000¥86¢ Z0-H0L1G’E (CAMMSS IME OT DASLIDIN | 98600
UOoIjRLIRA IOMOUS .QH\SH\S
10yerouan) | syuasd DN | [qd] uorgoes-x | ssoooxd | ISA

SorjuIe)ILOUN FUI[[PPOU drjewolsis 10§ pasn sojdures ([ 41 41 [RUONIPPY :Z°V O[qEL

(02 TA)uenIrg+(ed0 g L a) LS 1Mo+ (gserregdL 9 g a)yderDpeN | 000066€ €0-d¥260°€ | [IMMSS INI OT DHLHODIN | 166009

(02 T A)uenIrg+(ed0 g L a) L8 1MmIdH+(gserde gdL 9'g a)ydeIDPRIN | 000966€ 20-d096L°C | [TAMMSS™ vME OT DHLHDIN | 066009

(02T A)uenIrg+(ed0 g L A) LBIMIDH + (gserse gdL 9'g 4)ydeIDPRIN_| 000886¢ 20-d891ce | MTMMSS OMHA OT DHLHDIN | 686009
o m=m

107emouRr) | squase DN | [qd] uorjoes-x | sso001d | ISA

so[dures ofrep) auolN ([ MM TV °IqEL

198



(0°L 1 a)uenIag+(edppg a)gerysdd+(gsene gde L g a)yderdpeN | 00009 €0-HTTPL € ws 137 LINST 9ME  (fadnurwrejdey HESAIDIN | 0S£C0S
(0°L 1 a)ueIag+(edppg a)gerysfd+(gsenye gde L g a)yderdpeN | 0000S €0-d9559°€ ws 19 LINST 9MHA ((awewejde HHASAIOIN | 67EC0S
(0°L 1 a)uepIag+(edypg a)gerysfd+(gsepye gde L g a)yderdpeN | 00009 €0-HTIOVL € ws™ 19 LINST 9MH ((adowresder HHASAIDIN | 8FET0S
(0°L T a)uwoIad+(edppe a)geryshd +(gsee-gde L g a)yderppeN | 0000S €0-H1592°C ws 1y LINST 9MA Tawejunmwudnw HHIAIDIN | LFET0S
(0°L T a)uwoIad+(edppg a)geryshd +(gserye-gde L g a)yderppeiy | 0000S €0-HL59%°C ws 1y LINST 9MA  [fadejunudnu HHKAIDIN | 9%6T0S
(0L 1T 2)uwenIag+(gdppe a)geIysLd+(gsepye-gde L g a)yderopey | 00009 €0-d6L79°€ ws 19 LNST 9Md  [faumwumuwdnw HHYLIDIN | SFET0S
(02 1" 2)uwenIag+(gdppe a)gerysdd+(gsepye-gdg L g a)ydeanpey | 00009 €0-d9089°¢ ws 13 LNST 9MA  [fadnwumudnur  HHIAIDIN | #H€C0S
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsepye gdg L g a)yderdpeN | 00009 €0-HT89%'C ws™ 13 LINST 9MHA ((awewmuwdnw  HHYKAIDIN | €7€C0S
(0°L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppey | 00009 £0-H3E59°E ws™ 13 LINST 9MH ((adewnwdnw HHYLIDIN | ¢FET0S
(0°L T a)uwoIad+(edypg a)geryshd +(gseye-gde L g a)yderppeiy | 0000S £0-dSTITC ws 19 LINST 9ME (fawrejmede HHSAIDIN | TPET0G
(0L 1" 2)uwenIag+(gdppe a)gerysLd+(gsepye-gdeg L g a)ydernpeiy | 00009 €0-d61299°¢ ws” 13 LINST 9MH ((adejwoede HHSYAIDIN | 07£T0S
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsenye gde L g a)yderdpeN | 00009 €0-d6L9%°C ws™ 13 LINST 9MA ([awnwwoede HHASAIDIN | 6££30S
(0L T a)uwoIad+(edppg a)geryshd +(gsere-gde L g a)yderopeiN | 0006 €0-H8¥59°¢ ws 19 LINST 9MA (fadnwwede HHAIDIN | 8££20S
(0L T a)uwoIad+(edppg a)geryshd +(gseye-gde L g a)yderppey | 0000S €0-Hd¥392°C ws 13 LINST 9MH [fawewede HHYAIDIN | LEETOS
(0°L T M) uenIad+(edypg a)gerysdd +(gsene-gde L g a)yderppeiy | 00069 £0-H6059°¢ ws 13 LINST 9MH  [fadewsde HHIAIDIN | 9££209
uonoipard NS 9MH ZM LAH
(0218 uwentag+(edype A)gerysfd+(gsenre ede sz a)yderopen | 00009¢ [ z0-HOWOV'E | ws—ws  [INST 9MH_ss [TA[a] DASAIDIN | L1209
uorotpard NS 9MH (oMM LAA
10jeIOURY) | sjuasd DN | [qd] worjoes-x | ssoooid | ISA
sordwres ofre)) 9uoN LAH 'V °IqelL

uoIAF+geIIAJ+yderopeN | 00022E€ T10-HCV0V'C PRHIIVOU Uueydy gy 7% FIV ueDiaggeridguderHpeN | 0950TH
(02 1) uwen3Ag+(012°84) 80 IAd+(0d ¢ €'24) O'INDOINE  SUderHpeN | 0008613 T0-H8559°E nemey OTEINFIV OTINOENHIN UODIAHRRIYILJOINIVOINE | 02Z0TF
(02 18)uen3ag+(012°84) 82 IAd+(0d ¢ €'2A) O'INDOINE  sUderHpeN | 0003367 T0-HS989°¢ nwmnwyy OTEENFIV  OTINOENHN UoDIAHKRIYIAJOINIVIINE | 6120TF
(02 18)uen3ag+(012°'84) 8 d+(0d ¢ €'24) O'INOOINE  sudeiHpeN | 0009T6¥ T0-d¥989°¢ 9033 O'IECNFTIV OTINOENHIN UoDIAHSCIILJOINIVOIN® | 81Z0TH
(02 18)uenIAg+(012°84) 88 IAJ+(0d ¢ €'24) O'INODDIN®_gUydeIHpeN | 0009£0L8 10-H8Z8V'¢ MY OTETNFIV OTNOENHIN UoDIAHQRIYIAJOINIVON® | GSTOTH

doy
(T'gga)edioyg | - €0-H.L808°C IMH AVIZ OINNOSAAdNN 12 edmoys | STeLov
(rgga)edisyg | - TO-HELLS T IMHE ACIE O'INNOSAAdNN 12z edidys | $IeL0¥
(1'zga)edroyg | - €0-A1S9E Y IME AZIHF OINNOSAAINN 1gg edidoyg | €1€L0%
(r'gga)edioyg | - $0-HE9L9°C IME ATIS OTINNOEAAJINN 13z ®'dieyg | gIeLo¥
(r'gga)edioyg | - $0-H0530° T 9MHE A0I9 O'INNOELAAJNN 1¢g edidys | T1€L0¥
(zzga)edisys | 0009¢¢ TO-ASTST'T IMH [2ATIE ZZM OTINNOSAAINN c¢og 'dioyg | 609€9€
(z'zga)edioyg | 000923 70-H8668°€ IMHT (27 ZZM OINNOSAAJNN ¢gg edidoyg | 80¢e9€
(z'zga)edioys | 000%33 T0-HLY0L' T IMA [2AT1e ZMM  OINNOSAAJINN ¢gg_edidyg | L0SE9E

uosoqrry
GEVTIS 20-H08S0'T IMA [T O'INNOEAAJINN ¢gg edidys | €87%9¢
(z'zga)edioyg | 006TFSLT 00+H€£252'T I OTINNOEAAINN ggg ®didyg | 05zv9e

77
(edr1g'ga)edioys | LOSFEST 20+HV8Y9'E rwwesnune) 11z YS | ¥0¥00L
(ed1r°g'ga)edioys | 656965 TO0+HESTIE rwweSnue 11gg YS | £0700L
(ed11'g'g a)edioys | 0£TEI8S 20+aP8¥9'E ewweSnunw 17gz 4S | z0¥00L
(edr1g'ga)edioys | 88LEETT Z0+HEEE0'T rwwedneiney” 11gg 4S | 00700
(edr1g'ga)edioys | 8GE8LGTT Z0+H8IE0'T rwwesod 11gg UYS | 66£00L
(edir°g g a)ediays | 0EEIVLST 20+H2TE0' T ewweSNWNW  [1gg YS | 86£00L
I10)eIoUSN) squeAs DN [qd] uorjoas-x SS2001J arsa

199



A Monte Carlo Samples Used in the Analysis

(0°L T a)uen A+ (xgeSuer ¢dpyg a)gerysld+(6selye ed1 gz a)yderopeN | 095981 £0-H6666'7 penb g8 0S [LINST 9MH (A DHASLIDIN | $69L09
(0°L T a)uenyag+(xgeBuer gy a)geiyifd+(6seiye gd1 g g a)yderopeN | I816%1 €0-HTST9 L ur g8 ¢S ¢8 0S LINST 9MH [MATl DHASLIDIN | ¥69L0S
(0°2 1" 2)uwenIag+(gdppe a)gerysdd+(gsepye-gde L g a)ydernpey | 00009 G0-HLEGO T- T8 ¢0S 05 LINST 9MA [lawrejwreidey HHAIKIDIN | ¢€£209
(0°L 1 a)uepIag+(edypg a)gerysfd+(gsepye gde L g a)yderdpeN | 00009 GO-HTELS T- 28 ¢0S 05 LINST 9md (fadejweydey HHASAIDIN | ¥E£20S
(0L T a)uwoIad+(edppg a)geryshd +(gseye-gdeg L g a)yderppeN | 0000S GO-HEITT 1~ 28 ¢0S 05 LINST 9Mmd (fawmuwureide; HHSKLIDIN | €£££T0G
(0°2'1°a)uenIag+(edype a)gerysdd+(gserye gdg L g a)yderopeN | 00009 GO-H98¥78 1~ 28 20S 05 LINST 9MHA (fadnwuresdes HHSAIDIN | TEETOS
(02T a)uwontag+(edppz a)gerqidg+(gsee gde L g a)yderopeN | 0006¥ GO-HEV68 T~ 28 ©0S 05 LINST 9Md (lfaweuresdey HHIAIDIN | T€€T0S
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsenye gde L g a)yderdpeN | 0006S G0-HTSS8 T- T8 ¢0S 05 LINST 9MA (fadewresdey HHILIDIN | 0££209
(0°L 1 a)uepIrg+(edypg a)gerysfd+(gsepye gde L g a)yderdpeN | 0006% G0-HEEOT T~ 28 ¢0S 05 LINST 9MA [fawejwnwudnuw HHSLIDIN | 62£C0G
(0L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppeN | 0006 G0-H6058° 1~ 8 ¢0S 08 LINST 9MdA (fadejwnuwdnu HHKAIDIN | 836T0S
(0°2' 1 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 0006¥ GO-HS0FT 1~ z8 ¢0S 05 LINST 9IMA [fawnwuwnwdnw HHYLIDIN | LEET0S
(0L T a)uwontag+(edppg a)gerqidg+(gsee gde L g a)yderopeN | 00009 S0-H0006 T~ 28 ¢0S 05 LINST 9md [fadnwumuwdnur HHYILIOIN | 92£50S
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsenye gde L g a)yderdpeN | 0000S SO-ATPLO T~ 8 ¢0S 05 LINST 9MJ (fawouwmwdnw HHIKKIDIN | $TE€T09
(0L T a)uwonIad+(edppe a)geryrdd +(gsere-gde L g a)yderppey | 00009 GO-HT298°'1- Z8 ¢0S 05 LINST 9MH (fadewnwdnw HHSAIDIN | $2E£T0S
(0L T a)uwoIad+(edypg a)geryshd +(gsee-gde L g a)yderppeiy | 0000S GO-HIETT 1~ 8 ¢0S 08 LINST 9MA [fawejwede HHYLIDIN | £2£30S
(0°L T a)uwoIad+(edppg a)geryshd +(gserye-gde L g a)yderppeiy | 0006 G0-HETI8 1~ 78 ¢0S 05 LINST 9MA [fadeyweds™ HHSAIDIN | 2TeT09g
(02 1" 2)uwenIag+(gdppe a)geIysLd+(gsepye-gde L g a)yderopey | 00067 G0-HEVLO T- 8 ¢0S 05 LINST 9MmH [Maumwuwede HHYAIDIN | 18€0S
(0°L 1 a)uepnIag+(edypg a)gerysfd+(gsenye gde L g a)yderdpeN | 00069 GO-HT698 T~ 28 ¢0S 05 LINST 9MA (fadnwwede HHVAIDIN | 03£20S
(0L T a)uwonIad+(edppg a)geryshd +(gsee-gdeg L g a)yderppeN | 0000S GO-HESET 1~ 78 ¢0S 05 LINST 9MHE (faweuwede HHASAIDIN | 61£20S
(0L T a)uwoIad+(edppg a)geryshd +(gseye-gde L g a)yderppey | 00009 GO-H8ELS T~ Z8 ¢0S 08 LINST 9MA [fadewede™ HHBAIDIN | 81£C0S
(0°2' 1 a)uenIag+(edppe a)gerysdd+(gserye ¢de L'z a)yderDpeN | 00009 90-HS08L V- 82T 1S IS LINST 9Md (lawrejuresde) HHYAIDIN | LTIETOS
(0°L 1" 2)uwenIag+(gdppe a)geIysdd+(gsepye-gde L g a)yderopeNy | 00069 90-HCTLY L- 8cT IS TS LINST 9MA [ladejwesdey HHSAIDIN | 91£T0S
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsene gde L g a)yderdpeN | 00009 90-d6008 ¥~ 8z1 1S 1S LINST 9Md [fawmuwureide; HHILIDIN | STECOS
(0°L T a)uwoIad+(edppg a)geryshd +(gsere-gde L g a)yderppeN | 00009 90-HGLLY - 8z1 1S 1S LINST 9MdA (fadnwuresdes HHASAIDIN | ¥1£20S
(0°L T a)uwoIad+(edppg a)geryshd +(gseye-gde L g a)yderppey | 0000S 90-HAFSTT 8- 8Z1 IS 1S LINST 9ME (fawouresde; HHSLIDIN | €T£C0G
(0L 1T a)uontag+(edppz a)gerqidg+(gsere gde L g a)ydernpeN | 00009 90-HV166°L- 8CT IS 1S LINST 9Md (fadeuresde) HHRLIDIN | ¢T1€C0S
(0°2 1" 2)uwenIag+(gdppg a)gerysdd+(gsepye-gde L g a)ydernpey | 00009 90-H988L ¥~ 8¢T IS TS LINST 9MA (fawejumwudnw HHILIDIN | 11£209
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsepye gdg L g a)yderdpeN | 00009 90-H6E8L L" 8z1 IS 18 LINST 9MA (fadejunudnu HHSAIDIN | 01£20S
(0L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppeN | 0000S 90-H9€L9¥- 821 1S 18 LINST 9MA (fawnwuwnuwdnw HHYLIDIN | 608305
(0°2' 1 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 00009 90-H3TS0°8- 821 1S 18 LINST 9MA [fadnwwmnwdnw HHILIDIN | 80£20G
(0L T a)uwontag+(edppg a)gerqidg+(gsere gde L g a)yderopeN | 0008¥ 90-H9LE9 V- 8¢T 1S IS LINST 9MH [Maweuwnwdnuw HHYAIDIN | L0E£T0S
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsene gde L g a)yderdpeN | 00009 90-ATV06"L" 8zT TS TS LINST 9MA [fadowmwdnw HHILIDIN | 90£209
(0°2 1 a)uepIag+(edypg a)gerysfd+(gsepye gde L g a)yderdpeN | 00009 90-HL96L V- 82T IS 1S LINST 9MH [fawrejywede HHSYAIDIN | S0£20¢
(0°L T a)uwoIad+(edppg a)geyshd +(gseye-gde L g a)yderppey | 00009 90-HFET8 A" 821 1S 18 LINST 9MA (fadeywede™ HHBAIDIN | F0£T0S
(0721 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 0006¥ 90-H3LE9 T~ 821 1S 18 LINST 9IMA [fawnwwoede HHASKAIDIN | £0£30S
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsenye gde L g a)yderdpeN | 00009 90-HOV68"L- 8¢T TS 1S LINST 9MHA [fadnwwoede HHSAIDIN | G0£T0S
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsenye gde L g a)yderdpeN | 0000S 90-H68L9 V- 8¢T TS TS LINST 9MA [fawoewoede HHILIDIN | 10209
(0L T a)uwoIad+(edppg a)gerysdd +(gsene-gdeg L g a)yderppey | 00009 90-d¥ 708" 8Z1 1S 15 LINST 9MH (fadeweds  HHYAIDIN | 00£T0S
(0L T a)uwoIad+(edypg a)geryshd +(gseegde L g a)yderppeiy | 000769 20-d¥350'T sso1” 8z 1S @8 ¢0S LINST 9MH Al DASAIDIN | €1820S
(0°L T a)uwoIad+(edyig a)geryshd+(gsene-gde L g a)yderppey | 000469 €0-H6S12°S penb 8z1™ 1S LINST 9MH Al DASLIDIN | L0ZT0S
(0L T a)uwontag+(edppg a)gerqidg+(gsere gde L g a)ydernpeN | 00060£€ €0-H666¢ T W 0z IS 8 ¢0S LINST 9MA ss [(AlaT DHRAIDIN | 61209
(0°L 1 a)uonIag+(edypg a)gerysdd+(gsenye gdg L g a)yderdpeN | 00009€ $0-d€T09°F penb 0z" IS {LINST 9MH ss [IAaA] DHBAIDIN | 8L1209
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsepye gdg L g a)yderopeN | 00009€ G0-H6STE 6" W0z 1S LINST 9MA s [TA[A DASAIDIN | LLIZ0S
(0°L T a)uwoIad+(edypg a)geryshd +(gsepe-gde L g a)yderopey | 00009€ £0-H9660'T penb 8 z0S LINST 9MH S8 [IAA] DHSAIDIN | 9L1209G
(0°L T M) uenIad+(edypg a)gerysdd +(gsene-gde ) g a)yderppey | 00009¢ $0-H863S 1~ W8 208 LINST 9MHA ss [IAIA[ DHSAIDIN | G2120S
10rerado § 1,44

(0°L T a)uwoad+(edype a)geryshd +(gseye-gde L g a)yderppeN | 0000S €0-HET8T G ws 19 LINST 9MA (fawrejuredey” HHIAIDIN | £56209
(072 12y uetag+(edppe a)gerysdd+(gserne gde L g a)yderopeN | 00009 £0-H92EL°E ws 19 LINST 9Md  (Tadepuresdey HALIDIN | 296205
(02 T a)uwenIaf+(gdype a)geryidd +(gsene gde L g a)yderopeN | 0000S £0-H9€62°C ws 19 LNST 9MA (fawmuwuwrejde) HH/AIDHIN | 15208
101eI0URY) | sjueAs DI [qd] worjoes-x SS9001 aisa

200



(0°L T a)uwoIad+(edppe a)geryshd +(gsee-gde L g a)yderppey | 00009 90-H.L¥68 6" 8z TIN TW LINST 9MJ (fadejuresde; HHSLIDIN | 862209
(0°L T a)uwoIad+(edppg a)geryshd +(gseye-gde L g a)yderppey | 0000S 90-H0£SY - 8¢ TN TW LINST 9MA (fawnwweidey HHASAIDIN | L6330
(02 1" 2)uwenIag+(gdppe a)geIysLd+(gsepye-gde L g a)yderopeiy | 00009 90-H8STE € 8¢ TN TW LINST 9MHA (fadnwwresdey HHIKLIDIN | 962209
(0°L 1 a)uepIag+(edypg a)gerysfd+(gsenye gde L g a)yderdpeN | 0000S 90-d808G €~ 8z TN TW LINST 9MH (fawoeweidey HHAYLIDIN | $6220S
(0L T a)uwoIad+(edppg a)geryshd +(gsere-gde L g a)yderppeN | 0006 90-H031E 6" 8z TIN TW LINST 9MJ [(fadeuredes HHSLIDIN | ¥62209
(0L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppeN | 0000S 90-HEE6V G- 8¢ TN TW LINST 9MA [fawejunuwdnw HHYLIDIN | €6830S
(0721 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderDpeIN | 00009 90-H8LSV €~ 8¢ TIN TwWw LINST 9IMH [fadeywnwdnw HHYLIDIN | ¢6380%
(0L 1" 2)uwenIag+(gdppe a)gerysdd+(gsepye-gde L g a)yderopey | 00009 90-d112S G- 8¢ TN Tw ILINST 9IMH [frwnmwuwnwdnuw HHEYLIDIN | 16880
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsenye gdg L g a)yderdpeN | 00009 90-d6TVT €- 8¢ TIN TWw LINST 9Md (fadnwumwudnw HAKLIDIN | 062209
(0L T a)uwoIad+(edppg a)geryshd +(gsere-gde L g a)yderppeN | 0000S 90-1£908°2" 8z TIN TW LINST 9MH (fawewnwdnw HHAYKIDIN | 68220
(0°L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppey | 00009 90-H60L8°¢- 8¢ TN 1TW LINST 9IMJ (fadewnwdnu HHILIDIN | 883209
(02T a)uwontag+(edppg a)gerqidg+(gserre gde L g a)yderopeN | 00009 90-H0T9G G- 8¢ TN TwW LINST 9MH [lawrejwade HHIAIDIN | L8TT0S
(0°L 1" 2)uwenIag+(gdppg a)gerysdd+(gsepye-gde L g a)ydernpey | 00009 90-H9LGT ¥- 8¢ TIN TW LINST 9MHA (fadeywode HHSAIDIN | 98220S
(0° L1 a)uepIag+(edypg a)gerysfd+(gsepye gde L g a)yderdpeN | 00009 90-HT8TS C- 8¢ TIN TW LINST 9MA [fawnwwoeds HHYLIDIN | $82T0G
(0L T a)uwoIad+(edppg a)geryshd +(gseegde L g a)yderppeiN | 0006 90-H19€5T 6" 8¢ TN 1TW LINST 9MW [fadnwwede HHSAIDIN | #8205
(0°2' 1 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 00009 90-HE61S°C" 8¢ TN TW LINST 9MA [fawewede HHSAIDIN | £83T0S
(0°L 1 a)uepIag+(edppg a)gerysdd+(gsene gde L'z a)yderdpeN | 00009 90-HTV63 €- 8¢ TIN TW LINST 9MHA [fadowede HHSAIDIN | &82T0S
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsenye gde L g a)yderopeN | 0000S 90-AF00L ¥ L2 0N 0w LINST 9MA (lawrejwreidey HHAIKLIDIN | 182209
(0° 271 a)uepIag+(edypg a)gerysdd+(gsepye gde L g a)yderdpeN | 00009 90-H6LT8 L LT O 0w LINST 9MA (fadejywrerdey HHSLIDIN | 082209
(0L T a)uwoIad+(edppg a)geryshd +(gseye-gde L g a)yderppey | 0000S 90-H0%8S ¥ LT 0N 0w LINST 9MHA (fawnwuwreydey HASKIDIN | 6L220S
(0°2' 1 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 00009 90-HL6LE L L5 0N 0w LINST 9MA (fadnwureidey HHSAIDIN | 8L3209
(0L T Aa)uwontag+(edppg-a)gerqidg+(gsepre gde L g a)ydernpeN | 00009 90-HSTTIG L L2 0N 0w LINST 9MH (faweureydey HHIAIDIN | LLTT0S
(0°L 1 a)uenIag+(edypg a)gerysdd+(gsenye gde L g a)yderdpeN | 00009 90-dF99¥" L L2 0N 0w LINST 9MA (fadewresdey HHAIAIDIN | 92209
(0L T a)uwonIad+(edppg a)geryshd +(gsene-gdeg L g a)yderppeN | 0000S 90-H0L1S ¥ LT 0N 0w LINST 9MA (fawejmunwdnuw HHIAIDIN | SLET0S
(0L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppey | 00009 90-H98¥6"L L2 0N 0w LINST 9MA (fadeywnwdnu HHKAIDIN | 3508
(0°L T a)uwoIad+(edppg a)gerysdd +(gseye-gde L g a)yderppey | 0000S 90-H£S89'% Lz 0N 0w LINST 9MA [fawnwwnuwdnw HHYLIDIN | €L830S
(0°2 1" 2)uwenIag+(gdppe a)geIysLd+(gsepye-gde L g a)yderopey | 00009 90-H678S L L2 0N 0w LNST 9Mmd [fadnwumuwdnur HHILIDIN | ¢LET0S
(0°L 1 a)uepIag+(edypg a)gerysfd+(gsene gde L g a)yderdpeN | 0006% 90-HES6ET L2 0N oW LINST 9MA (fawewnwdnw HAYAIDIN | 1L2Z20S
(0L T a)uwoIad+(edppg a)geryshd +(gseegde L g a)yderppeN | 0008 90-H008¥"L L5 0N 0w LINST 9MA (fadewmnmwdnuw HHIAIDIN | 0L520S
(0L T a)uwoIad+(edppg a)geryshd +(gsee-gde L g a)yderppey | 0000S 90-H3THS ¥ L5 0N 0w LINST 9MA [fawejwede HHSLIDIN | 692205
(0721 a)uenIag+(edppe a)gerysdd+(gserye ¢de L g a)yderDpeN | 00069 90-H8¥66 L L2 0N 0w LINST 9Mmd [(fadejwede HHYAIOIN | 89220S
(0L 1" 2)uwenIag+(gdppe a)gerysdd+(gsepye-gde L g a)ydernpey | 00009 90-H1607 ¥ L2 0N 0w LINST 9MH [Taumwuwoede HHYAIDIN | L9220S
(0°L 1 a)uepIag+(edypg a)gerysdd+(gsepye gde L g a)yderdpeN | 00009 90-d899V "L L2 0N 0w LINST 9MA (fadnwwede™ HHSAIDIN | 99220S
(0L T a)uwoIad+(edppg a)geryshd +(gseye-gdeg L g a)yderppeN | 0000S 90-d¥¥89'% LT 0N 0w LINST 9MA (fawewade HHYAIDIN | $9220S
(0L T a)uwoIad+(edype a)geryshd +(gsee-gde L g a)yderppeiy | 00009 90-H5T6S L Lz 0N 0w LINST 9MA [fadewede™ HHBAIDIN | $9720G
(02 T Aa)uontag+(edppg a)gerqidg+(gserre gde L g a)ydernpeN | 000969 €0-HG98T G- SSOI 87 TIN L& OIN LINST 9MH (ATl DHASLIDIN | L18g0g
(0°L 1 a)uenIag+(edppg a)gerqsfd+(gsenye gdg L g a)yderopeN | 000869 €0-dTISTC € penb 8z  TIN' LINST 9MHA (Al DASAIDIN | &13c08
(0°L 1 a)uepIag+(edypg a)gerysfd+(gsepye gde L g a)yderDpeN | 000469 €0-H6ET9 L penb™ Lz  OIN (LINST 9MHA (AT DHASAIDIN | 11809
(0°L T a)uwoIad+(edypg a)geryshd +(gseegde L g a)yderppey | 00009€ €0-H2656'1- W erT LN 0T TIN LINST 9MA ss [fA[al DASAIDIN | 881205
(0721 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 00009€ CO-HAVLYE T Wurer LN 9 O LINST 9MHE ss [IA[a] DHSAIDIN | L81209
(0°L 1 a)uenIafg+(edpyg a)gerysdd+(gsenye gde L g a)qyderdpeN | 00065€ €0-HST80 T~ W 0T TIN 9 O LINST 9MH ss [IA[aA] DHUSAIDIN | 981209
(0°L 1 a)uenIag+(edppg a)gerysdd+(gsenye gdg L g a)yderDpeN | 00009€ $0-H0S0T°6 penb T e1 LN LINST 9MA ss [[AlA] DHASAIDIN | 81209
(0°L 1 a)uepIag+(edypg a)gerysdfd+(gsepye gdg L g a)yderDpeN | 00065€ G0-H9L6T L wur T LN LINST 9MHA ss [[AJAT DHASAIDIN | #8T¢0S
(0°L T a)uwoIad+(edypg a)geryshd +(gsepe-gde L g a)yderppey | 000SHE €O-HdFF8T' T penb 01" TIN (LINST 9MHA s (A[A] DASAIDIN | €8150S
(0721 a)uenIag+(edype a)gerysdd+(gserye ¢dg L g a)yderopeN | 00065€ GO-H9LTT 6~ wur 01 TIN LINST 9MA s (TA[A] DASAIDIN | 8120S
(021 a)uentag+(gdppg a)geryidd+(gserre gde L g a)ydeinpeN | 00009 €0-H0890°T penb 9 T OINT LINST 9MH s [A[a DHASLIDIN | 18150<
(021 a)uepiag+(edypg a)gerysdd+(gsene gde L g a)yderHpeiN | 00009¢ GO-IS6TIT L W9 OIN LINST 9MHA ss (AT DHSAIDIN | 08130S
10rerodo N LAH

(0L 1 M) ueniag+(xgoSuer gdppg a)gerysdd+(eserre edig'z a)yderopey | gehlst [ £0-dVS00°G | penb” g8 S~ TINST 9MA (AL DASAIDIN | 969L06
10yerousr) | sjuase DN | [qd] uorpoes-x | ssevo1d | ISA

201



A Monte Carlo Samples Used in the Analysis
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Appendix B

Additional Information about
Total Cross-Section
Measurement

B.1 Results of the Asimov Fit with EW W*W*jj Signal

Distributions after the Asimov fit are shown in Figure B.1 and Figure B.2. Since it is a fit
to expected data only the uncertainties change slightly due to constraining and correlation
during the fit.

Table 8.5 show the yields after the fit to Asimov data. The uncertainties show first the
statistical uncertainty derived from the mu uncertainty from the statistic uncertainty only
fit. Secondly the theory uncertainty and at last the experimental uncertainties.

Table B.1: Post-fit yields in the WZ control region in the total cross-section measurement
of EW W W%jj using Asimov data. Shown are central values with statistical, theory, and
experimental systematic uncertainties.

Y274
Other prompt 115 +£0 +£18 + 7
Conversions 81+00+ 3.2+ 3.3
Non-prompt 28 £0 £ 8 £ 8
WZ7Z EW 141 £0 + 8 =+ 4
WZ QCD 800 +0 =£70 =£40
asimovData, 1091.8+0.0£ 0.0+ 0.0

Total Expected 1090 +0 £70 =460

Pull plot and correlations are in Figure B.3.
The effect of all the nuisance parameters considered in the fit is shown in Tables B.2
and B.3 for systematic and MC statistical (gammas) uncertainties, respectively.
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Figure B.1: Post-fit mgj-distributions in low-mj; control region for different flavour chan-
nels (a-d) as used in the total cross-section measurement of EW W*Wjj using Asimov
data. The hatched error band around the model prediction represents the total uncer-
tainty of the model, with statistical and systematic uncertainties added in quadrature.



B.1 Results of the Asimov Fit with EW W*W+jj Signal
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Figure B.2: Post-fit distributions in WZ control region used in the total cross-section
measurement of EW W¥W¥jj using Asimov data. The hatched error band around the
model prediction represents the total uncertainty of the model, with statistical and sys-
tematic uncertainties added in quadrature.
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Figure B.3: Correlation of nuisance parameters with at least 10% correlation with an-
other nuisance parameter (a) and nuisance parameter pull (b) used in the total cross-

section measurement of EW W*Wjj using Asimov data
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B.2 Results of the Asimov Fit with Inclusive W*W£jj
Signal

Distributions after the Asimov fit are shown in Figure B.4, Figure B.5 and Figure B.6. Since
it is a fit to expected data only the uncertainties change slightly due to constraining and
correlation during the fit.

Table B.4 to B.6 show the yields after the fit to Asimov data. The uncertainties show
first the statistical uncertainty derived from the mu uncertainty from the statistic uncertainty
only fit. Secondly the theory uncertainty and at last the experimental uncertainties.
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Figure B.4: Post-fit mj;-distributions in signal region for different flavour (a-d) channels
as used in the total cross-section measurement of inclusive W*W%jj using Asimov data.
The hatched error band around the model prediction represents the total uncertainty of
the model, with statistical and systematic uncertainties added in quadrature.
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Figure B.5: Post-fit mj;-distributions in low-m;j; control region for different flavour chan-
nels (a-d) as used in the total cross-section measurement of inclusive WEW¥jj using
Asimov data. The hatched error band around the model prediction represents the total
uncertainty of the model, with statistical and systematic uncertainties added in quadra-

ture.
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Figure B.6: Post-fit distributions in WZ control region used in the total cross-section
measurement of inclusive W*W¥jj using Asimov data. The hatched error band around
the model prediction represents the total uncertainty of the model, with statistical and
systematic uncertainties added in quadrature.
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B Additional Information about Total Cross-Section Measurement

Table B.6: Post-fit yields in the WZ control region in the total cross-section measurement
of inclusive WEW = jj using Asimov data. Shown are central values with statistical, theory,
and experimental systematic uncertainties.

1274
Other prompt 115 £0 +£18 £+ 7
Conversions 81£00£ 3.2+ 3.3
Non-prompt 28 £0 £ 8 £+ 8
W7 EW 141 +£0 +£ 8 =+ 4
WZ QCD 800 +£0 £70 +£40
asimovData 1091.84+0.0£ 0.0+ 0.0

Total Expected 1090 +0 +70 460

Pull plot and correlations are in Figure B.7.

There is some constraint of signal_ EWAIlL_TheoShower, but relatively small.

The strongest (anti-)correlations are included in Table B.7. Most of the correlations are
due to normalisation effects of a systematic on the signal and QCD W# Zjj background which
can be equalised by the corresponding signal or QCD W Zjj normalisation strength.

The effect of all the nuisance parameters considered in the fit is shown in Tables B.8
and B.9 for systematic and MC statistical (gammas) uncertainties, respectively.
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B.2 Results of the Asimov Fit with Inclusive W*W*jj Signal
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Figure B.7: Correlation of nuisance parameters with at least 20% correlation with an-
other nuisance parameter (a) and nuisance parameter pull of all (b) and of strongest
constrained nuisance parameters (c) used in the total cross-section measurement of inclu-
sive WEWij with Asimov data.
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B Additional Information about Total Cross-Section Measurement

Table B.7: List of parameter correlations which are larger than 7.5% in the total cross-
section measurement of inclusive W*W¥jj using Asimov data.

Parameter 1 Parameter 2 Correlation
JET_Flavor_ Response u_WZ 0.374
JET _Etalntercalibration_ Modelling uw_WZ -0.307
JET_Pileup_ RhoTopology w_WZ -0.299
MjjRewStat I 0.277
JET JER EffectiveNP_ 1 w_WZ -0.277
FF_Prompt 7 0.264
JET_Flavor_Composition w_WZ -0.237
JET_Pileup_ OffsetMu u_WZ -0.237
u_FF_BTagged I 0.219
WZ_ EW4 TheoScale u_WZ 0.193
Lumi " -0.179
top_ XS u_WZ7Z -0.176
JET_EffectiveNP_ Modelling1 u_WZ -0.172
signal  EW6_ TheoQCDCorr I 0.164
77 XS u_WZ -0.162
FF_Prompt u_FF_BTagged -0.154
Wgamma,_ XS o -0.141
JET_Pileup_ OffsetNPV w_WZ -0.139
chFlipSF CutLowMjj_ee_ bin_0_0 0.123
FF__Prompt MjjRewStat 0.122
FT_EFF_ Eigen_ Light_0 w_WZ -0.119
Zjets XS uw_WZ -0.114
MjjRewStat u_FF_BTagged 0.112
JET _Etalntercalibration_ Modelling " -0.108
WZ EWG6_ TheoScale u_WZ -0.106
I uw_WZ7Z 0.104
chFlipSF I 0.102
i FF_BTagged CutLowMjj_mm_bin_0_0 0.093
signal _AIIEW__ TheoShower signal  EW6_ TheoEwcorr -0.090
u FF STAT 2015 2018 3 1 L -0.090
u_FF_STAT_2015_2018_2_ 1 I -0.090
signal_ AIIEW_ TheoScale signal_ AIIEW__ TheoShower -0.077
MET _SoftTrk Scale u_WZ 0.077
chFlipSF el FF STAT 2015 2018 3 1 0.077

224



B.2 Results of the Asimov Fit with Inclusive W*W*jj Signal
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B.3 Results of the Fit to Observed Data with EW
WEWjj Signal

Table B.10 to B.12 show the yields after the fit to observed data. The uncertainties show
first the statistical uncertainty derived from the mu uncertainty from the statistic uncertainty
only fit. Secondly the theory uncertainty and at last the experimental uncertainties.
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B Additional Information about Total Cross-Section Measurement

Table B.12: Post-fit yields in the WZ control region in the total cross-section measure-
ment of EW WiWijj using observed data. Shown are central values with statistical,
theory, and experimental systematic uncertainties.

el
Other prompt 115 £0 +£18 =+ 7
Conversions 9 £0 £ 4 + 4
Non-prompt 30 £0 + 9 + 9
WZ7Z EW 141 +£0 £ 8 + 4
WZ QCD 540 +0 +£60 +30
obsData, 832.0£0.0£ 0.0+ 0.0

Total Expected 840 +0 +50 =40

Pull plot and correlations are in Figure B.8.
The effect of all the nuisance parameters considered in the fit is shown in Tables B.13
and B.14 for systematic and MC statistical (gammas) uncertainties, respectively.
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Figure B.8: Correlation of nuisance parameters with at least 10% correlation with an-
other nuisance parameter (a) and nuisance parameter pull (b) for the total cross-section
measurement of EW W*W%jj using observed data
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B Additional Information about Total Cross-Section Measurement

B.4 Results of the Fit to Observed Data with Inclusive
WEWjj Signal

Distributions after the fit to observed data are shown in Figure B.9, Figure B.10 and Fig-
ure B.11. Since it is a fit to expected data only the uncertainties change slightly due to
constraining and correlation during the fit.

Table B.15 to B.17 show the yields after the fit to observed data. The uncertainties show
first the statistical uncertainty derived from the mu uncertainty from the statistic uncertainty
only fit. Secondly the theory uncertainty and at last the experimental uncertainties.
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Figure B.9: Post-fit my;-distributions in signal region for different flavour channels (a-d)
as used in the total cross-section measurement of inclusive W¥W¥jj with observed data.
The hatched error band around the model prediction represents the total uncertainty of
the model, with statistical and systematic uncertainties added in quadrature.
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Figure B.10: Post-fit mj;-distributions in low-mj; control region for different flavour
channels (a-d) as used in the total cross-section measurement of inclusive W*W¥jj with
observed data. The hatched error band around the model prediction represents the total
uncertainty of the model, with statistical and systematic uncertainties added in quadra-
ture.



B.4 Results of the Fit to Observed Data with Inclusive W*W*jj Signal
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Figure B.11: Post-fit distributions in WZ control region used in the total cross-section
measurement of inclusive W+ W%jj with observed data. The hatched error band around
the model prediction represents the total uncertainty of the model, with statistical and
systematic uncertainties added in quadrature.
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B.4 Results of the Fit to Observed Data with Inclusive W*W*jj Signal

Table B.17: Post-fit yields in the WZ control region in the total cross-section measure-
ment of inclusive WiWijj using observed data. Shown are central values with statistical,

theory, and experimental systematic uncertainties.

el
Other prompt 115 £0 =18 =+ 7
Conversions 9 £0 £ 4 + 3
Non-prompt 30 £0 + 9 + 8
WZ7Z EW 141 £0 £ 8 £ 4
WZ QCD 540 4+0 +£50 +30
obsData 832.0£0.0£ 0.0+ 0.0

Total Expected 840 +0 +50 =40

Pull plot and correlations are in Figure B.12. Selected profile LH scans are in Figure B.13.
These are the signal and QCD W* Zjj background normalisation factors, y and pyy 2, and the
most constrained nuisance parameters. The profile likelihood scan is performed by setting
a nuisance parameter constant to different values and determine the likelihood ratio again.
Slightly tilted parabola are expected for well defined fits without local minima. Everything

looks smooth as expected.

The strongest (anti-)correlations are included in Table B.18. Most of the correlations
are due to normalisation effects of a systematic on the signal and QCD W# Zjj background
which can be equalised by the corresponding signal or QCD W Zjj normalisation strength.

The effect of all the nuisance parameters considered in the fit is shown in Tables B.19

and B.20 for systematic and MC statistical (gammas) uncertainties, respectively.
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Figure B.12: Correlation of nuisance parameters with at least 20% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) for in the total cross-section measurement of inclusive WEW=jj with observed
data.

250



B.4 Results of the Fit to Observed Data with Inclusive W*W*jj Signal

3 25fF {5=13 TeV, 139 fb /] 7a o 25F \ " \s=13Tev, 139 b /7]
< r = L
4?. r — Expected < r Expected
20 \— Observed 60 201 Observed o
15 15
C 50 r 50
10 / 40 10? 40
5 :* / 30 5:, 3g
s 20 £ 20
|| FEEE IR a2 bt 1 9, ) S 0t
02 04 06 08 1 12 14 16 18 2 0 02 04 06 08 1 12 14 16 18 2
mu_WzZ u
(2) (b)
a 20E J5=13 Tev, 139 o™ 5o a 20; (5=13 TeV, 139 fb* 60
£ 18- £ 18}
< 16 ;7 Expected < 16 Expected
145 Observed 14 ; Observed
1238 12K
10 10F°
8- 8-
6F 6
4 4
2k 1o 2E o
i | ENEEE N Fe AR L S ERT NS N RN QL T U IR N RN
-5 -4 3 2 -1 0 1 2 3 4 5 -5 -4 3 -2 -1 0 1
alpha_JET_Flavor_Composition alpha_signal_EW6_TheoQCDCorr
(o) (d)
) 205 {5=13 Tev, 139 fb* P - 20; Vs=13 TeV, 139 fb™* 60
£ 18- £ 18}
< 16 ;7 Expected < 16 Expected
145 Observed 14 3 Observed
12¢ 121
10 10
8- 8-
6 6
4 4
2 2
E [0} = o
o] SN SN W RS R L Tl 3| ENEHE N R L A IR NN
-5 -3 2 -1 0 1 -5 4 3 2 -1 0 1
alpha_signal_EW4_TheoQCDCorr alpha_signal_EW6_TheoEwcorr
(e) (f)
o % Vs=13 TeV, 139 fb” 5o
£ 18f
< 16? Expected
14E Observed

IV TR IR WA L FIITIT AT A A
3 -2 -1 0 1
alpha_signal_AIIEW_TheoScale

()

Figure B.13: Likelihood scans of nuisance parameters with largest pulls and constraints
in the total cross-section measurement of inclusive WEW*jj with Asimov data (red) and
observed data (black). It is shown for the QCD W* Zjj normalisation parameter (a), signal
strength (b), Jet flavour composition (c), EW WEW=%jj NLO QCD correction (d), QCD
WEW=jj NLO QCD correction (e), EW WW=jj NLO EW correction (f) and inclusive
WEW=jj scale uncertainty (g).
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Table B.18: List of parameter correlations which are larger than 7.5% in the total cross-
section measurement of inclusive W*W ¥jj using observed data.

Parameter 1 Parameter 2 Correlation
JET_Flavor_Response u_WZ 0.327
signal EW6_ TheoQCDCorr o 0.297
JET_JER_EffectiveNP_ 1 uw_WZ -0.288
signal _AIIEW__ TheoShower signal  EW6_ TheoEwcorr -0.269
FT_EFF_ extrapolation_from_ charm JET _Flavor_ Composition -0.251
JET_ Pileup_ RhoTopology u_WZ -0.246
JET_Etalntercalibration_ Modelling u_WZ -0.244
JET _Flavor_ Composition u_WZ -0.235
FF_ Prompt I 0.228
top_ XS u_WZ -0.223
77 XS u_WZ -0.213
signal EW6__ TheoEwcorr I -0.204
u_FF_ BTagged 7 0.204
JET _Pileup_ OffsetMu u_WZ7Z -0.201
Lumi I -0.196
MjjRewStat I 0.190
Zjets_ XS u_WZ -0.166
signal AIIEW_ TheoScale signal  EW6_ TheoEwcorr -0.161
signal EW6_ TheoEwcorr signal EW6_ TheoQCDCorr -0.158
WZ_ EW4 TheoScale u_WZ 0.151
FF_ Prompt u_FF_BTagged -0.150
JET__EffectiveNP_ Modelling1 w_WZ -0.142
WZ EWG6  TheoScale w WZ -0.140
Wgamma,_ XS I -0.130
JET _Pileup_ OffsetNPV w_WZ -0.127
FT_EFF_ Eigen_Light_0 w_WZ -0.118
chFlipSF CutLowMjj_ee_ bin_0_0 0.114
JET_ Etalntercalibration_ Modelling I -0.110
1 1w WZ 0.109
FF_ Prompt signal  EW6_ TheoQCDCorr -0.100
Wgamma,_ XS signal  EW6_ TheoQCDCorr 0.098
chFlipSF signal_ EW6_ TheoQCDCorr -0.092
Lumi w WZ -0.092
u_FF_BTagged CutLowMjj_mm_bin_0_0 0.091
u_FF_BTagged signal  EW6_ TheoEwcorr -0.089
u_FF_BTagged signal  EW6_ TheoQCDCorr -0.086
JET JER EffectiveNP 7 u_WZ -0.086
triboson_ XS u_WZ -0.086
chFlipSF I 0.086
FF_ Prompt signal  EW6_ TheoEwcorr -0.084
JET JER EffectiveNP_ 2 I -0.083
i FF STAT 2015 2018 3 1 M -0.083
p_FF_STAT_ 2015_2018 2 1 I -0.083
FF_ Prompt MjjRewStat 0.082
signal AIIEW__TheoShower signal  EW6_ TheoQCDCorr -0.078
MET_ SoftTrk Scale u_WZ7Z 0.077
signal _AIIEW_ TheoScale signal _AIIEW__ TheoShower -0.077
MjjRewStat signal_ EW6_ TheoQCDCorr 0.075
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B.4 Results of the Fit to Observed Data with Inclusive W*W*jj Signal
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Appendix C

Additional information about
unfolded distributions

C.1 Additional Results for my,

More details for this variable for EW W*W%jj are already shown in the main part.

C.1.1 Results of the Asimov Fit for my, with EW+Int4+QCD Signal

The expected signal strength p from the fit to Asimov data is:

EW+Int4+QCD
luexp, myg, bin 1

EW+Int+QCD __
exp, mygg, bin 2

EW+Int+QCD __
exp, myg, bin 3 T

EW+Int+QCD

exp, myyg, bin 4

EW+Int+QCD __
exp, myge, bin 5

EW+Int+QCD
/J‘cxp, Mmye, bin 6

1.00 £5:35

1.00 £947

1.00 #9328

= 1.00 £J:32 (stat.)

1.00 £33

(stat.) +

+

(stat.)

(stat.) +

+

(stat.) +

0.08
0.08

0.06
0.06

0.07
0.06

0.06
0.05

0.06
0.05

= 1.00 029 (stat.) +3:05

(mod.

(mod.

(mod.

(mod.

(mod.

(mod.

and the QCD W# Zjj normalisation strength is:

EW+Int+QCD __
WZ, exp, mee

1.00 +5-93

(stat.) +

0.03
0.03

(mod.

Post-fit plots are in Figure C.1 and Figure C.2.
Pull plot and correlations are in Figure C.3.
Table of the strongest (anti-)correlations are included in Table C.1.
The ranking plot is shown in Figure C.4.
The impact of different components of systematic uncertainties on the measured differ-

ential fiducial cross-section is shown in Table C.2.

The correlation between unfolded bins are shown in Figure C.5.

:I:O.OG

syst.) £¢05

syst.) £003 (exp.

syst.) £0.05 (exp.

syst.) £0.05 (exp-

syst.) £0.04 (exp.

syst.) £0.05

syst.) £0.07

(exp.

(exp.

(exp.

syst.) 2007 (lumi.),

:l:OAOQ

0.01 (lumi.),

syst.)
syst.) 2092 (lumi.),
syst.) 2007 (lumi.),

syst.) £9:0% (lumi.),

syst.) 2092 (lumi.)

syst.) 2091 (lumi.).
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C Additional information about unfolded distributions
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Figure C.1: Post-fit m;j-distributions in signal region split into my, slices as used in the
myg-differential cross-section measurement of inclusive W*W¥jj with Asimov data.
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Figure C.2: Post-fit distributions in WZ control region (a) and low-mj; CR (b) as used
in the mge-differential cross-section measurement of inclusive W W+ jj with Asimov data.
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Figure C.3: Correlation of nuisance parameters with at least 10% correlation with an-
other nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mye-differential cross-section measurement of inclusive W*W*jj with

Asimov data.
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C Additional information about unfolded distributions

Table C.1: List of parameter correlations in the Asimov fit which are larger than 10% in
the mye-differential cross-section measurement of inclusive W+ W *jj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET__Flavor_ Response u_WZ 0.381
JET__Etalntercalibration_ Modelling pn_WZ -0.312
JET_ Pileup_ RhoTopology uw_WZ -0.303
JET__JER_ EffectiveNP__1 pn_WZ -0.278
JET__Flavor__Composition n_WZ -0.250
JET__Pileup_ OffsetMu n_WZ -0.243
WZ_EW4__TheoScale w_WZ 0.198
MjjRewStat Ji__bin2 0.182
MjjRewStat 4__binl 0.177
JET__EffectiveNP__Modellingl u_WZ -0.174
top_ XS u_WZ -0.174
ZZ_XS n_WZ -0.160
CutSR_all_bin_1_5 p__biné -0.149
signal_ EW6__truthBin130to170_TheoQCDCorr p__bin3 0.149
signal_ EW6__truthBin20to80_ TheoQCDCorr 4__binl 0.148
signal_EW6__truthBin80to130__TheoQCDCorr p__bin2 0.147
CutSR__all_bin_1_2 p__bin3 -0.147
FF__Prompt p__bin3 0.146
FF_ Prompt 14__bin6 0.145
FF__ Prompt p__bin2 0.143
JET__Pileup__ OffsetNPV u_WZ -0.140
CutSR_all_bin_1_3 p__bind -0.140
Wgamma_ XS 4__binl -0.134
1 FF_BTagged 1 bin2 0.134
CutSR_all_bin_1_0 p__binl -0.131
CutSR_all_bin_1_1 p__bin2 -0.131
n_FF_BTagged p__binl 0.130
MjjRewStat p__bin3 0.127
FF__Prompt MjjRewStat 0.126
FF_ Prompt 1o__bind 0.124
CutSR_all_bin_0_1 p__bin2 -0.120
CutSR__all_bin_0_2 p__bin3 -0.119
FT_EFF_Eigen_ Light_0 u_WZ -0.119
pn_FF__BTagged p__bin3 0.116
CutSR__all_bin_0_0 p__binl -0.115
MjjRewStat pn_FF_BTagged 0.114
Zjets_ XS uw_WZ ~0.111
FF__Prompt pn_FF_BTagged -0.111
CutSR__all_bin_0_4 p__binb -0.111
CutSR__all_bin_0_5 p__bin6 -0.110
CutLowMjj_all_bin_0_5 /4__bin6 -0.110
signal_EW6__truthBin170t0220__TheoQCDCorr p__bind 0.109
n_WZ p__bin5 0.107
signal_ EW6__truthBin320toinf TheoQCDCorr p__bin6 0.106
CutSR_all_bin_0_3 p__bind -0.104
WZ_EWS6__TheoScale pn_WZ -0.103

264



C.1 Additional Results for my,

Pre-fitimpact on 1,

Pre-fit impact on

Pre-fitimpact on

[Jo=6:00 [ J0=0:00 [T [J0=0200 [ o= 0500 I [Jo=000  [“Jo= 0,00 s,
Post it impacton 005 0 00 Postftmpacton 0% 0 005 Post it mpacton 005 0
o= 0:a0  [O= 040 Mmo=0:a0  WO- 880 o= 80 Q6= 0a8

—+ Nuis. Param. Pull

stistes

Inclusive W*W*jj
5 =13Tev, 139"

— Nuis. Param. Pull

EwwwiinLo oo,

Inclusive W'W'jj
5=13Tev, 139 "

—+ Nuis. Param. Pull

Ewwew

Inclusive WW'jj
V5=13TeV, 139 "

- -_—
s -

- = B
- kS -
I B s
, | I , | L \
-1 05 0 0.5 1 15 -15 -1 05 0 0.5 1 15 -15 -1 05 0 0.5 1 15
(6-6,)/00 (6-6,)/00 (6608
(a) Hbin 1 (b) fbin 2 () tbin 3
Prftimpacton Proftimpact on Preft mpacton
[Jo=0:00 (0= 0,00 s [10=0200 (o= 0,00 ins [6=ogq0 (o= 0.00 YT
Post i impacton s, 005 0 005 Postiimpacton 004002 0 002 004 posttimpacton 004002 0 002 00
0= 0+a0 CER:¥\) 6= 0+a8 6= 040 6= B+aB 0= 0848
= = Inclusive W*W=jj = = Inclusive W*Wjj L = Inclusive W*Wjj

—+ Nuis. Param. Pull

5=13Tev, 130"

i

— Nuis. Param. Pull

= bo—=
— ——
- o=

nclusive WA Shower

5=13TeV, 139 fb™"

—+ Nuis. Param. Pull

15=13TeV, 139 b

I L 1 L L
-15 -1 050

-1 -05 0 0. 15 0.5 1 15 -1 -05 0 0.5 15
(©-6)/00 (©-6)/00 (66100
(d) fbin 4 (e) fbin 5 (f) tbine

Figure C.4: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength pipin ; in the my,-differential cross-section
measurement of inclusive W*W%jj with Asimov data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) my-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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C Additional information about unfolded distributions

Expected correlations m,,

Expected correlations of all but luminosity unc. m,,
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Figure C.5: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mye-differential cross-section measurement of inclusive wEWw=E jj with Asimov
data.
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C.1 Additional Results for myy

Table C.2: Breakdown of the uncertainty of signal strength in the different my, truth
slices in the mye-differential cross-section measurement of inclusive wWEW=E jj with Asimov
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 Hbin3 HMbin4 Mbin5  Hbin 6

Experimental
Electron calibration 0.4 0.4 0.3 0.4 0.6 1.2
Muon calibration 0.4 0.4 0.5 0.5 0.5 0.9
Jet energy scale and resolution 3.0 2.2 1.7 2.1 3.1 2.0
Emiss gcale and resolution 0.3 0.2 0.2 0.1 0.2 0.2
b-tagging inefficiency 0.7 0.6 0.7 0.7 0.7 0.8
Background, misid. leptons 4.0 4.3 4.6 4.3 2.6 4.4
Background, charge misrec. 2.0 1.1 1.4 14 1.5 1.5
Pileup modelling 0.6 0.4 0.1 0.2 0.0 0.2
Luminosity 1.8 1.7 1.7 1.8 1.8 1.8

Modelling
WEWjj shower, scale, PDF & oy 1.9 0.9 0.7 0.6 1.8 0.4
EW W*W=jj, QCD corrections 3.5 3.0 3.4 2.6 2.1 2.3
EW WEW=jj, EW corrections 0.4 0.3 0.2 0.1 0.1 0.0

QCD W*W=jj, QCD corrections 0.1 0.0 0.1 0.1 0.1 0.6
Background, WZ scale, PDF & a4 0.4 0.8 0.6 0.6 0.5 0.8

Background, WZ reweighting 3.2 2.6 1.9 1.2 14 0.8
Background, other 3.2 1.6 1.5 1.4 1.1 1.1
Model statistical 4.9 4.2 5.2 4.9 3.8 4.9
Experimental and modelling 9.7 8.1 8.7 8.0 7.0 8.0
Data statistical 19.9 16.8 20.0 20.7 18.7 18.8
Total 22.2 18.7 21.8 22.2 19.9 20.4

C.1.2 Results of the Fit to Observed Data for my, with
EW+Int+QCD Signal

The observed signal strength p from the fit to observed data is:

pEWHIFQED 37 4021 (stat.) £919 (mod. syst.) £:98 (exp. syst.) £9:9% (lumi.),

obs, mygg, bin 1 —
EW-+Int+QCD 0.17 0.07 0.05 0.02 :
Hobs, map. l?in 5 = 0.99 £7 14 (stat.) £¢°g7 (mod. syst.) +q g3 (exp. syst.) g7 (lumi.),

EW+Int+QCD 0.20 0.07 0.05 0.02 :
Hobs, miee. b = 0.93 £03¢ (stat.) =007 (mod. syst.) 003 (exp. syst.) 007 (lumi.),

EW+Int+QCD 0.22 0.07 0.05 0.03 .
obs, mr;b gn 1 = 1.21 2757 (stat.) £7gs (mod. syst.) £q 5 (exp. syst.) £q g5 (lumi.),

EW-+Int+QCD _ . . . :
Mobs,+m2[,+§n 5 = 1.37 +0-21 (stat.) £5-02 (mod. syst.) £0:9¢ (exp. syst.) =095 (lumi.),

EW+Int+QCD 0.22 0.10 0.06 0.03 -
Hobs, mas. gn 6 = 1.41 £¢755 (stat.) £ g9 (mod. syst.) £q g (exp. syst.) £qg5 (lumi.)
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Figure C.6: Post-fit m;;-distributions in signal region split into my, slices as used in the
mye-differential cross-section measurement of inclusive wEw* jj with observed data.

and the QCD W+ Zjj normalisation strength is:

Eg/;-%nzt’-s-gsD = 0.69 £0-01 (stat.) £5-03 (mod. syst.) £597 (exp. syst.) £0-07 (lumi.).

Post-fit plots are in Figure C.6 and Figure C.7. The projections on my, and on mj; are shown
in Figure C.8.

Pull plot and correlations are in Figure C.9.

Selected profile LH scans are in Figure C.10.

Table of the strongest (anti-)correlations are included in Table C.3.
The ranking plot is shown in Figure C.11.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.4.

The correlation between unfolded bins are shown in Figure C.12.

C.2 Results for m;;

This section presents the extraction of the differential cross-section of the EW WEW*jj
production and inclusive W*W=jj production as a function of m;.

C.2.1 Pre-Fit Distributions for my;

The following Figures show the distributions of the fit inputs in the high-my, signal region
(Figure C.13) and WZ control region (Figure C.14). Zero correlation is assumed in the
combination of systematic uncertainties in the hatched band. The observed data is shown
with Poisson uncertainties.
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Figure C.7: Post-fit distributions in WZ control region (a) and low-mj; CR (b) as used in
the my,-differential cross-section measurement of inclusive W*W%jj with observed data.
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Figure C.8: Post-fit signal region mge-distributions (a) and mj;-distribution (b) in the
myg-differential cross-section measurement of inclusive W= W jj with observed data.
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Figure C.9: Correlation of nuisance parameters with at least 10% correlation with an-
other nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the my-differential cross-section measurement of inclusive W*W=jj with

observed data.
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Figure C.10: Likelihood scans of nuisance parameters with largest pulls and constraints
in the my, differential cross-section measurement of inclusive wEWw= jj with Asimov data
(red) and observed data (black). It is shown for the signal normalisation in the i-th truth

bin (a-f) and for QCD W*Zjj normalisation parameter (g).
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C Additional information about unfolded distributions

Table C.3: List of parameter correlations which are larger than 10% in the me-differential
cross-section measurement of inclusive W* W ¥jj with observed data.

Parameter 1 Parameter 2 Correlation
JET__Flavor_ Response u_WZ 0.328
signal_EW6__truthBin320toinf_TheoQCDCorr 1+__bin6 0.309
JET__Flavor__ Composition u_WZ -0.293
JET__Etalntercalibration_ Modelling pn_WZ -0.293
signal_ EW6__truthBin80to130__TheoQCDCorr H__bin2 0.289
signal_EW6__truthBin20to80__TheoQCDCorr p__binl 0.272
JET__Pileup_ RhoTopology n_WZ -0.261
JET_JER__EffectiveNP__1 n_WZ -0.257
JET__Pileup_ OffsetMu n_WZ -0.217
top_ XS uw_WZ -0.216
signal_EW6__truthBin220t0320_TheoQCDCorr p__bin5 0.200
Z7Z_XS n_WZ -0.200
JET__EffectiveNP__Modellingl u_WZ -0.172
WZ_EW4_ TheoScale u_WZ 0.166
CutSR_all_bin_1_5 H__bin6 -0.163
signal_ EW6__truthBin130to170_TheoQCDCorr p__bin3 0.147
CutSR__all_bin_1_3 p__bind -0.146
FF__Prompt p__bin3 0.145
CutSR_all_bin_1_2 p__bin3 -0.141
CutSR_all_bin_1_0 4__binl -0.140
Wgamma_ XS 4__binl -0.132
Zjets_ XS uw_WZ -0.132
FF__Prompt H__bin2 0.131
JET__Pileup_ OffsetNPV u_WZ -0.131
MjjRewStat 1t bin2 0.128
1 FF_BTagged 4__binl 0.127
CutSR_all_bin_1_1 p__bin2 -0.127
WZ_EWG6__TheoScale nw_WZ -0.127
CutSR__all_bin_0_4 p__binb -0.122
CutSR__all_bin_0_5 p__bin6 -0.122
CutSR__all_bin_0_0 p__binl -0.121
FF_ Prompt 1+__bin6 0.120
FF__ Prompt H__bind 0.118
FF_ Prompt u_FF_BTagged -0.118
FT_EFF_Eigen_ Light_ 0 u_WZ -0.115
CutSR__all_bin_0_2 p__bin3 -0.115
1 FF_BTagged 1 bin2 0.114
CutSR_all_bin_0_1 p__bin2 -0.112
. WZ 1__binb 0.110
MjjRewStat p__binl 0.110
CutSR__all_bin_2_5 p__bin6 -0.108
CutSR_all_bin_0_3 p__bin4d -0.107
Lumi p__binbs -0.107
CutSR__all_bin_1_4 p__bin5 -0.106
Lumi p__bin6 -0.105
CutLowMjj_all_bin_0_5 1__bin6 -0.103
1 FF_BTagged 4__bin3 0.102
FF_ Prompt MjjRewStat 0.101
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Figure C.11: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength pipin ; in the my,-differential cross-section
measurement of inclusive W*W¥jj with observed data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) mye-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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Figure C.12: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the my,-differential cross-section measurement of inclusive WiWijj with observed
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Figure C.13: Pre-fit mge-distributions in signal region split into my; slices as used in
my;-differential cross-section measurement.
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Figure C.15: Pre-fit mye-distributions in SR summed over mj; slices (a) and mg;-
distributions in SR summed over my, bins (b) in mg-differential cross-section measure-
ment.
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C Additional information about unfolded distributions

Table C.4: Breakdown of the uncertainty of signal strength in the different my, truth
slices in the myy-differential cross-section measurement of inclusive wEWw=E jj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,

top and Zjets.

Source Impact [%)]
Hbin 1 Mbin2 Mbin3 HMbin4d Hbin5 Hbin 6
Experimental
Electron calibration 0.4 0.4 0.1 0.4 0.5 1.1
Muon calibration 0.5 0.4 0.5 0.5 0.5 0.8
Jet energy scale and resolution 2.6 2.0 1.8 1.8 2.7 1.8
Emiss gcale and resolution 0.3 0.1 0.3 0.0 0.2 0.2
b-tagging inefficiency 0.7 0.6 0.6 0.7 0.7 0.8
Background, misid. leptons 3.7 4.0 4.6 3.6 2.0 3.1
Background, charge misrec. 1.7 1.0 1.5 1.1 1.1 1.1
Pileup modelling 0.6 0.4 0.1 0.1 0.0 0.1
Luminosity 1.8 1.7 1.8 1.8 1.8 1.8
Modelling
WEW=ij shower, scale, PDF & « 1.9 0.3 0.9 1.0 1.7 0.1
EW W*W=jj, QCD corrections 5.7 5.4 3.9 2.0 3.9 5.1
EW W+W=jj, EW corrections 1.0 0.1 0.0 0.0 0.0 0.0
QCD W*W=jj, QCD corrections 0.2 0.0 0.0 0.4 0.0 0.1
Background, WZ scale, PDF & « 0.0 0.6 0.1 0.0 0.0 0.1
Background, WZ reweighting 1.7 1.8 1.3 0.8 0.7 0.3
Background, other 2.9 0.5 1.5 1.0 0.2 0.2
Model statistical 4.6 4.0 5.1 4.3 3.3 4.3
Experimental and modelling 9.9 8.9 8.8 6.9 6.8 8.1
Data statistical 17.6 16.5 20.7 17.8 15.1 14.8
Total 20.2 18.7 22.5 19.0 16.6 16.9

C.2.2 Results of the Asimov Fit for m;; with EW Signal
The expected signal strength g from the fit to Asimov data is:

L = 1.00 £013 (stat.) £01)

/’Lexp, mjj, bin

EW 0.29 0.10
Hexp, my;, bin 2 = 1.00 0737 (stat.) £i9

EW 0.35 0.10
Hexp, my;, bin 3 = 1.00 £g735 (stat.) £¢.0s

EW 0.33 0.08
Hexp, my;, bin 4 = 1.00 20755 (stat.) £g7o7
bin 5 = 1.00 037 (stat.) £0:0

Mexp, mjj,

i0'35

MeE;XZ, my;, bin 6 = 1.00 F0750 (stat.) +0:06 (mod.

(mod.

(mod.

(mod.

(mod.

(mod.

and the QCD W Zjj normalisation strength is:
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EW 0.04 0.03
HWZ, exp, my = 1-00 004 (stat.) £g7o3

(mod. syst.) £097 (exp. syst.) £

syst.)

syst.)

syst.)

syst.) £0.05 (exp.

syst.)

syst.)

0.09
:l:0.0Q

0.05
i0.0S

0.05
i0.05

0.06
i0.0G

0.07
i0.06

(exp.

(exp.

(exp.

(exp.

(exp.

syst.) =003 (lumi.),

syst.)

syst.)

:|:O'02

0.01 (lumi.),

:|:0'03

0.01 (lumi.),

syst.) 2092 (lumi.),

syst.) £0:07 (lumi.),

syst.)

:I:0.0Q

0.01 (lumi.)

0.01

o'o1 (lumi.).
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Figure C.16: Post-fit mge-distributions in signal region split into mg; slices as used in
the mj;-differential cross-section measurement of EW WEW¥jj with Asimov data.
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C Additional information about unfolded distributions
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Figure C.18: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mj;-differential cross-section measurement of EW W*W*jj with Asimov
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C.2 Results for my;

Table C.5: List of parameter correlations which are larger than 10% in the m;;-differential
cross-section measurement of EW W W=+ jj with Asimov data.

Parameter 1

Parameter 2

Correlation

JET__Flavor__Response

p__bin3
JET__Etalntercalibration__Modelling
JET__Pileup_ RhoTopology

1 bin2

JET__JER_ EffectiveNP_1

JET_ Flavor_ Composition

JET_ Pileup_ OffsetMu

1__bin4d

FF__Prompt

signal_EW4_ TheoScale

4 FF_BTagged
signal_EW6__truthBin2900toinf TheoShower
signal_EW6__truthBin500t0o1000__TheoShower
JET__EffectiveNP__Modellingl
WZ_EW4_ TheoScale
CutSR_all_bin_1_0

top_ XS

Z7Z_ XS

CutSR__all_bin_1_2
CutSR__all_bin_2_4

11__binb

CutSR_all_bin_1_1

MjjRewStat

CutSR_all_bin_1_4

JET_ Pileup_ OffsetNPV
Wgamma_ XS

CutSR_all_bin_2_ 0
JET__Etalntercalibration_ Modelling
p__bin2

chFlipSF
signal_EW6__truthBin2000t02900__TheoShower
MjjRewStat

CutSR_all_bin_2_ 1

Zjets_ XS

FT_EFF_Eigen_ Light_0

. WZ

CutSR_all_bin_1_3

FF_ Prompt

WZ_EWG6__TheoScale

signal_ EW6__truthBin500t01000__TheoQCDCorr
signal_EW6__truthBin1000to1300__TheoQCDCorr

nw_WZ
H__bin4d
n_WZ
n_WzZ
1t bin3
w_WZ
w_WZ
uw_WZ
p__binb
p__binl
p__binl
H__binl
1+__bin6
4__binl
w_WZ
W _WZ
4__binl
w_WZ
n_WZ
p__bin3
H__binb
/+__bin6
H__bin2
H__bin2
p__binb
u_WZ
4__binl
4 binl
1i__bin6
p1__bind
p__binl
H__binb
H__binl
H__bin2
n_WZ
n_WZ
1t__bin6
4i__bind
1i__binb
uw_WZ
p__binl
H__bin2

0.376
-0.354
-0.326
-0.307
-0.303
-0.282
-0.252
-0.246
-0.239

0.221
-0.216

0.204
-0.188

0.185
-0.183

0.181
174
173
.163
.154
.153
.151
.151
0.150
.144
.144
.140
.139
1131

0.130

0.129
-0.128

0.127
-0.123
-0.117
-0.116

0.114
-0.113

0.113
-0.112

0.105

0.102

Post-fit plots are in Figure C.16 and Figure C.17.
Pull plot and correlations are in Figure C.18.
Table of the strongest (anti-)correlations are included in Table C.5.
The ranking plot is shown in Figure C.19.
The impact of different components of systematic uncertainties on the measured differ-

ential fiducial cross-section is shown in Table C.6.
The correlation between unfolded bins are shown in Figure C.20.

C.2.3 Results of the Asimov Fit for m;; with EW+4Int4-QCD Signal

The expected signal strength p from the fit to Asimov data is:

EW+Int+QCD

exp, myjj, bin 1

EW+Int+QCD

Mexp, myj;, bin 2

EW+Int+QCD __

exp, mjj, bin 3

EW+Int+QCD __

exp, mjj, bin 4

EW+Int+QCD

exp, mjj, bin 5

EW+Int+QCD

exp, mjj, bin 6

=1.00 012 (stat.) £5-9% (mod.

= 1.00 939 (stat.) £5-09 (mod.

=1.00 £533 (stat.) £3:07 (mod.

1.00 032 (stat.) 4308 (mod.

=1.00 +0-2% (stat.) £5-05 (mod.

= 1.00 033 (stat.) £5-09 (mod.

syst.) +007
syst.) +0°0

syst.) =004

syst.) +0:08 (exp.

syst.) £0.0g (exp

syst.) 0.0 (exp.

(exp.

(exp.

(exp.

syst.) £9:0% (lumi.),

syst.) £9:07 (lumi.),
syst.) £9:0% (lumi.),
syst.) £9:07 (lumi.),

syst.) £9:0% (lumi.),

syst.) £9:07 (lumi.)
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C Additional information about unfolded distributions
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Figure C.19: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin ¢ in the mj;-differential cross-section
measurement of EW W*W*jj with Asimov data. They are shown for the first (a), second
(b), third (c), 4th (d), 5th (e) and 6th (f) mj;-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on p;, both referring to the upper scale. The black points show the pulls of the nui-
sance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in

Section 7.4.6.



C.2 Results for my;

Table C.6: Breakdown of the uncertainty of signal strength in the different mj; truth
slices in the myj-differential cross-section measurement of EW WEW=jj with Asimov data.
”Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top

and Zjets.
Source Impact [%)]
Hbin1 Hbin2 Hbin3 Hbind4 Hbin5 Hbin6
Experimental
Electron calibration 0.5 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.5 0.5 0.6 0.5 0.5 0.5
Jet energy scale and resolution 1.6 3.3 4.4 3.9 3.6 5.9
Emiss gcale and resolution 0.3 0.2 0.3 0.1 0.2 0.2
b-tagging inefficiency 1.0 0.8 0.8 0.7 0.7 0.5
Background, misid. leptons 7.8 3.2 2.2 1.7 4.4 1.2
Background, charge misrec. 2.9 0.8 1.0 0.5 0.4 0.5
Pileup modelling 0.3 0.1 0.3 0.6 0.2 0.2
Luminosity 2.0 1.9 1.9 1.8 1.9 1.9
Modelling
EW W=Wjj, shower, scale, PDF & ay 4.4 1.7 1.8 0.8 3.6 6.5
EW WEWjj, QCD corrections 2.3 3.0 2.4 2.9 1.9 2.0
EW W*W4jj, EW corrections 0.1 0.2 0.2 0.2 0.1 0.2
Int W*WHjj, shower, scale, PDF & ay 0.5 0.2 0.1 0.1 0.1 0.1
QCD W*Wjj, shower, scale, PDF & o 5.1 1.7 1.5 0.8 0.5 0.2
QCD W*W#jj, QCD corrections 1.1 1.5 1.4 0.8 0.7 0.5
Background, WZ scale, PDF & as 0.7 0.5 0.4 0.5 0.7 0.8
Background, WZ reweighting 2.9 4.5 3.3 3.1 1.7 1.0
Background, other 3.4 1.1 1.7 0.4 0.2 0.7
Model statistical 5.4 6.6 7.3 5.7 6.2 3.9
Experimental and modelling 13.4 10.5 10.5 8.8 9.8 10.3
Data statistical 18.4 28.0 33.5 31.7 25.4 32.3
Total 22.8 29.9 35.1 32.9 27.3 33.9

and the QCD W Zjj normalisation strength is:

MSVV;+;;;+SSD = 1.00 £0:07 (stat.) 303 (mod. syst.) £5-97 (exp. syst.) £9-01 (lumi.).
Post-fit plots are in Figure C.21 and Figure C.22.

Pull plot and correlations are in Figure C.23.

Table of the strongest (anti-)correlations are included in Table C.7.

The ranking plot is shown in Figure C.24.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.8.

The correlation between unfolded bins are shown in Figure C.25.

C.2.4 Results of the Fit to Observed Data for m;; with EW Signal
The observed signal strength p from the fit to observed data is:

Hobs, my, bin 1 = 1.59 2570 (stat.) £017 (mod. syst.) £5:05 (exp. syst.) 53 (lumi.),

MEQ’X my;, bin 2 = 0.72 18;32 (stat.) :I:g:g? (mod. syst.) 18;82 (exp. syst.) :I:g:g% (lumi.),
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C Additional information about unfolded distributions
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Figure C.20: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the myj-differential cross-section measurement of EW W*W¥jj with Asimov data.
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Figure C.21: Post-fit mye-distributions in signal region split into mj; slices as used in
the mjj-differential cross-section measurement of inclusive WEW*jj with Asimov data.
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C.2 Results for my;
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Figure C.22: Post-fit distributions in WZ control region as used in the mj;j-differential
cross-section measurement of inclusive W*W*jj with Asimov data.

Table C.7: List of parameter correlations which are larger than 10% in the mj;-differential
cross-section measurement of inclusive W¥W*jj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET__Flavor_ Response n_WZ 0.376
H__bin3 1__bind -0.351
JET__Etalntercalibration_ Modelling nw_WZ -0.326
JET__Pileup_ RhoTopology w_WZ -0.307
H__bin2 H__bin3 -0.298
JET_JER_ EffectiveNP__1 n_WZ -0.283
JET__Flavor_ Composition n_WZ -0.252
signal_AIIEW__truthBin500t01000__TheoShower p__binl 0.249
JET__Pileup_ OffsetMu pu_WZ -0.246
FF_ Prompt p__binl 0.239
1__bind 1i__binb -0.237
n_FF_BTagged p__binl 0.196
signal__ANIEW__truthBin2900toinf TheoShower H1__bin6 -0.186
JET__EffectiveNP__Modellingl nw_WZ -0.183
WZ_EW4__TheoScale w_WZ 0.181
top_ XS w_WZ -0.173
Z7_XS n_WZ -0.163
CutSR_all_bin_2_ 0 p_binl -0.160
CutSR_all_bin_1_0 p__binl -0.157
CutSR_all_bin_2_4 p__binb -0.154
CutSR_all_bin_1_2 p__bin3 -0.150
1__binb 1i__bin6 -0.150
MjjRewStat p1__bin2 0.149
CutSR__all_bin_1_1 p__bin2 -0.145
JET__Pileup_ OffsetNPV w_WZ -0.144
CutSR__all_bin_1_4 H__binb -0.143
Wgamma_ XS H__binl -0.133
JET__Etalntercalibration__Modelling #__bin6 -0.131
chFlipSF p__binl 0.131
CutSR_all_bin_2_1 p__bin2 -0.129
signal_AIIEW__truthBin2000t02900__TheoShower p__binb -0.124
1 bin2 p__bind 0.124
MjjRewStat 4__binl 0.121
FT_EFF_ Eigen_ Light_0 nw_WZ -0.117
Zjets_ XS w_WZ -0.116
nw_WZ H__bin6 0.114
FF__Prompt H__binb 0.114
WZ_EW6__TheoScale n_WZ -0.112
CutSR_all_bin_1_3 p__bin4 -0.111
el _FF_STAT_2015_2018_3_1 p__binl -0.109
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Figure C.23: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mjj-differential cross-section measurement of inclusive W=W%jj with
Asimov data.
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Figure C.24: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin s in the mgj-differential cross-section
measurement of inclusive W*W%jj with Asimov data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) m;j;-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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Figure C.25: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mjj-differential cross-section measurement of inclusive W*W=jj with Asimov
data.
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Table C.8: Breakdown of the uncertainty of signal strength in the different mj; truth
slices in the mj;-differential cross-section measurement of inclusive WEW=jj with Asimov
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 Hbin3 HMbin4 Mbin5  Hbin 6

Experimental
Electron calibration 0.4 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.4 0.5 0.5 0.5 0.5 0.5
Jet energy scale and resolution 1.2 3.0 4.1 3.7 3.5 5.9
Emiss gcale and resolution 0.2 0.2 0.3 0.1 0.2 0.2
b-tagging inefficiency 0.8 0.7 0.8 0.6 0.6 0.5
Background, misid. leptons 6.6 3.1 2.0 1.7 4.3 1.1
Background, charge misrec. 2.4 0.8 0.9 0.5 0.4 0.4
Pileup modelling 0.2 0.1 0.3 0.6 0.2 0.2
Luminosity 1.6 1.8 1.8 1.8 1.8 1.8

Modelling
WEW=jj shower, scale, PDF & a 4.7 2.1 2.0 0.9 3.4 6.4
EW W*W=jj, QCD corrections 1.6 2.6 2.1 2.7 1.9 1.9
EW WEW=jj, EW corrections 0.1 0.2 0.2 0.1 0.1 0.2

QCD W*W=jj, QCD corrections 0.4 0.3 0.3 0.1 0.1 0.1
Background, WZ scale, PDF & a4 0.5 0.5 0.4 0.5 0.7 0.8

Background, WZ reweighting 2.2 4.0 3.1 2.9 1.6 0.9
Background, other 2.6 1.1 1.5 0.4 0.2 0.7
Model statistical 4.4 6.1 6.7 5.5 6.0 3.9
Experimental and modelling 10.5 9.5 9.6 8.4 9.5 10.1
Data statistical 15.0 25.3 31.3 30.2 24.7 31.8
Total 18.3 27.0 32.7 314 26.4 334

/J(];:];Z myy, bin 3 = 1.45 +0-37 (stat.) 508 (mod. syst.) £00¢ (exp. syst.) £0 55 (lumi.),

HER i 1 = 10003 (stat) £48F (mod. syst) £433 (exp. syst) =537 (lumi )

E i s = 0.95 03 (stat.) 508 (mod. syst.) 358 (exp. syst.) £33 (lumi.),

Hobs, my, bin 6 = 1.05 £0°50 (stat.) £065 (mod. syst.) 076 (exp. syst.) 007 (lumi.)

and the QCD W# Zjj normalisation strength is:

B oy = 067 4031 (stat.) 2092 (mod. syst.) £632 (exp. syst.) £0 (lumi.).
Post-fit plots are in Figure C.26 and Figure C.27. The projections on my, and on myg in the
signal region are shown in Figure C.28.

Pull plot and correlations are in Figure C.29.

Selected profile LH scans are in Figure C.30.

Table of the strongest (anti-)correlations are included in Table C.9.

The ranking plot is shown in Figure C.31.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.10.

The correlation between unfolded bins are shown in Figure C.32.
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Figure C.26: Post-fit mge-distributions in signal region split into mg; slices as used in
the myj-differential cross-section measurement of EW W*W=jj with observed data.
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cross-section measurement of EW W*W¥jj with observed data.
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Figure C.28: Post-fit my,-distributions in SR summed over mj; slices (a) and mj;-
distributions in SR summed over my, bins (b) in the mjj-differential cross-section mea-
surement of EW WEW%jj with observed data..

Table C.9: List of parameter correlations which are larger than 10% in the m;;-differential
cross-section measurement of EW W*Wjj with observed data.

Parameter 1 Parameter 2 Correlation
p__bin3 p__bind -0.367
JET__Flavor_ Response n_WZ 0.351
JET__Etalntercalibration_ Modelling n_WZ -0.319
p__bin2 p__bin3 -0.309
JET_ Flavor_Composition w_WZ -0.298
JET_ Pileup_ RhoTopology n_WZ -0.281
signal _EW6__truthBin500t01000__TheoShower p__binl 0.269
JET_JER_ EffectiveNP__1 n_WZ -0.254
p__bin4 p__binb -0.240
JET__Pileup_ OffsetMu nw_WZ -0.237
signal_EW4_TheoScale p__binl -0.232
FF__Prompt p__binl 0.205
top__XS n_WZ -0.205
u_FF_BTagged 1 binl 0.196
signal_ EW6__truthBin2900toinf_TheoShower p__bin6 -0.195
Z7_ XS n_WZ -0.194
CutSR_all_bin_1_0 p__binl -0.185
CutSR__all_bin_1_2 p__bin3 -0.166
JET__EffectiveNP__Modellingl nw_W7Z -0.165
p__binb H__bin6 -0.151
CutSR__all_bin_2_4 p__binb -0.149
CutSR__all_bin_1_1 p__bin2 -0.143
Zjets_ XS n_WZ -0.142
CutSR__all_bin_2_0 p__binl -0.141
WZ_EW4_ TheoScale n_WZ 0.141
CutSR_all_bin_1_4 p__binb -0.141
JET__Etalntercalibration_ Modelling p__bin6 -0.139
1 bin2 1__bind 0.135
WZ_EWG6__TheoScale nw_WZ -0.134
Wgamma_ XS p__binl -0.134
JET__Pileup_ OffsetNPV nw_W7Z -0.131
signal_EWG6__truthBin2000t02900__TheoShower p__binb -0.128
FF__Prompt p__bins 0.125
Lumi p__binl -0.122
chFlipSF p__binl 0.120
CutSR__all_bin_2_1 p__bin2 -0.115
CutSR_all_bin_1_3 p__bind -0.113
uw_WZ 1__bin6 0.113
uw_WZ 1 bin2 0.113
FT_EFF_Eigen_Light_0 nw_WZ -0.105
CutSR__all_bin_0_0 p__binl -0.105
CutSR__all_bin_2_2 p__bin3 -0.104
n_WZ p__bin4d 0.102
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Figure C.29: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the my-differential cross-section measurement of EW WEW%jj with ob-
served data.
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Figure C.31: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin ¢ in the mj;-differential cross-section
measurement of EW W¥W%jj with observed data. They are shown for the first (a), sec-
ond (b), third (c), 4th (d), 5th (e) and 6th (f) m;;-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on p;, both referring to the upper scale. The black points show the pulls of the nui-
sance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in

Section 7.4.6.




C.2 Results for my;

Table C.10: Breakdown of the uncertainty of signal strength in the different mj; truth
slices in the mgj-differential cross-section measurement of EW W*W=jj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
Hbin1 Hbin2 Hbin3 Hbind4 Hbin5 Hbin6
Experimental
Electron calibration 0.4 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.5 0.5 0.5 0.5 0.5 0.5
Jet energy scale and resolution 14 6.5 2.6 5.4 3.9 6.0
Emiss gcale and resolution 0.2 0.2 0.2 0.1 0.2 0.2
b-tagging inefficiency 0.8 0.8 0.8 0.7 0.6 0.5
Background, misid. leptons 5.0 4.8 1.5 14 5.1 1.3
Background, charge misrec. 1.9 1.1 0.7 0.4 0.4 0.5
Pileup modelling 0.4 0.3 0.1 0.6 0.2 0.2
Luminosity 1.9 2.1 1.9 1.9 1.9 1.9
Modelling
EW W=Wjj, shower, scale, PDF & ay 4.3 3.4 1.5 1.2 3.7 6.6
EW WEWjj, QCD corrections 1.3 2.4 2.1 2.2 2.7 1.4
EW W*W4jj, EW corrections 0.1 0.5 0.1 0.2 0.1 0.2
Int W*WHjj, shower, scale, PDF & ay 0.4 0.2 0.1 0.1 0.1 0.1
QCD W*Wjj, shower, scale, PDF & a, 3.7 3.1 1.1 0.9 0.5 0.3
QCD W*W#jj, QCD corrections 0.7 2.4 0.9 1.1 0.6 0.5
Background, WZ scale, PDF & as 0.4 0.7 0.3 0.5 0.8 0.8
Background, WZ reweighting 1.2 3.9 1.6 2.0 1.3 0.5
Background, other 2.2 1.5 1.2 0.4 0.2 0.7
Model statistical 3.9 8.4 5.7 5.9 6.3 3.9
Experimental and modelling 9.6 14.0 7.7 9.2 10.5 10.2
Data statistical 12.3 37.0 24.7 32.3 26.3 31.2
Total 15.6 39.5 25.9 33.6 28.3 32.9

C.2.5 Results of the fit to Observed Data for mj with
EW+Int+QCD Signal

The observed signal strength p from the fit to observed data is:

EW+Int+QCD . 4 : . .
Sha, o 1 = L1 16 (stat.) £0:5 (mod. syst.) £0.07 (exp. syst.) £33 (lumi.),

pEWTIAQED () 79 4025 (stat.) £597 (mod. syst.) £:93 (exp. syst.) £9:97 (lumi.),

obs, mj;, bin 2

EW-+Int+QCD 0.35 0.10 0.05 0.03 .
obs, m?] b(?n 5 = 1.41 4¢3 (stat.) o3 (mod. syst.) £¢701 (exp. syst.) £¢05 (lumi.),

EW-+Int+QCD . . . . :
obu, gy bin 4 = 1:00 £033 (stat.) 007 (mod. syst.) £6:38 (exp. syst.) 2067 (lumi.),

EW+Int+QCD 0.25 0.08 0.06 0.02 .
Fobs, mzl_n b?n 5 = 0.95 +433 (stat.) £ 6 (mod. syst.) £¢gg (exp. syst.) +q 7 (lumi.),
EW+Int CD . . . . :
Mobs,+mrjlj ’+b?n 5 = 1.05 035 (stat.) £330 (mod. syst.) £0.9¢ (exp. syst.) £3:07 (lumi.)
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Observed correlations mii Observed correlations of all but luminosity unc. m,
1 1
[T U
oM Vs =13 Tev, 139 b 08 oM Vs =13 TeVv, 139 b 08
EW WWj 0.6 EW W*Wjj 0.6
Moins [— -0.149 Moins |- -0.153
0.4 0.4
Hoioa [~ 0.071 0.2 Hoina [~ 0068 |02
0 0
Hoing = -0.365 0.091 -0.002 |, Mg - -0.371 0.006 | g5
0.4 0.4
Hoing -0.307 0.134 0.027 0.029 Hoing -0.311 0.132 0.024 0.026
-0.6 -0.6
Hoin -0.067 0.085 0.028 0.077 0.019 08 Mot -0.074 0.077 0.022 0.069 0.013 -08
L L L L L _1 L L L L L _1
ubm! ubmz ubma ubmA ubms ubme ubm! ubmz ubma ubmA ubms ubms
(2) (b)
Observed correlations of stat. and modelling unc. m, Observed correlations of stat. unc. m;
1 1
Hoine [— 1 0.8 Hoine [— 1 0.8
Vs =13TeV, 139 fiy - Vs =13TeV, 139 fo -
EW WAWHj 0.6 EW WAWHj 0.6
Hoins [~ Hoins [~ -0.184
0.4 0.4
Hoing — 0.2 Hoing -0.287 0.041 0.2
0 0
Hying -0.376  0.086 -0.008 |, Mg - -0.387 | 0.084 -0.011 02
-0.4 -0.4
Hoing 0.112 -0.012 0.005 Hoin -0.340 0.102 -0.021 0.002
0.6 0.6
Hoin -0.133 0.062 0.004 0.011 0.003 08 Hoing -0.210 0.050 -0.014 0.001 -0.001 -08
L L L L L _1 L L L L L _1
pblnI pbln2 pblnfi IJ'bvrw “bvns “bm& p'blni p'bln2 pblnS “mm “bvns “bvns
(c) (d)

Figure C.32: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the myj-differential cross-section measurement, of EW W*W¥jj with observed data.

and the QCD W Zjj normalisation strength is:

EW-+Int+QCD _ 4 . . .
szfongn%j =0.67 £001 (stat.) 302 (mod. syst.) £5-9¢ (exp. syst.) £9-01 (lumi.).

Post-fit plots are in Figure C.33 and Figure C.34. The projections on mj; and on my, are
shown in Figure C.35.

Pull plot and correlations are in Figure C.36.

Selected profile LH scans are in Figure C.37.

Table of the strongest (anti-)correlations are included in Table C.11.
The ranking plot is shown in Figure C.38.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.12.
The correlation between unfolded bins are shown in Figure C.39.

C.3 Results for my

This section presents the extraction of the differential cross-section of the EW WEW*jj
production and EW+Int+QCD W*W*jj production as a function of mr.

C.3.1 Pre-Fit Distributions for mr

The following Figures show the distributions of the fit inputs in the high-mj; signal region
(Figure C.40) low-m;; control region and WZ control region (Figure C.41). Zero correlation
is assumed in the combination of systematic uncertainties in the hatched band. The observed
data is shown with Poisson uncertainties.

294



C.3 Results for mr

> 6OF T T T T T = > T T T T T
3 oData201518  HWWj oy EWWj pez 3 4oL ¢ Daa201s18 EW Wi sy EWW ooz
0 5oL MWW e BWW ors EWW s E o EW Wi ons BEWWi s EWW ons
% BW W oo Wwz aco BwzEw % 107|\4\wan ons Bwzaco BWwzEew
€ 200 Non-prompt [Conversions Other prompt E ] Non-prompt [ Conversions Other prompt
[ #Tot. Uncert. [ gL #Tot. Uncert.
i Vs=13TeV, 139 b i Vs =13 TeV, 139 fo”!

30F E o

20) B 4

10| B 2|

0 0
s 2 ‘ s 2 ‘
2 15 | Q15 1
3 0.5 L L L L L 8 0.5 + Il * L L L L
100 200 300 400 500 600 100 200 300 400 500 600
m,, [GeV] m,. [GeV]

(a) 500 < mj; < 1000 GeV

(b) 1000 < mjj < 1300 GeV

T
EWW
BWWj oy
mwzaco

i Gonversions.

Vs=13TeV, 139 1™

T T 3
WWWij oo
WWWij ens
Ewzew
Other prompt

|

(d) 1600 < mjj < 2000 GeV

> gF T T T T T > {0F T T
8 ®Data201518  WWW ooy EWWj poz 8 © Data 2015-18
o TEEWW e B s EWW s s WV oo
§ BWWi e EWZQCD BwWzew 8 B EWW e
£ 6F mNonprompt  WConversions [ Other prompt 2 Non-prompt
Q £ #Tot. Uncert Qo [ %Tot. Uncen.
& 5 Vs =13TeV, 139 fo! o &7
4 ’
3 i@
2 2
1
0 o
s 2 T T T s Pl
(%] (%)
2 15 4 2 15 l ‘
8 ost! t 8 o5t
| | | | | | |
100 200 300 400 500 600 100 200
m[GeV]

|
300

\
500 600
me.[GeV]

|
400

(€) 2000 < mjj < 2900 GeV

> T T T T T
8 121 epatazois1s  WWWi ey EWW sen
Irs BWWi sy BWW ey EWW s
8 10 @wW Wi s Wwzacp WwzeEw |
2 Non-prompt W Conversions Other prompt
S B %Tot Uncen. 7
[im) Vs=13TeV, 139 fb"
6L E
4 E
9| 3
g T T
% 15
S il I3 I
T -
Sosl Lt
100 200 300 400 500 600
me. [GeV]

() 1300 < mjj < 1600 GeV

> 5F T T T T T
& eData2015-18  WWW sy EWW ez
%) AW W sy WWWj oy WW W sy
8 AL EWW e mwzaco Ewzew 4
2 Non-prompt [l Conversions Other prompt
3 #Tot. Uncert.
o % Vs =13TeV, 139 b 7
o E
1 E
|
9 T T T
RE
s el |
T I '
SOSES
100 200 300 400 500 600
m..[GeV]

(f) myj Z 2900 GeV

Figure C.33: Post-fit mge-distributions in signal region split into mg; slices as used in
the myj-differential cross-section measurement of inclusive W*W=jj with observed data.
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Figure C.34: Post-fit distributions in WZ control region as used in the m;j;-differential
cross-section measurement of inclusive W*Wjj with observed data.
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Figure C.35: Post-fit mge-distributions in signal region summed over mg; slices (a) m;;-
distributions in signal region summed over my, bins (b) in the mj;-differential cross-section
measurement of inclusive W¥W*jj with observed data.

Table C.11: List of parameter correlations which are larger than 10% in the mj;-
differential cross-section measurement of inclusive W*W¥jj with observed data.

Parameter 1 Parameter 2 Correlation
H__bin3 p__bin4 -0.362
JET__Flavor__Response w_WZ 0.352
signal_AIIEW__truthBin500t01000__TheoShower p__binl 0.344
JET__Etalntercalibration_Modelling n_WZ -0.318
p__bin2 p__bin3 -0.302
JET_ Flavor__Composition n_WZ -0.297
JET__Pileup_ RhoTopology uw_WZ -0.280
JET_JER_ EffectiveNP__1 u_WZ -0.269
4__bind 1i__binb -0.238
JET_ Pileup_ OffsetMu n_WZ -0.237
FF__Prompt p__binl 0.220
top__ XS nw_WZ -0.202
signal__ANIEW__truthBin2900toinf TheoShower H__bin6 -0.195
ZZ_Xs n_WZ -0.192
n_FF_BTagged p_binl 0.185
CutSR_all_bin_2_0 p__binl -0.166
JET__EffectiveNP__Modellingl u_WZ -0.164
CutSR_all_bin_1_0 p__binl -0.164
CutSR_all_bin_1_2 p__bin3 -0.162
CutSR_all_bin_2_ 4 H__binb -0.151
H__binb H__bin6 -0.147
WZ_EW4_ TheoScale nw_WZ 0.143
CutSR__all_bin_1_4 p__binb -0.140
Zjets_ XS w_WZ -0.139
CutSR_all_bin_1_1 p__bin2 -0.138
JET__Etalntercalibration__Modelling p__bin6 -0.138
WZ_EW6__TheoScale pn_WZ -0.134
JET_ Pileup_ OffsetNPV u_W2Z -0.130
Wgamma_ XS p__binl -0.126
FF_ Prompt 1__binb 0.126
4 bin2 4__bind 0.125
Lumi p__binl -0.125
signal__AlIEW__truthBin2000t02900__TheoShower p__binb -0.122
CutSR_all_bin_2_1 p__bin2 -0.121
chFlipSF p__binl 0.121
w_WZ p__bin6 0.114
CutSR_all_bin_1_3 p__bind -0.112
CutSR_all_bin_2_2 p__bin3 -0.107
H_WZ p__bin2 0.106
FT_EFF_Eigen_Light_0 u_WZ -0.106
el _FF_STAT_2015_2018_3_1 p__binl -0.101
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Figure C.36: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mjj-differential cross-section measurement of inclusive W=W=jj with
observed data.
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Figure C.37: Likelihood scans of nuisance parameters with largest pulls and constraints
in the m;; differential cross-section measurement of inclusive W*W*jj with Asimov data
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Figure C.38: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin s in the mgj-differential cross-section
measurement of inclusive W*W¥jj with observed data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) m;j;-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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Figure C.39: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the myj-differential cross-section measurement of inclusive WEW*jj with observed
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Figure C.40: Pre-fit mjj-distributions in signal region split into mr slices as used in
m-differential cross-section measurement.
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Figure C.41: Pre-fit distributions in WZ control region (a) and low-mj; control region
(b) as used in mr-differential cross-section measurement.
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C Additional information about unfolded distributions

Table C.12: Breakdown of the uncertainty of signal strength in the different mj; truth
slices in the mjj-differential cross-section measurement of inclusive WEW#jj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,

top and Zjets.

Source Impact [%)]
Hbin 1 Mbin2 Mbin3 HMbin4d Hbin5 Hbin 6
Experimental
Electron calibration 0.4 0.4 0.5 0.4 0.4 0.4
Muon calibration 0.4 0.5 0.5 0.5 0.5 0.5
Jet energy scale and resolution 1.1 5.2 2.5 4.9 3.8 5.9
Emiss gcale and resolution 0.1 0.2 0.2 0.1 0.2 0.2
b-tagging inefficiency 0.7 0.7 0.7 0.6 0.6 0.5
Background, misid. leptons 4.4 4.2 1.4 1.3 4.9 1.2
Background, charge misrec. 1.6 1.0 0.6 0.1 0.2 0.2
Pileup modelling 0.3 0.3 0.2 0.6 0.2 0.2
Luminosity 1.6 1.8 1.8 1.8 1.8 1.8
Modelling
WEW=ij shower, scale, PDF & « 4.7 3.3 1.6 1.0 3.4 6.4
EW W*W=jj, QCD corrections 1.1 1.8 2.0 2.0 2.6 14
EW WEW=jj, EW corrections 0.1 0.4 0.1 0.2 0.1 0.2
QCD W*W=jj, QCD corrections 0.3 0.3 0.3 0.1 0.1 0.0
Background, WZ scale, PDF & « 0.3 0.5 0.2 0.5 0.7 0.8
Background, WZ reweighting 1.0 3.2 1.6 1.9 1.2 0.5
Background, other 1.8 1.3 1.1 0.4 0.2 0.7
Model statistical 3.3 7.0 5.3 5.6 6.0 3.8
Experimental and modelling 8.1 11.3 7.2 8.5 10.1 10.0
Data statistical 10.5 30.7 23.6 30.6 25.5 30.8
Total 13.3 32.7 24.7 31.7 27.4 324

C.3.2 Results of the Asimov Fit for mt with EW Signal

The signal strength mu from the fit to Asimov data is:

BwW L = 1.00 £5:22 (stat.) 059 (mod. syst.) 057 (exp.

:u‘exp, mT, bin

Bw 5 = 1.00 £33 (stat.) £5:09 (mod.

Mexp, mT, bin

EW 0.39 0.10
Heoxp, my. bin 3 = 1.00 £¢35 (stat.) £ 759
EW 0.31 0.08
:u’exp, mr, bin 4 — 1.00 i0.29 (Stat') :l:0.0G

EW 0.28 /., 0.08
Hexp, mr, bin 5 = 1.00 £¢5¢ (stat.) +¢77

EW 0.25 0.09
Heoxp, my, bin 6 = 1.00 £33 (stat.) £ g

(mod.

(mod.

(mod.

(mod.

and the QCD W Zjj normalisation strength is:
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HVY, exp, ma = 100 003 (stat.) 603

syst.) £0.65

syst.) £0.05
syst.) £0.05 (exp.

syst.) +0:02

syst.) £0.04

i0.07

(mod. syst.) g7

(exp.

(exp.

(exp.

(exp.

syst.) £5-02 (lumi.),

syst.)

j:0.0Q

001 (lumi.),

syst.) 2003 (lumi.),

syst.)

:|:0'02

0.01 (lumi.),

syst.) 2003 (lumi.),

syst.)

(exp. syst.)

i0.0B

005 (lumi.)

:I:0.0l

o'o1 (lumi.).
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Figure C.43: Post-fit mj;-distributions in signal region split into mr slices as used in the
mr-differential cross-section measurement of EW W*W*jj with Asimov data.

Vs=13TeV, 139 fo* Asimov_Datallill WZ QCD

B wz Ew Non-prompt
[ Conversions Other prompt.
%4 Tot. Uncert.

Data/SM

0.9

WZ control region

(a)

Events/10 GeV

Data/SM

T T T T
30F ® Asimov_Data MWW iEWeny EWWjEW ey -
BEWW EW oy [IW'WH EW gy [IIW'W'i EW 6ins ]
25 lW'Wi EW oney W W Int W*WHjj QCD 4
Bwz Qcp Bwzew Non-prompt b
[ Conversions Other prompt %Tot. Uncert. 4
15F Vs =13 TeV, 139 fb™ 4
10 E
5 E
O T T T L — T T T T T T L
1.5F E
- . 4 It L =
hd iR ? T i 4
0 | | | | | E
0 100 200 300 400 500 600
m, [GeV]

(b)
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C Additional information about unfolded distributions
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Figure C.45: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mp-differential cross-section measurement of EW W* W ¥jj with Asimov
data.
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C.3 Results for mr

Table C.13: List of parameter correlations which are larger than 10% in the mr-
differential cross-section measurement of EW W*W=jj with Asimov data.

Parameter 1 Parameter 2 Correlation
p__bin2 1__bin3 -0.419
JET__Flavor_ Response n_WZ 0.371
p__bin3 p__bind -0.368
JET__Etalntercalibration_ Modelling u_WZ -0.309
JET__Pileup_ RhoTopology u_ W2 -0.292
JET__JER_ EffectiveNP_1 pn_WZ -0.273
1 binl 1 bin2 -0.255
JET__Flavor_ Composition n_WZ -0.242
JET__Pileup_ OffsetMu nw_WZ -0.235
MjjRewStat p__binl 0.223
u__bind 1__binb -0.216
signal_EW4_ TheoScale p__bin6 -0.202
WZ_EW4_TheoScale n_WZ 0.197
top_ XS n_WZ -0.176
JET__EffectiveNP__Modelling1l u_WZ -0.167
Z7Z_XS u_WZ -0.164
CutSR_all_bin_1_4 p__binb -0.143
1 bin2 1__bind 0.142
CutSR_all_bin_1_0 p__binl -0.140
CutSR__all_bin_1_5 p__bin6 -0.139
pu__FF__BTagged p__binl 0.139
1__binl 4__bin3 0.136
JET__Pileup_ OffsetNPV u_WZ -0.131
CutSR__all_bin_0_1 p__bin2 -0.130
FF_ Prompt u_FF_BTagged -0.127
CutSR__all_bin_1_1 p__bin2 -0.126
FT_EFF_ Eigen_Light_0 uw_WZ -0.121
signal_ EW6__truthBin0to170_ TheoQCDCorr 4 binl 0.120
FF_ Prompt 4__binl 0.117
FF__Prompt MjjRewStat 0.115
CutSR__all_bin_1_2 p__bin3 -0.114
Zjets__ XS nw_WZ -0.114
MjjRewStat p__FF_BTagged 0.108
CutSR__all_bin_2_ 2 p__bin3 -0.108
WZ_EW6__TheoScale n_WZ -0.107
Wgamma_ XS p__binl -0.107
CutSR__all_bin_2_5 p__biné -0.104
CutSR__all_bin_0_0 p__binl -0.101
1 bin3 1__binb 0.101
CutSR_all_bin_3_4 p__binb -0.100

Post-fit plots are in Figure C.43 and Figure C.44.

Pull plot and correlations are in Figure C.45.

Table of the strongest (anti-)correlations are included in Table C.13.

The ranking plot is shown in Figure C.46.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.14.

The correlation between unfolded bins are shown in Figure C.47.

C.3.3 Results of the Asimov Fit for mt with EW+Int4+QCD Signal

The signal strength mu from the fit to Asimov data is:

pEW I QED 9 60 4021 (stat.) £593 (mod. syst.) £397 (exp. syst.) £9:97 (lumi.),

exp, mT, bin 1 —

EW+Int+QCD 0.32 0.09 0.06 0.02 :
cxp, e bQin 5 = 1.00 £q'55 (stat.) £q7g5 (mod. syst.) £¢7gs (exp. syst.) £¢ o7 (lumi.),

EW-+Int+QCD _ 0.35 0.10 0.04 0.02 .
exp, mee. bin 3 = 1:00 £0753 (stat.) £003 (mod. syst.) £¢ g5 (exp. syst.) £go7 (lumi.),

pEWAINEQOD 6 10-28 (stat.) 997 (mod. syst.) £592 (exp. syst.) £5:92 (lumi.),

exp, mT, bin 4 —

pEW I QED 9 60 4024 (stat.) £597 (mod. syst.) £92 (exp. syst.) £9:97 (lumi.),

exp, mT, bin 5

EW-+Int+QCD , . . : :
Mexpfmr;tﬁ%n o = 1.00 £5:13 (stat.) £0:08 (mod. syst.) £0.95 (exp. syst.) £003 (lumi.)
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Figure C.46: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin i in the my-differential cross-section
measurement of EW W*W¥jj with Asimov data. They are shown for the first (a), second
(b), third (c), 4th (d), 5th (e) and 6th (f) mr-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on p;, both referring to the upper scale. The black points show the pulls of the nui-
sance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in

Section 7.4.6.
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Figure C.47: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mr-differential cross-section measurement of EW W¥W*jj with Asimov data.
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C Additional information about unfolded distributions

Table C.14: Breakdown of the uncertainty of signal strength in the different mr truth
slices in the mr-differential cross-section measurement of EW W W+ jj with Asimov data.
”Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top

and Zjets.
Source Impact [%)]
Hbin1 Hbin2 Hbin3 Hbind Hbin5 Hbin6
Experimental
Electron calibration 0.7 0.3 0.4 0.4 0.7 14
Muon calibration 0.6 0.7 0.6 0.7 0.6 1.0
Jet energy scale and resolution 3.6 3.1 2.8 3.5 2.5 2.6
Emiss gcale and resolution 0.9 0.8 1.0 1.0 0.6 0.4
b-tagging inefficiency 0.7 0.6 0.7 0.7 0.8 1.0
Background, misid. leptons 5.2 4.4 3.1 2.5 3.6 3.3
Background, charge misrec. 1.7 1.2 1.3 1.4 1.2 1.1
Pileup modelling 0.4 0.6 0.8 0.7 0.4 0.2
Luminosity 1.8 1.8 1.9 1.9 2.0 2.2
Modelling
EW W=W%jj, shower, scale, PDF & ay 1.2 1.2 1.0 0.6 0.7 1.5
EW WEWjj, QCD corrections 3.0 2.9 3.3 2.0 2.0 2.1
EW W*W4jj, EW corrections 0.6 0.4 0.3 0.2 0.4 0.5
Int W*W#jj, shower, scale, PDF & ay 0.2 0.2 0.2 0.1 0.0 0.1
QCD W*W=jj, shower, scale, PDF & a, 0.7 1.2 1.7 2.2 3.2 5.8
QCD W*W#jj, QCD corrections 0.9 0.8 1.2 1.1 1.0 0.6
Background, WZ scale, PDF & a; 0.5 0.7 0.5 0.5 0.4 0.9
Background, WZ reweighting 4.4 2.0 2.2 1.8 2.0 1.6
Background, other 2.9 1.3 1.3 1.3 0.6 0.7
Model statistical 5.4 7.9 8.2 5.8 6.1 5.1
Experimental and modelling 10.9 10.8 10.7 8.8 9.2 9.9
Data statistical 21.3 32.7 37.1 29.9 26.9 23.6
Total 23.9 34.5 38.6 31.1 28.4 25.6

and the QCD W# Zjj normalisation strength is:

Mgvvgi;;—ff]) =1.00 £5-37 (stat.) £3:03 (mod. syst.) 057 (exp. syst.) £5-07 (lumi.).
Post-fit plots are in Figure C.48 and Figure C.49.

Pull plot and correlations are in Figure C.50.

Table of the strongest (anti-)correlations are included in Table C.15.

The ranking plot is shown in Figure C.51.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.16.

The correlation between unfolded bins are shown in Figure C.52.

C.3.4 Results of the Fit to Observed Data for my with EW Signal

The observed signal strength p from the fit to observed data is:
Hobs, e, bin 1 = 0-96 £035 (stat.) £068 (mod. syst.) £006 (exp. syst.) £067 (lumi.),

BB o bin 2 = 048 2038 (stat.) 035 (mod. syst.) +392 (exp. syst.) £ (lumi.),
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Figure C.49: Post-fit distributions in WZ control region (a) and low-m;; control region
(b) as used in the mr-differential cross-section measurement of inclusive WEWjj with

Asimov data.

Table C.15: List of parameter correlations which are larger than 10% in the mr-
differential cross-section measurement of inclusive W*W¥jj with Asimov data.

Parameter 1 Parameter 2 Correlation
Jo__bin2 4 bin3 -0.426
p__bin3 p__bind -0.377
JET_ Flavor__Response n_WZ 0.373
JET__Etalntercalibration_ Modelling n_WZ -0.307
JET_ Pileup_ RhoTopology u_W2z -0.293
JET_JER_ EffectiveNP__1 n_WZ -0.274
4 binl 1 bin2 -0.251
JET__Flavor__Composition w_WZ -0.242
JET__Pileup_ OffsetMu w_WZ -0.234
H__bin4d H__binb -0.222
MjjRewStat #__binl 0.214
WZ_EW4_TheoScale n_WZ 0.199
top_ XS n_WZ -0.176
JET__EffectiveNP__Modellingl n_WZ -0.166
ZZ_Xs u_WZ -0.163
pn_FF_BTagged p__binl 0.155
1__bin2 4i__bind 0.148
CutSR_all_bin_1_5 __bin6 -0.146
CutSR__all_bin_1_4 __binb -0.141
CutSR__all_bin_1_0 p__binl -0.139
CutSR__all_bin_0_1 H__bin2 -0.139
p__binl p__bin3 0.138
FF__Prompt #__binl 0.132
JET__Pileup_ OffsetNPV u_WZ -0.132
CutSR_all_bin_1_1 H__bin2 -0.124
signal_EW6__truthBin0to170_TheoQCDCorr p__binl 0.124
FF__Prompt MjjRewStat 0.122
FT_EFF_ Eigen_ Light_0 n_WZ -0.121
Wgamma_ XS p__binl -0.120
FF__Prompt n_FF__BTagged -0.120
Zjets__XS n_WZ -0.114
MjjRewStat n_FF_BTagged 0.113
CutSR_all_bin_1_2 #__bin3 -0.112
FF__Prompt p__bin6 0.108
CutSR_all_bin_0_5 H__bin6 -0.108
CutSR_all_bin_0_0 p__binl -0.108
CutSR_all_bin_0_4 p__bin5 -0.106
WZ_EWG6__TheoScale n_WZ -0.106
FF__Prompt __binb 0.105
el _FF_STAT_2015_2018_3_1 H__bin6 -0.102
CutSR__all_bin_2_ 2 __bin3 -0.102
H__bin3 H__binb 0.101
signal _EW6__truthBin410toinf TheoQCDCorr H__bin6 0.101
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Figure C.50: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mrp-differential cross-section measurement of inclusive W*W=jj with

Asimov data.
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C.51: Ranking of the top 20 nuisance parameters sorted according to their im-

pact on the measured differential signal strength pbin ; in the mp-differential cross-section
measurement of inclusive W*W%jj with Asimov data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) mr-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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Figure C.52: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mr-differential cross-section measurement of inclusive W*W=jj with Asimov

data.
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Table C.16: Breakdown of the uncertainty of signal strength in the different mr truth
slices in the mr-differential cross-section measurement of inclusive WEW* jj with Asimov
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
Mbin1  Mbin2 Hbin3 HMbin4 Mbin5  Hbin 6

Experimental
Electron calibration 0.7 0.3 0.3 0.4 0.7 1.2
Muon calibration 0.6 0.6 0.6 0.7 0.5 0.9
Jet energy scale and resolution 3.4 2.8 2.7 3.8 2.1 1.9
Emiss geale and resolution 0.9 0.8 0.9 1.0 0.5 0.3
b-tagging inefficiency 0.7 0.6 0.7 0.7 0.7 0.8
Background, misid. leptons 5.5 4.7 3.0 2.8 3.9 3.6
Background, charge misrec. 1.7 1.3 1.4 1.6 14 1.4
Pileup modelling 0.4 0.6 0.6 0.7 0.3 0.4
Luminosity 1.7 1.7 1.7 1.7 1.8 1.8

Modelling
WEWjj shower, scale, PDF & oy 1.0 1.0 1.2 0.9 0.8 0.5
EW W*W=jj, QCD corrections 3.0 2.8 3.2 2.0 2.0 2.1
EW WEW=jj, EW corrections 0.5 0.3 0.1 0.0 0.1 0.1

QCD W*W+jj, QCD corrections 0.2 0.2 0.4 0.3 0.2 0.4
Background, WZ scale, PDF & a4 0.6 0.8 0.5 0.6 0.3 0.7

Background, WZ reweighting 3.8 1.5 1.8 1.2 1.3 0.8
Background, other 3.1 1.3 1.5 1.4 0.9 1.0
Model statistical 5.2 7.7 7.8 5.4 5.6 4.5
Experimental and modelling 10.6 10.4 10.1 8.3 8.1 7.2
Data statistical 20.1 30.6 34.2 26.9 23.3 18.8
Total 22.7 32.3 35.7 28.2 24.6 20.1

Hobs, mer, bin s = 142 £05% (stat.) 2677 (mod. syst.) 507 (exp. syst.) 2003 (lumi.),
Hobs, me, bin 4 = 0-98 055 (stat.) 2065 (mod. syst.) £005 (exp. syst.) &067 (lumi.),
Hobs, mee, bin 5 = 1.92 0751 (stat.) 015 (mod. syst.) 005 (exp. syst.) &5 (lumi.),

Hobs, mer, bin 6 = 132 035 (stat.) 015 (mod. syst.) 065 (exp. syst.) &g (lumi.)

and the QCD W¥ Zjj normalisation strength is:

HES s e = 0,60 008 (stat.) 2099 (amod. syst.) 2095 (exp. syst.) £33 (i)

Post-fit plots are in Figure C.53 and Figure C.54. The projections on mt and on mj; are
shown in Figure C.55. Because of the free floating normalisation factors nearly perfect
agreement is expected in the signal region in the mr projections. This is also observed.
There are some small deviations because of the low-mj; CR, the splitting into my; fits in the
fit and the migration of the truth level splitted samples into recoconstruction level bins.

Pull plot and correlations are in Figure C.56.

Selected profile LH scans are in Figure C.57.

Table of the strongest (anti-)correlations are included in Table C.17.
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Figure C.55: Post-fit signal region summed over mr slices (a) and summed over mr
slices (b) in the mr-differential cross-section measurement of EW W¥W%jj with observed
data.

Table C.17: List of parameter correlations which are larger than 10% in the mr-
differential cross-section measurement of EW WWw=* jj with observed data.

Parameter 1 Parameter 2 Correlation
p__bin2 p__bin3 -0.413
p__bin3 p__bin4d -0.357
JET__Flavor_ Response n_WZ 0.334
signal_EW4_TheoScale p__bin6 -0.295
JET__Etalntercalibration_ Modelling n_WZ -0.288
JET_ Flavor__Composition u_WZ -0.277
p__binl p__bin2 -0.273
JET_JER_ EffectiveNP__1 pn_WZ -0.246
JET_ Pileup_ RhoTopology uw_WZ -0.237
top_ XS uw_WZ -0.225
JET__Pileup_ OffsetMu nw_WZ -0.217
Z7_XS n_WZ -0.204
p__bin4 H__binb -0.200
signal_EW6__truthBin0to170_TheoQCDCorr p__binl 0.192
CutSR__all_bin_1_4 p__binb -0.172
JET__EffectiveNP__Modellingl u_WZ -0.172
signal_EW6__truthBin210t0250__TheoQCDCorr p__bin3 0.166
CutSR__all_bin_1_5 p__bin6 -0.164
MjjRewStat 4 binl 0.161
signal EW4_ TheoScale signal_EW6__truthBin410toinf TheoQCDCorr 0.159
WZ_EW4__TheoScale nw_WZ 0.158
CutSR__all_bin_1_0 p__binl -0.140
p__bin2 p__bin4d 0.139
Zjets_ XS n_WZ -0.138
u_FF_BTagged 4__binl 0.135
WZ_EW6__TheoScale n_WZ -0.130
FF_ Prompt u_FF_BTagged -0.127
CutSR__all_bin_1_2 p__bin3 -0.122
4 binl 4 bin3 0.121
CutSR_all_bin_2_5 H__bin6 -0.116
FT_EFF_Eigen_ Light_0 uw_WZ -0.116
signal_EWG6__truthBin410toinf_TheoEwcorr p__bin6 -0.116
CutSR__all_bin_3_4 p__binb -0.116
JET__Pileup_ OffsetNPV w_WZ -0.116
signal_EW4_ TheoScale p__binbd -0.116
FF__Prompt p__binl 0.115
CutSR__all_bin_0_1 p__bin2 -0.113
CutSR__all_bin_2_2 p__bin3 -0.112
CutSR_all_bin_1_1 p__bin2 -0.108
Wgamma_ XS 4 binl -0.106
Lumi p__binb -0.105
CutSR__all_bin_0_4 p__binb -0.104
FF__Prompt signal__EW4_ TheoScale 0.103
signal_EW4_ TheoScale signal_EWG6__truthBin410toinf__TheoEwcorr 0.102
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Figure C.56: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-

strained (c)
served data.

in the mp-differential cross-section measurement of EW WEW¥jj with ob-
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Figure C.57: Likelihood scans of nuisance parameters with largest pulls and constraints
in the mr differential cross-section measurement of EW WEW%jj with Asimov data (red)
and observed data (black).
(a-f) and for QCD W= Zjj normalisation parameter (g).

It is shown for the signal normalisation in the i-th truth bin
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Figure C.58: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin i in the my-differential cross-section
measurement of EW W*W%jj with observed data. They are shown for the first (a), sec-
ond (b), third (c), 4th (d), 5th (e) and 6th (f) mr-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on p;, both referring to the upper scale. The black points show the pulls of the nui-
sance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in

Section 7.4.6.



C.3 Results for mr

Table C.18: Breakdown of the uncertainty of signal strength in the different mr truth
slices in the mr-differential cross-section measurement of EW WiWijj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
Hbin1 Mbin2 HMbin3 HMbin4 HMbin5 Hbin 6

Experimental
Electron calibration 0.6 0.4 0.4 0.2 0.5 1.5
Muon calibration 0.5 1.0 0.6 0.8 0.6 1.1
Jet energy scale and resolution 4.2 6.7 2.1 4.5 1.7 2.7
Emiss gcale and resolution 0.9 2.5 11 1.7 0.2 0.5
b-tagging inefficiency 0.7 0.8 0.7 0.8 0.7 1.0
Background, misid. leptons 5.4 7.6 2.0 3.1 1.5 24
Background, charge misrec. 1.6 1.8 1.0 1.6 0.5 0.6
Pileup modelling 0.4 0.6 1.0 1.0 0.4 0.1
Luminosity 1.9 1.9 1.9 2.0 1.9 2.3
Modelling
EW W=Wjj, shower, scale, PDF & ay 0.7 1.3 0.4 0.7 0.5 1.4
EW WEWjj, QCD corrections 4.9 4.1 4.6 2.4 1.6 4.1
EW W=W=jj, EW corrections 0.4 2.0 1.7 1.0 0.3 0.4
Int W*WHjj, shower, scale, PDF & ay 0.2 0.4 0.1 0.1 0.0 0.1
QCD W*Wjj, shower, scale, PDF & a, 1.1 2.9 1.8 3.7 2.4 7.1
QCD W*W#jj, QCD corrections 0.4 0.7 0.4 0.5 0.2 0.1
Background, WZ scale, PDF & as 0.1 0.1 0.1 0.1 0.1 0.1
Background, WZ reweighting 3.1 3.3 1.2 1.5 0.8 1.2
Background, other 3.0 0.9 1.1 1.1 0.3 0.1
Model statistical 5.3 12.8 6.1 6.6 4.5 5.1
Experimental and modelling 11.5 18.4 9.3 10.9 6.4 11.1
Data statistical 21.3 59.3 27.0 32.1 17.0 20.0
Total 24.2 62.1 28.6 33.9 18.1 22.9

The ranking plot is shown in Figure C.58.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.18.

The correlation between unfolded bins are shown in Figure C.59.

C.3.5 Results of the Fit to Observed Data for my with
EW+4Int4+QCD Signal

The observed signal strength p from the fit to observed data is:

EWHInt+ Q0D _ 4 +0-29 (stat.) £9-09 (mod. syst.) £0:58 (exp. syst.) £0 52 (lumi.),

obs, mr, bin 1

EW-+Int+QCD 0.28 0.08 0.06 0.00 .
obs, mr, w3 = 0.52+035 (stat.) 008 (mod. syst.) 6,05 (exp. syst.) £007 (lumi.),

EWInt4 QCD _ 9 43 4036 (stat.) £912 (mod. syst.) £393 (exp. syst.) £3:93 (lumi.),

obs, mT, bin 3

EW +Int+QCD 0.29 0.08 0.06 0.03 .
obs, mr. wi s = 1.04£0:32 (stat.) 005 (mod. syst.) 00 (exp. syst.) £0:03 (lumi.),

EW-+Int+QCD 0.28 0.09 0.05 0.04 .
obs, mr; b?n 5 = 1.80 £¢'57 (stat.) £ oz (mod. syst.) £q 5 (exp. syst.) x4 g3 (lumi.),
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Figure C.59: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mr-differential cross-section measurement of EW W¥W%jj with observed data.

EW+Int+QCD 0.22 0.10 0.06 0.03 .
obs, M. b?n 6 = 1.39 (755 (stat.) =45 (mod. syst.) £¢ g5 (exp. syst.) £¢ g5 (lumi.)

and the QCD W# Zjj normalisation strength is:

EW-+Int-+QCD _ . : : :
NwzfogﬁgT = 0.69 003 (stat.) £5-03 (mod. syst.) £5:08 (exp. syst.) 007 (lumi.).

Post-fit plots are in Figure C.60 and Figure C.61. The projections on mt and on mj; are
schown in Figure C.62.

Pull plot and correlations are in Figure C.63.

Selected profile LH scans are in Figure C.64.

Table of the strongest (anti-)correlations are included in Table C.19.

The ranking plot is shown in Figure C.65.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.20.

The correlation between unfolded bins are shown in Figure C.66.

C.4 Results for Ngepjets

This section presents the extraction of the differential cross-section of the EW WEW*j;j
production and inclusive W*W#jj production as a function of NgapJets-

C.4.1 Pre-Fit Distributions for Ny.pjets

The following Figures show the distributions of the fit inputs in the high-mj; signal region
(Figure C.67) low-m;; control region and WZ control region (Figure C.68). Zero correlation
is assumed in the combination of systematic uncertainties in the hatched band. The observed
data is shown with Poisson uncertainties.
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Figure C.61: Post-fit distributions in WZ control region (a) and low-m;; control region
(b) as used in the mr-differential cross-section measurement of inclusive WEW*jj with

observed data.
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Figure C.62: Post-fit m;j-distributions in signal region summed over mr slices (a) and
summed over mj; bins (b) in the my-differential cross-section measurement of inclusive
WEWjj with observed data.

Table C.19: List of parameter correlations which are larger than 10% in the mr-

differential cross-section measurement of inclusive W+ W ¥jj with observed data.

Parameter 1 Parameter 2 Correlation
1 bin2 1 bin3 -0.418
4i__bin3 4__bind -0.366
JET__Flavor_ Response n_WZ 0.338
JET__Etalntercalibration__Modelling nw_WZ -0.290
signal_EW6__truthBin410toinf_ TheoQCDCorr 1__bin6 0.288
JET__Flavor__Composition u_WZ -0.277
p__binl p__bin2 -0.262
JET_JER__EffectiveNP__1 u_WZ -0.247
JET__Pileup_ RhoTopology uw_WZ -0.239
top_ XS u_WZ -0.224
signal_ EW6__truthBin0to170_TheoQCDCorr p__binl 0.221
JET_ Pileup_ OffsetMu uw_WZ -0.218
4__bind 1i__binb -0.211
Z7Z_XS n_WZ -0.202
signal_EW6__truthBin210to250__TheoQCDCorr p__bin3 0.174
JET__EffectiveNP__Modellingl n_WZ -0.173
CutSR_all_bin_1_4 p__binbd -0.165
WZ_EW4_TheoScale pn_WZ 0.161
CutSR_all_bin_1_5 p_bin6 -0.159
u_FF_BTagged 4 binl 0.152
MjjRewStat 1__binl 0.150
11 bin2 4__bind 0.145
CutSR_all_bin_1_0 p__binl -0.140
Zjets_ XS uw_WZ -0.135
FF__Prompt p__binl 0.135
WZ_EW6__TheoScale nw_WZ -0.127
CutSR__all_bin_0_5 p__bin6 -0.125
CutSR_all_bin_0_4 p__binb -0.124
p__binl p__bin3 0.122
FF_ Prompt u_FF_BTagged -0.122
CutSR_all_bin_0_1 H__bin2 -0.122
JET__Pileup_ OffsetNPV u_WZ -0.121
CutSR_all_bin_1_2 p__bin3 -0.118
Wgamma_ XS 4 binl -0.117
FT_EFF_ Eigen_ Light_0 uw_WZ -0.115
CutSR_all_bin_1_1 p__bin2 -0.108
CutSR__all_bin_0_3 p__bin4 -0.107
Lumi /t__binb -0.107
CutSR_all_bin_0_0 p__binl -0.106
CutSR_all_bin_2_5 p_bin6 -0.105
CutSR_all_bin_2_2 p__bin3 -0.105
Lumi p__biné -0.105
CutLowMjj_all_bin_0_4 1__binb -0.102
CutSR__all_bin_3_4 p__binb -0.101
signal EW6__truthBin0tol170__TheoEwcorr p__binl -0.101
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Figure C.63: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the mrp-differential cross-section measurement of inclusive W*W=jj with
observed data.
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Figure C.64: Likelihood scans of nuisance parameters with largest pulls and constraints
in the m differential cross-section measurement of inclusive W*W¥jj with Asimov data
(red) and observed data (black). It is shown for the signal normalisation in the i-th truth

bin (a-f) and for QCD W*Zjj normalisation parameter (g).
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Figure C.65: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength pbin ; in the mp-differential cross-section
measurement of inclusive W*W¥jj with observed data. They are shown for the first (a),
second (b), third (c), 4th (d), 5th (e) and 6th (f) mr-slice on truth level. The empty
brown rectangles correspond to the pre-fit impact on p; and the filled brown ones to the
post-fit impact on p;, both referring to the upper scale. The black points show the pulls
of the nuisance parameters with respect to their nominal values, 6y. These pulls and their
relative post-fit errors, Aby /Abo, refer to the lower scale. For normalisation parameters
a pre-fit nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as
described in Section 7.4.6.
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Figure C.66: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mr-differential cross-section measurement of inclusive WEWjj with observed
data.
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Figure C.67: Pre-fit m;;-distributions in signal region split into NgapJsets slices as used
i gap
in Ngapjets-differential cross-section measurement.
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Figure C.68: Pre-fit distributions in WZ control region (a) and low-mj; control region
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Figure C.69: Pre-fit m;j-distributions in signal region summed over Ngqpjets slices (a)
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and summed over mj; bins (b) in Nygapjets-differential cross-section measurement.
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Table C.20: Breakdown of the uncertainty of signal strength in the different mr truth
slices in the mr-differential cross-section measurement of inclusive WiWijj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
MHbin1  Mbin2 Hbin3 HMbin4 HMbin 5  Hbin 6

Experimental
Electron calibration 0.6 0.3 0.4 0.2 0.5 1.2
Muon calibration 0.5 0.9 0.5 0.7 0.5 0.9
Jet energy scale and resolution 3.9 5.5 1.6 4.5 1.3 1.7
Emiss gcale and resolution 0.9 24 1.0 1.5 0.1 0.3
b-tagging inefficiency 0.3 0.1 0.2 0.2 0.7 0.8
Background, misid. leptons 5.6 7.2 0.7 3.3 1.7 2.7
Background, charge misrec. 1.7 1.5 1.1 1.8 0.8 1.1
Pileup modelling 0.4 0.4 0.8 0.8 0.3 0.1
Luminosity 1.8 1.7 1.8 1.8 1.8 1.8

Modelling
WEW=ij shower, scale, PDF & « 1.0 2.5 1.0 1.2 1.0 0.7
EW W*W=jj, QCD corrections 5.2 3.6 4.3 2.7 1.5 4.8
EW WEW=jj, EW corrections 14 1.5 1.1 1.1 0.0 0.0

QCD W*W=jj, QCD corrections 0.3 0.4 0.3 0.4 0.4 0.1
Background, WZ scale, PDF & « 0.3 0.3 0.1 0.2 0.0 0.4

Background, WZ reweighting 24 2.3 0.8 0.8 0.5 0.3
Background, other 3.1 0.4 0.4 0.6 0.5 0.8
Model statistical 5.0 12.0 5.8 5.8 4.3 4.1
Experimental and modelling 11.2 17.2 8.6 9.5 5.7 7.8
Data statistical 19.6 52.8 24.6 27.0 15.3 15.1
Total 22.6 55.6 26.1 28.6 16.3 17.0

C.4.2 Results of the Asimov Fit for Nygpjers with EW Signal

The expected signal strength g from the fit to Asimov data is:

NeEX, Nyaprets; bin 1 = 1.00 18;83 (stat.) :tgjgé (mod. syst.) 18;83 (exp. syst.) 18;83 (lumi.),

ug,yg, Nyapsets, bin 2 = 1.00 igjgi‘ (stat.) ig:gé (mod. syst.) igjgg (exp. syst.) ig:g‘f (lumi.)

and the QCD W# Zjj normalisation strength is:

u%’ exp, Nyaprets = 1.00 j:g:gﬁi (stat.) :tg:gg (mod. syst.) j:g:g; (exp. syst.) ig:g% (lumi.).

Post-fit plots are in Figure C.70 and Figure C.71.

Pull plot and correlations are in Figure C.72.

Table of the strongest (anti-)correlations are included in Table C.21.

The ranking plot is shown in Figure C.73.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.22.

The correlation between unfolded bins are shown in Figure C.74.
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Figure C.70: Post-fit mj;-distributions in signal region split into Ngapsets slices as used
in the NyapJets-differential cross-section measurement of EW W+ Wjj with Asimov data.
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Figure C.71: Post-fit distributions in WZ control region (a) and low-m;; control region
(b) as used in the Ngqpsets-differential cross-section measurement of EW WiWijj with
Asimov data.
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Figure C.72: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the Nyqpsers-differential cross-section measurement of EW W¥W*jj with
Asimov data.
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Table C.21: List of parameter correlations in the Asimov fit which are larger than 10%
in the Ngqpets-differential cross-section measurement of EW wEw* jj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET__Flavor_ Response w_WZ 0.372
MjjRewStat 1 bin2 0.313
JET__Etalntercalibration_ Modelling nw_WZ -0.311
JET__Pileup_ RhoTopology nw_WZ -0.284
nw_WZ 1 bin2 0.278
JET__JER_ EffectiveNP__1 n_WZ -0.277
JET_Flavor_ Composition w_WZ -0.250
signal_EW6__truthBinOtol_TheoQCDCorr p__binl 0.250
JET__Pileup_ OffsetMu n_WZ -0.239
4 binl 4__bin2 -0.239
WZ_EW4_ TheoScale n_WZ 0.226
JET__Pileup_ RhoTopology p__bin2 -0.198
FF__Prompt p__bin2 0.182
Lumi p__binl -0.172
JET__EffectiveNP__Modelling1l nw_WZ -0.171
top__XS w_WZ -0.171
signal _EW6__truthBinOtol__TheoShower p__binl 0.165
Z7_XS n_WZ -0.162
JET__Etalntercalibration_ Modelling p__bin2 -0.161
JET_ Pileup_ OffsetMu p__bin2 -0.155
u_FF_BTagged 1 bin2 0.151
JET_ Flavor_ Response 1 bin2 0.140
signal_EW6__truthBinOtol__TheoShower p__bin2 -0.140
signal_EW4_ TheoScale p__bin2 -0.132
signal_EW4_ TheoQCDCorr p__binl 0.132
JET__Pileup_ OffsetNPV nw_W7Z -0.130
FF_ Prompt u_FF_BTagged -0.130
JET__JER_ EffectiveNP__1 p__bin2 -0.130
CutSR__all_bin_1_1 p__bin2 -0.126
CutSR_all_bin_2_1 p__bin2 -0.118
FT_EFF_Eigen_ Light_0 n_WZ -0.117
JET_ Pileup_ RhoTopology 4__binl 0.117
Zjets_ XS n_WZ -0.114
FF_ Prompt MjjRewStat 0.110
signal_EW6__truthBinOtol__TheoScale signal_EWG6__truthBinOtol__TheoShower -0.110
CutSR__all_bin_1_0 p__binl -0.107
WZ_EWG6__TheoScale nw_WZ -0.106
JET__Pileup__ OffsetNPV p__bin2 -0.104
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Figure C.73: Ranking of the top 20 nuisance parameters sorted according to their impact
on the measured differential signal strength ppin 3 in the Ngapsers-differential cross-section
measurement of EW WEW=jj with Asmiov data. They are shown for the first (a) and
second (b) Ngapsets-slice on truth level. The empty brown rectangles correspond to the
pre-fit impact on u,; and the filled brown ones to the post-fit impact on u;, both referring to
the upper scale. The black points show the pulls of the nuisance parameters with respect
to their nominal values, 6p. These pulls and their relative post-fit errors, Abo /Aby, refer
to the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.
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Figure C.74: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the Ngqpets-differential cross-section measurement of EW WiWijj with Asimov
data.



C.4 Results for Nygpets

Table C.22: Breakdown of the uncertainty of signal strength in the different Ngapsets
truth slices in the Ngqpsets-differential cross-section measurement of EW WiWijj with
Asimov data. ”Background, other” includes the modelling uncertainties of triboson,
Vgamma, ZZ, top and Zjets.

Source Impact [%)]
HMbin 1 Hbin 2

Experimental
Electron calibration 0.4 0.8
Muon calibration 0.5 0.8
Jet energy scale and resolution 2.0 29.2
Eiss scale and resolution 0.2 0.5
b-tagging inefficiency 0.5 2.9
Background, misid. leptons 0.9 21.1
Background, charge misrec. 0.5 6.7
Pileup modelling 1.0 5.8
Luminosity 1.8 2.6
Modelling
EW W*W%jj, shower, scale, PDF & o 2.0 9.4
EW W*W%jj, QCD corrections 3.3 4.3
EW W*W=jj, EW corrections 0.3 1.3
Int W*W=jj, shower, scale, PDF & o 0.0 0.5
QCD W*W%jj, shower, scale, PDF & o 0.8 124
QCD W*W%jj, QCD corrections 1.5 1.2
Background, WZ scale, PDF & a 1.1 3.8
Background, WZ reweighting 0.6 18.3
Background, other 0.7 5.8
Model statistical 1.8 15.1
Experimental and modelling 5.9 47.6
Data statistical 8.8 52.9
Total 10.6 71.2

C.4.3 Results of the Asimov Fit for Nygpjers with EW+Int4-QCD
Signal

The expected signal strength g from the fit to Asimov data is:

EW+Int+QCD  _ 0.08 0.04 0.03 0.02 .
Hexp, Noansers, bin 1 = 1-00 g 05 (stat.) +0.05 (mod. syst.) £ (exp. syst.) £4q; (lumi.),

EW-+Int+QCD 0.36 0.18 0.30 0.03 :
oxp, Nr;apﬁm bin 2 = 1.00 20737 (stat.) +q:77 (mod. syst.) +4739 (exp. syst.) £¢7o7 (lumi.)

and the QCD W Zjj normalisation strength is:

EW-+Int+QCD 0.04 0.03 0.07 0.01 :
bwz. e;p’ J(ngap.ms = 1.00 ¢4 (stat.) g3 (mod. syst.) £g v (exp. syst.) £g 1 (lumi.).

Post-fit plots are in Figure C.75 and Figure C.76.

Pull plot and correlations are in Figure C.77.

Table of the strongest (anti-)correlations are included in Table C.23.

The ranking plot is shown in Figure C.78.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.24.

The correlation between unfolded bins are shown in Figure C.79.
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Figure C.75: Post-fit mj;-distributions in signal region split into Ngapsets slices as used
in the Nyapets-differential cross-section measurement of inclusive WEW%jj with Asimov
data.
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Figure C.76: Post-fit distributions in WZ control region (a) and low-mj; control region
(b) as used in the Nyqpsers-differential cross-section measurement of inclusive WEW%jj
with Asimov data.
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Figure C.77: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the Nyqpers-differential cross-section measurement of inclusive WEWjj

with Asimov data.
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C Additional information about unfolded distributions

Parameter 1 Parameter 2 Correlation
JET__Flavor_Response w_WZ 0.375
JET__Etalntercalibration__Modelling n_WZ -0.307
MjjRewStat 1__bin2 0.288
JET__Pileup_ RhoTopology n_WZ -0.288
JET__JER_ EffectiveNP_1 n_WZ -0.275
signal  EW6__truthBinOtol_TheoQCDCorr p__binl 0.268
uw_ WZ 1__bin2 0.266
FF__Prompt p__bin2 0.257
JET__Flavor__ Composition nw_WZ -0.251
JET__Pileup__ OffsetMu nw_W7Z -0.236
p__FF_BTagged p__bin2 0.230
JET_ Pileup_ RhoTopology 1 bin2 -0.226
WZ_EW4_TheoScale n_WZ 0.220
p__binl p__bin2 -0.186
signal_AIIEW__truthBinOtol__TheoShower p__binl 0.181
Lumi p__binl -0.180
top_ XS n_WZ -0.171
JET__EffectiveNP__Modellingl w_WZ -0.171
Z7Z_XS n_WZ -0.160
JET__Etalntercalibration__Modelling p__bin2 -0.158
JET__Flavor__ Response p__bin2 0.157
JET__Pileup_ OffsetMu p__bin2 -0.147
CutSR__all_bin_1_1 p__bin2 -0.144
JET__Pileup_ OffsetNPV n_WZ -0.133
FF_ Prompt MjjRewStat 0.125
signal_AIIEW__truthBinOtol_TheoShower p__bin2 -0.124
JET_JER_ EffectiveNP_1 p__bin2 -0.119
JET_ Pileup_ OffsetNPV p__bin2 -0.119
FT__EFF_ Eigen_ Light_0 w_WZ -0.118
JET__Pileup__RhoTopology p__binl 0.116
MjjRewStat pn_FF_BTagged 0.116
Zjets__ XS nw_WZ -0.112
CutSR__all_bin_0_1 p__bin2 -0.106
CutSR__all_bin_1_0 p__binl -0.106
WZ_EWG6__TheoScale n_WZ -0.102
JET__EffectiveNP__Modellingl p__bin2 -0.101

Table C.23: List of parameter correlations which are larger than 10% in the Ngapjets-

differential cross-section measurement of inclusive W*W%jj with Asimov data.

Pre-fitimpacton p_

Pre-fitimpacton p_ @

bin 1’ bin 2°
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Figure C.78: Ranking of the top 20 nuisance parameters sorted according to their impact
on the measured differential signal strength pipin s in the Ngqapsees-differential cross-section
measurement of inclusive W*W=jj with Asimov data. They are shown for the first (a) and
second (b) Ngapsets-slice on truth level. The empty brown rectangles correspond to the
pre-fit impact on p; and the filled brown ones to the post-fit impact on u;, both referring to
the upper scale. The black points show the pulls of the nuisance parameters with respect
to their nominal values, 6y. These pulls and their relative post-fit errors, Abo /Aby, refer
to the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.

336



C.4 Results for Nygpets

Expected correlations N
gap jets

Vs=13TeV, 139 fo"
Inclusive W*W*jj

()

ions of stat. and ing unc. N

Vs=13TeV, 139 fo’
Inclusive W*Wj

(©)

Expected correlations of all but luminosity unc. N
gap jets

Vs=13TeV, 139 fo"
Inclusive W*W*j

(b)
Expected correlations of stat. unc. N
gap jets

Vs=13TeV, 139 fo’
Inclusive W*Wj

(d)

Figure C.79: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (¢) and statistic uncertainty only (d)
of the Ngapjets-differential cross-section measurement of inclusive WEW=E jj with Asimov

data.
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C Additional information about unfolded distributions

Table C.24: Breakdown of the uncertainty of signal strength in the different Ngapsets
truth slices in the Ngqpjets-differential cross-section measurement of inclusive WiWijj
with Asimov data. "Background, other” includes the modelling uncertainties of triboson,
Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin 1 Hbin 2

Experimental
Electron calibration 0.4 0.6
Muon calibration 0.5 0.5
Jet energy scale and resolution 1.8 21.1
Emiss gcale and resolution 0.2 0.2
b-tagging inefficiency 0.4 2.4
Background, misid. leptons 1.1 19.2
Background, charge misrec. 0.6 5.8
Pileup modelling 0.9 4.4
Luminosity 1.7 1.7

Modelling
WEW+ij shower, scale, PDF & ay 1.9 5.8
EW W*W%jj, QCD corrections 3.3 3.7
EW W*W%jj, EW corrections 0.2 0.3

QCD W*W#jj, QCD corrections 0.3 14
Background, WZ scale, PDF & o 1.2 3.2

Background, WZ reweighting 0.6 10.1
Background, other 0.9 5.5
Model statistical 1.7 10.6
Experimental and modelling 5.5 34.4
Data statistical 8.2 35.0
Total 9.9 49.1

C.4.4 Results of the fit to Observed Data for Ng.pjets with EW
Signal

The observed signal strength p from the fit to observed data is:

Hobs, Nyapers, bin 1 = 1:04 2005 (stat.) £065 (mod. syst.) 2065 (exp. syst.) +p3 (lumi.),

Hobs, Nyapsecs, bin 2 = 1.80 £G55 (stat.) £057 (mod. syst.) 535 (exp. syst.) £(5 (lumi.)

and the QCD W Zjj normalisation strength is:

;L%VV%] obs, Nyaprets = 0.68 :tg:gﬁ (stat.) :tgjgg (mod. syst.) :I:g:gg (exp. syst.) j:gjg% (lumi.).

Post-fit plots are in Figure C.80 and Figure C.81. The projections on Nyqpjets and on my;
are schown in Figure C.82.

Pull plot and correlations are in Figure C.83.

Selected profile LH scans are in Figure C.84.

Table of the strongest (anti-)correlations are included in Table C.25.

The ranking plot is shown in Figure C.85.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.26.

The correlation between unfolded bins are shown in Figure C.86.
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Figure C.80: Post-fit m;j-distributions in signal region split into Ngapets slices as used in
the Nyapsets-differential cross-section measurement of EW W*Wjj with observed data.
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Figure C.81: Post-fit distributions in WZ control region (a) and low-m;; control region
(b) as used in the Ngqpsets-differential cross-section measurement of EW WiWijj with
observed data.
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Figure C.82: Post-fit mj;-distributions in signal region summed over NgqpJets slices (a)
and summed over mj; bins (b) in the Nggpjets-differential cross-section measurement of
EW W*W%jj with observed data.

Table C.25: List of parameter correlations which are larger than 10% in the Ngapjets-
differential cross-section measurement of EW W*W¥jj with observed data.

Parameter 1 Parameter 2 Correlation
signal_EWG6__truthBinOtol__TheoQCDCorr p__binl 0.507
JET__Flavor__Response w_WZ 0.347
JET__Etalntercalibration_Modelling u_WZ -0.285
signal_EW6__truthBinltoinf_ TheoQCDCorr p__binl -0.284
JET__Flavor__Composition u_WZ -0.271
n_WZ p__bin2 0.265
JET__Pileup_ RhoTopology u_WZ -0.265
MjjRewStat 1t bin2 0.228
JET_JER_ EffectiveNP__1 pn_WZ -0.227
JET__Pileup_ RhoTopology p__bin2 -0.219
signal_EWG6__truthBinOtol__TheoEwcorr signal_EW6__truthBinOtol__TheoShower -0.216
JET__Pileup_ OffsetMu w_WZ -0.215
top__XS w_WZ -0.212
77 XS uw_WZ -0.201
signal_EW6__truthBinOtol__TheoEwcorr p__binl -0.192
signal_EW6__truthBinOtol__TheoEwcorr signal_EW6__truthBinOtol__TheoScale -0.189
JET__EffectiveNP__Modellingl u_WZ -0.186
FF_ Prompt 4__bin2 0.175
‘WZ_EW4_ TheoScale pn_WZ 0.174
JET__Etalntercalibration_ Modelling H__bin2 -0.173
signal _EW4_ TheoScale H__bin2 -0.170
JET__Flavor_ Response p__bin2 0.162
CutSR__all_bin_1_1 H__bin2 -0.155
Lumi p__binl -0.154
u_FF_BTagged 4__bin2 0.148
JET__Pileup_ OffsetMu p__bin2 -0.147
FF__Prompt signal__EW6__truthBinltoinf TheoQCDCorr -0.142
signal_ EW6__truthBinOtol__TheoShower p__bin2 -0.138
u_FF_BTagged signal_BEW6__truthBinltoinf_TheoQCDCorr -0.136
Zjets_ XS uw_WZ -0.135
signal EWG6__truthBinOtol_TheoShower p__binl 0.133
JET_ Pileup_ OffsetNPV n_WZ -0.131
WZ_EWG6__TheoScale nw_WZ -0.131
CutSR__all_bin_2_1 H__bin2 -0.130
JET__Pileup_ OffsetNPV p__bin2 -0.124
p__binl p__bin2 -0.124
JET__EffectiveNP__Modellingl p__bin2 -0.122
signal__EW6__truthBinOtol__TheoEwcorr signal_EW6__truthBinOtol__TheoQCDCorr -0.117
FT_EFF__Eigen_ Light_ 0 u_WZ -0.113
signal_EW4_ TheoScale signal_ EW6__truthBinltoinf TheoQCDCorr 0.108
JET_JER_ EffectiveNP__1 H__bin2 -0.103
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Figure C.83: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the Nyqpsers-differential cross-section measurement of EW W¥W¥jj with
observed data.
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Figure C.84: Likelihood scans of nuisance parameters with largest pulls and constraints
in the Nyapets differential cross-section measurement of EW WEW¥jj with Asimov data
(red) and observed data (black). It is shown for the signal normalisation in the i-th truth
bin (a,b) and for QCD W Zjj normalisation parameter (c).
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Figure C.85: Ranking of the top 20 nuisance parameters sorted according to their impact
on the measured differential signal strength pipin i in the Nyqapsers-differential cross-section
measurement of EW WEW=jj with observed data. They are shown for the first (a) and
second (b) Ngapsets-slice on truth level. The empty brown rectangles correspond to the
pre-fit impact on u,; and the filled brown ones to the post-fit impact on u;, both referring to
the upper scale. The black points show the pulls of the nuisance parameters with respect
to their nominal values, 6p. These pulls and their relative post-fit errors, Abo /Aby, refer
to the lower scale. For normalisation parameters a pre-fit nominal value of 0 and a pre-fit
uncertainty of 1 is assumed in this figure as described in Section 7.4.6.



C.4 Results for Nygpets

Observed correlations N Observed correlations of all but luminosity unc. N

gap jets 9ap jets.

Vs=13TeV, 139 fo"
EW WHWHj

Vs=13TeV, 139 fo"
EW WAWij

() (b)

Observed correlations of stat. and modelliing unc. N Observed correlations of stat. unc. N__ .
‘gap jets gap jets

Vs=13TeV, 139 fo’
EW W*Wj

Vs=13TeV, 139 fo’
EW W*W

(©) (d)

Figure C.86: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the Ngapsets-differential cross-section measurement of EW wEw* jj with observed
data.
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Table C.26: Breakdown of the uncertainty of signal strength in the different Ngapsets
truth slices in the Ngqpets-differential cross-section measurement of EW WiWijj with
observed data. ”Background, other” includes the modelling uncertainties of triboson,
Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin 1 HMbin 2

Experimental
Electron calibration 0.3 0.7
Muon calibration 0.5 0.7
Jet energy scale and resolution 1.6 17.6
EMss scale and resolution 0.2 0.3
b-tagging inefficiency 0.5 2.0
Background, misid. leptons 1.3 11.3
Background, charge misrec. 0.7 3.0
Pileup modelling 1.0 2.9
Luminosity 1.9 2.4
Modelling
EW W*W%jj, shower, scale, PDF & a 2.1 5.7
EW W*W%jj, QCD corrections 6.8 7.4
EW W*W=jj, EW corrections 0.7 1.4
Int W*W#jj, shower, scale, PDF & o 0.0 0.3
QCD W*W#jj, shower, scale, PDF & o 1.4 8.2
QCD W*W%jj, QCD corrections 1.0 0.4
Background, WZ scale, PDF & a 0.8 1.6
Background, WZ reweighting 0.6 7.8
Background, other 0.9 2.8
Model statistical 1.9 9.7
Experimental and modelling 8.3 28.2
Data statistical 8.4 31.1
Total 11.8 42.0

C.4.5 Results of the Fit to Observed Data for Ny.jets With
EW+Int4+QCD Signal

The observed signal strength p from the fit to observed data is:

EW-Int+QCD _ 0.08 0.08 0.03 0.02 .
Hobs, Nza’pmsy bin 1 = 1.06 0 (stat.) £g g7 (mod. syst.) (g5 (exp. syst.) £¢7¢3 (lumi.),

EW+Int+QCD
obs, NgapJjets, bin

, = 1.68 £0-37 (stat.) £025 (mod. syst.) £039 (exp. syst.) £ 03 (lumi.)

and the QCD W= Zjj normalisation strength is:

EW+Int-+QCD _ . . . :
Hwz, OE& I(\?gapms = 0.68 £0°01 (stat.) 302 (mod. syst.) £5-95 (exp. syst.) £%9%; (lumi.).

Post-fit plots are in Figure C.87 and Figure C.88. The projections on Ngqpjets and on mg;
are schown in Figure C.89.

Pull plot and correlations are in Figure C.90.

Selected profile LH scans are in Figure C.91. The profile likelihood scan look similar for
the different Nyqpjets signal strength. The last parabola is a bit broader due to a slightly
lower significance from the binning optimisation.
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Figure C.87: Post-fit mj;-distributions in signal region split into Ngapsets slices as used
in the Nyapets-differential cross-section measurement of inclusive W=W¥jj with observed

data.
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Figure C.88: Post-fit distributions in WZ control region (a) and low-mj; control region
(b) as used in the Nyqpjers-differential cross-section measurement of inclusive WEW%jj

with observed data.
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Figure C.89: Post-fit mj;-distributions in signal region summed over NgapJets slices (a)

and summed over mj; bins (b) in the Nggepjets-differential cross-section measurement of
inclusive W*W%jj with observed data.

Table C.27: List of parameter correlations which are larger than 10% in the Ngapets-

differential cross-section measurement of inclusive W*W=jj with observed data.
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Parameter 1 Parameter 2 Correlation
signal_ EW6__truthBinOtol__TheoQCDCorr p__binl 0.564
JET__Flavor_ Response w_WZ 0.346
JET__Etalntercalibration_ Modelling w_WZ -0.282
JET__Pileup_ RhoTopology n_WZ -0.270
JET__Flavor__Composition n_WZ -0.268
signal _EW6__truthBinltoinf TheoQCDCorr p__binl -0.259
. WZ Ji__bin2 0.257
FF_ Prompt 1__bin2 0.233
JET_ Pileup_ RhoTopology 1__bin2 -0.231
JET_JER_ EffectiveNP__1 u_WZ -0.224
JET__Pileup_ OffsetMu nw_WZ -0.215
top__ XS nw_WZ -0.211
signal__AlNIEW__truthBinOtol__TheoShower signal_EWG6__truthBinOtol__TheoEwcorr -0.206
n_FF_BTagged H__bin2 0.206
MjjRewStat H__bin2 0.202
Z7Z_XS n_WZ -0.200
JET__EffectiveNP__Modelling1l u_WZ -0.186
JET__Flavor_ Response p__bin2 0.173
WZ_EW4_ TheoScale n_WZ 0.172
signal Al EW_ truthBinOtol_TheoScale signal EWG6__truthBinOtol_TheoEwcorr -0.171
signal_EW6__truthBinOtol__TheoEwcorr p__binl -0.167
JET__Etalntercalibration_ Modelling H__bin2 -0.165
CutSR__all_bin_1_1 p__bin2 -0.160
Lumi p__binl -0.155
signal__ANIEW__truthBinOtol__TheoShower p__binl 0.150
JET__Pileup_ OffsetMu p_bin2 -0.138
JET__Pileup_ OffsetNPV u_WZ -0.134
signal_EW6__truthBinltoinf TheoQCDCorr p__bin2 0.134
JET__Pileup_ OffsetNPV p__bin2 -0.134
Zjets__ XS uw_WZ -0.133
4 binl 1 bin2 -0.129
WZ_EWG6__TheoScale n_WZ -0.128
signal__AlIEW__truthBinOtol__TheoShower p__bin2 -0.123
JET__EffectiveNP__Modellingl p__bin2 -0.123
CutSR__all_bin_0_1 H__bin2 -0.118
signal_EW6__truthBinOtol__TheoEwcorr signal_EW6__truthBinOtol__TheoQCDCorr -0.115
FT_EFF_Eigen_ Light_0 uw_WZ -0.113
CutSR_all_bin_2_1 p__bin2 -0.105
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Figure C.90: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the Nyapjers-differential cross-section measurement of inclusive WEW*jj

with observed data.
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Figure C.91: Likelihood scans of nuisance parameters with largest pulls and constraints
in the Ngapyets differential cross-section measurement of inclusive WiWijj with Asimov

data (red) and observed data (black). It is shown for the signal normalisation in the i-th
truth bin (a, b) and for QCD W™ Zjj normalisation parameter (c).

Table of the strongest (anti-)correlations are included in Table C.27.

The ranking plot is shown in Figure C.92.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.28.

The correlation between unfolded bins are shown in Figure C.93.

C.5 Results for &;,

This section presents the extraction of the differential cross-section of the EW W*W*jj
production and EW+Int4+QCD W*W%jj production as a function of &;,. For this variable a
third jet with a prof at least 25 GeV is required in addition to the signal and low-m;; region
requirements.

C.5.1 Pre-Fit Distributions for &;,

The following Figures show the distributions of the fit inputs in the high-m;; signal region
(Figure C.94) low-mj; control region and WZ control region (Figure C.95). Zero correlation
is assumed in the combination of systematic uncertainties in the hatched band. The observed
data is shown with Poisson uncertainties.

C.5.2 Results of the Asimov Fit for &, with EW Signal
The expected signal strength g from the fit to Asimov data is:

Hexp, &, bin 1 = 1.00 03] (stat.) £037 (mod. syst.) £0:77 (exp. syst.) 2565 (lumi.),
Hexp, &, bin 2 = 1.00 0755 (stat.) £065 (mod. syst.) £0gg (exp. syst.) £g7 (lumi.),
/LEE;; &, bin 3 = 1.00 +0-39 (stat.) £9-05 (mod. syst.) £0:55 (exp. syst.) £597 (lumi.),
Hexp, &, bin 4 = 1.00 03] (stat.) 01 (mod. syst.) 015 (exp. syst.) x5 (lumi.),

HED, €, bin 5 = 1.00 £0:35 (stat.) £0:53 (mod. syst.) £073 (exp. syst.) g0 (lumi.)

and the QCD W# Zjj normalisation strength is:
u%v\g exp, &, = 100 +0-0% (stat.) £5-93 (mod. syst.) £5-07 (exp. syst.) £0-01 (lumi.).
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Figure C.92: Ranking of the top 20 nuisance parameters sorted according to their impact
on the measured differential signal strength ppin i in the Ngapsers-differential cross-section
measurement of inclusive W Wjj with observed data. They are shown for the first (a)
and second (b) Ngapjets-slice on truth level. The empty brown rectangles correspond
to the pre-fit impact on u; and the filled brown ones to the post-fit impact on u;, both
referring to the upper scale. The black points show the pulls of the nuisance parameters
with respect to their nominal values, 6. These pulls and their relative post-fit errors,
Abo /ABy, refer to the lower scale. For normalisation parameters a pre-fit nominal value
of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in Section 7.4.6.
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Figure C.94: Pre-fit m;;-distributions in signal region split into j, slices as used in &, -

differential cross-section measurement.
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Figure C.96: Pre-fit mj-distributions in signal region summed over &, slices (a) and
summed over mj; bins (b) in &,-differential cross-section measurement.
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Figure C.97: Post-fit m;;-distributions in signal region split into &j, slices as used in the
&, -differential cross-section measurement of EW WEW*jj with Asimov data.
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C Additional information about unfolded distributions

Table C.28: Breakdown of the uncertainty of signal strength in the different Ngapsets
truth slices in the Ngqpjets-differential cross-section measurement of inclusive WiWijj
with observed data. "Background, other” includes the modelling uncertainties of triboson,
Vgamma, ZZ, top and Zjets.

Source Impact [%)]
Hbin 1 Hbin 2

Experimental
Electron calibration 0.4 0.5
Muon calibration 0.5 0.5
Jet energy scale and resolution 1.6 13.0
Emiss gcale and resolution 0.2 0.1
b-tagging inefficiency 0.5 1.7
Background, misid. leptons 1.4 10.6
Background, charge misrec. 0.7 2.9
Pileup modelling 0.9 2.3
Luminosity 1.8 1.7

Modelling
WEW+ij shower, scale, PDF & ay 2.1 3.9
EW W*W%jj, QCD corrections 6.2 7.0
EW W*W%jj, EW corrections 0.4 0.2

QCD W*W#jj, QCD corrections 0.0 0.1
Background, WZ scale, PDF & o 0.9 14

Background, WZ reweighting 0.4 4.4
Background, other 1.0 2.8
Model statistical 1.8 6.9
Experimental and modelling 7.6 21.1
Data statistical 7.7 21.5
Total 10.9 30.1

Post-fit plots are in Figure C.97 and Figure C.98.

Pull plot and correlations are in Figure C.99.

Table of the strongest (anti-)correlations are included in Table C.29.

The ranking plot is shown in Figure C.100.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.30.

The correlation between unfolded bins are shown in Figure C.101.

C.5.3 Results of the Asimov Fit for &, with EW4Int4QCD Signal
The expected signal strength g from the fit to Asimov data is:

EW+Int+QCD , 4 , : ;
uexpzj:i)% = 1.00 £0 35 (stat.) £5-13 (mod. syst.) £017 (exp. syst.) £50: (lumi.),
EW+Int+QCD _ 4 . . .
expz;;fb% 5 = 1.00 £0:35 (stat.) 005 (mod. syst.) =503 (exp. syst.) £007 (lumi.),
EW+Int+QCD _ . . . .
ucxp:zi:"z% 5 = 1.00 £5:37 (stat.) £0:4 (mod. syst.) 005 (exp. syst.) £007 (lumi.),

EW+Int+QCD 0.34 0.15 0.15 0.02 -
Hexp, €., b% = 1.00 £¢55 (stat.) £¢'15 (mod. syst.) 4715 (exp. syst.) 407 (lumi.),
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Figure C.98: Post-fit distributions in WZ control region (a) and low-mj; control region
(b) as used in the &j,-differential cross-section measurement of EW WW=jj with Asimov
data.

Table C.29: List of parameter correlations in the Asimov fit which are larger than 10%
in the &j,-differential cross-section measurement of EW W*Wjj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET_Flavor_Response nw_WZ 0.373
MjjRewStat 4__binl 0.303
JET__Etalntercalibration_Modelling nw_WZ -0.302
JET__Pileup_ RhoTopology w_WZ -0.296
nw_WZ p__binb 0.294
signal_EW6__truthBinOp7to0p9_ TheoShower p__bind 0.285
JET_JER_ EffectiveNP__1 u_WZ -0.254
JET_ Flavor_ Composition u_WZ -0.245
JET__Pileup_ OffsetMu p__bin5 -0.231
JET__Etalntercalibration_ Modelling p__binb -0.223
JET_ Pileup_ OffsetMu u_W2z -0.223
signal EWG6__ truthBinOp5to0p6__TheoShower p__bin2 0.219
signal _EWG6__truthBinOp6toOp7__TheoShower p__bin3 0.215
w_WZ p__bind 0.206
JET_JER__EffectiveNP__1 p__binb -0.192
signal_EWG6__truthBinOp0OtoOp5__TheoShower p__binl 0.191
w_WZ p__bin3 0.189
top_ XS u_WZ -0.181
w_WZ p_bin2 0.176
JET__EffectiveNP__Modellingl u_WZ -0.175
WZ_EW4_ TheoScale u_WZ 0.171
Z7_XS uw_WZ -0.167
4 binl uw_WZ 0.164
FF__Prompt p__binl 0.158
JET__Etalntercalibration__Modelling p__bin4d -0.143
JET__JER__EffectiveNP__1 p__bin4d -0.136
n_FF_BTagged p__binl 0.136
JET__Pileup_ OffsetMu p__bind -0.135
JET_ Pileup_ RhoTopology 1__binb -0.134
JET_Pileup__ OffsetNPV u_WZ -0.133
JET_JER__EffectiveNP__1 p__bin3 -0.133
FF_ Prompt u_FF__BTagged -0.131
CutSR3j_all_bin_1_2 4__bin3 -0.128
JET__Pileup_ RhoTopology p__binl -0.125
FT_EFF_ Eigen_ Light_0 nw_WZ -0.123
CutSR3j_all_bin_1_0 p__binl -0.121
JET__Etalntercalibration_ Modelling H__bin2 -0.121
CutSR3j_all_bin_1_1 p__bin2 -0.120
Zjets_ XS uw_WZ -0.120
JET__Etalntercalibration__Modelling p__bin3 -0.119
CutSR3j__all_bin_2_0 p__binl -0.118
JET__Pileup_ OffsetMu 4__bin2 -0.117
signal EW4_ TheoScale p__binl -0.117
WZ_EWG6__TheoScale n_WZ -0.112
CutSR3j_all_bin_1_3 1i__bind -0.108
JET__Etalntercalibration_Modelling p__binl -0.106
JET__Pileup_ RhoTopology p__bin4d -0.105
CutSR3j_all_bin_0_4 p__binbd -0.103
p__bin2 p__binbd 0.103
#__bin4 p__bin5 0.102
JET__Pileup_ OffsetMu p__bin3 -0.100
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Figure C.99: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the &;,-differential cross-section measurement of EW W*W*jj with Asimov
data.
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Figure C.100: Ranking of the top 20 nuisance parameters sorted according to their im-
pact on the measured differential signal strength ppin ; in the §;;-differential cross-section
measurement of EW W*W¥jj with Asimov data. They are shown for the first (a), second
(b), third (c), 4th (d) and 5th (e) &,-slice on truth level. The empty brown rectangles
correspond to the pre-fit impact on u; and the filled brown ones to the post-fit impact
on u;, both referring to the upper scale. The black points show the pulls of the nuisance
parameters with respect to their nominal values, 6p. These pulls and their relative post-fit
errors, Afy /Ay, refer to the lower scale. For normalisation parameters a pre-fit nominal
value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in Sec-
tion 7.4.6.
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Table C.30: Breakdown of the uncertainty of signal strength in the different ;, truth
slices in the §j,-differential cross-section measurement of EW WiWijj with Asimov data.
”Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top

and Zjets.
Source Impact [%)]
HMbin1 HMbin2 Hbin3 Mbin4 MHbin b
Experimental
Electron calibration 0.6 0.4 0.4 0.5 0.5
Muon calibration 0.7 0.5 0.6 0.6 0.5
Jet energy scale and resolution 10.8 10.4 10.6 12.2 18.5
EMss scale and resolution 0.3 0.3 0.2 0.1 0.1
b-tagging inefficiency 1.7 0.6 0.9 1.0 1.0
Background, misid. leptons 12.3 4.4 2.6 3.7 4.8
Background, charge misrec. 3.9 0.7 0.8 14 2.2
Pileup modelling 1.8 1.2 1.4 1.9 2.7
Luminosity 2.3 1.9 1.9 2.0 1.9
Modelling
EW W*W%jj, shower, scale, PDF & o 9.2 9.7 8.9 11.2 0.8
EW W*W%jj, QCD corrections 2.5 3.0 1.1 1.5 4.4
EW W*W=jj, EW corrections 1.6 1.1 0.8 0.7 0.2
Int W*W#jj, shower, scale, PDF & o 0.3 0.2 0.4 0.5 0.2
QCD W*W#jj, shower, scale, PDF & o 7.2 1.0 1.3 2.3 3.4
QCD W*W%jj, QCD corrections 0.1 0.5 1.1 1.1 1.9
Background, WZ scale, PDF & a 14 0.6 0.4 0.3 0.3
Background, WZ reweighting 10.9 1.7 1.5 2.1 0.8
Background, other 4.1 0.4 0.3 2.2 14
Model statistical 9.6 7.9 6.9 7.3 6.8
Experimental and modelling 26.1 17.6 16.2 19.3 21.6
Data statistical 35.2 38.4 36.2 35.1 33.7
Total 43.9 42.3 39.7 40.2 40.1

EW-Int+QCD 0.31 0.09 0.22 0.02 -
oD, 5;3’7 PACD — 1,00 +0:34 (stat.) £399 (mod. syst.) £322 (exp. syst.) £9:52 (lumi.)

and the QCD W Zjj normalisation strength is:

EW+Int+QCD _ : . : .
WZ. cxp, 5?3 = 1.00 £0:0% (stat.) 303 (mod. syst.) £9-97 (exp. syst.) £9-01 (lumi.).

Post-fit plots are in Figure C.102 and Figure C.103.

Pull plot and correlations are in Figure C.104.

Table of the strongest (anti-)correlations are included in Table C.31.

The ranking plot is shown in Figure C.105.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.32.

The correlation between unfolded bins are shown in Figure C.106.

C.5.4 Results of the Fit to Observed Data for &;, with EW Signal

The observed signal strength p from the fit to observed data is:
BEY o s = L7403 (stat) 2090 (mod. syst.) 031 (exp. syst.) 209 (lum.),
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Figure C.101: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the &j,-differential cross-section measurement of EW W*W*jj with Asimov data.
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Figure C.102: Post-fit mjj-distributions in signal region split into &j, slices as used in
the &;,-differential cross-section measurement of inclusive WEW=jj with Asimov data.
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Figure C.103: Post-fit distributions in WZ control region (a) and low-m;j; control region
(b) as used in the §j,-differential cross-section measurement of inclusive WEW*3j with
Asimov data.

Table C.31: List of parameter correlations which are larger than 10% in the &j,-
differential cross-section measurement of inclusive W*W%jj with Asimov data.

Parameter 1 Parameter 2 Correlation
JET_ Flavor_ Response n_WZ 0.375
n_WZ p__binbs 0.303
JET__Etalntercalibration_ Modelling n_WZ -0.301
JET_ Pileup_ RhoTopology n_WZ -0.298
MjjRewStat p__binl 0.287
signal__AIIEW__truthBinOp7to0p9__TheoShower n__bin4d 0.273
JET_JER_ EffectiveNP__1 n_WZ -0.256
JET__Flavor__Composition w_WZ -0.244
JET__Pileup_ OffsetMu __binb -0.243
JET__Etalntercalibration_Modelling #__bind -0.232
JET_ Pileup_ OffsetMu n_WZ -0.224
FF_ Prompt p__binl 0.219
signal_AIIEW__truthBinOp6toOp7__TheoShower #__bin3 0.209
JET_JER_ EffectiveNP__1 p__binb -0.206
w_WZ 4__bind 0.206
p_FF_BTagged pn__binl 0.201
signal__AIIEW__truthBinOp5to0p6__TheoShower __bin2 0.197
w_WZ __bin3 0.190
top__XS w_WZ -0.181
n_WZ p__bin2 0.178
JET__EffectiveNP__Modellingl n_WZ -0.175
WZ_EW4_TheoScale n_WZ 0.171
Z7Z_Xs n_WZ -0.165
JET__Pileup_ RhoTopology p__bin5 -0.146
JET__Etalntercalibration_ Modelling n__bind -0.144
4 binl w_WZ 0.144
JET__Pileup_ RhoTopology __binl -0.141
CutSR3j_all_bin_1_0 p__binl -0.139
JET_JER__EffectiveNP__1 p__bin4 -0.138
JET__Pileup_ OffsetMu p__bind -0.137
JET__Pileup_ OffsetNPV n_WZ -0.135
JET__JER_ EffectiveNP__1 #__bin3 -0.134
CutSR3j_all_bin_1_2 p__bin3 -0.129
JET__Etalntercalibration_ Modelling H__bin2 -0.123
FT_EFF_Eigen_ Light_0 u_W2 -0.123
CutSR3j_all_bin_1_1 11 bin2 -0.123
JET_ Pileup_ OffsetMu pn__bin2 -0.121
JET__Etalntercalibration_ Modelling 1__bin3 -0.120
signal__AIIEW__truthBinOpOtoOp5__TheoShower p__binl 0.119
Zjets_ XS w_WZ -0.118
H__bin2 __binb 0.114
CutSR3j_all_bin_0_4 p__binb -0.112
p__bind #__bind 0.111
JET__Pileup__RhoTopology p__bind -0.111
CutSR3j_all_bin_2_0 p__binl -0.110
WZ_EWG6__TheoScale n_WZ -0.108
FF__Prompt n_FF_BTagged -0.108
CutSR3j_all_bin_1_ 3 n__bind -0.107
signal_EWG6__truthBinOp9toinf_TheoQCDCorr __binb 0.104
JET__Pileup_ OffsetMu __bin3 -0.103
JET__Pileup_ RhoTopology p__bin3 -0.103
H__bin3 H__binb 0.102
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Figure C.104: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the &;,-differential cross-section measurement of inclusive W*W%jj with

Asimov data.

359



C Additional information about unfolded distributions

360

Pre-fitimpact on

[Jo=g4a0 [ 0= 0,40

Postitimpact on

Mo-0:a0 0= 040 T

—+ Nuis. Param. Pull

Pre-itimpact on 1,

[J0=6200 [ o= 0500

Postfitimpacton ,, :

5 =13Tev, 139 "

Inclusive W*W'jj

Incusive W) She
Qeo Wz backare

setnin

- EWVPW M0 QeD co

Sttistics 52 m bin 2

Mmo=0:a0  WHO- 840
—+ Nuis. Param. Pull

Ap
bin2

005 0 005

Pre-fit impact on y,
[Jo=000  [“Jo= o-00

Postfitimpact on 1,

Inclusive W*W'jj
5=13Tev, 139 "

-1 5

L
05 0 0.
(©-6)/00

(a) Hbin 1

Pre-fitimpacton iy -

[J0=6+08 (o= 0-00 TR

Postfitimpacton

Wo-000 0= 000

—+ Nuis. Param. Pull

nclusve W)
aco iz backgrou

01

- acowzs

Wo=0:0 WO 000
—+ Nuis. Param. Pull 15=13TeV, 139 "

nclusive WA Sho

T

Inclusive W'W'jj

05 0 0.5
(©-6)/00

(b) Hbin 2

5=13TeV, 1391

T
 Inclusive W*WSj

-15 -1 -05 0 0.5
(66100
(d) tbin 4

Pre-fitimpact on

i

|
15 -15 -1 05 0 0.5
(6-6)/00

(8= o8 (o= 0.00 I

Postfitimpacton -

Mo=0:0 0= 040

—+ Nuis. Param. Pull

(C) Hbin 3
-0.1 D’ 0.1
—
Inclusive W*WFjj

5=13Tev, 139 b

-1 -05 0 0.5
(8-6,)/00

(e) Hbin 5

15

Figure C.105: Ranking of the top 20 nuisance parameters sorted according to their
impact on the measured differential signal strength pipin ; in the &;,-differential cross-section
measurement of inclusive W*W%jj with Asimov data. They are shown for the first (a),

second (b), third (c), 4th (d) and 5th (e) &j;-slice on truth level.

The empty brown

rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on pu;, both referring to the upper scale. The black points show the pulls of the
nuisance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in
Section 7.4.6.




C.5 Results for &,

Expected correlations §_3 Expected correlations of all but luminosity unc. &
L 1 1
Bys = {5 - 13TeV, 139 fo" 0.8 Hons [ V5= 13 TeV, 139 b 0.8
Inclusive W*W*jj 0.6 Inclusive W*W*j 0.6
Moina 0.4 Moing 0.4
0.2 0.2
Moing 0 Hoing 0
0.2 0.2
Hoin 0.4 Mo 0.4
-0.6 -0.6
Hoint 0.009  0.028 0.089 0.8 Hoing 0.006  0.026 0.087 0.8
1 1 1 1 1 1 1 1 1 1
Mbvﬂ ume ubv\S MlﬂM p'bmS “mm Mme ubmﬁ ubv\‘l Ml7v\5
(a) (b)
Expected correlations of stat. and modelling unc. & Expected correlations of stat. unc. E_,,a
1 : 1
Mysl (§-13Tev, 130 " 0.8 Mons [~ V5= 13 TeV, 139 b 0.8
Inclusive W*Wj 0.6 Inclusive W*Wj 0.6
e — 0.4 Moina = 0.4
0.2 0.2
Hoing [ u Hoing [ u
-0.2 -0.2
Hoing [~ -0.4 Hoine [ -0.4
-0.6 -0.6
[ 0107  -0.054 -0.093 08 [ 0129 -0.067 -0.108 08
L L L L 1 L L L L 1
lj’h\m l'thm2 M’hm! p’bml p’bms “bmi ume uhm(! M'bmA p’bmS

(©) (d)

Figure C.106: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the &,-differential cross-section measurement of inclusive W¥W*jj with Asimov
data.
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Table C.32: Breakdown of the uncertainty of signal strength in the different ;, truth
slices in the &j,-differential cross-section measurement of inclusive WiWijj with Asimov
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,
top and Zjets.

Source Impact [%)]
HMbin 1 Mbin2 HMbin3 HMbin4 Hbin 5

Experimental
Electron calibration 0.5 0.4 0.4 0.5 0.4
Muon calibration 0.5 0.5 0.5 0.5 0.4
Jet energy scale and resolution 8.4 9.9 10.0 11.3 17.2
Emiss gcale and resolution 0.2 0.3 0.2 0.2 0.1
b-tagging inefficiency 1.5 0.6 0.9 0.9 0.9
Background, misid. leptons 12.2 4.6 2.5 4.0 5.2
Background, charge misrec. 3.8 0.7 0.9 1.5 2.2
Pileup modelling 1.5 1.2 1.4 1.8 2.6
Luminosity 1.8 1.8 1.8 1.8 1.6

Modelling
WEW+ij shower, scale, PDF & ay 5.1 8.1 8.0 9.8 0.8
EW W*W%jj, QCD corrections 1.0 2.6 1.0 0.8 4.2
EW W*W=jj, EW corrections 0.8 0.9 0.6 0.5 0.2

QCD W*W#jj, QCD corrections 0.4 0.3 0.4 0.3 0.7
Background, WZ scale, PDF & a4 1.3 0.5 0.4 0.3 0.4

Background, WZ reweighting 7.3 1.8 1.3 1.7 0.3
Background, other 4.0 0.6 0.4 2.5 1.5
Model statistical 7.8 7.6 6.7 7.0 6.3
Experimental and modelling 20.1 16.2 15.1 17.6 20.0
Data statistical 26.9 35.5 33.7 31.9 29.1
Total 33.6 39.1 36.9 36.5 35.4

Hons, &, bin 2 = 0. T4 L05] (stat.) =065 (mod. syst.) 067 (exp. syst.) 57 (fumi.),
/’LIOE};Z &, bin 3 = 101 +0-37 (stat.) £9:85 (mod. syst.) £514 (exp. syst.) £3:03 (lumi.),
MEQQ{ €5, bin 4 = 0.94 :I:gjgg (stat.) ig:}g (mod. syst.) 18;{5 (exp. syst.) :I:g:gi’ (lumi.),

‘[LOEQ};], €, bin 5 = 0.57 18;3% (stat.) j:g:gg (mod. syst.) 18}2 (exp. syst.) :I:g:g% (lumi.)

and the QCD W# Zjj normalisation strength is:

M%}g obs, &, = 0-69 +0-0% (stat.) £5-93 (mod. syst.) £5-0¢ (exp. syst.) £0:01 (lumi.).

Post-fit plots are in Figure C.107 and Figure C.108. The projections on &;, and on my; are
schown in Figure C.109.

Pull plot and correlations are in Figure C.110.

Selected profile LH scans are in Figure C.111. The profile likelihood scan look similar for
the different ;, signal strength. The last parabola is a bit broader due to a slightly lower
significance from the binning optimisation.

Table of the strongest (anti-)correlations are included in Table C.33.

362



C.5 Results for &,

T T T T @o T T T T T T T T
g 120F e Data201518  WWW EW ey IWW EW 0oz 5 ®Data2015-18  WWWIiEWwny W W EW 2 é 30 P 201518 EWWiEWann EWWiEWwm2 3
o BV W EW oo IIWW EW sy o 25FEWWiEwems EWWiEWms EWW{EWes o EW Wi EWaes  BWWEWon W WS EW oas
WW5QeD Wz QCD Wi int WWjiQeD Wz QCD o5 MWW wWWiiQco  wz Qe E
J7INon-prompt. [ Conversions 20L BwzEw 17 Non-prompt [ Conversions Wwzew 17 Non-prompt [Conversions
#Tot. Uncert. [lOther prompt  %Tot. Uncert. 20f Hoter prompt % Tol. Uncert. 3
Vs=13TeV, 139 fb™ & Vs=13TeV, 139 fb™ 150 Vs =13 TeV, 139 fb™ ]

10| |
5 4 E
0 0
3 % 19 % 19
2 g TEA | sy
< < T ©
o 0§ L L L L 0 0§ L + L L L o 05 L L L L
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
m; [GeV] m; [GeV] m; [GeV]
(a) 0< &, <0.5 (b) 0.5 < &, < 0.6 (c) 0.6 < &, < 0.7
32 45F T T T T 3 §23 T T T T
s eData201518 MWW EWony  BIWWE EW sy S 50C epamzois1s  MWWHEWey  BWW)EW e
o 40 EWWiEWano BWW EWws I EWWi EW o BWW EW s
35 wwiiep  lwz Qe 3 40 wwiieo  Ewz Qe E
[iNon-prompt  [HlConversions [Non-prompt [l Conversions
30F mother prompt % Tot. Uncert. E| Wother prompt % Tot. Uncet.
25F E o E
20E Is=13TeV, 139 fb™ § Is=13TeV, 139 fo*
20 3
10| 3
o b b
K -
© <
e L L L L o 0§ L L L L
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
m; [GeV] m; [GeV]
(d) 0.7<¢j, <09 () &, >0.9

Figure C.107: Post-fit mj-distributions in signal region split into &, slices as used in
the &, -differential cross-section measurement of EW WEW=ij with observed data.
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Figure C.109: Post-fit signal region summed over &, slices (a) and summed over mj;
slices (b) in the &;,-differential cross-section measurement of EW WEW+jj with observed

data.

Table C.33:

List of parameter correlations which are larger than 10% in the &j,-

differential cross-section measurement of EW W¥W¥jj with observed data.

Parameter 1 Parameter 2 Correlation
JET__Flavor_ Response n_WZ 0.355
signal_EW6__truthBinOp7to0p9__TheoShower p__bind 0.316
JET_JER__EffectiveNP__1 n_WZ -0.292
JET__Etalntercalibration_Modelling n_WZ -0.272
JET_Flavor__Composition n_WZ -0.270
JET_ Pileup_ RhoTopology nw WZ -0.267
signal_EW6__truthBinOp0toOp5__ TheoQCDCorr p__binl -0.256
. WZ 4__binb 0.237
signal_EW6__truthBinOp6to0p7_ TheoShower 4__bin3 0.233
top_ XS w_WZ -0.215
signal_EW4_ TheoScale p__binl -0.209
MjjRewStat 4 binl 0.209
JET__Pileup_ OffsetMu p__binb -0.203
FF__Prompt p__binl 0.201
77__XS w_WZ -0.201
JET__JER_ EffectiveNP__1 p__binbs -0.199
JET_Pileup_ OffsetMu n_WZ -0.197
4 binl nw_WZ 0.196
signal_ EW6__truthBinOp5to0p6__TheoShower #__bin2 0.194
signal_ EW6_ truthBinOpOtoOp5_ TheoShower 4__binl 0.190
JET__EffectiveNP__Modellingl u_WZ -0.188
JET__Etalntercalibration_ Modelling p__binb -0.188
signal_ EW6__truthBinOp0toOp5__TheoEwcorr p__binl -0.185
w_W7Z p__bin3 0.180
w_WZ p__bin4 0.178
u_FF_BTagged 1 binl 0.174
JET__Pileup_ RhoTopology p__binl -0.170
CutSR3j_all_bin_1_0 p__binl -0.168
signal_EW6__truthBinOp0to0p5_TheoQCDCorr p__bin2 -0.162
JET_JER_ EffectiveNP__1 p__bind -0.150
n_ WZ 4 bin2 0.149
JET_JER_ EffectiveNP__1 H__bin3 -0.145
signal_ EW6__truthBinOp7to0p9_ TheoQCDCorr signal EW6__truthBinOp7to0Op9__TheoShower 0.143
WZ_EW4_ TheoScale T 0.142
Zjets_ XS w_WZ -0.141
JET__Pileup_ OffsetNPV w_WZ -0.141
CutSR3j_all_bin_2_0 p__binl -0.131
WZ_EW6__TheoScale n_WZ -0.130
JET__Etalntercalibration_ Modelling p__bind -0.129
JET__Pileup_ OffsetMu p__bind -0.128
FF_ Prompt signal_BEW6__truthBinOp0to0p5_ TheoQCDCorr -0.126
u_FF_BTagged signal_ EW6__truthBinOp0toOp5_ TheoQCDCorr -0.126
JET_ Flavor_ Response pn__binl 0.125
4 binl 1__binb 0.124
CutSR3j_all_bin_1_2 p__bin3 -0.124
Wgamma_ XS p__binl -0.119
FT_EFF_Eigen_Light_0 n_WZ -0.115
JET__Etalntercalibration__Modelling p__binl -0.115
JET_ Pileup_ RhoTopology 1 binb -0.112
signal_EW4_ TheoScale signal_EW6__truthBinOp0toOp5__TheoQCDCorr 0.111
CutSR3j__all_bin_1_3 p__bind -0.110
JET__Etalntercalibration_ Modelling H__bin3 -0.108
signal_ EW6__truthBinOp7to0p9_ TheoQCDCorr 4__bind -0.107
JET_JER_ EffectiveNP__1 H__bin2 -0.107
CutSR3j_all_bin_1 1 p__bin2 -0.106
signal_EW4_ TheoScale p__binb -0.103
JET__Pileup_ RhoTopology p__bin3 -0.103
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Figure C.110: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the &j,-differential cross-section measurement of EW WEW=jj with ob-

served data.
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Figure C.112: Ranking of the top 20 nuisance parameters sorted according to their
impact on the measured differential signal strength ppin ; in the &;,-differential cross-section
measurement of EW W¥W¥jj with observed data. They are shown for the first (a),
second (b), third (c), 4th (d) and 5th (e) &j;-slice on truth level. The empty brown
rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
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nuisance parameters with respect to their nominal values, 6p. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in
Section 7.4.6.



C.5 Results for &,

Table C.34: Breakdown of the uncertainty of signal strength in the different ;, truth
slices in the &j,-differential cross-section measurement of EW WiWijj with observed data.
”Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ, top

and Zjets.
Source Impact [%)]
Hbin1 HMbin2 Hbin3 Mbin4 HMbinb
Experimental
Electron calibration 0.6 0.5 0.5 0.6 0.7
Muon calibration 0.7 0.6 0.6 0.6 0.6
Jet energy scale and resolution 10.6 11.7 10.9 13.1 24.8
EMmiss geale and resolution 0.2 0.1 0.1 0.1 0.1
b-tagging inefficiency 1.6 0.7 0.9 1.0 1.2
Background, misid. leptons 11.1 5.4 3.1 4.7 7.3
Background, charge misrec. 3.2 1.0 0.4 1.6 3.5
Pileup modelling 1.3 14 1.2 1.9 4.3
Luminosity 24 2.1 2.0 2.1 2.2
Modelling
EW W*W=jj, shower, scale, PDF & 8.1 10.5 9.2 13.3 4.0
EW W*W%jj, QCD corrections 3.6 6.8 2.7 4.7 4.8
EW W*W=jj, EW corrections 3.5 0.6 0.4 0.1 0.7
Int W*W#jj, shower, scale, PDF & o 0.0 0.0 0.1 0.0 0.1
QCD W*W=jj, shower, scale, PDF & a 8.1 2.1 1.8 3.5 6.8
QCD W*W%jj, QCD corrections 0.1 0.0 0.0 0.2 0.5
Background, WZ scale, PDF & a 0.7 1.0 0.4 0.3 0.2
Background, WZ reweighting 4.6 1.2 1.2 1.7 1.1
Background, other 3.7 0.7 0.4 2.7 2.1
Model statistical 7.8 8.4 6.4 8.1 9.2
Experimental and modelling 22.7 20.7 16.6 22.4 29.9
Data statistical 23.3 45.8 34.5 37.3 51.3
Total 32.6 50.4 38.3 43.6 59.5

The ranking plot is shown in Figure C.112.

The impact of different components of systematic uncertainties on the measured differ-

ential fiducial cross-section is shown in Table C.34.

The correlation between unfolded bins are shown in Figure C.113.

C.5.5 Results of the Fit to Observed Data for ¢,

EW+4Int4+QCD Signal

The observed signal strength p from the fit to observed data is:

EWHInt+QCD _ 4 67 +0-29 (stat.) £9-15 (mod. syst.) £5-29 (exp.

obs, &j,, bin 1

EWAIntAQOD _ 76 £0-35 (stat.) £13 (mod. syst.) &

obs, §j,, bin 2

EW+Int+QCD __ 0.35 0.13
obs, &,, bin 3 1.01 Z|Z0.30 (Stat) +

EW+Int+QCD _ 0.34 0.16
obs, &jg, bin 4 T 0.99 i0'30 (stat.) +

0.11
0.07

0:08 (mod. syst.) £0:¢3 (exp.

019 (mod. syst.) 015 (exp.

(exp.

syst.)

syst.)

:l:OAO4

with

0.02 (lumi.),

:l:0.02

0.01 (lumi.),

syst.) 2092 (lumi.),

syst.) £9:0% (lumi.),
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Figure C.113: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the mye-differential cross-section measurement of inclusive wEw = jj with observed
data.
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Figure C.114: Post-fit mj-distributions in signal region split into &, slices as used in
the &;,-differential cross-section measurement of inclusive WEW=E jj with observed data.

EW+Int+QCD 0.28 0.08 0.18 0.02 .
obs, gj:, bi(i 5 = 0.67 35 (stat.) =g 6 (mod. syst.) £¢15 (exp. syst.) £¢o7 (lumi.)

and the QCD W# Zjj normalisation strength is:

M\ENV;#;EQE?SCD = 0.69 001 (stat.) £5-93 (mod. syst.) £5:98 (exp. syst.) £ (lumi.).
Post-fit plots are in Figure C.114 and Figure C.115. The projections on &;, and on my; are
schown in Figure C.116.

Pull plot and correlations are in Figure C.117.

Selected profile LH scans are in Figure C.118.

Table of the strongest (anti-)correlations are included in Table C.35.

The ranking plot is shown in Figure C.119.

The impact of different components of systematic uncertainties on the measured differ-
ential fiducial cross-section is shown in Table C.36.

The correlation between unfolded bins are shown in Figure C.120.
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Figure C.115: Post-fit distributions in WZ control region (a) and low-mj; control region
(b) as used in the &j,-differential cross-section measurement of inclusive W*W¥jj with
observed data.
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Figure C.116: Post-fit signal region summed over &j, slices (a) and summed over m;; slices

(b) in the &j,-differential cross-section measurement of inclusive W¥W¥jj with observed
data.
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Figure C.117: Correlation of nuisance parameters with at least 10% correlation with
another nuisance parameter (a), most pulled nuisance parameters (b) and strongest con-
strained (c) in the &;,-differential cross-section measurement of inclusive W*W%jj with
observed data.
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Figure C.118: Likelihood scans of nuisance parameters with largest pulls and constraints
in the &;, differential cross-section measurement of inclusive WEW=jj with Asimov data
(red) and observed data (black). It is shown for the signal normalisation in the i-th truth
bin (a-e) and for QCD W*Zjj normalisation parameter (f).

Table C.35:

List of parameter correlations which are larger than 10% in the &j,-

differential cross-section measurement of inclusive W*W¥jj with observed data.

Parameter 1 Parameter 2 Correlation
JET_JER_ EffectiveNP__1 n_WZ -0.365
JET__Flavor__ Response w_WZ 0.321
signal__AlIEW__truthBinOp7toOp9__ TheoShower p__bin4 0.306
n_WZ 1__binb 0.275
JET__JER_ EffectiveNP__1 p__bins -0.272
JET__Pileup__RhoTopology n_WZ -0.252
JET__Etalntercalibration_ Modelling n_WZ -0.250
JET_ Flavor__ Composition n_WZ -0.238
FF_ Prompt 4 binl 0.237
signal_ AIIEW__truthBinOp6to0p7_TheoShower 1 bin3 0.220
JET_ Pileup_ OffsetMu 1 binb -0.215
pn_FF__BTagged p__binl 0.210
top__XS w_WZ -0.207
Z7Z_ XS n_WZ -0.196
n_WZ 1 bin3 0.193
JET__Pileup_ OffsetMu w_WZ -0.192
n_WZ p__bind 0.189
JET__Etalntercalibration_ Modelling p__binbs -0.188
JET_JER_ EffectiveNP__1 p__bin3 -0.185
4__binl w_WZ 0.185
signal_ AIIEW__truthBinOp7to0p9_ TheoShower signal_ EW6__truthBinOp7to0p9_TheoQCDCorr 0.182
MjjRewStat 4 binl 0.180
JET__Pileup_ RhoTopology p__binl -0.175
signal__AlNIEW__truthBinOp0OtoOp5__TheoShower p__binl 0.174
JET__EffectiveNP__Modellingl n_WZ -0.169
CutSR3j_all_bin_1_0 1 binl -0.169
signal _ANIEW__truthBinOp5to0p6__TheoShower p__bin2 0.168
JET__JER_ EffectiveNP__1 p__bind -0.163
signal_EW6__truthBinOp0to0p5_ TheoQCDCorr 1 bin2 -0.158
n_WZ 4__bin2 0.148
WZ_EW4_ TheoScale n_WZ 0.140
JET_ Flavor_ Response 4 binl 0.136
JET__Pileup_ OffsetMu p__bind -0.131
WZ_EWG6__TheoScale w__WZ -0.129
signal _AlNIEW__truthBinOp9toinf TheoShower p__binb 0.127
CutSR3j_all_bin_0_0 1__binl -0.126
JET__Etalntercalibration__Modelling p__bind -0.126
Zjets_ XS n_WZ -0.125
CutSR3j_all_bin_1_2 p__bin3 -0.122
JET_JER_ EffectiveNP__1 p__bin2 -0.118
Wgamma_ XS 4 binl -0.118
JET_ Pileup_ RhoTopology 1__binb -0.116
signal_ EW6__truthBinOp0to0Op5_ TheoQCDCorr 4 binl -0.114
4 binl 1 binb 0.114
JET__Pileup_ OffsetNPV p__binl -0.113
CutSR3j_all_bin_1_1 p__bin2 -0.112
FT_EFF_Eigen_ Light_0 uw_WZ -0.112
CutSR3j_all_bin_2_0 p__binl -0.112
4 bin3 p__binb 0.111
4i__bind 1 binb 0.107
CutSR3j_all_bin_1_3 p__bind -0.107
CutSR3j_all_bin_0_4 p__binb -0.107
CutSR3j_all_bin_0_3 1 bind -0.107
JET__Pileup__OffsetNPV u_WZ -0.106
FF__Prompt p__binb 0.104
pn_FF_BTagged signal_EWG6__truthBinOp0toOp5__TheoQCDCorr -0.103
JET__Etalntercalibration_Modelling p__binl -0.102
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Figure C.119: Ranking of the top 20 nuisance parameters sorted according to their
impact on the measured differential signal strength ppin ; in the &;,-differential cross-section
measurement of inclusive W*W¥jj with observed data. They are shown for the first (a),

second (b), third (c), 4th (d) and 5th (e) &j;-slice on truth level.

The empty brown

rectangles correspond to the pre-fit impact on u; and the filled brown ones to the post-fit
impact on pu;, both referring to the upper scale. The black points show the pulls of the
nuisance parameters with respect to their nominal values, 6g. These pulls and their relative
post-fit errors, Afy /ABy, refer to the lower scale. For normalisation parameters a pre-fit
nominal value of 0 and a pre-fit uncertainty of 1 is assumed in this figure as described in
Section 7.4.6.
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C Additional information about unfolded distributions
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Figure C.120: The correlations between the bins are shown for total uncertainties (a),
without luminosity (b), only theoretical and statistical (c) and statistic uncertainty only
(d) of the &j,-differential cross-section measurement of inclusive W*W%jj with observed
data.
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C.5 Results for &,

Table C.36: Breakdown of the uncertainty of signal strength in the different ;, truth
slices in the &j,-differential cross-section measurement of inclusive W= Wjj with observed
data. "Background, other” includes the modelling uncertainties of triboson, Vgamma, ZZ,

top and Zjets.

Source Impact [%)]
Hbin1 HMHbin2 Hbin3 MHbin4 HMbin 5
Experimental
Electron calibration 0.4 0.4 0.4 0.5 0.5
Muon calibration 0.5 0.5 0.5 0.5 0.4
Jet energy scale and resolution 7.3 10.2 9.6 11.4 20.7
EMiss gcale and resolution 0.1 0.2 0.1 0.3 0.1
b-tagging inefficiency 1.3 0.7 0.9 0.9 0.9
Background, misid. leptons 8.5 5.8 3.1 4.8 7.4
Background, charge misrec. 2.5 1.1 0.8 1.7 3.4
Pileup modelling 0.9 1.4 1.1 1.7 3.4
Luminosity 1.8 1.8 1.8 1.8 1.6
Modelling
WEW+ij shower, scale, PDF & oy 5.2 9.1 8.0 11.2 3.9
EW W*W%jj, QCD corrections 0.8 7.2 3.1 3.0 5.5
EW W*W=jj, EW corrections 1.1 1.2 0.3 0.6 0.7
QCD W*W#jj, QCD corrections 0.2 0.6 0.3 0.2 0.9
Background, WZ scale, PDF & ag 0.7 0.8 0.4 0.2 0.6
Background, WZ reweighting 2.6 1.0 0.9 1.2 0.5
Background, other 2.8 0.9 0.5 2.8 2.1
Model statistical 5.6 8.4 6.2 7.2 7.8
Experimental and modelling 14.7 19.0 15.0 19.0 25.0
Data statistical 17.2 42.4 32.2 32.3 39.1
Total 22.6 46.5 35.6 37.6 46.5
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Appendix D

Additional EFT Studies

in this appendix additional information about EFT limits are provided. There is a toy vs.
asymptotic formula limit comparison with only statistical uncertainties and no clipping in
Section D.1. It is followed by clipped and unclipped limits with only statistical uncertainties
with a free-floating EW W*W*jj normalisation in Section D.2. Finally there are additional
control plots for expected and observed limits in Section D.3 and Section D.4.

D.1 Expected Limits Calculated with Toys

To check the validity of the asymptotic formula toys are thrown according to the expectations.
The following parameters get randomized:

¢ the number of observed events in each bin

According to the recommendation [154] the following global observables get varied in the toy
generation to have an unconditional ensemble:

o the observed detector systematics,
o the observed theory uncertainty systematics and
e the ms of the gamma parameters for the MC stat. uncertainties

They get their initial value from an unconditional fit to observed data and get varied around
them as being part of the global observables.

Unclipped and clipped at 1.5 TeV and 0.7 TeV results are derived with toys. The largest
differences are expected due to the last bin. Without clipping the significance comes from
there, because of this the main interest lies on the unclipped case. For clipped and un-
clipped values similar deviations are found. Because of this, as in CMS with similar binning,
asymptotic formula is used. More detailed studies are needed to understand the remaining
differences between toy-driven calculated and asymptotic formula calculated limits. The toy
driven calculated limits (Table D.1) and the limits from asymptotic formula (Table 10.6 and
D.8) are comparable.

D.2 Free Floating Normalisation EW W*W=jj in EFT
Limit Setting

Expected limits with only statistical uncertainties are shown in Table D.2 at the unitarity
bound and in Table D.3 for different clipping values. The limits can be compared to Ta-
bles D.4 and 10.5. There is a significant difference for low clipping values while for high
clipping values the expected limits do not change much. For low clipping values the EFT
contributions becomes dominant in the first bins making the EFT effect more similar to the
WEW=jj prediction. Thus, a normalisation factor on W*W=jj can compensate EFT effects
for low clipping values easier.
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Table D.1: Toy driven stat. only limits on the Wilson coefficients without clipping
calculated for observed data. For each of the points 5000 toys around the scanned EFT
parameter toy were generated. This results in a systematic uncertainty of 0.2% because
of the limited number of toys.

Coefficient | no clipping | clipped at 1.5TeV | clipped at 700 GeV
[TeV—4] [TeV—4] [TeV—4]
fMo/A4 -4.52 4.61 -24.66 24.33 -140.76 123.68
farn /A% -7.89 7.96 | -41.00 44.76 | -235.44  257.29
fM7/A4 -10.93 10.79 | -60.53 60.32 -428.02 391.43
Fso2/ A4 681  6.76 | -28.21  29.62 | -186.80  210.79
fSl/A4 -27.02  26.38 | -113.82 117.44 | -710.76 790.80
fTO/A4 -0.40 0.39 -2.77 2.98 -17.59 18.08
le/A4 -0.20 0.20 -1.51 -0.21 -13.89 -7.08
Fra/At 077 085 | -5.41 150 | -34.02  47.53

Table D.2: Expected limits on the Wilson coefficients for all Operators for the clipping
value at the unitarity bound for different uncertainty sets calculated with asymptotic

formula with floating prw.

»_»

found in the scanned region above 600 GeV.

means that no crossing with the unitarity bound was

lower limit

upper limit

Coeflicient  fit type clipping energy limit clipping energy limit
[TeV] [TeV—4] [TeV] [TeV—4]
fao/A4 statOnly | 0.88 -68.20 | 1.01 39.39
fa /A statOnly | 1.62 -24.00 | 1.54 28.94
far /A statOnly | 1.81 -30.57 | 1.88 26.05
fso2/A* statOnly | 0.78 -101.09 | 0.75 120.91
fs1/A4 statOnly ‘ - - ‘ - -
fro/A* statOnly | 1.26 -2.99 | 1.16 4.19
Sr1/A* statOnly | 2.64 -0.31 | 2.48 0.40
fra/A? statOnly | 1.76 -2.42 | 1.33 7.49
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D Additional EFT Studies

D.3 Additional Information for Expected Limits

Expected limits for all operators for different clipping values are listed in Table D.4. Pre-
and post-fit yields for MO operator are listed in Tables D.5 to D.7.

The pull plots are shown for the upper and lower expected limits without clipping in
Figure D.1, with clipping at 1.5 TeV in Figure D.2 and with clipping at 700 GeV in Figure D.3.
They are all very similar for the same clipping value.
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D Additional EFT Studies

D.4 Additional Information for Observed Limits

Observed limits for all operators for different clipping values are listed in Table D.8 and
Table D.9. Pre- and post-fit yields for observed data for M0 operator clipped at 700 GeV are
listed in Tables D.10 to D.14.

The pull plots are shown for the upper and lower observed limits without clipping in
Figure D.4, with clipping at 1.5 TeV in Figure D.5 and with clipping at 700 GeV in Figure D.6.
They are all very similar for the same clipping value.
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Figure D.1: Pulls of 15 most pulled nuisance parameters for lower (left) and upper (right)

expected limits without clipping.
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Figure D.2: Pulls of 15 most pulled nuisance parameters for lower (left) and upper (right)
expected limits with clipping at 1.5 TeV.

386



D.4 Additional Information for Observed Limits

{5=13TeV, 139 b {5=13TeV, 139 b
) ey — N rT—
2 7
(a) lower limit SO02 (b) upper limit S02
5=13TeV, 139 b 5=13TeV, 139 b
: ey — EO PT—
(c) lower limit S1 (d) upper limit S1
5=13 TeV, 139 b (5=13TeV, 139 b
: ey — EN PT—
< ) <)
(e) lower limit MO (f) upper limit MO
5=13 TeV, 139 b 5=13 TeV, 139 b
KN Ty — 2 PT—
3 el
i 7
(g) lower limit M1 (h) upper limit M1
e o e 9wt
2 Per—yr— 3 re—
3 el
< ) <)
a - L T R L -
NN e
.
(i) lower limit M7 (j) upper limit M7
oot e o
: ey — i re—
H H
<] <]
' '
; ;
(k) lower limit TO (1) upper limit TO
oo e
: ey — re—
7
< 2|
;
b
~
. .
(m) lower limit T1 (n) upper limit T1
5=13Tev, 139 b 5=13 Tev, 139 b
: ey — 3 e —
H H

(o) lower limit T2 (p) upper limit T2
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expected limits with clipping at 0.7 TeV.
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Figure D.4: Pulls of 15 most pulled nuisance parameters for lower (left) and upper (right)

expected limits without clipping.
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Figure D.5: Pulls of 15 most pulled nuisance parameters for lower (left) and upper (right)
expected limits with clipping at 1.5 TeV.
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Figure D.6: Pulls of 15 most pulled nuisance parameters for lower (left) and upper (right)

expected limits with clipping at 0.7 TeV.
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hadrons decay (dark green blobs). Photon radiation occurs at any stage
(vellow)” [17] . .« o o o

“The bands are x times the unpolarized (a,b) parton distribution f(x)
(where f = u,,d,, U, d,s = 5,c ~ &b~ b,g) obtained in NNLO NNPDF3.0
global analysis at scales p? = 10GeV? (left) and p? = 10*GeV? (right),
with ag(M2) = 0.118. 7 [33] « o o oo

"The LHC injector complex” from Ref. [34] . . . . . .. ... ... ... ..

”Schematic layout of the LHC (Beam 1- clockwise, Beam 2 — anticlock-
wise)” from Ref. [34] . . . . . . ...

"Number of Interactions per Crossing Shown is the luminosity-weighted
distribution of the mean number of interactions per crossing for the 2015 —
2018 pp collision data at 13 TeV centre-of-mass energy. All data recorded by
ATLAS during stable beams is shown, and the integrated luminosity and the
mean mu value are given in the figure. The mean number of interactions per
crossing corresponds to the mean of the Poisson distribution of the number
of interactions per crossing calculated for each bunch. It is calculated from
the instantaneous per bunch luminosity as g = Lbunch X Oinel/fr where
Lpunch is the per bunch instantaneous luminosity, oiye) is the inelastic cross-
section which we take to be 80 mb for 13 TeV collisions, and f, is the LHC
revolution frequency.” from [39] . . . . . . .. ...

"Delivered Luminosity versus time for 2011-2018 (p-p data only) Cumulative
luminosity versus day delivered to ATLAS during stable beams and for high
energy p-p collisions. ” from [39] . . . . ... ...

"Cut-away view of the ATLAS detector. The dimensions of the detector are
25 m in height and 44 m in length. The overall weight of the detector is
approximately 7000 tonnes” from: [42] . . . . ... ... ... .. ... ..

"The peak instantaneous luminosity delivered to ATLAS during stable
beams for pp collisions at 13 TeV centre-of-mass energy is shown for each
LHC fill as a function of time in 2018. The luminosity is determined using
counting rates measured by the luminosity detectors, and is based on an
initial estimate from van-der-Meer beam-separation scans during 2017. ”
from [43] . . . .

397



LIST OF FIGURES

398

3.7

6.1

6.2

6.3

6.4

6.5

"Total Integrated Luminosity and Data Quality in 2015-2018 Cumulative
luminosity versus time delivered to ATLAS (green), recorded by ATLAS
(yellow), and certified to be good quality data (blue) during stable beams
for pp collisions at 13 TeV centre-of-mass energy in 2015-2018. The complete
pp data sample in 2018 is shown. The delivered luminosity accounts for the
luminosity delivered from the start of stable beams until the LHC requests
ATLAS to put the detector in a safe standby mode to allow a beam dump or
beam studies. The recorded luminosity reflects the DAQ inefficiency, as well
as the inefficiency of the so-called "warm start”: when the stable beam flag
is raised, the tracking detectors undergo a ramp of the high-voltage and, for
the pixel system, turning on the preamplifiers. The data quality assessment
shown corresponds to the All Good efficiency shown in the 2015-2018 Full
Dataset DQ tables here. The All Good Data Quality criteria require all
reconstructed physics objects to be of good data quality. ” from [43] . . . .

Parton shower uncertainties calculated for QCD W*W%jj (a), Interference
WEW=jj (b) and EW W*Wjj (c) summed over all channels in the signal
region and low-mj; control region. The EW WEW=jj parton shower un-
certainty is normalised on truth level in the fiducial region to nominal as
done in the total cross-section measurement of EW W*W*jj. The hatched
black area represents the MC statistical uncertainty of the nominal parton
shower Herwig 7. The total uncertainty is the symmetrized envelope taking
into account Pythia 8 around the nominal prediction from Herwig 7. . . . .
NLO QCD correction uncertainties calculated for QCD W*Wjj (a) and
EW W*W#%jj (b) summed over all channels in the signal region and low-m;
control region. The EW W*W%jj NLO QCD correction uncertainty is
normalised on truth level in the fiducial region to nominal as done in the
total cross-section measurement of EW W*W*jj. The hatched black area
represents the MC statistical uncertainty of the nominal LO prediction from
Madgraph Herwig 7. The total uncertainty is defined as down variation in
the fit and is defined by the Sherpa sample including a third jet in the
matrix element. . .. ... oL L
PDF uncertainties calculated for QCD W*W%jj (a), Interference W*W*jj
(b), EW W*Wjj (c), WZ EW (d) and QCD W*Zjj (e) summed over
all channels in the signal region and low-m;j; control region and WZ EW
(f) and QCD W*Zjj (g) in the WZ control region. The hatched yellow
area represents the PDF uncertainty calculated from 100 variations within
the nominal NNPDF. Two alternative shower predictions from MMHT and
CT14 are shown in red and green. The total PDF uncertainty is the envelope
around the yellow band and the two different PDF predictions. . . . . . . .
Scale uncertainties calculated for QCD W*W%jj (a), Interference W =W *jj
(b), EW W*W%jj (c), WZ EW (d) and QCD W¥*Zjj (e) summed over all
channels in the signal region and low-m;; control region and WZ EW (f) and
QCD W#*Zjj (g) in the WZ control region. The hatched grey area repre-
sents the MC statistical uncertainty. Seven combinations of up (multiplied
by 2) and down (multiplied by 0.5) variations of the renormalisation and
factorisation scale are shown. The total scale uncertainty is the envelope
around all variations. . . . . . .. .. Lo
as uncertainties calculated for QCD W*Wjj (a), Interference W*Wjj
(b), EW W*W%jj (c), WZ EW (d) and QCD W*Zjj (e) summed over
all channels in the signal region and low-m;j; control region and WZ EW
(f) and QCD W*Zjj (g) in the WZ control region. The EW W*W%jj ag
uncertainty is normalised on truth level in the fiducial region to nominal
as done in the total cross-section measurement of EW W*W#jj and QCD
W*Zjj ag uncertainty is normalised on truth level to nominal in the WZ
CR. The hatched black area represents the MC statistical uncertainty of the
nominal prediction. . . . . . . . . ..
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