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Abstract
Feedback operation at the European XFEL ensures an

amplitude and phase stability of 0.01% and 0.01 deg, re-
spectively. To reach such high RF field stability, model-
based approaches for RF field system characterization and
RF field controller design are in use. High demand on this
system modelling is set especially to the characterization of
additional passband modes for small bandwidth SRF cav-
ities operated in pulsed mode and vector-sum regulation.
This contribution discusses the developed "Advanced sys-
tem setup tool" using a graphical user implementation
in Matlab® for the RF field system characterization and
the multiple-input-multiple-output feedback controller setup.
Examples and current limitations will be presented.

INTRODUCTION
The free-electron laser FLASH and the European XFEL

operate superconducting radio frequency (SRF) cavities;
high quality resonators studied at DESY. They are oper-
ated at a frequency of 1.3 GHz with field gradients beyond
30 MV/m. In order to achieve precise FEL timing stability
and reliable machine operation it is required to control the
electro-magnetic fields inside the cavities with extremely
high precision. The root mean square (RMS) values of
the error between the setpoint and field gradient are re-
quested to be lower than 0.01% in amplitude and 0.01◦ in
phase [1]. The RF field regulation is done by measuring the
stored electro-magnetic field inside the cavities and process-
ing this information by the feedback controller to modulate
the driving RF source. The digital electronic standard in
which the low-level radio frequency (LLRF) systems are
realized is Micro Telecommunications Computing Architec-
ture (MicroTCA.4) [2]. It was experimentally verified that
a control scheme consisting of an iterative learning feedfor-
ward component and a linear multiple input multiple output
(MIMO) feedback controller is able to cope with these re-
quirements, [3–7]. The design of the feedback controller
and learning feedforward relies on a linear system model
identified from special series of measurements.

The identification and advanced system setup started at
FLASH with individual Matlab® scripts. These scripts
were further developed and extended for various facilities
over the years. The goal of combining all scripts into one
tool, see Fig. 1, is to keep it up to date for all facilities
without changing each tool separately. The paper gives a
short introduction into the developed graphical Matlab®
based "Advanced system setup tool".
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PROBLEM DESCRIPTION
The systematic setup of advanced regulation concepts

is often a task for an experienced system engineer. Such
advanced setup schemes requires basic system theoretical
background and deeper knowledge of the plant to be reg-
ulated, the system modelling, feedback controller design,
stability analysis for systems operated in closed feedback
loop, design of iterative learning schemes, system latency
constraints, usable numerical values and its fixed point con-
straints within FPGA and others. This "Advanced system
setup tool" supports the system expert by centralizing the
necessary information and providing exception handling.

Cavity White Box Model
The dynamical system behavior is modelled by using the

physical cavity equation from [8]. The latter is well known in
accelerator physics and can be described by the differential
equation

d
dt

[
VI (t)
VQ(t)

]
=

[
−ω1/2 −∆ω

∆ω −ω1/2

] [
VI (t)
VQ(t)

]
+ RLω1/2

[
II (t)
IQ(t)

]
,

(1)

in which V(t) is the complex cavity voltage, I(t) the complex
driving current, ω1/2 as half-bandwidth, ∆ω = ω0 - ω the
detuning and RL the shunt impedance of the cavity. Hereby
the subscript I and Q denotes the in-phase and quadrature
component, respectively.

Redefining the output vector V(t) as y(t) and the input
vector RL I(t) as u(t) leads to the state space representation
of

[
ÛyI
ÛyQ

]
=

A︷               ︸︸               ︷[
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∆ω −ω1/2

] [
yI
yQ

]
+
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ω1/2 0

0 ω1/2

] [
uI

uQ

]
,[

yI
yQ

]
=

[
1 0
0 1

]
︸  ︷︷  ︸

C

[
yI
yQ

]
,

(2)

with system matrix A, input matrix B and output matrix C.
The transformation of (2) into the Laplace domain by

Y (s)
U(s)

= G(s) = C(s · I − A)−1B (3)

gives the MIMO transfer function

G(s) =
(ω1/2)(

∆ω
)2
+
(
s + ω1/2

)2 [
s + (ω1/2) −∆ω
∆ω s + (ω1/2)

]
.

(4)
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Figure 1: Overview of the tool with system identification as chosen method.

The cavity equation is developed around the baseband fre-
quency, meaning the fundamental π-mode is located at fre-
quency zero. This differential equation holds only for a
single mode in frequency, e.g. the π-mode. In total nine
modes need to be considered for 9-cell TESLA type SRF
cavity. The complete cavity baseband model can be obtained
by the superposition of all nine modes

GCav(s) =
9∑

n=1
G n

9 π
(s) . (5)

The derivation of passband modes with their characteristics
is shown in [9]. The half-bandwidthω1/2 = ω0/(2QL) of the
additional passband modes is in the order of the fundamental
π-mode, see Table 1. Figure 2 shows the resulting continu-
ous time white box model for the cavity with fundamental
modes down to 3π/9-mode.

In the following we will start with analysis of signals
from the cavities operated at one RF station at the European
XFEL.

(1) FFT of Cavity Signal
Figure 3 shows an example of FFT for 2 cavities at one

RF station of XFEL. In this example the system is oper-

Table 1: Selected Cavity Parameters for the First Six Addi-
tional Resonant Modes Next to the π-mode [9].

Mode m 8π/9 7π/9 6π/9 5π/9 4π/9 3π/9
fm [kHz] 785 3053 6501 10694 15122 19237

QL,m/QL,π 0.516 0.566 0.667 0.852 1.21 2.0

Figure 2: Continuous time cavity baseband white box model
without time delay, no detuning and a loaded quality factor
of QL = 4.6 · 106 for π-mode. The fundamental π-mode
( fπ = 1.3 GHz) is located at frequency zero.

ated in open loop, no feedback nor other advanced feedback
schemes. Based on this signal it is difficult to evaluate the
passband modes. The notch at around 800 kHz is given by
the digitally implemented individually adjustable band-stop
filter for each cavity signal. A similar characteristic has
been observed in closed loop operation with correctly setup
feedback controller, see MIMO controller section, and well
adjusted ADC filters. Therefore, taking the FFT of a cavity
probe signal does not give the full information of a cavity

19th Int. Conf. on RF Superconductivity SRF2019, Dresden, Germany JACoW Publishing
ISBN: 978-3-95450-211-0 doi:10.18429/JACoW-SRF2019-THP073

THP073
1066

Co
nt

en
tf

ro
m

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

so
ft

he
CC

BY
3.

0
lic

en
ce

(©
20

19
).

A
ny

di
str

ib
ut

io
n

of
th

is
w

or
k

m
us

tm
ai

nt
ai

n
at

tri
bu

tio
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

ish
er

,a
nd

D
O

I.

SRF Technology - Ancillaries
LLRF



Figure 3: FFT from the 2 cavities at European XFEL oper-
ated in feedforward only.

spectrum. The excitation of narrow bandwidth resonant
modes requires the excitation with their relatively precise
passband frequency.

(2) Piecewise Reconstruction of Transfer Function
By measuring the input/output characteristic response

to an added excitation signal we will be able to generate a
piecewise reconstruction of the plant transfer function. The
cavity probe signal itself does not give a clear insight of the
cavity system for the additional passband modes. We will
specifically excite the system by using special signals added
to the nominal drive signal. Hereby a chirp sine signal with
frequency range of 500 kHz has been used. We recorded
and analysed the data in 250 kHz steps from 500 kHz up
to 4.5 MHz. Its amplitude is limited for safety reasons to
10.000 counts corresponding to about 10% of full scale. The
recorded signals were transformed into the frequency do-
main and the difference between the logarithmic output and
input signal corresponds to the magnitude shown in Fig. 4.
The piecewise reconstruction requires several datasets for

Figure 4: Piecewise reconstruction of transfer function

the excitation and the read-back signal. This is very time
consuming, but necessary for improving the signal-to-noise
ratio. Furthermore, the correct interaction between channels
and other effects like system delay and channel couplings is
a challenging reconstruction tasks. However, the frequency
location of the 8π/9-mode notch was found as it was the case
for the FFT only approach. Furthermore, additional modes
could be identified, i.e. at around 3 MHz the 7π/9-mode
with higher magnitude than the aliased 6π/9-mode. This

mode is aliased from about 6.5 MHz to about 2.8 MHz for
C2 and to 2.7 MHz for C4 using a sampling frequency of
4.5 MHz.

SYSTEM IDENTIFICATION
The systematic system modelling started with signal pro-

cessing and an implementation using black box modelling
in 2006, [6]. This has been extended to grey box modelling
approach using symmetric and non-symmetric models, [7].
The developed and used system identification is divided into
several steps. First the system is excited using special sig-
nals to the plant input, i.e. the drive signal to the vector
modulator in I/Q coordinates. The output signals are taken
and pre-processed. Based on the I/O data-set the system
model is estimated using a black- or a grey-box model. The
estimated model and dataset taken can be saved for later use
or off-line analysis.

The identification is implemented as an open loop char-
acterization. The system characterization as small signal
model requires the operation around the nominal operating
point. Any deviation in amplitude and phase can lead to an
imperfection in modelling procedure if non-linear effects
(klystron, pre-amplifier, etc) dominate the system. This can
be compensated by adjusting the scaling and rotation factor
of the drive signal for feed-forward operation. Additional
automation influencing the plant characteristic during the
system modelling need to be switched off. The extraction
of the system model from closed loop operation requires
the precise knowledge of the feedback controller and other
effects which may compensate the excitation signal, e.g.
learning schemes. Following additional prerequisite must
be fulfilled:

• Enable the feedforward (FF) operation

• Enable a table where the excitation signal can be applied

• Disable additional adaptations of the drive signal

• Open all feedback loops (prop. FB, MIMO, ILC)

The system identification will stop if any of these features
are active and prompt the user to disable the undesired func-
tionalities. An example for pseudo random binary (PRB)
signal used to estimate the low-frequency characteristic and
system delay is shown on the right plot of Fig. 1. Once the
low-frequency behaviour is estimated, currently one high
frequency passband mode can be added e.g. by using chirp
sine excitation signals with given frequency spread. Finally,
the model can be validated.

The estimated transfer function of cavity C2 including
the entire high power chain is shown in Fig. 5. In this ex-
ample the "Advanced system setup tool" input channel
has been changed to analyse single cavity signal (instead of
default vector-sum). The signal delay was found to be 21
samples, i.e. 2.3 µs from FPGA drive signal to detection of
cavity probe signal for the about 9 MHz signal processing
frequency. The low frequency estimation uses an indepen-
dent, uncorrelated, PRB signal for the I and Q channels. An
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excitation using chirp sine signal with 500 kHz frequency
range is then applied around the expected resonant mode at
3 MHz.

Figure 5: Grey box model identification with low-pass char-
acteristic and 7π/9-mode modelling for C2.M1.A24.L3.
The magnitude plot using piecewise (PW) reconstruction
have been added for completeness.

Discussion
The comparison of both transfer functions in Fig. 5 shows

a smaller magnitude of the 7π/9-mode for the piecewise
reconstruction, whereas the magnitude of the 7π/9-mode
for the transfer function is much larger. This is because the
piecewise reconstruction requires long excitation time to
build up a steady state behavior for the additional passband
modes. Their bandwidth is similar to the bandwidth of the π-
mode, see Table 1. This needs to be considered when taking
the piecewise reconstruction into account. Therefore it is
beneficial to use the system identification for cavities with
low bandwidth as operated for FLASH, European XFEL and
other facilities. The validation in time of the 7π/9-mode
is shown in Fig. 6 and shows good agreement between the
simulation and the measurement.

Figure 6: Grey box model simulation and measurement for
7π/9-mode.

MIMO CONTROLLER DESIGN
The MIMO feedback controller design relies on the system

model identified before. The purpose of the SRF feedback
controller design is to notch a passband mode and to decou-
ple the closed loop system, i.e. the system under feedback
regulation, [7]. For this example we will focus on vector-
sum regulation at the XFEL RF station A24. The MIMO
controller on the FPGA is given by 2x2 transfer matrix, each
hosting a second order filter function, see [6]. A propor-
tional gain is implemented in series with the dynamic MIMO
block to overcome fixed-point constraints of the MIMO co-
efficients coming from the FPGA implementation.

An analytical controller is directly computed which is
only notching the passband mode, see Fig. 7. One tuning
knob is sufficient to further design the controller, i.e. the
parameter Pole Adjustment is shifting the bandwidth of
the controller transfer function to smaller frequencies by
increasing their number. This often helps to reduce high
frequency noise feedback into the system. The tool checks
the stability of the closed loop system by the systems infinity
norm, i.e. an induced signal norm, see [7]. The resulting
MIMO controller is visualized in Fig. 8. This controller can
be stored via the GUI and directly written to FPGA.

LEARNING FEEDFORWARD
The learning feedforward algorithm relies on a closed loop

system model from feedforward signal to the output signal,
i.e. the signal to be controlled. This closed loop model is
automatically generated with the current system model and
the feedback controller settings. The learning feedforward
algorithm behind this is based on iterative learning control
(ILC) [3, 6]. One tuning knob, i.e. the learning gain, is
enough for the setup which is similar to the MIMO feedback
controller design, see Fig. 9. Here again a stability check
is inviting the user to lower the learning gain if a certain
threshold is exceeded. Writing and saving the previous and
updated parameter is automatically done.

Figure 7: MIMO GUI part from Fig. 1 with replaced system
identification (middle) part.
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Figure 8: Example for MIMO controller.

CONCLUSION
The systematic MIMO and LFF setup is realized via a

GUI for all the SRF stations operated at DESY. The tool
could be extended to be used in several facilities based on
a similar LLRF system. The RF stations at FLASH and
XFEL were setup using this tool. An RF regulation example
at the European XFEL is given in Fig. 10. Hereby open
loop, closed loop by MIMO and MIMO together with learn-
ing feedforward are compared. The open loop case shows
highest variations in amplitude and phase, far beyond the
specifications and outside of the standard deviation plot.

Figure 9: LFF GUI part from Fig. 1 with replaced middle
part.

Figure 10: Example for systematic RF field controller setup
at XFEL using model-based MIMO feedback controller and
learning feedforward adaptation

Closing the feedback loop brings the regulation close to the
desired setpoint trajectory with mean-free standard devia-
tion within the specifications, but with an error between
setpoint and vector-sum. This remaining repetitive error is
reduced using the adaptive adjustment of the drive signal by
learning feedforward. The tool has also been tested for CW
setup at the cryomodule test bench at DESY (CMTB) and
at the ELBE accelerator (HZDR) using model-based PI(D)
regulation scheme.
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