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DISSERTATION ABSTRACT
Galen Rhodes Gledhill
Doctor of Philosophy
Department of Physics
December 2022

Title: Two Searches for Signals of Dark Matter with the ATLAS Detector in 139 fb™!
of LHC /s = 13 TeV Proton-Proton Collision Data

This dissertation presents two searches for signals of dark matter in an integrated
luminosity of 139fb™! of proton-proton collision data collected at a center of mass
energy of /s = 13 TeV with the ATLAS detector at the Large Hadron Collider (LHC).
The search for direct pair production of the supersymmetric partner to the top quark
(the stop) in the all-hadronic ¢ plus missing transverse momentum final state yields
no significant excess over the expected Standard Model background and was able to
exclude stop masses up to 1.25 TeV for dark matter candidate masses below 200 GeV.
The search for dark mesons decaying into top and bottom quarks is sensitive to a
proposed strongly coupled dark sector which contains a viable dark matter candidate
scalar baryon. This analysis considers the all-hadronic channel of a final state of all
top and bottom quarks (tttb or tbtb) with no additional missing transverse momentum.
No previous LHC searches have considered this dark meson model and we expect to
set new limits on dark pion masses of up to 500 GeV.

This dissertation contains previously published and unpublished coauthored

material.

v



CURRICULUM VITAE

NAME OF AUTHOR: Galen Rhodes Gledhill

GRADUATE AND UNDERGRADUATE SCHOOLS ATTENDED:

University of Oregon, Eugene, Oregon, USA
Portland State University Honors College, Portland, Oregon, USA

DEGREES AWARDED:

Doctor of Philosophy, Physics, 2022, University of Oregon
Master of Science, Physics, 2015, University of Oregon
Bachelor of Arts, Physics, 2014, Portland State University Honors College

PROFESSIONAL EXPERIENCE:

Sergeant, United States Marine Corps, 2006-2010
Scientist, Thermo Fisher Scientific, 2014-current

SELECTED PUBLICATIONS:

Budnik et al. Nanoscale 3D tomography by in-flight fluorescence spectroscopy
of atoms sputtered by a focused ion beam. Nano Letters 22(20):8287, 2022.

ATLAS Collaboration. Search for a scalar partner of the top quark in the all-
hadronic ¢ plus missing transverse momentum final state at /s = 13 TeV
with the ATLAS detector. European Physics Journal C 80(8):737, 2020.



PATENTS:

US Patent 10923318, Optical alignment correction using convolutional neural
network evaluation of a beam image, February 16, 2021.

US Patent 10896802, Combined SEM-CL and FIB-IOE microscopy, January 19,
2021.

US Patent 10692694, Method and apparatus for enhancing SE detection in
mirror-based light imaging charged particle microscopes, June 23, 2020.

vi



ACKNOWLEDGEMENTS

I can only thank a small number of the many teachers, mentors and friends who
have supported me during graduate school. I'm extremely grateful to my advisor
Stephanie Majewski for her insight and guidance. I also thank my committee members
Graham Kribs and Laura Jeanty for their assistance in reaching this point.

I'm grateful to the members of the ATLAS groups I worked with during my
PhD program. From the dark meson analysis, I particularly valued working with
Jochen Heinrich, Olga Gudnadottir, and Tim Mathew. From the direct stop analysis,
I thank Johan Bonilla and Walter Hopkins for our many productive conversations.
The JetEtMiss group has been welcoming and supportive and I thank Jennifer Roloff,
TJ Khoo, Sarah Williams and Peter Loch.

My PSU Honors College professors Katheleen Merrow and Lawrence Wheeler
deserve special thanks for their dedication to teaching and contribution to my
academic development. Many faculty and students at the University of Oregon
physics department deserve thanks for the valuable assistance they have provided.
I gratefully acknowledge Nima Dinyari, Anne McGinley, and Ben McMorran for their
support. I am also grateful to my Thermo Fisher Advanced Technology colleagues
and especially Mostafa Maazous.

Finally, I thank my family for their steadfast support throughout my studies.

vii



TABLE OF CONTENTS

Chapter

[. INTRODUCTION

II. STANDARD MODEL PHENOMENOLOGY AND BEYOND

2.1. The Standard Model .

2.1.1. Particles and Interactions .

2.1.2. Electroweak Symmetry Breaking and the Higgs Mechanism .

2.1.3. Quantum Chromodynamics .
2.1.4. FEvidence for Dark Matter .
2.2. Supersymmetry

2.3. The dark meson sector of Stealth Dark Matter .

III. ATLAS AND THE LHC

3.1. The Large Hadron Collider
3.2. The ATLAS detector .
3.2.1. Particle Tracking with the Inner Detector .
3.2.2. ATLAS Calorimetry
3.2.3. The Liquid Argon calorimeter .
3.2.4. The Tile Calorimeter .
3.2.5. The Muon Spectrometer
3.2.6. Event Triggering and Data Acquisition .
3.3. Particle reconstruction

3.3.1. e~ and v Reconstruction

viil

Page

11
12
14

19

23

23
29
31
35
36
39
42
43
45
45



Chapter Page

3.3.2. Tau Lepton Veto . . . . . . . . . . . . . . . . . .. A7
3.3.3. Hadronic Object Reconstruction . . . . . . . . . . . . . 48
3.3.4. Jet Calibration and Cleaning . . . . . . . . . . . . . . 5l
3.3.5. Jet Flavor Tagging . . . . . . . . . . . . . . . .. .. 53
3.3.6. Missing Transverse Energy . . . . . . . . . . . . . .. 54
3.3.7. Muon Reconstruction . . . . . . . . . . . . . . . .. b5d
3.4. Monte Carlo event simulation . . . . . . . . . . . . . . . . 56

IV. A SEARCH FOR THE SUPERSYMMETRIC PARTNER TO THE TOP

QUARK IN THE JETS+EMSS FINAL STATE . . . . . . . . ... 59
4.1. Introduction . . . . . . . . . . . . . . . . . . . .. ... 59
4.2. ATLAS detector . . . . . . . . . . . . . . . .. .. ... 63
4.3. Data collection and simulated event samples . . . . . . . . . . 64
4.4. Event reconstruction . . . . . . . . . . . . . . . . . . .. 67
4.5. Signal region definitions . . . . . . . . . . .. .00 T2

4.5.1. Signal regions AandB . . . . . . . . . . . ... ... 73
4.6. Background estimation . . . . . . . . . . . . . . . . ... 77
4.6.1. 7Z + jets background estimation . . . . . . . . . . . . . 81
4.6.2. tt + Z background estimation . . . . . . . . . . . ... &4
4.6.3. tt, W + jets, and single-top background estimation . . . . 86
4.6.4. Validation of background estimates . . . . . . . . . . . 93
4.7. Systematic uncertainties . . . . . . . . . . . . . . . . .. 97
4.8. Results and interpretation . . . . . . . . . . . . . . . . . 104
4.9. Conclusion . . . . . . . . . . . . . . . . .. ... ... 113

X



Chapter

Page

V. A SEARCH FOR DARK MESONS DECAYING TO TOP AND BOTTOM

QUARKS

5.1. Introduction .

5.2. Data and Simulated Samples

5.2.1.
5.2.2.
5.2.3.
5.2.4.

5.2.5.

5.3. Object Definitions and Reconstruction

5.3.1.
5.3.2.
5.3.3.
5.3.4.
5.3.9.
5.3.6.

Data sample

Signal Monte Carlo samples .

Background Monte Carlo samples

Pileup reweighting .

tt+HF overlap removal .

Electrons .

Muons .

Small-R jets

Large-R reclustered jets
Flavour tagging .

Overlap removal .

5.4. Event and object selection

5.4.1.
5.4.2.
5.4.3.

5.4.4.

Online event selection
Offline event selection
Discriminating variables

Object selection .

5.4.4.1. All-hadronic channel

5.5. Signal region definitions

5.5.1.

All-hadronic channel .

5.6. Background estimation .

115

115
122
122
123
125
130
130
132
132
133
134
135
137
138
139
139
141
142
143
143
150
150

152



Chapter
5.6.1. Background estimation in the all-hadronic channel .
5.6.2. Background validation in the all-hadronic channel
5.7. Systematic uncertainties
5.7.1. Summary of systematics
5.7.2. Instrumental uncertainties
5.7.2.1. Luminosity uncertainty
5.7.2.2. Pileup reweighting uncertainty
5.7.2.3. Lepton uncertainty
5.7.2.4. Jet vertex tagging uncertainty
5.7.2.5. Flavour-tagging uncertainty
5.7.2.6. Jet Energy Scale and Resolution for small-R jets
5.7.2.7. Hr trigger efficiency .
5.7.3. Theoretical cross sections .
5.7.3.1. tt uncertainty
5.7.3.2. Minor simulated backgrounds .
5.7.4. QCD multijet background estimation .
5.8. Unblinding Strategy
5.9. Final statistical analysis
5.9.1. All-hadronic Channel

5.9.1.1. Asimov fit

VI. CONCLUSION

xi

Page
152
157
159
159
159
159
159
161
162
162
162
163
165
165
166
167
168
169
169

171

180



Chapter Page

APPENDIX: DARK MESON SEARCH ADDITIONAL STUDIES . . . . . 184
A.1. Dark pion production cross sections . . . . . . . . . . . . . 184
A.2. Dark pion reconstruction . . . . . . . . . . . . . . . . .. 18
A.3. The extended ABCD method . . . . . . . . . . . . . . . . 188
A.4. All-hadronic preselection full cutflow . . . . . . . . . . . . . 193
A.5. All-hadronic preselection data studies . . . . . . . . . . . . . 196
A.6. All-hadronic pile up sensitivity studies . . . . . . . . . . . . 201
A.7. All-hadronic signal region signal and background yields . . . . . 203
A.8. All-hadronic signal region optimization . . . . . . . . . . . . 205
A.9. All-hadronic tables of ABCD regions by SR bin . . . . . . . . 208
REFERENCES CITED . . . . . . . . . . . . . . . . . . . . . .. .217

xii



LIST OF FIGURES

Figure Page
1. Summary of ATLAS cross section measurements compared to Standard Model
predictions. . . . . . . . . . . . . . . . .. .. .. ... ... 6
2. The observed fermion mass spectrum. The blue, green, and red markers
correspond to generations I, II, and III. Figure from [21]. . . . . . . . 8
3. Collider searches look for the production of dark matter signals from Standard
Model scattering while direct searches look for evidence of new particles
such as WIMPs scattering from Standard Model particles. Indirect detection
experiments look for Standard Model particles produced from dark matter
annihilation. . . . . . . . . . . . . . .. . . ... ... 13
4. Upper limits on nucleon scattering for WIMP dark matter as a function of mass.
Figure from [23]. . . . . . . . . . . . . ... ... ... .. 4
5. Higgs mass loop corrections from the top quark and its superpartner. . . 17
6. A Feynman diagram of a stop decay to a top and neutralino. In the all-hadronic
channel the W boson decays to two quarks. . . . . . . . . . . . . . 19
7. Dark pion production mechanisms. The dominant production mechanism is
through kinetic mixing of a dark rho with the B (left) or W (middle) fields.
Drell-Yan pair production of dark pions is also possible as shown on the right. 22
8. The four LHC interaction points and their experiments. The betatron factor /3
is a measure of beam size. Figure from [25]. . . . . . . . . . . . .. 24
9.  LHC protons are accelerated through multiple stages to reach a collision energy
of 6.5TeV [26]. . . . . . . . . . . . . . ... . ... .. ... 25
10. LHC dipoles provide same direction bending for counter rotating proton beams.
Figure from [25]. . . . . . . . . . . . ... ... L27
11. The LHC delivered 156 fb'* and ATLAS declared 139 fb™! good for physics during
Run 2 (left) [29]. Leveling is used to lower ATLAS luminosity at the start of
LHC fills (right). [30] . . . . . . . . . . . . . . . .. ... ... 28
12.  The mean number of interactions per crossing during Run 2. [31] . . . . 29
13. Tllustration of the ATLAS detector and subsystems. Figure from [32]. . . 30

xiii



Figure Page

14.

15.

16.

17.
18.

19.

20.

21.

22.
23.
24.
25.
26.
27.

28.

29.

30.
31.

The ATLAS magnet systems (red) provide 2 T in the barrel solenoid and up to
3.5 T in the barrel toroid and endcap toroid regions. Figure from [32]. . 32

The ATLAS inner detector with Pixel detector detail. Figure from [34]. . 33

Overlapping coverage is provided by the tilted Pixel detector sensors. The IBL
layer was added for Run 2. Figure from [36]. . . . . . . . . . . . .. 34

The TRT detector surrounds the SCT detector in the barrel region. [37] . 34
The major ATLAS calorimeter systems. Figure from [32]. . . . . . . . 35

The LAr barrel and end cap using lead absorber sheets arranged in an accordion
structure (left). The LAr tower geometry in the barrel region (right). Figures
from [39]. . . . . . ..o oL 3T

LAr uses pulse shaping to minimize the impact of out of time pile up. [39] 38

Time resolution as a function of energy for High and Medium gain in
Electromagnetic Barrel (EMB) Slot 12 (0.4 < |n| < 0.8). The coefficients
p0, pl multiply the noise term and constant term respectively. A calculated
correlated contribution of 200 ps to the constant term of the time resolution can

be attributed to the beamspread. Figure from [41]. . . . . . . . . . 38
The Tile Calorimeter scintillating tiles and readout. Figure from [39]. . . 40
The Tile Calorimeter scintillating tiles and readout. Figure from [32]. . . 41

Hadronic interaction lengths for the ATLAS calorimeters. Figure from [32]. 41
The ATLAS muon spectrometer chambers. Figure from [43]. . . . . . . 42
The 1 coverage of the Muon Spectrometer subsystems. Figure from[44]. . 43

Data flow in the ATLAS trigger system. L1 identifies events and with a ROI for
HLT. Events accepted by the HLT are written to permanent storage. [46] 44

The particle interactions of the major ATLAS detector systems. [47] . . 46

Electron reconstruction uses a combination of ID detector hits and calorimeter
shower energy deposits. [48] . . . . . . . . . . . . . . . . .. .. 46

Parton jet reconstruction from calorimeter energy deposits. Figure from [49]. 48

Jet clustering with the kt and anti-kt algorithms. Figure from [52]. . . 49

xXiv



Figure Page

32.

33.

34.

35.
36.
37.

38.

39.

Examples of jet clustering which violates infra-red and collinear (IRC) safety.
An IRC safe jet collection will not change with the additional of a soft jet (left)
or the collinear splitting of a jet (right). . . . . . . . . . . . . . . . 50

Event display plots of jets and EX for two Monte Carlo simulated ¢t events.
The blue circles indicate R=0.4 jets and the green circles indicate R=1.2 anti-
kr reclustered jets. The plot on the top right shows an event where the decay
products of the subleading top were too separated for the R=1.2 reclustering
parameter to reconstruct the full top quark. . . . . . . . . . . . . . b5l

Diagram of an all-hadronic dark pion decay. Jet reclustering is used to
reconstruct the dark pion from its decay products. . . . . . . . . . . 52

The ATLAS jet calibration sequence. [54] . . . . . . . . . . . . . . b3
A displaced vertex with a distance of closest approach dy. Figure from [57]. 53

Diagram of a ttH event. The large red blob indicates the hard interaction
and the small red blobs indicates the top and H decays. Hard QCD radiation
(red) hadronizes to form the green blobs which then decay to additional
hadrons. [65]. . . . . . . . . . . . . . . . . . ... ... ... b7

Decay topologies of the signal models considered in the analysis: (a) two-body,
(b) three-body, (c) four-body top squark decays, the top quarks being produced
in pairs, and (d) up-type, third-generation scalar leptoquark pair production,
with both leptoquarks decaying into a top quark and a neutralino or a bottom
quark and a 7-lepton. For simplicity, no distinction is made between particles
and antiparticles. Only hadronic W boson decays are shown. . . . . . 61

Schematic representation of the various topologies targeted by the different
signal regions defined in the analysis (SRA, SRB, SRC, SRD). SRA and SRB are
orthogonal and the exact requirements made in the signal regions are detailed
in the text and Table 8. . . . . . . . . . . . . . . . ... ... 173

XV



Figure Page

40.

41.

42.

43.

A summary of the background control region strategy used in the (a) SRA-B
and (b) SRD fits. The orthogonality between the Z + jets (Z), tt +Z (TTZ),
tt (T), W + jets (W), and single-top (ST) backgrounds’ control regions and
the signal and validation regions (SR+VR) included in the SRA-B fit rely on
the number of leptons, Ny, and the number of b-tagged jets, N,. T and ST are
made orthogonal by selecting either low-pr (< 20 GeV) or high-pt (> 27 GeV)
leptons, respectively. The orthogonality between the Z + jets (Z), tt (T), and
W + jets (W) backgrounds’ control regions and the signal and validation regions
(SR+VR) included in the SRD fit relies on N, and, for N, = 1, the angular
distance between the lepton and the closest b-tagged jet (b-tagged track-jet in
CRWDO), AR(b,¢). Placeholders for the values of AR(b, () are shown as Y; and
Y5 and vary in different SRD regions depending on N,. Additional selections not
appearing on the sketches ensure orthogonality between the SR and the VR.
Additional extrapolations from CRs to SRs in other kinematic quantities not
necessarily shown in this sketch are region-specific and detailed in the text. 80

Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all
backgrounds) in several Z + jets control regions: (a) Object based EX¥ sig.
and (b) mmyg,2 for CRZAB-TTTW, (c) AR (b,b) for CRZAB-T0, and (d)
Epss /\/Hy for CRZDO0. The hatched uncertainty band around the SM
expectation includes the combination of MC statistical, theory-related and
detector-related systematic uncertainties. The rightmost bin in each plot
includes all overflows. . . . . . . . . . . . . . . . ... ... .. 82

Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all
backgrounds) in the ¢f +Z control region: (a) Object based E¥*sig. and (b)
pre for CRTTZ. The hatched uncertainty band around the SM expectation
includes the combination of MC statistical, theory-related and detector-
related systematic uncertainties. The rightmost bin in each plot includes all
overflows. . . . . . . . . . . . . . . ... ... ... ... 86

Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all
backgrounds) in the ¢ control regions: (a) m&™ for CRTAB, (b) Risg
for CRTC, and E¥s/\/Hy for (¢) CRTD1 and (d) CRTD2. The hatched
uncertainty band around the SM expectation includes the combination of MC
statistical, theory-related and detector-related systematic uncertainties. The
rightmost bin in each plot includes all overflows. . . . . . . . . . . . 89

xvi



Figure Page

44.

45.

46.

47.

Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all
backgrounds) in several W + jets and single-top control regions: (a) mr 2
for CRWAB, Emis/\/Hy for (b) CRWDO and (¢) CRWDI, and (d) m5™>
for CRSTAB. The hatched uncertainty band around the SM expectation
includes the combination of MC statistical, theory-related and detector-
related systematic uncertainties. The rightmost bin in each plot includes all
overflows. . . . . . . . . ... .. ... 9

A summary of the normalisation factors determined from the various
background-only fits. The total number of data events (points) and the SM
expectation (stacked histograms) are shown in each control region before the fit.
The uncertainty associated with the SM expectation includes the combination
of MC statistical uncertainties, theory-related and detector-related systematic
uncertainties. The normalisation factor applied to each background source
(pokg) after the fit and respective uncertainty, including the combination of
MC statistical uncertainties, theory-related and detector-related systematic

uncertainties, is shown in the lower panel. The control regions included in the
SRA-B, SRC and SRD fits are separated by vertical dashed lines. . . . 92

Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all
backgrounds) in several validation regions: (a) m#, p_;, in VRZA, (b) my™™ in
VRZB-TTTW, (c) p® in VRTC, and (d) E/\/Hy in VRZD1. The hatched
uncertainty band around the SM expectation includes the combination of MC
statistical, theory-related and detector-related systematic uncertainties. The

rightmost bin in each plot includes all overflows. . . . . . . . . . . . 95

The total number of data events (points) and the SM expectation (stacked
histograms) in all validation regions after the SRA-B, SRC and SRD
background-only fits. The stacked histograms show the SM prediction and the
hatched uncertainty band around the SM prediction shows the total uncertainty,
which includes the MC statistical uncertainties, theory-related and detector-
related systematic uncertainties. The lower panel shows the significance of
the difference between data and the background prediction calculated with the
method described in Ref. [188]. The validation regions considered in the SRA-B,
SRC and SRD fits are separated by vertical dashed lines. . . . . . . . 96

Xvil



Figure Page

48.

49.

50.

o1.

52.

Event yields comparing data (points) to the SM prediction (stacked histograms)
in all signal regions after the SRA-B, SRC and SRD background-only fits. The
hatched uncertainty band around the SM prediction shows the total uncertainty,
which includes the MC statistical uncertainties, detector-related systematic
uncertainties, and theoretical uncertainties. The signal regions included in the
SRA-B, SRC and SRD fits are separated by vertical dashed lines. . . . 107
Distributions of (a) Object based Ef***sig. in SRA-TW, (b) mj, r_;, in SRB-
TT, (¢) Risr in SRC, and (d-f) EXss/\/Hy in SRD0-2 after the SRA-B, SRC
and SRD background-only likelihood fits. The stacked histograms show the
SM prediction and the hatched uncertainty band around the SM prediction
shows the total uncertainty, which includes the MC statistical uncertainties,
detector-related systematic uncertainties, and theoretical uncertainties. The
data (points) are overlaid. For each variable, the distribution for a representative
signal hypothesis is overlaid as a dashed line. The rightmost bin includes
overflow events. . . . . . . . . . . . . . . . . . . . . . . ... 108

Observed (red solid line) and expected (black dashed line) exclusion contours
at 95% CL as a function of the (a) X! vs  masses and (b) Am(Z,X?) vs ©
mass. Masses that are within the contours are excluded. Uncertainty bands
corresponding to the +1o variation of the expected limit (yellow band) and
the sensitivity of the observed limit to £1¢ variations of the signal total cross
section (red dotted lines) are also indicated. Observed limits from previous
ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb~! of pp collision
data are provided for comparison in grey. . . . . . . . . . . . . . . 112

Observed (red solid line) and expected (black dashed line) limits on up-type,
third-generation leptoquarks. (a) Limits as a function of the branching ratio
of leptoquarks decaying into br (with the only other decay allowed being
into tr) vs leptoquark mass. (b) Limits on the production cross section
at 95% CL as a function of leptoquark mass assuming that all leptoquarks
decay into tv. Uncertainty bands corresponding to the +1o variation of the
expected limit (yellow band) and the sensitivity of the observed limit are also
indicated. Observed limits from previous searches with the ATLAS detector at
Vs =13 TeV [127] are overlaid (a) in grey and (b) as a blue dashed line. 113

Feynman diagrams of dark pion pair production. The diagram on the left shows
the resonant production via the kinetic mixing of the dark sector with the SM
B-field resulting in an electrically neutral dark rho, the middle plot shows the
kinetic mixing with the W-field resulting in either a neutral or charged dark rho,
while the plot on the right shows Drell-Yan pair production of dark pions. 116

xviii



Figure Page

53.

o4.

95.

56.

o7.

o8.

The left panel shows the production cross section of dark rhos separately for
SU(2)r, and SU(2)g kinetic mixing. The production cross sections of dark pions
for four different values of 7 are plotted in the middle panel for SU(2), and for
SU(2)g in the right panel. The dashed coloured lines indicate the contribution of
the resonant production mode to the total dark pion production cross section.118

Branching fractions of the most relevant decay channels over the full dark pion
mass range. The top two panels represent the available decays of dark pions
from gaugephobic models. The bottom two panels show the same for dark pions
originating from gaugephilic models. The left column only contains neutral dark
pions, the right column the positively charged dark pions. Not all possible decay
channels are drawn. Channels with small branching fractions are suppressed for
clarity. . . . . . . . . . ..o 119

Overview of existing limits for several benchmark points of the proposed dark
meson models. The top row corresponds to gaugephilic SU(2);, models, the
middle to gaugephobic SU(2);, models and the bottom row for SU(2)g models.
The three columns show different values for n = my, /m,,. From left to right
they are n = 0.25, n = 0.45 and n = 0.55. The black bars symbolise the excluded
regions of dark pion mass space provided by a specific analysis, the red bars show
the combination of all investigated analyses. Of interest for the present study
are the four plots in the bottom left. For more details and the method see the
original source of figure, published in [6]. . . . . . . . . . . . . . . 120

Fraction of events decaying to final states with no leptons, one lepton or multiple
leptons in the ttbb final state on the left and the tttb final state on the right.121

Distribution of simulated samples in n-m, space. The left grid corresponds to
SU(2)r, the right to SU(2)g models. The black markers indicate the original
signal grid, while the purple markers show the extension of the SU(2);, signal
grid for the all-hadronic channel. The high-statistics data points have 100K
events per campaign, the remainder of the original signal grid 10K and the
extension 20K events per grid point. . . . . . . . . . . . . . . . . 125

Jet reclustering for a range of R parameters for an SU(2), signal point with
n = 0.25 and m,,, = 400 GeV on the left and on the right for an SU(2),
sample with n = 0.25 and m,, = 700 GeV. R=1.2 jets provide good signal
reconstruction while limiting multijet background events. . . . . . . . 137

xix



Figure Page

59.

60.

61.

62.

63.

64.

65.

Left: Comparison of Hr trigger onsets between data and simulation for all
Hr triggers used in the analysis. The onsets were produced from events that
were selected by single-muon triggers. Middle and right: Hr trigger efficiencies
as function of dark pion mass and 7 parameter. All simulated SU(2), signal
points are plotted in the middle panel, the SU(2)g efficiencies are shown on the
right. . . . . . . . . ... ... ... ... 140

All-hadronic preselection yield and efficiency for SU(2);, signal points. The
signal region has been optimized for n = 0.25 and m,, = 500 GeV. SU(2)g is
not targeted in the all hadronic channel due to the low cross section at large mp
and pp masses in thismodel. . . . . . . . . . . . .. .. . . . . 146

Plots of the all-hadronic preselection variables with the last bin including
overflow events. Statistical uncertainties are indicated by the shaded region.
The QCD multijet background is not calculated at the preselection stage. The
n = 0.25 signal points shown are highly boosted which results in merging of
R=0.4 jets and a reduced number of jets. . . . . . . . . . . . . . . 147

Plots of the all-hadronic preselection variables with the last bin including
overflow events. Statistical uncertainties are indicated by the shaded region.
The QCD multijet background is not calculated at the preselection stage. Signal
region selections as described by table 28 are indicated with a vertical line.
Individual SR bins select sub-regions of leading and sub-leading large-R jet mass
for improved background discrimination. . . . . . . . . . . . . . . 148

Plots of the all-hadronic preselection variables with the last bin including
overflow events. The Multijet background is not estimated for this selection.
The mu/prsn> 0.25 selection is intended to suppress QCD multijet events.
Signal region selections as described by table 28 are indicated with a vertical
line. Leading and sub-leading large-R jet AR(J,bs) is required to be less than
1.0. Statistical uncertainties are indicated by the shaded band. . . . . 149

SR mass selection (left) and signal yield for point SU(2) 25 500 in each SR
bin (right). The ABCD regions selection was chosen to exclude ttbar from all
regions. The SR bins are open ended for the largest leading and subleading jet
IMASSES. . . . . e e e e e e o182

Tagging states for the 16 regions used to estimate QQCD in the SR. Region S
labels a SR bin, regions BCEI are used for the ABCD extrapolation, regions
DFGHJO are used to compute correlation correction factors and regions KLMN
are validation regions. The estimate is done independently for all SR bins. 154

XX



Figure Page

66.

67.

68.

69.

70.

71.

72.

Data yields for QCD estimate extrapolation regions. The nine tables correspond
to the signal region bins in the plane of leading and sub-leading mjet r=1.2, i.e.
in the left column the leading jet has 300 GeV < mjer=12 < 325 GeV, in
the middle column 325 GeV < mjer=12 < 400 GeV and in the right column
Mjet,R=1.2 > 400 GeV, while in the lowest row the sub-leading jet has 250 GeV <
Miet, R=1.2 < 300 GeV, in the middle row 300 GeV < mjet r=1.2 < 350 GeV and
in the upper row mje; r=1.2 > 350 GeV . . . . . . .. . . . . . 156

Background estimates for binned all-hadronic SR, MC contribution on the
left, estimated QCD multijet yields on the right. The multijet background is
estimated for each bin of the SR using the ABCD method. . . . . . . 157

Validation regions for each signal region bin. The shaded region indicates BG
uncertainty including statistical uncertainties and a 48% systematic non-closure
error on the QCD multijet estimate. Full systematic uncertainties are included
in the results section plots. Each validation region differs from the signal region
by having exactly one anti-tag. VRK requires less than 2 b-tagged jets matched
to the leading large-R jet (the bb7 tag). VRL requires mje r=12 < 300 GeV for
the leading large-R jet (the #p tag). VRM requires less than 2 b-tagged jets
matched to the sub-leading large-R jet (the bb5 tag). VRN requires mje p_12 <
250 GeV for the sub-leading large-R jet (the #ps tag). . . . . . . . . 158

Onsets for HLT ht850_L1J75 (left) and HLT ht1000_11J100 (right) in data
and tt MC. The onsets were produced from single-muon triggered events with
a jet multiplicity selection. See text for more details. The dashed vertical lines
correspond to the offline Ht values for which the triggers reach 90% efficiency. 164

Estimated systematic uncertainties on the Hr trigger efficiency evaluated for all
SU(2)r samples of the original signal grid on the left and all SU(2)g samples
on the right. The uncertainties derived from the onset for individual triggers
are shown with coloured markers, while the solid line indicates the luminosity-
weighted combination of both triggers. . . . . . . . . . . . . . . . 165

ABCD non-closure systematic uncertainty for each bin of the SR. All shown
numbers are given in percent. . . . . . . . . . . . . . . . . . . . 167

Predicted background in the signal region of the all-hadronic channel. Three
different signal hypotheses are stacked onto the SM prediction to illustrate
how signal would manifest itself. The shown uncertainty is a combination of
statistical and systematic uncertainties. The x-axis labels reflect the different
SR bins with the first number indicating the lower cut on the leading large-R
jet mass and the second number the cut on the subleading large-R jet mass
(compare e.g. to figure 67). . . . . . . . . .. .. .. ... ... 170

xxi



Figure Page

73.

74.

75.

76.

77,

78.

79.

Summary of the results of the systematics pruning in the fit on Asimov data.
Each panel represents one bin of the signal region, while the columns within each
panel represent the individual background components or signal. As an example
the dark pion signal point with n = 0.25 and m,, = 400 GeV was added here.
Red boxes indicate that a systematic is negligible for a specific signal region bin
and component. Yellow boxes indicate that the systematic is kept and considered
as a nuisance parameter in the fitting (the reason these do not appear green is
because all signal regions are one-bin regions which TREXFITTER treats as if it
dropped the shape, hence the yellow colour code). Grey boxes indicate that the
systematic does not apply to this signal or background component. A technical
issue caused the absence of two systematics for the ¢t + X sample, however, we
expect this to have no bearing on the results of the analysis. . . . . . . 172

Pre-fit background estimate in all bins of the signal region on the left, the right
plot shows the same after the fit was performed. The red dashed line shows
an example SU(2), signal point with n = 0.25 and m,, = 400 GeV. The
uncertainty bands contain all statistical and systematic uncertainties. The x-
axis labels reflect the different SR bins with the first number indicating the
lower cut on the leading large-R jet mass and the second number the cut on the
subleading large-R jet mass (compare e.g. to figure 67). . . . . . . . . 174

Correlation matrix of the Asimov fit in the all-hadronic channel. Shown are only
parameters that have at least a 2% correlation with any of the other nuisance
parameters. All shown numbers are given in percentages. . . . . . . . 174

Nuisance parameters for the Asimov fit in the all-hadronic channel. Constraints
are only visible to the tt matching scheme systematic and the parameter
associated with the QCD multijet background estimation (ABCD). . . . 176

Ranking plot of the most impactful nuisance parameters in the fit to Asimov
data. . . . . . L L oL

Expected upper limits on the dark pion production cross sections in the all-
hadronic channel using the CLg method for all SU(2); models in four slices of
n. The dashed line represents the expected limit derived from the background-
only hypothesis with the one and two sigma uncertainty bands shown in green
and yellow. The solid purple line is the dark pion cross section prediction
from theory. The shown uncertainties correspond to statistical plus systematic
uncertainties. . . . . . . . . . . oL . oL .o oo 18

Expected exclusion limits in the n—m,,—plane for SU(2), signal models in the
all-hadronic channel. . . . . . . . . . .. .o o000 000179

xxii



Figure Page

80.

81.

82.

83.

Al

A.2.

A.3.

AA4.

A,

A.6.

Observed (red solid line) and expected (black dashed line) exclusion contours
at 95% CL as a function of the (a) X1 vs f masses and (b) Am(f,X1) vs &
mass. Masses that are within the contours are excluded. Uncertainty bands
corresponding to the +1o variation of the expected limit (yellow band) and
the sensitivity of the observed limit to +1¢ variations of the signal total cross
section (red dotted lines) are also indicated. Observed limits from previous
ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb~! of pp collision
data are provided for comparison in grey. . . . . . . . . . . . . . . 180

Run 2 expected exclusion limits in the n-m,,—plane for SU(2) signal models
in the all-hadronic channel. . . . . . . . . . . . . . . . .. . .. 181

Extrapolated search sensitivity for an example SU(2), signal point with a
600 GeV dark pion and 2.4TeV dark rho for a range of multijet systematic
uncertainties (this uncertainty is 48% in the Run 2 analysis). The black
line indicates expected exclusion at 95% confidence. Multijet statistical
and systematic uncertainties only are included in these binomial expected Z
estimates. . . . . . . . . L. L L L Lo Lo 182

Final 95% CL exclusion reach and 5o discovery contour corresponding to
3000 —4000 fb~! of proton-proton collisions collected by ATLAS at the HL-
LHC. Figure from [250]. . . . . . . . . . . . . . . . . ... ... 183

Signal cross sections plotted on 7 vs dark pion/rho mass gridpoints for SU(2),
(top row) and SU(2)g (bottom row). Note that the axes are flipped for the rho
mass dependence in the plots on the right. . . . . . . . . . . . . . . 184

Dark pions can decay into a top and a bottom quark (left). The dark pion can
be identified from jet mass and the flavor tagging of its constituents. . . 185

Leading dark pion truth pr compared to the AR of the its decay products for
two signal points. . . . . . . . . . . . . . . . . . . . . ... .. 186

Jet reclustering for a range of R parameters. R=1.2 jets provide good signal
reconstruction while limiting multijet background events. . . . . . . . 186

Reclustered leading and subleading jet masses for three R parameters for the
SU2L signal point with n = 0.25 and m,, = 400 GeV. The subleading jet
mass reconstruction results in a broad peak and requires a looser selection. The
R=1.2 parameter was chosen for efficient dark pion reconstruction. . . . 187

4D ABCD estimate region definitions. These labels have been chosen to agree
with the notation used in [240]. Tag definitions are described in the main
body 28. . . . . . . . . . . . . . . . . .. ... .. .. ... 188

xxiii



Figure Page

A.7. Regions used in a conventional 2D ABCD estimate. Figure taken from [241].

Discriminating variables are f and g in this plot. . . . . . . . . . . . 189
A.8. All-hadronic pre-selection plots of b-jet kinematic variables. . . . . . . 196
A.9. All-hadronic pre-selection plots of the n of the leading six jets. . . . . . 197
A.10.All-hadronic pre-selection plots of the ¢ of the leading six jets. . . . . . 197
A.11.All-hadronic pre-selection plots of the pr of the leading six jets. . . . . 198
A.12.All-hadronic pre-selection plots of leading and subleading large-R jet mass and

pr. The final bin contains the overflow. . . . . . . . . . . . . . . . 199
A.13.Normalized plots of jet pr, n and ¢ by year. . . . . . . . . . . . . . 200
A.14.Njets yields by g bin by run year. . . . . . . . . . . . . . . . . . 201

A.15.Data event yields by p bin by run year. A kernel density estimate of the variable
distribution is shown for each bin. The horizontal blue lines indicate distribution

quartiles . . . . . . . L L L 202
A.16.Preselection Njets histograms by run year. . . . . . . . . . . . . . . 202
A.17.Signal yield for SR bins for four n = 0.25 points. . . . . . . . . . . . 204
A.18.Signal yield for SR bins for four n = 0.35 points. . . . . . . . . . . . 204
A.19.MC and QCD multijet yield SR bins. . . . . . . . . . . . . . . . . 205

A.20.Plots for optimization of SM backgrounds. Each bin shows the estimated SR
yield for a choice of discriminating variable. The top plot shows an optimization
of leading large-R jet AR(j,b2) for the unbinned all-hadronic SR. The bottom
plots show an example optimization for an SR leading and subleading jet mass
subselection: 450 < leading mjzet,R:L2 < 550 GeV, 350 < subleading 77’Lj2et,R:1‘2 <
450 GeV. IN the right plot the leading large-R. jet selection is varied as shown
and the subleading large R jet selection is set to the leading selection + 100
GeV. The selection used in these plot includes a requirement 6 jets with pp >
20 GeV instead of 6 jets with pr > 25 GeV. . . . . . . . . . . . . . 207

A.21.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 300 < m; < 325 GeV, 250 < my < 300 GeV . . . . 208

A.22.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 300 < m; < 325 GeV, 300 < my < 350 GeV . . . . 209

XxXiv



Figure Page

A.23.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 300 < m; < 325 GeV,350 GeV <mgy . . . . . . . 210

A.24.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 325 < m; < 400 GeV,250 < ms < 300 GeV . . . . 211

A.25.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 325 < m; < 400 GeV,300 < my < 350 GeV . . . . 212

A.26.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 325 < m; <400 GeV,350 GeV <my . . . . . . 213

A.27.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 400 < m; < 10000 GeV, 250 < my < 300 GeV . . . 214

A28 Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 400 < m; < 10000 GeV, 300 < my < 350 GeV . . . 215

A.29.Data, MC, QCD multijet estimate, signal yield, signal contamination, and k-
factor for each of the 16 regions used in the ABCD QCD multijet estimate.
Estimate for SR bin 400 < m; < 10000 GeV,350 GeV <mo, . . . . . 216

XXV



LIST OF TABLES

Table Page

1. Chiral fermion fields of the standard model and their gauge quantum numbers.
The superscript i indicates fermion generation ¢’ = (e™, u, 7), u' = (u, ¢, t), and
d' = (d, s, b). Antiparticle fields are the charge conjugates of these fields. 8

2. The chiral supermultiplets of the MSSM. Table from [5]. . . . . . . . . 16
3. The vector supermultiplets of the MSSM. Table from [5]. . . . . . . . . 16
4. Resolution requirements of the ATLAS detector. The units for E and pr are

GeV. Table from [32]. . . . . . . . . . ... ... ... .. ... 30
5. Overview of the simulated background samples used in Chapter IV. . . . 58
6. Overview of the simulated background samples used in Chapter V. . . . 58
7. Overview of the simulated background samples. . . . . . . . . . . . 66

8. Selection criteria for SRA and SRB. Each signal region is separated into three
categories based on reconstructed top candidate masses. A dash indicates that
no selection is applied. . . . . . . . . . . . . oo ..o TT

9. Selection criteria for the Z + jets control regions. The defining extrapolation for
these control regions is over the number of leptons; two electrons or muons (¢)
from Z decays are required, compared with zero leptons in the signal regions. A
dash indicates that no selection is applied. Variables for which the signal and
control region requirements differ are highlighted by a thick border around the cell
that contains the requirement. Requirements are made on the following variables
in the signal regions but have no equivalent requirement in the control regions:
T-veto, Miy peog: Ji2(b), j5="2(b), AR (b,b), M mipg 2, BRSS9 and

|Ag (B, =) 83

XXVI



Table Page

10.

11.

12.

13.

14.

Selection criteria for the tt +Z control region. The defining extrapolation for
these control regions is over the number of leptons; three leptons (a combination
of electrons and muons) from W and Z decays is required, compared with
zero leptons in the signal region. Variables for which the signal and control
region requirements differ are highlighted by a thick border around the cell that
contains the requirement. Requirements are made on the following variables
in SRA and SRB but have no equivalent requirement in the control region:
|A¢ (jet1_47E’Il£ﬁss)‘7 m%mmv T-veto, mjlet,R:1.27 mj2et,R:1.27 mjlet,R:O.Sv jFZLQ(b)u

JR=12() AR (b, b), m%ma", Object based Ef*sig. , and mro,2. . . . . . 85

Selection criteria for the t¢ control regions. The defining extrapolation for these
control regions is over the number of leptons; one electron or muon (¢) from
W decays is required, compared with zero leptons in the signal region. A dash
indicates that no selection is applied. Variables for which the signal and control
region requirements differ are highlighted by a thick border around the cell that
contains the requirement. Requirements are made on the following variables in
the signal regions but have no equivalent requirement in the control regions:
Rigr, T-veto, miy p_os, Ji2(b), 5= "2(b), my™ mergae ..o . 88

Selection criteria for the W + jets and single-top control regions. The defining
extrapolation for these control regions is over the number of leptons; one electron
or muon (¢) from W decays is required compared with zero leptons in the signal
regions. A dash indicates that no selection is applied. Variables for which the
signal and control region requirements differ are highlighted by a thick border
around the cell that contains the requirement. Requirements are made on the
following variables in the signal regions but have no equivalent requirement in
the control regions: m2 p_y o, My p_gss JE12(0), JE712(B), mME™, Mgy 2. 90

Systematic uncertainties (in percent) greater than 1% for at least one category
within SRA and SRB. Uncertainties are expressed relative to the total
background estimates. The uncertainties due to the scaling of background events
based on data in control regions are indicated for each background component
by i, feivz, 1z, Hw, and fingle top- 1he theory uncertainties quoted for each
background include the different distribution shape uncertainties described in
thetext. . . . . . . . . . . . ... 98

Systematic uncertainties (in percent) greater than 1% for at least one category
within SRC and SRD. Uncertainties are expressed relative to the total
background estimates. The uncertainties due to the scaling of background events
based on data in control regions are indicated for each background component by
i, iz, and py. The theory uncertainties quoted for each background include
the different distribution shape uncertainties described in the text. . . . 99

XXVii



Table Page

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.
26.
27.

28.

Observed event yields in SRA and SRB compared with the expected SM
background yields in each signal region after the SRA-B background-only
fit. The uncertainties include MC statistical uncertainties, detector-related
systematic uncertainties, and theoretical uncertainties. . . . . . . . . . 105

Observed event yields in SRC compared with expected SM background yields
in each signal region after the background-only fit. The uncertainties include
MC statistical uncertainties, detector-related systematic uncertainties, and
theoretical uncertainties. . . . . . . . . . . . . . . . . . . .. . . 106

Observed and expected yields after the background-only fit, for SRD. The
uncertainties include MC statistical uncertainties, detector-related systematic
uncertainties, and theoretical uncertainties. . . . . . . . . . . . . . . 107

Breakdown of upper limits. . . . . . . . . . . . . . . . . .. . .. 110

Overview of the configuration of all nominal background samples used in the
analysis. . . . . . . . . . ... oL L L0013

Selection criteria for loose electrons used for vetoing events containing any leptons
in the all-hadronic channel and events with more than one lepton in the 1-lepton
channel. . . . . . . . . . ..o o000 00133

Selection criteria for loose muons, used in the all-hadronic channel to veto events
containing leptons and in the 1-lepton channel to veto events containing more
than one lepton. . . . . . . . . . . . . . . . . . . . ... ... 134

Jet reconstruction criteria. . . . . . . . . . . . . . . . . . . . . .13

Sequence of the recommended object overlap removal procedure used in this

analysis. . . . . . . . . . ... 139
List of all lowest unprescaled Hr triggers alongside the data-taking periods during
which they were used and the corresponding integrated luminosity. . . . 140
Summary of the preselection cuts used in the all-hadronic channel. . . . 143
All-hadronic preselection yields for data and Monte Carlo samples. . . . 144
All-hadronic preselection cutflow for data and all considered simulated

backgrounds at 139 fb~! integrated luminosity. . . . . . . . . . . . . 145

The all-hadronic SR selection is specified by four tag selections. The SR is
divided into nine bins for improved sensitivity and the tag selections depend on
thebin. . . . . . . . . . . . . ... ... ... ... ....15

xxviil



Table Page

29.

30.

Al

A2

A3.

All-hadronic binned tag selections. All of these selections are applied for each
bin of the signal region. . . . . . . . . . . . . . . . . . . .. . . 153

Overview of all considered systematic uncertainties. Some of the systematics
consist of several components, in such a case the number of components is
indicated in the right column. A star indicates that these components have been
combined by adding the uncertainties in quadrature before the final statistical
analysis. . . . . . . . . . . ..o ... ... 160

All-hadronic full selection cutflow for the benchmark SU(2) signal point with
n = 0.25 and m,, =500 GeV at 139 fb~! integrated luminosity. . . . . 194

.Raw event counts of the all-hadronic preselection cutflow for data and all

considered simulated backgrounds . . . . . . . . . . . . . . . . . . 195

Weighted event cutflow for single bin SR. The QCD multijet background is not
included in this cutflow. The selection used in this table includes a requirement
6 jets with pr > 20 GeV instead of 6 jets with pr > 25 GeV. . . . . . . 206

XXX



CHAPTER 1
INTRODUCTION

The Standard Model of particle physics provides a precise description of almost
all laboratory scale fundamental interactions. At cosmological scales, we can describe
the evolution of the universe from a hot big bang to the present-day observed
structure. But astrophysical models and observations describe a universe in which
over 80% of the matter content is non-luminous [1, 2, 3, 4] and likely constituted
by particles unaccounted for in the Standard Model. Uncovering the nature of dark
matter will require observing and measuring the interactions of dark matter with
Standard Model particles. In this thesis I describe two searches for beyond the
Standard Model physics with the ATLAS detector at the Large Hadron Collider
(LHC) which aim to discover or exclude possible dark matter models.

LHC searches for dark matter have evaluated a wide range of effective, simplified,
and complete models. The searches in this thesis use the complete models of
supersymmetry [5] and the dark meson [6] sector of Stealth Dark Matter [7] to
interpret their results. Dark matter stability is guaranteed in these models from new
symmetries. Supersymmetry models can contain a neutralino lightest supersymmetric
particle (LSP) which is prevented from decaying to Standard Model or beyond the
Standard Model states by the R-parity symmetry. This dark matter candidate is
neutral and stable and could be produced at the LHC through the decay of the stop
squark (the supersymmetric partner to the top quark). Supersymmetry also provides
a solution to the hierarchy problem by canceling the Higgs mass loop correction terms
with quadratic sensitivity to the high energy cut off (Ayy) of the Standard Model.
Bound states of new strongly coupled sectors [8, 9] can generate viable dark matter

candidate particles while avoiding detection from previous search strategies. Stealth
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Dark Matter proposes a composite baryonic scalar of a strongly coupled theory with
constituent fermions that transform as vector-like representations of the electroweak
group. Stability is guaranteed from an accidental U(1)dark baryon Symmetry which
emerges from the model. The dark mesons bound states could be produced at the
LHC and would provide a signal for this otherwise dark sector. An overview of the
Standard Model and beyond the Standard Model phenomenology relevant for these
models is presented in Chapter II.

Typical production cross sections for the beyond the Standard Model signals
considered in this thesis are less than 0.01pb at /s = 13TeV, around 10
times lower than the total proton-proton inelastic cross section. The ATLAS
experiment at the LHC provides unprecedented center of mass energy and detector
resolution combined with the collected integrated luminosity necessary to perform
these searches. Chapter III describes the experimental methods used in this thesis
including an overview of the ATLAS experiment at the LHC. The hadronic final state
reconstruction methods used in Chapters IV and V are described in detail.

The analysis described in Chapter IV is a search for evidence of the direct pair
production of stops. Stops decay to neutralinos and top quarks (£ — ¢ +?) resulting
in an all-hadronic experimental signature of two top quarks and missing transverse
momentum (¢f + E2). This analysis has four signal regions targeting various
topologies and kinematics for these decay products. My primary contribution to
this analysis was estimation of the dominant Standard Model background, Z + jets,
and validation of this background estimate. This search [10] detected no significant
excess over the predicted Standard Model background and was able to exclude stop

masses up to 1.25 TeV for neutralino (¥) masses below 200 GeV. In combination



with the other direct stop production searches [11, 12, 13] we have excluded much of
the parameter space motivated by the hierarchy problem.

The analysis described in Chapter V is the first search for the dark meson
sector of Stealth Dark Matter. Dark matter detection and collider experiments
can have low sensitivity to this “stealth" model resulting in weak exclusion limits
from reinterpretation of previous searches and precision measurements. Dark mesons
are pair produced and then decay to top and bottom quarks with no intrinsic
missing transverse momentum. The dominant decays of dark mesons for this all-
hadronic search are tbtb and tttb with hadronic top quark decays. This results in an
experimental signature of up to ten jets with four jets arising from b-hadrons. This
search is in editorial review and the signal regions are blinded at the time of this
writing. Although observed limits are not included in this chapter, the sensitivity for
discovery or exclusion is shown based on the defined regions. My primary contribution
to this search was the development of the signal regions and background estimation
for these regions, including a data-driven estimate of the dominant background arising
from multiple jets. The all-hadronic channel of this search is expected to exclude dark
pion masses up to 500 GeV for 2 TeV dark rho mesons.

The two analysis described in this thesis use full ATLAS Run 2 data of 139 fb™!
corresponding to around 10'¢ inelastic proton-proton collisions. LHC Run 3 is now
in progress and is projected to produce 250 fb~! of proton-proton collisions at /s =
13.6 TeV by its conclusion in 2025. [14] The High-Luminosity LHC (HL-LHC) [15] will
increase collision rate and center of mass energy to allow collection of 3000 —4000 fb~*
of proton-proton collisions at /s = 14TeV. Chapter VI summarizes the results
of this thesis and provide sensitivity projections at increased energy and integrated

luminosity. Future searches for direct stop production and dark mesons will make



use of higher center of mass energies, increased luminosity and improved analysis

strategies to further contribute to our understanding of dark matter.



CHAPTER II
STANDARD MODEL PHENOMENOLOGY AND BEYOND

Our most comprehensive theory of fundamental interactions is the Standard
Model (SM) of particle physics. This theory describes chiral fermion fields interacting
under the strong, electromagnetic (EM), and weak forces. Standard Model masses
are generated through coupling to the Higgs sector fields. Gravity is not included
in the Standard Model and formulating a quantum theory of gravity remains an
open problem in physics. All particles predicted by the Standard Model have been
experimentally observed. Recent discoveries include the top quark observation by the
CDF [16] and DO [17] experiments at Fermilab in 1995 and a Higgs observation by
the ATLAS [18] and CMS [19] experiments at CERN in 2012. Figure 1 provides a
summary of the agreement between theory and ATLAS measurements for selected
production cross sections.

Although measured interaction cross sections agree with Standard Model
predictions for almost all known processes, there are important discrepancies which
require beyond the Standard Model physics to explain. Over 80% of the matter
in the universe has no observed Standard Model interactions and is best explained
though the addition of new physics to the Standard Model. The Standard Model
also does not allow neutrinos to be as massive, as observed by experiment. Massive
neutrinos require extending the Standard Model with new physics but this subject is
outside of the scope of this thesis. Experiments such as the recent CDF precision
measurement [20] of the W boson mass show tension between experiment and
Standard Model predictions.

Another challenge to the Standard Model is its conflict with the naturalness

principle. The Standard Model hierarchy of scales requires an extreme fine tuning of
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the Higgs bare mass to compensate for the quadratic sensitivity of Higgs mass loop
corrections to the high energy cutoff sclae of the theory Ayy . If Ayy is taken to be
the Planck scale around 10! GeV, then this requires fine tuning by many orders of

magnitude to obtain the observed Higgs mass near 125 GeV.

2.1 The Standard Model

2.1.1 Particles and Interactions

The Standard Model is a relativistic quantum field theory that describes particles as
excitations of fermionic fields interacting through coupling to bosonic fields. Three
generations of chiral fermions are observed with identical quantum numbers between
generations except particle mass. The gauge symmetry group of the Standard Model
is

SU@3)e x SU(2), x U(1)y, (2.1)

which reduces to SU(3)c x U(1)gy after electroweak symmetry breaking.

The strong force is carried by gluons which have interactions with quarks and
self interactions as described by the SU(3)¢ gauge symmetry. The strong coupling of
this non-Abelian symmetry is described in section 2.1.3. Electromagnetism retains a
U(1)py symmetry with a massless photon after symmetry breaking and has charge
Q = T3+ Y. Weak isospin, T3, is a generator of SU(2), and hypercharge, Y, is the
generator of U(1)y. Table 1 shows the gauge quantum numbers of Standard Model
fermions. Left handed fermions are SU(2) doublets and right handed fermions are

uncharged singlets under the weak interaction.



Table 1. Chiral fermion fields of the standard model and their gauge quantum numbers.

The superscript i indicates fermion generation e’ = (e™, p, 7), u* = (u, ¢, t), and d*

s, b). Antiparticle fields are the charge conjugates of these fields.

Field SU@3)c | SU(2)y, | U(1)y charge
QL=0F)| 3 2 1/6

uly 3 1 4/6

i 3 1 —2/6

L = (") 1 2 ~1/2

dy 1 1 -1

= (d7

The Higgs mechanism generates Standard Model particle masses and determines

the weak boson masses from the weak coupling constants (g,¢’) and the vacuum

expectation value. Fermion masses are specified by Yukawa couplings to the Higgs

field which must be determined experimentally. The Standard Model fermion mass

spectrum is shown in Figure 2. After spontaneous symmetry breaking, the spin-0

Higgs boson couples to all Standard Model particles.

Standard model fermion mass spectrum
neutrinos tau bottom
X®
H stmnge
e =
F % up muon Ccharm
X HO®
—% electron down

|
top

Fermion mass [eV]

10-3 10-2 10-' 10° 10! 102 10® 10* 105 106 107 108 10° 10'© 10! 1012

Figure 2. The observed fermion mass spectrum. The blue, green, and red markers

correspond to generations I, II, and III. Figure from [21].

The complete Standard Model Lagrangian is

L= 'Cgauge + 'Cfermion + 'CHiggs + ﬁYuk:awaa

(2.2)



where Lgq,4. described the gauge boson kinetic energies and self interactions and
L fermion described fermion kinetic energies and gauge interactions. The Higgs and
Yukawa terms are described in the next section. Conservation of lepton (L) and

baryon (B) number emerges as a global accidental symmetry
Ul)p xU(1)e x U(1), x U(1),. (2.3)

U(1).xU(1),xU(1), is further broken by neutrino mass, but this is beyond the scope
of this thesis. In the composite dark matter models described in section 2.3, dark
baryon number can emerge as an accidental global symmetry that ensures stability
of dark matter analogous to this Standard Model U(1)g. The B and L symmetries
are replaced with B — L in the R-parity conserving supersymmetry models described

in Section 2.2.

2.1.2 Electroweak Symmetry Breaking and the Higgs Mechanism

The Higgs mechanism can be incorporated into the Standard model by adding an

isospin doublet of complex scalar fields ¢ with a potential
Loy Lo
V(9) = 500+ [N6l6) (2.4
This defines the Higgs sector

Litiggs = (Dud)' (D) =V (9). (2.5)



. 2 :
The parameters p* < 0 and A > 0 result in minima at |¢| = & = v. Choosing a
minimum gives ¢y = %(8) An excitation about this minimum provides the Higgs

field
o-—| ° 20
V2 v+ h(zx)
The vacuum expectation value is experimentally determined to be ~ 246 GeV.

Chiral fermions cannot have mass terms of the form ma)1 and instead acquire

mass through coupling to the Higgs field. This Ly rewe term contains a contribution

£Yuk:awa,f = yf@ﬂbmb (27)

for each fermion term. After spontaneous symmetry breaking this provides a chiral

mass term

W=w% (2.8)

and a coupling to the Higgs field proportional to my-.
Spontaneous symmetry breaking of the Higgs doublet also provides mass terms
for the electroweak gauge bosons. Requiring SU(2), x U(1)y invariance of the Higgs

sector gives

Litiggs = (0 + 19T Wi +ig'Y B,)¢|* =V (), (2.9)

where g and ¢’ are the electroweak couplings. After spontaneous symmetry breaking
the electroweak W® and B fields mix to form the weak W* and Z bosons. The weak

bosons gain masses from coupling to v,

mw = $vg,
2 (2.10)

1
mz = Sv\/g* + g%

10



The relative strength of the neutral and charged current interactions,

p= <mw>2 (2.11)

mzcosOy

is equal to 1.

The O(4) =~ SU(2), x SU(2)g global symmetry of the Higgs multiplet (from
the two complex fields in this formulation) is reduced to SU(2) 1 g after spontaneous
symmetry breaking. This accidental symmetry is broken in the Standard Model by
gauging U(1)y and by the asymmetry in Yukawa couplings between up type and
down type fermions. The p parameter of Equation 2.11 is protected from radiative
corrections by this custodial symmetry, it can be restored to an exact symmetry in

the Higgs sector by taking the limit ¢' — 0.

2.1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) has an SU(3)¢ gauge symmetry group with 8
generators corresponding to eight mediating gluon fields. As a non-Abelian symmetry
QCD allows gluon-gluon interactions which causes an anti-screening effect on the
quark charge. QCD is strongly coupled (as ~ 1) for interactions with low momentum
transfer () which prevents a perturbative treatment and results in confinement.
Quarks are confined as meson (quark-antiquark) or baryon (three quark) color neutral
bound states. The running of a, causes QCD to become weaker at large and
allows quarks to become asymptotically free. This is in contrast to the running

of electromagnetism where a becomes smaller at large () due to charge screening.

11



The analyses described in this thesis consider final states which consist of top and
bottom quarks, with or without missing energy. The high mass of the top quark allows
it to rapidly decay to a W boson and b quark before it can hadronize. These analyses
consider all-hadronic channels where the W bosons decay to quarks. Quark final states
shower and then hadronize into sprays of mesons and baryons which are detected as
calorimeter energy showers as described in Chapter III. Event reconstruction of this

complex final state signature is a major part of my contribution to these analyses.

2.1.4 Evidence for Dark Matter

Astrophysical observations provide strong evidence for the existence of a large amount
of non-baryonic matter. This dark matter is detected through its gravitational impact
on luminous matter and also has a critical role in cosmological models. Evidence for

the existence of dark matter includes:

1. Galaxy rotation speeds are in excess of those expected from the observed

baryonic matter distribution [3].

2. Gravitational lensing around galaxy clusters in excess of that of the luminous

matter [2].
3. Anisotropies in the Cosmic Microwave Background (CMB) [1].

Attempts to explain these observations through modified gravity such as Modified
Newtonian Dynamics are incompatible with observations such the Bullet Cluster [4]
and do not account for the structure of the CMB. Standard Model explanations of
non-luminous matter have been strongly excluded by experiments such as [22]. The

hypothesis of gravitationally interacting particle dark matter is the most consistent
12



explanation for these measurements. Weakly interacting massive particle (WIMP)
dark matter with electroweak-scale masses and scattering cross sections is well
motivated by cosmological models and could be experimentally accessible. Dark
matter must be (very close to) electrically neutral, stable on time scales much longer
than the universe lifetime, cold (non-relativistic) and have the correct relic abundance

based on its interactions with the Standard Model.

Igdirect detection

<

f t

<

Direct detection

f ! X

Collider production

Figure 3. Collider searches look for the production of dark matter signals from Standard
Model scattering while direct searches look for evidence of new particles such as WIMPs
scattering from Standard Model particles. Indirect detection experiments look for Standard
Model particles produced from dark matter annihilation.

Dark matter models are tested experimentally using three complementary
approaches: direct detection, indirect detection, and collider production. These
approaches search for dark matter using possible interactions between the Standard
Model and dark matter particles as shown in Figure 3. Direct detection experiments
search for signals from the dark matter flux interacting with detector active material.
Indirect detection uses astrophysical measurements to look for an excess of Standard
Model particles resulting from dark matter matter annihilation or decay. Collider
production looks for the creation of dark matter or other particles from a new dark

sector. In these experiments dark matter particle could be produced experimentally
13



and escape the detector as missing energy. Collider searches can also look for
mediators or other dark sector signals.

Dark matter direction detection experiments have constrained the WIMP
interaction cross section of dark matter with nucleons as show in Figure 4. The
models described in this thesis could produce dark matter signals at a large enough

cross section for collider detection while evading direct detection from experimental

bounds.
10736 10°
10-38 ~—__NEWS-G (2017) 10-2
10-40] CDMSLite 11(11131\‘%2020) 10-4

10-42 DarkSide-50 (2018)

,_.
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Figure 4. Upper limits on nucleon scattering for WIMP dark matter as a function of mass.
Figure from [23].

2.2 Supersymmetry

Supersymmetry (SUSY) extends the Standard Model with a new fundamental

symmetry between bosonic and fermionic states. Describing this symmetry by an

14



operator () gives the transformations

Q|fermion) = |boson), (2.12)

Q|boson) = |fermion). (2.13)

For each fermion (boson) there is a superpartner boson (fermion) in the same gauge
representation. This operator carries spin % which allows this symmetry to extend the
space-time symmetry group of the Standard Model'. Exact supersymmetry requires
particles and their superpartners to have identical mass in addition to identical charges
under the gauge symmetries. To allow for mass differences between particle and their
superpartners, supersymmetry must be broken. Without this symmetry breaking
superpartner particles would already have been observed.

The Minimal Supersymmetric Standard Model (MSSM) extends the Standard
Model with the minimal number of new particles and interactions consistent with
experimental observations and a supersymmetric theory. This section follows the
description of the MSSM given in [5]. Fermions and their superpartness form chiral
supermultiplets as shown in Table 2. The superpartners of particles are sparticles
and fermion partners are squarks and sleptons. The superpartners of the left and
right handed top quarks, £;, tg, mix to form mass eigenstates t;, £o. The 1 subscript
indicates the lightest sparticles of the mass eigenstates. This sparticle is referred to as
the stop and labeled ¢ in this thesis. Multiple Higgses with spin—% Higgsino partners

are required for the MSSM and also form chiral supermultiplets.

! Adding additional space-time symmetries to the Standard Model is otherwise prohibited [24].
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Gauge bosons and their gaugino superpartners form vector supermultiplets as

shown in Table 3. The two neutral Higgsinos and two neutral gauginos mix to form

neutralino mass eigenstates. The lightest neutralino is the x? sparticle.

Table 2. The chiral supermultiplets of the MSSM. Table from [5].

Names spin 0 spin 1/2 | SU(3)¢, SU(2)r, U(1)y

squarks, quarks | Q@ | (4r JL) (ur, dr) (3,2, (15)
(x3 families) u up uly (3,1, -2
d 4y d, (3,1, 1)

sleptons, leptons | L (v er) (v er) (1,2, 1)
(x3 families) | e & el (1,1, 1)
Higgs, higgsinos | H, | (H HO) | (H} HY) (1,2, +3)

Hq | (H} Hy) | (H) Hy) (1,2, -3)

Table 3. The vector supermultiplets of the MSSM. Table from [5].

Names spin 1/2 | spinl | SU(3)c, SU(2)., U(1)y
gluino, gluon g g (8,1,0)
winos, W bosons | W WO | w* wo (1,3,0)
bino, B boson B B (1,1,0)

A supersymmetric theory can exactly solve the gauge hierarchy problem
by canceling out the quadratically divergent terms through the introduction of
compensating loops. Higgs mass loop corrections include terms for all particles that
couple to the Higgs. For fermion loops this is given by

LYk

Am?, =
" 872

Ay + ... (2.14)
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and for scalars the corrections have the opposite sign. The exact cancellation of these

terms is provided by the compensating loops shown in Figure 5.

Figure 5. Higgs mass loop corrections from the top quark and its superpartner.

Supersymmetry is spontaneously broken in MSSM with an L,,f term added to

the supersymetric Lagrangian to break the mass degeneracy,
L= »CSUSY + »Csoft- (2.15)

This “soft" supersymmetry breaking allows the for cancellation of the quadratic
sensitivity of the Higgs mass correction to Ayy, but large mass differences between
superpartners still requires some fine tuning to correct. With this term, the ultraviolet

sensitivity of the Higgs mass loop corrections becomes logarithmic

A
Ami = mgoft(Wlog(AU\//msoft +...). (2.16)

Mgt is the largest mass scale in the Lg,4 term, A is an effective coupling, and the
ellipsis indicates terms which depend on Ayy by powers of logerithms at most. In the
limit mg,p; — O the exact cancellation of unbroken SUSY is restored. The mg,s mass
determines the mass splitting of particles and their superpartness and naturalness

would require this term to not greatly exceed the top quark mass.

17



The MSSM introduces many free parameters into the model as masses,
phases, and mixing angles. The phenomenological MSSM (pMSSM) introduces
phenomenological constraints such as R-parity, the neutralino is the Lightest
Supersymmetric Particle, no new CP-violation and no new flavor changing neural
currents. This reduces the number of parameters of the model from 105 to 19.

For many supersymmetric models the lepton and baryon number conservation

of the Standard Model is generalized to R-parity. R-parity,

Pp = (—1)*B-1+2s, (2.17)

is even for Standard Model particles and odd for sparticles. R-parity conserving
supersymmetry models, such as the ones considered in this thesis, require sparticles
to be produced in pairs with their decay products eventually reaching a stable Lightest
Supersymmetric Particle. In the pMSSM, this particle is the lightest neutralino (x9)
and is neutral, stable and with correct abundance to be a dark matter candidate
particle.

Chapter IV describes a search for direct pair production of stops with an all-
hadronic final state. Stops are produced through gluon-gluon fusion in LHC proton-
proton collisions and then each decay to top plus neutralino final states £ — ¢ + Y0
in this model. The leading stop decay diagram for the signal regions that this thesis
focuses on are shown in Figure 6. In this final state the event signature is a top quark

pair and missing transverse energy (tf + ERiss).

18
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Figure 6. A Feynman diagram of a stop decay to a top and neutralino. In the all-hadronic
channel the W boson decays to two quarks.

2.3 The dark meson sector of Stealth Dark Matter

Bound states of new strongly coupled sectors [8] [9] can generate viable dark matter
candidate particles while avoiding detection from previous search strategies. Stealth
Dark Matter [7] proposes a composite baryonic scalar of an SU(Np) strongly coupled
theory with constituent fermions that transform as vector-like representations of
the electroweak group. Stability is guaranteed from an accidental U(1)gark baryon
symmetry which emerges form the model. Assuming the dark fermion interactions
obey a global SU(2) custodial symmetry the lightest dark baryon is electrically
neutral and removes interactions such as the neutral weak current and charge radius
interactions. Dark matter detection and collider experiments can have low sensitivity
to this “stealth" model resulting in weak exclusion limits from reinterpretation of
previous searches and precision measurements.

The dark meson sector of Stealth Dark Matter developed in [6] describes the
phenomenology of composite states which could be produced at the LHC. The vector-
like mass of the dark fermions prevent these models from being constrained by
electroweak or Higgs coupling measurement. Previous LHC beyond the standard

model searches typically require large missing energy, target single-production or are
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optimized for high mass resonances but have weak sensitivity to the mass regime
relevant for dark mesons.

The new dark sector contains mesons and baryons analogous to those of QCD
but with a confinement scale near or above the electroweak scale. The phenomenology
includes at least one triplet each of pseudoscalar (75,7%) and vector (p3,p%)
mesons. Dark fermions are charged under the electroweak and the SU(Np) dark
color symmetries. Interactions fo the dark fermions with the Higgs sector breaks the

dark sector global symmetry and allows dark mesons to decay into Standard Model

states. The dark meson Lagrangian,

Lda'rk: sector — Ekinetic + Emass + Lﬂ'D ,PD + Ekmetic mizring + ﬁdecay; (218)

includes kinetic and mass terms for the dark pion and dark rho, dark pion to dark rho
coupling, kinetic mixing of the dark rho with electroweak gauge bosons, and dark pion
decay to Standard Model particles. In this dark sector the Higgs custodial symmetry
is preserved and is identified with the SU(2) dark flavor symmetry.

Signal points in the dark meson parameter space are parameterized by the dark

pion mass, m,,, and ratio of the dark pion and dark rho masses,

n= Mgy /My, (2.19)

For models with 7 < 0.5, the decay p5 — 7575 has a branching fraction of nearly

1.0, while for models with i > 0.5 this decay is kinematically forbidden and the pp

thus decays to pairs of Standard Model fermions.
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The primary portal from the Standard Model to the dark sector is provided by

kinetic mixing of electroweak gauge bosons with dark rho mesons.
€
;Ckinetic mizing — _ip%ﬁypawj- (220)

Two mixing models are possible depending on whether SU(2), or just the U(1l)y
symmetry is gauged after spontaneous symmetry breaking. These models are referred
to as SU(2)r and SU(2)g because the dark sector respects the full SU(2),, g global
symmetry. In the SU(2), model, the dark rhos can mix with the full W boson triplet
(F* = W) while in the SU(2)g model only mixing with the hypercharge gauge
boson B (F" = BM) is possible. The major phenomenological impact is that the
SU(2)r model has a reduced production cross section and cannot produce charged
pPp MESonS.

The coupling between dark rhos and dark pions,

‘CPDJFD = _g/)DﬂDWDfabcpZﬂ-bDDMﬂ-CD7 (2'21)

is analogous to the g,.» coupling of QCD. The strength of this coupling is estimated

by naive dimensional analysis to be

(2.22)

A

gPDﬂ’Dﬂ’D R

In the Stealth Dark Matter model, the number of dark colors, Np, is fixed at 4.
The phenomenological consequences of a larger Np are minor as long as this value is
not excessively large. In addition to resonant pair production through the dark rho,

dark pions can be produced through Drell-Yan production. Resonant production
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dominates dark pion production accounts for almost the entire parameter space of
the dark mesons model of interest to this work. Figure 7 shows Feynman diagrams
illustrating these mechanisms.

Dark pion decays to Standard Model fermions are described by a decay term,

V3
Edecay = T {Wg¢u(mdPR - muPL),@Z)d‘}‘

™

ﬂB@d(mdPL — muPR)@Du+ (223)

\jﬁw%(mulbﬂsiﬂu - md%%wd)],

where ¢,, ¢4 are Standard Model fermions and 1/v, sets the scale of the operators.
Models with decays to Standard Model bosons (gaugephilic) are possible but not
considered in this thesis. Dark pions decay promptly and provide an all Standard
Model detector signature with no intrinsic missing transverse momentum.

Chapter V describes an all-hadronic search for dark pions pair produced at the
LHC. The signal models considered are described in additional detail in this chapter.
This search targets a kinematic region where dark pion decays to top and bottom

quarks are dominant.

4 B )

F 0 p * 70

P T
Th:Th Th:Th

D

Figure 7. Dark pion production mechanisms. The dominant production mechanism is
through kinetic mixing of a dark rho with the B (left) or W (middle) fields. Drell-Yan pair
production of dark pions is also possible as shown on the right.
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CHAPTER III
ATLAS AND THE LHC

The analyses described in this thesis use the full LHC Run 2 data set of proton-
proton collisions collected at /s = 13 TeV with the ATLAS detector. Run 2 data
collection took place from 2015 to 2018, in this period 156 fb~! were delivered to
ATLAS out of which 139 fb~! were declared good for physics. The direct stop search
described in Chapter IV extends a previous search from 36.2 fb~! to 139 fb~! and
makes additional improvements to the analysis strategy. The dark meson search
described in Chapter V is the first search for its final state and also uses full Run
2 data. Run 3 started in 2022 with collisions at /s = 13.6 TeV and integrated
luminosity as high as 250 fb™! is targeted [14]. Run 3 projections for a future dark
meson analysis are described in Chapter VI.

This chapter describes the LHC beamline, the ATLAS detector, and the
reconstruction of detector signals as physics objects for analyses. Specific object

definitions and discriminating variables are described in the analysis chapters of thesis.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [25] is a super-conducting hadron collider located
at the CERN facility near Geneva, Switzerland. The two counter-rotating beams of
proton (and heavy ion in some cases) bunches are accelerated to 6.5 TeV and collided
at the four interaction points illustrated in Figure 8. Two general purpose, ATLAS
and CMS, and two more specialized experiments, LHCb and ALICE, are located
at these points. Collisions occur at the interaction points up to every 25ns during

operation with each LHC bunch containing around 10! protons.
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Figure 8. The four LHC interaction points and their experiments. The betatron factor 3 is
a measure of beam size. Figure from [25].

The LHC is installed in the 26.7kmLarge Electron Positron (LEP) collider
tunnel. This tunnel was repurposed for the LHC and was originally designed with
eight curved and eight linear segments for ete™ acceleration in the linear segments.
The LHC beamline is kept at ultra high vacuum through the combination of a
cryogenic getter coating and ion getter pumps.

LHC protons are accelerated through multiple stages [26] to reach a collision
energy of /s = 6.5 TeV. Figure 9 shows the CERN LHC acceleration complex and
experiments. First, the protons are ionized and extracted from hydrogen gas using
a Duoplasmatron source and then accelerated to 50 MeV using the Linac2 injector
chain. Next the protons reach the 157 m diameter Proton Synchrotron Booster (PSB)
where they are accelerated to 1.4 GeV prior to their transfer the 628 m diameter

Proton Synchrotron (PS). The PS accelerates the protons to 25 GeV and additionally
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Figure 9. LHC protons are accelerated through multiple stages to reach a collision energy
of 6.5 TeV [26].
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bunches them into the beam structure used for LHC collisions. Last, the 7 km Super
Proton Synchrotron (SPS) accelerates these bunches up to 450 GeV, splits them into
two beams, and delivers these to the LHC injection points. The SPS takes around 4
minutes to fill the LHC ring with 12 cycles of SPS fills. Once a fill is complete the
450 GeV protons bunches are accelerated up to their final energy. The LHC buckets
are grouped into bunch trains with an optimized pattern of filled and empty buckets
with around 3600 bunches per beam.

The LHC uses RF cavities for beam acceleration, dipole magnets to bend the
beam along the ring, quadrupole magnets for confining/focusing, and higher order
multipoles for beam shaping. The superconducting RF cavities are frequency matched
to the rotating bunches in order to slow down the fastest protons in the bunch and
speed up the slowest. During acceleration the RF cavity frequency is increased to
take the bunches from 450 GeV to 6.5 TeV.

LHC dipole magnets shown in Figure 10 supply opposite polarity fields to the
two beam pipes to allow same sign protons beams to circulate in opposite directions.
This novel design allows the beam pipes to share mechanical structure to fit within the
LEP tunnel. These 8-9 T magnets deflect the 6.5 TeV proton beams along the LHC
bending sections. To achieve this field strength the 15 m superconducting magnets
use NbTi Rutherford wires cooled to 1.9 K with liquid He.

At the interaction points, the counter-rotating beams are focused to overlap and
produce collisions at a rate determined by the total scattering cross section times the

instantaneous luminosity,
dNevent
dt

=oL. (3.1)
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Figure 10. LHC dipoles provide same direction bending for counter rotating proton beams.
Figure from [25].

The total production cross section for p—p collisions at /s = 13 TeV is around 78 mb.
With the Gaussian beam shape approximation the luminosity can be specified as

2
_ NN

dro,oy

c (3.2)

L depends on the number of particle per bunch N, the number of bunches Ny, the
bunch frequency f, a geometric factor S, and the bunch sizes o, o,.

The design luminosity of the LHC is £ = 10** ecm™ s! and a peak luminosity
of 2x10* cm™ s! was reached in Run 2. High instantaneous luminosity allows
increased data collection for rare processes, but also increases pileup and requires

more restrictive triggering to meet the data recording limit.
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ATLAS luminosity varies depending on machine conditions and is measured to
provide integrated luminosity and a systematic uncertainty on this measurement for
periods of data taking. During Run 2 ATLAS recorded 147fb~! and 139fb~! were
declared good for physics. These events belong to luminosity blocks which meet the
standard data quality requirements corresponding to the “all-good” good run list
(GRL). Figure 11 shows the total integrated luminosity delivered to ATLAS and
declared good for physics.

ATLAS uses multiple detectors and algorithms to measure luminosity [27] with
the primary measurement provided by the LUCID-2 detector [28]. This detector uses
thin quartz windows on photo-multiplier tubes as a Cherenkov medium for detection
of hits and integrated signal. LHC luminosity decays over a physics run, primarily due
to particle collisions, resulting in a variable collision rate for data taking. To reduce
collision rates at the start of a fill, the LHC luminosity is intentionally lowered by

adjusting machine parameters using a leveling strategy as shown in Figure 11 (right).
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Figure 11. The LHC delivered 156 fb! and ATLAS declared 139 fb™' good for physics

during Run 2 (left) [29]. Leveling is used to lower ATLAS luminosity at the start of LHC
fills (right). [30]
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Typical LHC bunch crossings have many hard proton-proton interactions which
cause a large background of jets for the low cross section processes of interest. This
number of interactions per bunch crossing, u, scales with instantaneous luminosity
and creates a background of jets called pileup. This background must be accounted
for when reconstructing physics objects. Pileup profiles vary by run year as shown
in Figure 12 with an average p value of 33.7for Run 2. Studies of discriminating

variable stability to pileup are included in Appendix A.
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Figure 12. The mean number of interactions per crossing during Run 2. [31]

3.2 The ATLAS detector

ATLAS is a general-purpose detector designed to detect and measure scattering
products from LHC collisions. ATLAS has a cylindrical geometry with mirror
symmetry in 2 direction and multiple detector subsystems embedded in magnets,
the cryostat, cables, and support superstructure as shown in figure 13. The closest
detector to the interaction point is the the Inner Detector (ID) which tracks charged

particles with minimal absorption. Surrounding the inner detector are multiple
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Figure 13. Illustration of the ATLAS detector and subsystems. Figure from [32].

calorimeters systems which absorb and measure all Standard Model particles except

muons and neutrinos. ATLAS has a Hermetic solid angle coverage of nearly 47 to

allow invisible particles to be inferred through momentum imbalance measurements.

The major ATLAS design requirement for detector resolution are summarized in

Table 4

Table 4. Resolution requirements of the ATLAS detector. The units for E and pt are GeV.

Table from [32].

Detector component Required resolution 7) coverage
Measurement Trigger
Tracking Opr/Pr = 0.05% pr & 1% +2.5
EM calorimetry or/E =10% /VE @ 0.7% +3.2 +2.5
Hadronic calorimetry or/E = 50%/VE © 3% +3.2 +3.2
op/E = 100%/VE & 10% | 3.1<|n <49 |3.1< |y <4.9
Muon spectrometer | o, /pr = 10% at pr = 1 TeV +2.7 +24
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ATLAS uses right-handed Cartesian coordinates system with the origin at the
interaction point, §j pointed up, & pointed toward the center of the LHC and Z pointed
along the beam line. This corresponds to spherical polar coordinates with ¢ in the
transverse (x-y) plane and 6 specifying the angle from the z-axis. To describe collision
products and detector coverage this system is transformed into pseudorapidity polar
coordinates in which the spherical polar angle 6 is replaced with n = - In(tan(0/2)).
Transverse coordinates such as transverse momentum (pr) and transverse missing
energy (EW) refer to the x-y plane. Pseudorapidity approximates rapidity for
particles with pr large compared to their mass. The Lorentz boost invariance of
rapidity differences allows angles in 7-¢ to be compared for any longitudinal event
boost. Distances in 7-¢ space are used a distance metric for physics objects with
AR = /Ap? + An?.

ATLAS uses a combination of solenoid and toroidal superconducting magnet
systems to provide a strong bending field throughout the detector. The four magnet
systems are illustrated in Figure 14. The barrel thin superconducting solenoid magnet
surrounds the ID and provides a magnetic field of up to 2 T with minimal material
placed in front of the LAr calorimeter. The Barrel and Endcap toroidal magnets
provide a field of up 3.5 T covering |n| < 2.7. These air-core toroidal magnets are

located between the outer calorimeters and the muon chambers.

3.2.1 Particle Tracking with the Inner Detector

The Inner Detector (ID) [33] is the closest detector to the interaction point, it extends
to |z| = 3.512 m, a radius of 1.15 m, and covers |n| < 2.5. Figure 15 shows the

ID subdector systems and 7 coverage. This detector records charged particle hits
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Figure 14. The ATLAS magnet systems (red) provide 2 T in the barrel solenoid and up to
3.5 T in the barrel toroid and endcap toroid regions. Figure from [32].

using the Pixel, Semiconductor Tracker (SCT) and Transition Radiation Tracker
(TRT) detectors for the purpose of reconstructing particle trajectories in the ID.
High spatial resolution is provided by the Pixel and SCT detectors while the TRT
provide additional hits at lower granularity. The ID is immersed in field of 2 T from
the barrel solenoid to bend charged particles trajectories with a radius proportional
to pEl.

The Pixel detector surrounds the ATLAS Interaction Point and provides high
spatial resolution particle tracking. This detector consists of silicon wafer elements,
each with a grid of semiconductor sensor pixels of 50 pm x 400-600 pm which detect
the passage of charged particles through electron-hole pair production. In the barrel
region, these sensors are stacked with overlapping edges into four layers. The sensors
are tilted with a turbine layout for overlapping coverage in ¢ as shown in Figure 16.
In the endcap regions of the Pixel detector there are 3 disk layers to provide coverage

out to [n] < 2.5.
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Figure 15. The ATLAS inner detector with Pixel detector detail. Figure from [34].

The Insertable B Layer (IBL) [35] was installed during Long Shutdown 1 before
Run 2. This upgrade replaced the ID beam pipe and added a new detector layer at
33 mm radius with 50 x 250 pm pixels. The new layer improves displaced vertex
discrimination for B-meson identification and pile-up rejection. Identification of
displaced vertices through tracing tracks from detector hits to their originating vertex
is critical to identification of bottom and charm decays as well as the suppression of
background pile-up collisions.

Surrounding the Pixel detector, the SCT uses silicon sensors arranged in a
microstrip geometry to cover a large area. The microstrip detectors are mounted
in pairs with a 40 mrad stereo angle between them to allow track resolution in 2. The

SCT has four cylindrical layers in the barrel region and 9 disks in each end cap region

to cover |n| < 2.5. The resolution of this detector is 16 pm in R¢ and 580 pm in z.
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Figure 16. Overlapping coverage is provided by the tilted Pixel detector sensors. The IBL
layer was added for Run 2. Figure from [36].
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Figure 17. The TRT detector surrounds the SCT detector in the barrel region. [37]
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The TRT [38] uses of layers of straw (proportional drift) tubes for particle
identification and tracking. This detector is the outermost layer of the ID covering
In| < 2. The TRT consists of 4 mm diameter Kapton tubes with a gold-plated
tungsten wire running through them and filled with an Argon based gas mixture.
Ionization from charged particles traversing the tubes is amplified and shaped to
create a hit signal. As the charged particles pass through fiber or foil interfaces
located between the straws they emit KeV scale transition radiation which provides
discriminations of particle mass. The TRT provides around 36 hits to complement

the high resolution of the other detectors.

3.2.2 ATLAS Calorimetry

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic S
barrel

Figure 18. The major ATLAS calorimeter systems. Figure from [32].

The major ATLAS calorimeters systems are Liquid Argon (LAr) barrel, LAr

ElectroMagnetic End Cap (LAr EMEC), LAr Forward Calorimeter (FCal), Tile barrel
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and Tile extended calorimeters. Figure 18 shows the arrangement of these systems
with barrel calorimeters surround the ID and the forward and end cap detectors
forward of the ID. These calorimeter systems provides particle identification for
elections and photons and are the primary detectors for hadrons. The combined
calorimeter systems provide 7 sampling layers in barrel and 8 in the end cap regions
with around 188,000 readout channels.

Liquid Argon (LAr) and scintillating tile (Tile) are sampling calorimeters which
alternate absorbing with sensing layers. The absorbing layers scatter the incident
particle to create a shower of decay products which are detected through ionization

of the active media. Calorimeter energy resolution,
b
=—=60=dc, (3.3)

depends on stochastic effects during showering (a), electronic noise (b) and other
detector effects (¢). ATLAS was designed with a barrel region jet energy resolution
requirement of

~ 50%

o
E = ﬁ ¥ 3%, (3.4)

for E in GeV.

3.2.3 The Liquid Argon calorimeter

Four LAr [40] calorimeters surround the inner detector. LAr EM Barrel covers
In| < 1.475, EM End Cap 1.375 < |n| < 3.3, Hadronic End Cap 1.5 < |n| < 3.2
and FCal 3.1 < |n| < 4.9. The EM barrel and End Cap detectors uses lead

absorber sheets arranged in an accordion geometry as shown in Figure 19 with liquid

36



Cells in Layer 3
AQXAN = 0.0245>0.05

n=0

- \ H 7
- \ o %
| ] \
\ = N J
= | | ¢ = A
, Py 0 I~ | =
N. ® ) ~— — / 37.5m, An<g ?
- 8 < 4 o 025
g An =80 mm
N SN 0031 Strip cells in Layer 1
- vesse
\ n
“-cowp vEssEL

Figure 19. The LAr barrel and end cap using lead absorber sheets arranged in an accordion
structure (left). The LAr tower geometry in the barrel region (right). Figures from [39].

argon filling the gaps between layers. EM showers consist of cascades of alternating
bremsstrahlung and pair production processes. The EM calorimeters extend out to
greater at least 24 radiation lengths! to fully capture EM showers. Ionizing particles
produce charge avalanches as they travel through the liquid argon which are read out
by the electronics.

Ton drift time in the liquid argon results in a delayed pulse signal which is longer
than the LHC collision rate of 25ns. A pulse shaping strategy is used to suppress out
of time pileup caused by residual signals from previous bunch crossings. The bipolar
pulse shaping is performed by an analog circuit to provides a sharply peaked signal
with an integral of 0 as shown in Figure 20. The average of out of time pileup LAr
signals is small due to this shaping. An Optimal Filter algorithm is used to calculate
the amplitude and phase relative to the bunch crossing with the assumption of a
known pulse shape [39]. The measured time resolution for the LAr EMB is shown in

Figure 21.

LA radiation length X is distance is takes an electron to lose all but 1/e of its energy.
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Figure 20. LAr uses pulse shaping to minimize the impact of out of time pile up. [39]
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Figure 21. Time resolution as a function of energy for High and Medium gain in
Electromagnetic Barrel (EMB) Slot 12 (0.4 < |n| < 0.8). The coefficients p0, pl multiply
the noise term and constant term respectively. A calculated correlated contribution of 200
ps to the constant term of the time resolution can be attributed to the beamspread. Figure
from [41].
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The EM Barrel calorimeter cells are arranged in three layers with a pseudo-
projective geometry in n-¢. Cells have increased granularity in the innermost layers
with 0.003 x 0.1 for the first layer. The second layer has a granularity of 0.025 x
0.025 and the third layer has a granularity of 0.050 x 0.025.

The EM End Cap calorimeter consists of two concentric wheels covering 1.375 <
In| < 3.2. EMEC cells are similar to EMB cell but with a geometry as shown in
Figure 19 (left) and a reduced granularity that varies with 7 and cell layer. Additional
presampler layers are located between the cryostat cold wall and the calorimeter in
the barrel and end cap regions to measure the energy of deposited by particles before
they reach the calorimeter.

The Forward and Hadronic End Cap calorimeters also use liquid argon as the
active medium. The HEC consists of two wheels of parallel copper plates and covers
1.5 < n < 3.2. HEC granularity ranges from n x ¢ = 0.1 x 0.1 to 0.2 x 0.2. The
forward calorimeters cover 3.1 < |n| < 4.9 consisting of three layers with copper (EM)
and tungsten (hadronic) absorber layers with liquid argon tubes running through
them. These tubes are oriented parallel to the beamline as shown in Figure 22.
This tube geometry is used for additional radiation hardness in the high flux forward

region.

3.2.4 The Tile Calorimeter
Hadronic objects which punch through the LAr colorimeter are absorbed by the Tile

calorimeter. The Tile calorimeter [42] consists of the barrel (|n| < 0.8 ) and two

extended barrel (0.8 < |n| < 1.7) sections which surround the LAr Calorimeters. The
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Figure 22. The Tile Calorimeter scintillating tiles and readout. Figure from [39].

Tile calorimeter extends from a radius of 2.28 m to 4.25 m with three layers of cells
as shown in Figure 23. There are 64 tile modules, with a ¢ coverage of 7/32 rad.

This calorimeter uses alternating layers of scintillating plastic and steel absorber
tiles to measure hadronic showers. Hadronic showers consist of nuclear interaction
processes and are longer and wider than EM showers. The ATLAS calorimeters
extend out to more than 10 hadronic interaction lengths for almost the full n coverage
as shown in Figure 24.

Scintillator tiles transmit light to Photo Multiplier Tubes (PMTs) with
wavelength shifting fibers. The PMTs group tiles together into calorimeter cells.
This detector has a pseudo-projective geometry with groups of tiles covering n x ¢
from 0.1 x 0.1 to 0.2 x 0.1. Two additional detectors, the Plug Tile calorimeter and
Gap Scintillator are placed in the gap between the barrel and extended barrel tile

calorimeters.
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Figure 23. The Tile Calorimeter scintillating tiles and readout. Figure from [32].
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Figure 24. Hadronic interaction lengths for the ATLAS calorimeters. Figure from [32].
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3.2.5 The Muon Spectrometer

Thin-gap chambers (T&C)

Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Figure 25. The ATLAS muon spectrometer chambers. Figure from [43].

The outermost ATLAS sub-detector is the Muon Spectrometer (MS) which
measures muon momentum out to |n| < 2.7. This spectrometer uses the four types of
chambers shown in Figure 25 for muon triggering and momentum measurement. The
71 coverage of each chamber subsystem is shown in Figure 26. Monitored Drift Tube
(MDT) chambers provide precision tracking for the full MS 7 range. The ATLAS
MDTs consist of 30 mm diameter aluminum tubes with anode wires running through
their center and filled with argon-based gas. The individual tubes are precisely
positioned and provide mechanical isolation of the measurement. Cathode Strip
Cambers are used at high || for robust operation at high occupancy. The CSCs

are multi-wire proportional chambers with a segmented cathode strip readout. The
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MS uses high precision mechanical assembly and optical alignment to meet its particle
tracking resolution requirements.

Muon triggering is provided by Resistive Plate Chambers (RPC) in the barrel
and Thin Gap Chambers (TGC) in the endcap regions up to |n| < 2.4. RPCs consist
of pairs of resistive plates at 9.8 kV with a 2 mm gap and filled with tetrafluorethane.
Readout strips in x and y provide track resolution. The TPGs are multi-wire
proportional chambers similar to the CSCs. In addition to muon triggering, RPCs

and TPCs can supplement the other chambers for tracking in offline reconstruction.

yn=1.0 MDT

/r]=1.3

End-cap
toroid

Figure 26. The n coverage of the Muon Spectrometer subsystems. Figure from[44].

3.2.6 Event Triggering and Data Acquisition

ATLAS uses a two level trigger system [45] to determine which events to record to
tape for permanent storage. ATLAS triggers reduce the number of events recorded

from the machine rate of 40 MHz to around 1 kHz for the main physics stream. Events
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are selected when they meet some trigger criteria specified by the trigger menu. The
total event rate recorded is limited by disk space and computing power so different
possible triggers must be prioritized. Triggers with a high event yield are prescaled by
randomly keeping some fraction of events and then applying a scale factor to recorded
data yields.

The first level, L1, uses the hardware triggers L1Calo, L1Muon, and additional
subsystems to select events. These selections reduce the event rate from the
40 MHz collision rate to the 100 kHz L1 rate. The L1Calo system uses LAr
calorimeter information to identify and measure electrons, photons, and jets using
coarse granularity and fast algorithms. LAr cells are grouped into towers of n x ¢ =
0.1 x 0.1 =0.2 x 0.1 for jet finding. L1Muon triggers on muons for |n| < 2.4 with the

muon detector systems.

Calbrimeter detectors

TileCal| IMuondetectors

|

Level-1 Calo | | Level-1mMuon |
Preprocessor Endcap Barrel
nMCM sector logic sector logic
CP (e,y.1) JEP (jet, E)
CMX CMX MUCTPI B . N
1 8
é
L1Topo ]
crp g Read-Out System (ROS)
CTPCORE
+ CTPOUT ~
—
* =
et |contrai Tigger | 3
(]
s Data Collection Network

Rol Fast TracKer
(FTK)

High Level Trigger -
Data St
(HLT) W’ ata Storage
F 0O(28k)
= = | Event .
| Data | Tier-0

Figure 27. Data flow in the ATLAS trigger system. L1 identifies events and with a ROI for
HLT. Events accepted by the HLT are written to permanent storage. [46]

Reconstructed objects from these triggers are sent to the L1 central processor

where a selection is applied based on the trigger menu. Passing events and an
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associated Region of Interest (Rol) are sent to the software level trigger The High-
Level Trigger (HLT) is implemented in software on a local processor farm using
commodity hardware. The HLT distributes events to nodes for reconstruction in
parallel using a high performance version of the Athena ATLAS reconstruction
software. This software level reconstruction makes uses of additional detector systems,
higher granularity detector readouts, and more sophisticated algorithms to apply a
final trigger decision based on the trigger menu. Figure 27 shows the data flow in the
ATLAS trigger system. The Hrp trigger used in the dark meson search is described
in Chapter IV and the E¥* and lepton triggers used by the direct stop search are
described in Chapter V.

3.3 Particle reconstruction

ATLAS detector signals are reconstructed as physics objects (representations of
particle like objects) and other discriminating variables. FElectrons, photons and
muons are reconstructed as 4-vectors with properties such as reconstruction quality.
Hadronic objects are observed as an energy spray deposited in calorimeter cells which
is then reconstructed as a jet. Jets are particle like objects which relates detector
signals to hadronic final states. Analysis discriminating variables are computed from

these physics objects and are described in the analysis chapters.

3.3.1 e and vy Reconstruction

Electrons are reconstructed [48] using a combination of inner detector tracks and

calorimeter shower energy deposits. As an electron travels through the Inner Detector
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Figure 28. The particle interactions of the major ATLAS detector systems. [47]
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Figure 29. Electron reconstruction uses a combination of ID detector hits and calorimeter
shower energy deposits. [48]
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it leaves hits which allow the trajectory to be reconstructed. This trajectory is
matched to energy deposits in the electromagnetic calorimeter and assigned an
electron likelihood value based on a multivariate algorithm which includes shower
shape and track matching. Figure 29 illustrates the reconstruction of an electron
from these signals.

Different working points can be used to select electrons at a chosen confidence
level. Typical working points are MEDIUM or TIGHT for signal leptons and LOOSE
for exclusion of events with electrons in a 0O-lepton region. The particular working
points used in this thesis are described in the analysis chapters. Signal electrons are
also required to pass isolation and overlap removal requirement as described in these
sections.

Photons create showers in the EM calorimeter but leave no tracks in the Inner
Detector. For both all-hadronic analyses described in this thesis photons are not

reconstructed and are neither selected nor vetoed.

3.3.2 Tau Lepton Veto

T-leptons are not reconstructed in either of the searches described in this thesis. The
direct stop search uses a custom hadronic tau veto for signal regions A and B in order
to reject high EX* events where the EI is aligned with the tau in ¢. Hadronic
tau jets are identified by their number of tracks and alignment with the event FEXss,
Hadronic taus decay to a neutrino and 1 or 3 tracks depending on the number of
charged pions produced. Hadronic tau candidates are defined as any non b-tagged

calorimeter jet within the tracker acceptance (n < 2.5) associated to four tracks or
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less. Only the candidate which is best aligned with the E is considered in each

event and has to satisfy A¢(ER jet)< 7/5 to be considered.

3.3.3 Hadronic Object Reconstruction

O
ja

calorimeter jet
z

m
=

auij

particle jet

parton jet

Figure 30. Parton jet reconstruction from calorimeter energy deposits. Figure from [49].

Final state partons hadronize into sprays of particle that leave a primary detector
signature of calorimeter cell energy deposits. Figure 30 illustrates the formation
of calorimeter energy deposites from parton final states. Jet reconstruction uses
these energy deposits to determine originating particle kinematic using two steps
of clustering and several steps of noise suppression, cleaning and calibration. This
reclustering can reconstruct the final partons or an originating parent particle.
Additional information can be associated to a jet such as flavor tagging of constituents
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or sub-jet moments. Other collections of four-momenta such as particle tracks or MC
truth level particles can be clustered with the same jet algorithm to form jet objects.
For a review of jet reclustering methods for hadron colliders see [50].

This first step in hadronic object reconstruction is clustering the 3D calorimeter
energy cell deposits into 2D projections of topologically connected cell signals (topo-
clusters). Topo-clustering provides a signal of particle shower energy while filtering
electronic noise and pile-up. Topo-clusters are formed using a seeding-growing-
thresholding algorithm with parameters 4-2-0. For each cell a signal significance

estimate is determined using.

EEM
Y ==t (3.5)

cell

Where oZM is the RMS of a cells energy under background conditions. Cells with

cell

|CEM

2| > 4 are used as topo-cluster seeds which are then iteratively extended to include

neighboring cells with [¢ZM

cell

| > 2 and finally extended with all neighboring cells with

ICEM] > 0. See [51] for a full description of ATLAS topo-clustering.

cell

Figure 31. Jet clustering with the kp and anti-kp algorithms. Figure from [52].

Next, a jet clustering algorithm takes the collection of topo-cluster 4-vectors and
combines close inputs according a some distance metric R to form jets. The anti-kr

algorithm is the primary ATLAS jet reconstruction algorithm because it is IR and
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collinear safe, efficiently computed, and provides a convenient measure of detector
area for calibration against pileup. Isolated anti-kt jets are circular with pileup that
scales with jet area. Two examples of jet clustering are shown in Figure 31. kr jet
clustering retains IR and collinear safety but clusters soft objects into hard objects
such that the record of iterative 4-vector clustering can be reversed to reconstruct the
decay of massive objects into subjets. IR safety is the requirement that a reclustering
algorithm be robust against the emission of a soft jets and collinear safety is the
requirement that a reclustering algorithm be robust against jet splitting as shown in

Figure 32.

#

WP <7

Figure 32. Examples of jet clustering which violates infra-red and collinear (IRC) safety.
An IRC safe jet collection will not change with the additional of a soft jet (left) or the
collinear splitting of a jet (right).

The key parameter for jet clustering with anti-kt is the radius parameter R.
R determines the maximum Euclidean distance in 7-¢ space for which jets can be
clustered. If a hard jet has no nearby hard neighbors within 2R, all the soft jets
within R will be clustered into it to form a perfectly conical jet of radius R. Larger
R parameters allow the algorithm to cluster jet inputs at greater distance and the
optimal R parameter depends on the kinematics of the objects to be reconstructed.

R=0.4 anti-kt EMTOPO jets are used in the direct stop analyses and R=0.4 anti-
kr EMPFLOW jets are used in the dark meson search as the primary jet collections.

EMToPO jets are constructed from EM scale topoclusters alone while PFlow [53]
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jets combines the EM scale topoclusters with charged hadron tracking from the ID
for improved low pr energy resolution and pile-up exclusion.
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Figure 33. Event display plots of jets and EX'* for two Monte Carlo simulated t¢ events.
The blue circles indicate R=0.4 jets and the green circles indicate R=1.2 anti-kr reclustered
jets. The plot on the top right shows an event where the decay products of the subleading
top were too separated for the R=1.2 reclustering parameter to reconstruct the full top
quark.

Calibrated jet collections can be re-clustered with larger R parameters to form
large-R jets as shown in Figure 33 Reclustered large-R jets allow the reconstruction of
high mass objects without requiring additional calibration. In this thesis this large-R
jet reclustering is uses to reconstruct top quarks and dark pions with R=1.2 anti-kp
reclustering as shown in Figure 34. R parameter optimization studies for the dark

meson search are presented in Appendix A.

3.3.4 Jet Calibration and Cleaning

The jets used in this thesis are calibrated with several stages of corrections applied to
their energy and direction as shown in Figure 35. Jet energies must be scaled suing the

Jet Energy Scale (JES) to correct for calorimeter measurements of hadronic showers.
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Figure 34. Diagram of an all-hadronic dark pion decay. Jet reclustering is used to
reconstruct the dark pion from its decay products.

Clustering of topo-clusters results in jets measured at the EM scale, corresponding
to the energy deposited by an electromagnetic interacting particle. The ATLAS jet

calibration procedure is:

1. The direction of the jet is corrected so that it originates at the event’s primary

vertex.

2. A pileup term is subtracted from the jet energy based on it’s area, the pileup

energy density, the mean number of events, and number of primary vertices

(NPV )

3. An MC derived calibration is applied to the jet energies. In this calibration
particle level and reconstruction level jet energies are compared in order to

account for detector measurement effects.

4. The GSC applies an additional correction based on the jet shape and

composition using a numerical inversion scheme.

5. Residual in-situ calibration corrects MC jet response to data by comparing data

to MC using well-measured reference jets.

Pile up jets with |n < 2.5| are suppressed with a Jet Vertex Tagger (JVT)

algorithm [55]. The JVT computes a multivariate discriminant based on the
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Figure 35. The ATLAS jet calibration sequence. [54]

association of jet tracks to the primary and other vertices. For |2.5 < n < 2.8| the
vertexing is unavailable and the forward JVT algorithm (fJVT) is instead applied [56].
The fJVT rejects forward jets which are back-to-back with central pileup jets. Tight
working points are used in this thesis for both algorithms.

Additional jet cleaning is applied to remove jets from background processes such
as beam induced background, cosmic-ray showers, and calorimeter noise. ATLAS jet
quality working points are described in [54]. The Loose bad-jet rejection working

point is applied with an efficiency of 99.5% (99.9%) for jets with pr > 20(100) GeV.

3.3.5 Jet Flavor Tagging

v -
\
el

secondary vertex

Figure 36. A displaced vertex with a distance of closest approach dy. Figure from [57].
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B mesons travel hundreds of pm in the ATLAS Inner Detector before decaying
to lighter hadrons resulting in a displaced secondary vertex as shown in Figure 36.
Jets are flavor tagged using a multivariate discriminator which considers information
on track displacement via their impact parameters, as well as secondary and tertiary
decay vertices within the volume of the reconstructed jet cone. Several fixed efficiency
working points are providing by the ATLAS JET EX working group. The analyses
described in this thesis use the 77% efficiency percent working point.

The MV2c10 b-tagging algorithm used in the direct stop search has a rejection
of factor 110 and 5 for light-flavour jets and c-jets. This algorithm was superseded by
the deep Recurrent Neural Network (RNN) based DL1R algorithm [58, 59] which is
used in the dark meson search. DL 1R uses an artificial deep neural network trained
on a simulated hybrid sample composed of ¢t and Z’ events. At the 77% efficiency
working point this algorithm has a rejection factor of 170 and 5 on light-flavored and

charm jets respectively.

3.3.6 Missing Transverse Energy

Standard Model neutrinos and many beyond the Standard Model final states such
as neutralinos escape ATLAS without leaving tracks or energy deposits and must be
inferred from a momentum imbalance in observed physics objects. This momentum
imbalance allows Missing Transverse Energy (EX*%) to be measured [60] and the
presence of an invisible particle inferred. In this thesis EX is computed as the

magnitude of a vectorial sum of the pr of the jets, electrons and muons in the event
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and soft energy term,

EY™=>"pr+ >, pr+ Y pPr (3.6)

jets leptons soft

The soft energy term accounts for tracks with pr greater than 500 MeV and
calorimeter clusters which are not selected as objects. ENS systematic uncertainty

is dominated by this soft term.

3.3.7 Muon Reconstruction

Muon reconstruction [61] combines tracks from the Inner Detector and the Muon
Spectrometer to provide identification and momentum measurement of muons. This
reconstruction can be supplemented by calorimeter signals consistent with MIP energy
deposits. A recommended ATLAS working point of MEDIUMLH is used to veto
baseline muons in the 0O-lepton regions of this thesis with no additional isolation
requirement. The details of the working points used in this thesis are described in
the analysis chapters. Signal muons are also required to pass isolation and overlap
removal requirement as described in these sections. The ATLAS RECOMMENDED
overlap removal procedure is applied to veto muons likely to originate in hadronic
showers.

Monte Carlo simulation is used to generate signal and background samples for
Standard Model and beyond the Standard Model processes. This simulation has three

steps:

1. Event generation using the Parton Distribution Function (PDF) for the protons

and the hard scattering Matrix Element (ME) from initial to final states
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2. Proton shower (PS) and hadronization.

3. Simulation of detector response to the event.

Figure 37 shows an diagram of an example ttH event. First, a ME generator code
computes and samples the phase space of the hard process. Next, the QCD evolution
is simulated with a parton showing algorithm and hadronization is simulated with
phenomenological models. Steps 1 and 2 are implemented in dedicated or combined
codes with afterburner codes such as EVTGEN [62] used to supplement the generators
of step 1.

Stop quark direct production is simulated using MADGRAPH5 _aMC@NLO [63]
at leading order (LO) in QCD. PYTHIA [64] is used for the parton showering (PS)
and hadronisation. The dark meson signal points are simulated using at next-to-
leading-order (NLO) with MADGRAPH5 aMC@QNLO v2.4.3 [63] interfaced with
PyTHIAS. Decay of bottom and charm hadrons are simulated with EVTGEN [62].
The configuration of all nominal background samples used in this thesis are described
in Tables 5 and 6. Samples used for estimating systematic uncertainties are described
in the analysis chapters. ¢t and W/Z + jets are important backgrounds in both

analysis.

3.4 Monte Carlo event simulation

The POWHEGBOX v2 [66, 67, 68, 69] generator is used to model ¢ production with
matrix elements at next-to-leading order (NLO) in the strong coupling constant ag
with the NNPDF3.0nlo [70] parton distribution function (PDF). The hqamp parameter
is set to 1.5 myep [71], this controls the matching in POWHEG and effectively regulates

the high-pr radiation against which the t system recoils.
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Figure 37. Diagram of a ttH event. The large red blob indicates the hard interaction and
the small red blobs indicates the top and H decays. Hard QCD radiation (red) hadronizes
to form the green blobs which then decay to additional hadrons. [65].

The production of V+jets (V = W/Z) is simulated with the SHERPA [72]
generator using next-to-leading order (NLO) matrix elements (ME) for up to two
partons, and leading order (LO) matrix elements for up to five partons calculated
with the Comix [73] and OPENLOOPS 1 [74, 75, 76] libraries. They are matched with
the SHERPA parton shower [77] using the MEPS@QNLO prescription [78, 79, 80, 81]
using the set of tuned parameters developed by the SHERPA authors. The HESSIAN
NNPDF3.0nnlo set of PDFs [70, 82] is used and the samples are normalised to a next-
to-next-to-leading order (NNLO) prediction [83].

The GEANT4 [84] code is used for full detector response simulation for most
samples. This code propagates particles through the ATLAS detector and simulates
their interactions and detection. Some systematic sample use Atlfast-II [85] fastsim
where parameterized detector responses are used rather than full simulation for

improved reconstruction computational efficiency.
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CHAPTER IV
A SEARCH FOR THE SUPERSYMMETRIC PARTNER TO THE TOP QUARK
IN THE JETS+E¥ss FINAL STATE

4.1 Introduction

Supersymmetry (SUSY) [86, 87, 88, 89, 90, 91] is an extension of the Standard Model
(SM) that can resolve the gauge hierarchy problem [92, 93, 94, 95] by introducing
supersymmetric partners of the SM bosons and fermions. The SUSY partner to the
top quark, the top squark, plays an important role in cancelling out potentially large
top-quark loop corrections to the Higgs boson mass [96, 97]. Naturalness arguments
suggest that the superpartners of the third-generation quarks may be O( TeV), and
thus experimentally accessible at the Large Hadron Collider (LHC) [98, 99]. The
superpartners of the left- and right-handed top quarks, 1, and #g, mix to form two
mass eigenstates, ¢; and £, where #; is the lighter one. Throughout this paper, it
is assumed that ¢, has sufficiently high mass such that the analysis is sensitive to #;
only, which is labelled ¢ in the following.

R-parity-conserving SUSY models [100] may also provide a dark-matter
candidate through the lightest supersymmetric particle (LSP), which is stable [101,
102]. In these models, the supersymmetric partners are produced in pairs. At the
LHC, top squarks are produced mostly via gluon—gluon fusion as well as quark—
antiquark annihilation. In a simplified scenario where the first- and second-generation
squarks and gluinos are decoupled, the cross section of direct top squark pair
production is largely decoupled from the specific choice of SUSY model parameters

except for the top squark mass. This production cross section falls steeply with
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increasing top squark mass, ranging from 10.0 + 6.7 pb for m; = 300 GeV to
0.89 £ 0.13 fb for m; = 1300 GeV [103, 104, 105, 106].

In this paper, each top squark is assumed to decay into a top quark (that may be
either on-shell or off-shell) and the LSP, which is assumed to be the lightest neutral
mass eigenstate of the partners of the electroweak gauge and Higgs bosons, i.e. the
lightest neutralino, Xi. The degree to which the top quark is off-shell is directly
related to the mass difference between # and Xi. The top squark decay scenarios
considered are shown in Figures 38(a)-38(c): the top quark is on-shell in two-body
decays (f — t)Z(l]), three-body decays contain an off-shell top quark but the W boson
is on-shell (f — XY — be(?), and in four-body decays both the top quark and
W boson are off-shell ( — X1 — bW*X! — bf f'X1, where f and f’ are fermions
originating from the off-shell W boson decay). Only hadronic W boson decays are
considered in the following.

This paper presents a search for top squark pair production with an experimental
signature of at least two jets, large missing transverse momentum, and no electrons
or muons, using 139 fb~! of proton—proton (pp) collision data provided by the LHC
at a centre-of-mass energy of /s = 13TeV and collected by the ATLAS detector
in 2015-2018. Previous searches have been performed by both the ATLAS [107,
108, 109, 110, 111, 112, 13] and CMS [113, 114, 115, 116, 117, 118, 119, 120, 121]
collaborations. In this search, enhanced sensitivity to two-body top squark decays,
where mj; —myo is greater than the top quark mass, my, is achieved by the analysis of
the full LHC Run 2 dataset and the exploitation of techniques designed to efficiently
reconstruct top quarks that are Lorentz-boosted in the laboratory frame. Sensitivity
to compressed scenarios, where m; — Mgo ~ My, is extended compared with previous

searches through the analysis of events in which high-transverse-momentum jets from
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Figure 38. Decay topologies of the signal models considered in the analysis: (a) two-body,
(b) three-body, (c) four-body top squark decays, the top quarks being produced in pairs,
and (d) up-type, third-generation scalar leptoquark pair production, with both leptoquarks
decaying into a top quark and a neutralino or a bottom quark and a 7-lepton. For simplicity,
no distinction is made between particles and antiparticles. Only hadronic W boson decays

are shown.



initial-state radiation (ISR) boost the top squark system in the transverse plane.
Finally, sensitivity to the four-body decay scenario where mi—myo is less than the sum
of the W boson mass, my,, and the b-quark mass, ms, is achieved by extending the
identification efficiency for low-transverse-momentum b-hadron decays through the
use of charged-particle tracking information, adding sensitivity to the all-hadronic
channel in comparison with previous searches. All sensitivities are also increased
thanks to global enhancements in detector performance achieved by the end of LHC
Run 2, including more precise estimates of the statistical significance of missing
transverse momentum in an event [122] and improved identification efficiencies for
jets containing b-hadrons [58]. The interpretation of the results uses simplified
models [123, 124, 125].

As has been demonstrated previously [108, 109, 110, 126, 127], top squark
searches are sensitive to a variety of additional signal models such as top squarks
originating from gluino decays [123, 124, 125], top squark decays via charged
electroweak SUSY partners [123, 124, 125], mediator-based dark-matter models [128,
129, 130, 131, 132, 133], scalar dark-energy models [134], and third-generation scalar
leptoquarks [135, 136, 137, 138, 139, 140, 141]. In this paper, the results are
interpreted in models considering the pair production of up-type, third-generation
scalar leptoquarks (LQ3), as shown in Figure 38(d), assuming that the LQj only
interact with leptons and quarks from the same generation [142]. Similar LQj
interpretations have been performed by both the ATLAS [127] and CMS [143]
collaborations. The third-generation leptoquark production cross section is identical
to that of top squark production and the LQ5 — tr decay channel has the same
experimental signature as heavy top squarks decaying into massless neutralinos, and

thus additional sensitivity is achieved compared with previous LQj results.
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This chapter contains material coauthored with the ATLAS collaboration. Only
signal regions A and B and their backgrounds are described in full detail in this

chapter. All regions are described in [10].

4.2 ATLAS detector

The ATLAS experiment [32, 35, 144] at the LHC is a multipurpose particle detector
with a cylindrical forward—backward- and ¢-symmetric geometry and an approximate
47 coverage in solid angle.! It consists of an inner tracking detector surrounded by a
thin superconducting solenoid providing a 2T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector
covers the pseudorapidity range |n| < 2.5. It consists of silicon pixel, silicon
microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr)
sampling calorimeters provide electromagnetic (EM) energy measurements with high
granularity. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter
covering the central pseudorapidity range (|n| < 1.7). The endcap and forward
regions are instrumented with LAr calorimeters for both the EM and hadronic energy
measurements up to |n| = 4.9. The muon spectrometer surrounds the calorimeters
and features three large air-core toroidal superconducting magnets with eight coils
each, providing coverage up to |n| = 2.7, as well as a system of precision tracking
chambers and fast detectors for triggering. The field integral of the toroids ranges

between 2 and 6 T-m across most of the detector.

LATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
(IP) in the centre of the detector and the z-axis along the beam pipe. The z-axis points from the
IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, ¢) are
used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity is
defined in terms of the polar angle 6 as n = — Intan(6/2). Angular distance is measured in units of

AR = /(A2 + (Ad)2.
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4.3 Data collection and simulated event samples

The data were collected from 2015 to 2018 at a pp centre-of-mass energy of
13TeV  with 25ns bunch spacing, resulting in a time-integrated luminosity of
139.0 + 2.4 fb~! [27], measured using the LUCID-2 detector [28]. Multiple pp
interactions occur per bunch crossing (pile-up) and the average number of these
interactions in the data was measured to be (1) = 34. A two-level trigger system [145]
is used to select events. The first-level trigger is implemented in hardware and uses a
subset of the detector information to reduce the event rate to at most 100 kHz. This
is followed by a software-based trigger that reduces the accepted event rate to 1kHz
(on average) for offline storage.

Selected events are required to pass a missing transverse momentum (whose
magnitude is denoted by ER) trigger [146], which is fully efficient for events with
reconstructed EXs > 250 GeV (the ER reconstruction is described in Section 4.4).
In order to estimate the background originating from SM processes, events are also
selected at lower values of EIM using single-electron, single-muon, and single-jet
triggers. Electron and muon triggers yield an approximately constant efficiency in the
presence of a single isolated electron or muon with transverse momentum (pr) above
27 GeV (see Section 4.4 for details of the electron, muon, and jet reconstruction);
these triggers are needed for the estimation of 7 — vv production in association with
heavy-flavour jets (Z + jets) and top pair production in association with Z — v (tt
+7) backgrounds. Triggers based on the presence of a single jet were used to collect
data samples for the estimation of the multijet and all-hadronic ¢ backgrounds. The

jet pr thresholds after energy calibration ranged from 50 to 400 GeV. In order to

64



stay within the bandwidth limits of the trigger system, only a fraction of the events
passing the jet triggers were recorded to permanent storage.

Monte Carlo (MC) simulations are used to model the SUSY and leptoquark
signals, as well as to aid in the description of the background processes.
SUSY signal models were all generated with MADGRAPH5__aMC@NLO 2.6.2 [63]
at leading order (LO) in QCD, while leptoquark signals were generated with
MADGRAPH5 aMC@NLO 2.4.3 at next-to-leading order (NLO) in QCD. All signal
samples were interfaced to PyTHIA 8.230 [64] for the parton showering (PS) and
hadronisation, and with EVTGEN 1.6.0 [62] for the b- and c-hadron decays.

The parton distribution function (PDF) set used for the generation of the signal
samples is NNPDF2.3 LO [147] for SUSY signals and NNPDF3.0 NLO [70] for
leptoquark signals, with the A14 [148] set of tuned underlying-event and parton
shower parameters (UE tune). Matching of the matrix element (ME) with parton
showering was performed following the CKKW-L prescription [149], with a matching
scale set to one quarter of the mass of the top squark or leptoquark. All signal cross
sections are calculated to approximate next-to-next-to-leading order (NNLO) in the
strong coupling constant, adding the resummation of soft gluon emission at next-to-
next-to-leading-logarithm accuracy (approximate NNLO+NNLL) [150, 103, 104, 151].

The top squark mixing parameter between #;, and tg was set to be maximal.?
Finally, the top quark mass was set to 172.5 GeV in all simulated samples.

SM background samples were generated with different MC event generators
depending on the process. Details of the generators and parton showering used for

the different processes are shown in Table 7.

2This refers to the Higgs—top-squark trilinear mixing term; the scenario of maximal mixing allows
the top squark masses to be as light as possible, given a 125 GeV Higgs mass [152].
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The detector simulation [168] was performed using either GEANT4 [169] or a
fast simulation framework, where the showers in the electromagnetic and hadronic
calorimeters are simulated with a parameterised description [170] and the rest of the
detector is simulated with GEANT4. All signal samples were produced using the
fast simulation, while SM background samples used the GEANT4 set-up. All MC
samples were produced with a varying number of simulated minimum-bias interactions
overlaid on the hard-scattering event, to account for pile-up. These interactions were
produced using PyYTHIA 8.2 with the A3 tune [171] and NNPDF2.3 LO PDF set.
The simulated events are reweighted to match the distribution of the number of pp
interactions per bunch crossing in data. Corrections are applied to the simulated
events to account for differences between data and simulation for the lepton trigger,
reconstruction, identification and isolation efficiencies, and for the lepton and jet
momentum scale and energy resolution. Corrections are also applied to the efficiency
of identifying jets containing b-hadrons (b-jets), the probability of mis-tagging jets
containing only charm hadrons (c-jets) and only lighter hadrons (light-flavour jets),
and the probability of mis-tagging jets originating from the hard pp scattering as

pile-up jets.

4.4 Event reconstruction

Events are required to have a primary vertex [172, 173] reconstructed from at least

two tracks [174] with pr > 500 MeV. Among the vertices found, the vertex with the

largest summed p% of the associated tracks is designated as the primary vertex.
Calorimeter jets are built from topological clusters of energy in the

calorimeter [175], calibrated to the electromagnetic scale, using the anti-k; algorithm
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with radius parameter R = 0.4 [52, 176]. These types of jets are referred to as ‘jets’.
Jet transverse momenta are further corrected to the corresponding particle-level jet
pr, based on the simulation [54]. Remaining differences between data and simulated
events are evaluated and corrected for using in situ techniques, which exploit the
transverse momentum balance between a jet and a reference object such as a photon,
Z boson, or multijet system in data. After these calibrations, all jets in the event with
pr > 20 GeV and |n| < 4.5 must satisfy a set of loose jet-quality requirements [177].
In the four-body analysis, the leading jet in pr must satisfy a set of tighter jet-
quality requirements. These requirements are designed to reject jets originating from
sporadic bursts of detector noise, large coherent noise or isolated pathological cells
in the calorimeter system, hardware issues, beam-induced background or cosmic-ray
muons [177]. If these jet requirements are not met, the event is discarded. All jets
are required to have pr > 20 GeV and |n| < 2.8 to be considered in this analysis. In
addition, the ‘medium’ working point of the track-based jet vertex tagger [178, 55] is
required for jets with pr < 120 GeV and |n| < 2.5, to reject jets that originate from
pile-up interactions.

Jets which contain b-hadrons and are within the inner-detector acceptance (|n| <
2.5) are identified as ‘D-tagged’ using a multivariate algorithm that exploits the impact
parameters® of the charged-particle tracks, the presence of secondary vertices, and the
reconstructed flight paths of b- and c-hadrons inside the jet [58]. The output of the
multivariate algorithm is a single b-tagging output score, which signifies the likelihood
of a jet to contain b-hadrons. The average identification efficiency of jets containing

b-hadrons is 77% as determined in simulated ¢t events. Using the same simulated

3The transverse impact parameter, dy, is defined as the distance of closest approach of a track to
the beam-line, measured in the transverse plane. The longitudinal impact parameter, zy, corresponds
to the z-coordinate distance between the point along the track at which the transverse impact
parameter is defined and the primary vertex.

68



sample, a rejection factor of approximately 110 (5) is reached for jets initiated by
light quarks and gluons (charm quarks).

In order to identify low-pr b-hadrons that are not contained in jets passing the
pr > 20 GeV requirement, ‘track-jets’ are reconstructed from inner-detector tracks
using the anti-k algorithm with radius parameter R = 0.4. Tracks considered for
inclusion in track-jets are required to have pr > 500 MeV, |n| < 2.5, at least seven hits
in the silicon microstrip and pixel detectors, no more than one hit shared by multiple
tracks in the pixel detector, no more than one missing hit in the pixel detector, and no
more than two missing hits in the silicon microstrip detector. Additional requirements
on the longitudinal impact parameter projected along the beam direction (|zq sin(0)| <
3 mm) reduce the pile-up contributions and improve the efficiency in selecting tracks
from the hard-scatter vertex. Track-jets are required to have pr > 5 GeV, more than
one track within the jet radius, |n| < 2.5, and not overlap with the leading non-b-
tagged jet in the event (AR > 0.4). The standard b-tagging algorithm is employed
for track-jets [179] and the selection requirement is tighter than for regular jets, due
to the larger amount of background at low pr. The average identification efficiency
for jets containing b-hadrons is 70% as determined in simulated tt events. Using the
same simulated sample, a rejection factor of approximately 200 (10) is reached for
jets initiated by light quarks and gluons (charm quarks).

Electron candidates are reconstructed from clusters of energy deposits in the
electromagnetic calorimeter that are matched to a track in the inner detector. They
are required to have |n| < 2.47 and pr > 4.5 GeV, and must pass a loose likelihood-
based selection [180, 181]. The impact parameter along the beam direction is required
to be less than 0.5 mm. The electromagnetic shower of an electron can also be

reconstructed as a jet such that a procedure is required to resolve this ambiguity. In
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the case where the separation? between an electron candidate and a non-b-tagged
(b-tagged) jet is AR, < 0.2, the candidate is considered to be an electron (b-
tagged jet). This procedure uses a b-tagged jet definition that is looser than the
one described earlier, to avoid selecting electrons from heavy-flavour hadron decays.
If the separation between an electron candidate and any jet satisfies 0.2 < AR, < 0.4,
the candidate is considered to be a jet, and the electron candidate is removed.

Muons are reconstructed by matching tracks in the inner detector to tracks in
the muon spectrometer and are required to have |n| < 2.7 and pr > 4 GeV [61].
The impact parameter along the beam direction is required to be less than 0.5 mm.
Events containing muons identified as originating from cosmic rays, |dy| > 0.2 mm
and |zg|] > 1 mm, or as poorly reconstructed, o(q/p)/|(¢/p)| > 0.2, are removed.
Here, o(q/p)/|(q/p)| is a measure of the momentum uncertainty for a particle with
charge ¢. Muons are discarded if they are within AR = 0.4 of jets that survive the
electron—jet overlap removal, except when the number of tracks associated with the
jet is less than three, where the muon is kept and the jet discarded.

The requirements on electrons and muons are tightened for the selection of
events in background control regions (described in Section 4.6) containing at least
one electron or muon. The electrons and muons passing the tight selection are called
‘control’ electrons or muons in the following, as opposed to ‘baseline’ electrons and
muons, which are only required to pass the requirements described above. Control
electrons and muons are required to satisfy the ‘FCLoose” pr-dependent track-based
and calorimeter-based isolation criteria [182]. The calorimeter-based isolation is

determined by taking the ratio of the sum of energy deposits in a cone of AR = 0.2

4For the overlap removal, rapidity (y) is used instead of pseudorapidity: y = %ln gfi z . where

E is the energy and p, is the z-component of the momentum of the object. The separation is then
defined as AR, = /(Ay)? + (Ag)2.
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around the electron or muon candidate to the sum of energy deposits associated with
the electron or muon. The track-based isolation is estimated in a similar way but using
a variable cone size with a maximum value of AR = 0.2 for electrons and AR = 0.3 for
muons. Electron candidates are required to pass a ‘tight’ likelihood-based selection.
The impact parameter of the electron in the transverse plane is required to be less
than five times the transverse impact parameter uncertainty (og4,). Further selection
criteria are also imposed on reconstructed muons: muon candidates are required to
pass a ‘medium’ quality selection and meet the |dy| < 304, requirement.

The p2* vector is the negative vector sum of the pr of all selected and calibrated
electrons, muons, and jets in the event, plus an extra term (‘soft’ term) added to
account, for energy depositions in the event that are not associated with any of the
objects. The ‘soft’ term is calculated from inner-detector tracks (pr > 500 MeV
and matched to the primary vertex, to make it resilient to pile-up contamination)
not associated with selected objects [183, 60]. The missing transverse momentum

miss,track

calculated using only the tracking system (denoted by pr , with magnitude
Eyssirack) s computed from the vector sum of the inner-detector tracks with pp >
500 MeV and || < 2.5 that are associated with the event’s primary vertex.
Hadronically decaying 7-lepton candidates are identified as non-b-tagged jets
with |n| < 2.5 and a maximum of four inner-detector tracks matched to them. They
are only used in some regions to veto events with 7-lepton candidates most likely

originating from W — 7v decays, which are identified with the additional requirement

that the A¢ between the 7-lepton candidate and the p2** is less than 7/5.
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4.5 Signal region definitions

The experimental signature of this search, for all signal topologies, consists of multiple
jets, one or two of which are b-tagged, no electrons and muons (following the baseline
definition described in Section 4.4), and large missing transverse momentum. The
Emiss trigger is used to collect the data in all signal regions.

Beyond these common requirements, four sets of signal regions (SRA-D)
are defined to target each decay topology and kinematic regime, as shown in
Figure 39. SRA (SRB) is sensitive to the production of high-mass ¢ pairs that
each undergo a two-body decay with large (medium) Am(Z, X?), or the production
of high-mass leptoquark pairs. Both SRA and SRB employ top-quark mass-
reconstruction techniques to reject background, of which the dominant source is
associated production of a Z boson with heavy-flavour jets, with the Z decaying into
neutrinos (Z + jets). SRC targets compressed two/three-body top squark decays with
Am(t, >~((1)) ~ my and has ¢t production as the dominant background contribution. A
common preselection is defined for SRA-C: at least four jets are required (Njets > 4),
at least two of which must be b-tagged (Ny_jer > 2), and the leading four jets must
satisfy pr > 80,80, 40,40 GeV. SRD targets highly compressed four-body top squark
decays and uses track-jets to identify b-hadrons with low pr. As in SRA and SRB,
the dominant source of background in SRD is Z + jets. In both SRC and SRD, a
high-pr jet originating from ISR is used to improve sensitivity to the targeted decays.
Only signal regions A and B and their backgrounds are described in detail in this

chapter.
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Figure 39. Schematic representation of the various topologies targeted by the different signal

regions defined in the analysis (SRA, SRB, SRC, SRD). SRA and SRB are orthogonal and
the exact requirements made in the signal regions are detailed in the text and Table 8.

4.5.1 Signal regions A and B

SRA is optimised for exclusion at 95% confidence level (CL) of the scenario where
mi = 1300 GeV and myo = 1 GeV, while SRB is optimised for m; = 700 GeV and
mgo = 400 GeV. SRA and SRB have the best sensitivity to up-type, third-generation
scalar leptoquarks, when leptoquarks decay via LQ5 — tv.

To avoid a loss of efficiency when the top quark has pr > 200 GeV and its
daughters are close to each other, the two hadronic top candidates are reconstructed
by using the anti-kr algorithm to cluster R = 0.4 jets, using radius parameters
of R = 0.8 and R = 1.2, similar to the technique used in the previous ATLAS
search [108]. Each reclustered jet is assigned a mass which is computed from the

four-momenta of its jet constituents. Two R = 1.2 reclustered jets, representing
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top candidates, are required, and the leading reclustered R = 1.2 jet must have a
mass (mjlety r12) greater than 120 GeV. To optimise signal efficiency regardless of the
subleading top candidate reconstruction success (measured by how close the candidate
mass is to the top quark mass), the events are divided into three categories based on
the subleading R = 1.2 reclustered jet mass (ijet, Rre1o): the ‘TT’ category includes
events with m?et’ n—12 > 120 GeV, corresponding to successfully reconstructing a
subleading top candidate; the “T'W’ category contains events with 60 < mfem Re1a <
120 GeV, corresponding to successfully reconstructing a subleading W candidate; and
the “T0’ category represents events with mfet’ ne12 < 60 GeV, corresponding to not
reconstructing a top nor a W candidate.

In SRA, in addition to using the mass of the reclustered jets, information about
the flavour content of the reclustered jet is used to improve background rejection. For
all SRA categories, a b-tagged jet is required to be within AR = 1.2 of the leading
reclustered R = 1.2 jet, j7=12(b), while in the SRA-TT category, the same selection
is made for the subleading R = 1.2 jet, j&=12(b). A requirement is also made on the
leading R = 0.8 reclustered jet mass (mjy; z—gg > 60 GeV) in SRA.

In order to reject events with mismeasured E¥* originating from multijet and
hadronic ¢t decays, the minimum difference in azimuthal angle between the p& and
the leading four jets (JA¢ (jet!™*, Emis)|) is required to be greater than 0.4.

The most powerful rejection of background comes from requiring that the object-
based EP significance (Object based E¥*sig. ) [122] is greater than 25 (14) in SRA
(SRB). This variable characterises the E¥* according to the pr, pr resolution, and
¢ resolution of all objects in the event, and is defined as:

Object based B2 sig. = Liss’
oi (1 — pir)
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where o7, is the expected resolution of the total longitudinal momentum (relative
to the direction of p&i) of all objects in the event as a function of the pr of each
object. Likewise, ppr is the correlation factor between the longitudinal and transverse
momentum resolutions for all objects.

Substantial #t background rejection is provided by additional requirements to
reject events in which one W boson decays via a lepton plus neutrino. The first

requirement is that the transverse mass (mr) calculated from the EX and the b-

tagged jet closest in ¢ to the ps* direction and defined as:

b = 2 ph B (1~ cos A (ph, pg)],

must be above 200 GeV. The second requirement consists of vetoing events
containing hadronic 7-lepton candidates likely to have originated from a W — 7v
decay (7-veto).

To reject events that contain b-tagged jets from gluon splitting, requirements
are made on the angular distance between the two leading b-tagged jets, AR (b,b).
In SRB, an additional requirement of m%™ > 200 GeV is made, where m5™ is
analogous to m%min except that the transverse mass is computed with the b-tagged
jet that has the largest A¢ relative to the p** direction. This requirement is a more
stringent version of m%mm, requiring that the leading two b-tagged jets are not near
the piss,

Finally, to allow the statistical combination of SRA and SRB, SRA is required
to have the mry,2 variable greater than 450 GeV, while SRB is required to have
mrg,2 < 450 GeV. The mrq,2 variable is based on mry [184, 185] and is constructed

from the direction and magnitude of pp™ and the direction of each of the top

candidates, reconstructed using a y*-like method with R = 0.4 jets as inputs. The
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minimisation for finding the top candidates used in mpy,2 is performed in terms of a
x*-like penalty function, x? = (Meand — Mirue)?/Mirue; Where Meang is the top quark
or W boson candidate mass and my.. is set to 80.4 GeV for W boson candidates
and 173.2 GeV for top quark candidates.® Initially, single or pairs of R = 0.4 jets,
whichever configuration results in a mass closest to my,, form W boson candidates,
which are then combined with additional b-tagged jets in the event to construct top
quark candidates. When calculating mrs,2 the momenta of top quark candidates
selected by the x? method are used, while the masses of the top quarks are set to
173.2 GeV and the invisible particles are assumed to be massless. Table 8 summarises
all the selection criteria used in SRA and SRB.

In addition to SRA and SRB, which are optimised for high m; via a statistical
combination, a signal region is optimised for discovery. This region, SRA-TT-
Disc, has the same requirements as SRA-TT, with the exception of a less stringent
requirement of Object based EX5 sig. > 11. When setting exclusion limits on specific

signal models, SRA-TT-Disc is not considered.

5These mass values were the world averages of the W boson and top quark masses at the time
of the development of this method which was for the last iteration of this search [108]. Updated
measurements of the masses of the W boson and top quark have a negligible effect on this method
and thus were not included.
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Table 8. Selection criteria for SRA and SRB. Each signal region is separated into three
categories based on reconstructed top candidate masses. A dash indicates that no selection

is applied.
Variable/SR | SRA-TT | SRA-TW | SRA-T0| SRB-TT | SRB-TW | SRB-TO
Trigger s
miss > 250 GeV
Ny exactly 0
Niets >4
A > 80 GeV
i > 40 GeV
|AG (jet'*, EF™)| > 0.4
Np_jet >2
fymin > 200 GeV
T-veto v
Mot R=19 > 120 GeV
M2, s > 120 GeV | 60-120 GeV | < 60 GeV | > 120 GeV | 60-120 GeV | < 60 GeV
Mot R08 > 60 GeV -
g A(b) v N
g3 (b) v -
AR (b,b) > 1.0 > 1.4
bymex - > 200 GeV
Object based ERiss sig. > 25 > 14
Mg 2 > 450 GeV < 450 GeV

4.6 Background estimation

The main SM background process in SRA, SRB, and SRD is Z — vv production

in association with heavy-flavour jets. In SRC, ¢t production dominates, including

mostly events where one W boson decays hadronically and the other W boson

decays via a 7-lepton and its corresponding neutrino (W + jets). Other important

background processes include leptonic W decays produced in association with heavy-

7



flavour jets, a single top quark produced with a W boson, and the irreducible
background from tt 4+ Z, where the Z boson decays into two neutrinos.

Significant background contributions are estimated primarily from comparisons
between data and simulation in specially designed ‘control regions’ (CRs), which
have a selection orthogonal to all SRs and aim to enhance a particular background
process, while probing a similar event topology. Sufficient data are needed to minimise
the statistical uncertainties in the background estimates in the CRs, while the
extrapolation from the CR to the SR, evaluated with simulated events, should be
as small as possible to reduce the associated systematic uncertainties. Furthermore,
CR selection criteria are chosen to minimise potential contamination by signal. The
signal contamination is below 10% in all CRs for top squark and neutralino mass
combinations that have not yet been excluded at 95% confidence level by previous
ATLAS searches [107, 108, 109, 110, 112, 13].

Separate CRs are defined for SRA-B, SRC and SRD, with the observed number
of events in each region included in one of the three dedicated binned profile likelihood
fits [186] of the analysis (SRA-B fit, SRC fit, SRD fit). The CRs are defined so that
all CRs associated with a given signal region are orthogonal to the other CRs for that
specified region. Partial overlaps remain possible between regions included in different
fits. Each likelihood function is built as the product of Poisson probability density
functions, describing the observed and expected numbers of events in the control
regions. Additional terms, constrained by Gaussian probability density functions
accounting for MC statistics and common systematic uncertainties (discussed in
Section 4.7) between the control and signal regions and their correlations, are included

and treated as nuisance parameters in the fitting procedure.
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Control regions targeting the Z + jets, tt, W + jets, single-top and tt +7
backgrounds are included in the SRA-B fit, while for the SRC fit only a t¢ control
region is defined. For the SRD fit, control regions are defined for Z + jets, tt, and W +
jets backgrounds. For each fit (SRA-B, SRC, and SRD), the normalisations of these
backgrounds are determined simultaneously in order to best match the observed data
in each control region, including contributions from all backgrounds (background-only
fit). No observed or expected number of events in the signal regions is considered at
this stage. In cases where there are multiple control regions for one background in
one fit, the fit yields one normalisation which best fits all regions.

Contributions from all-hadronic ¢ and multijet production are found to be
negligible in all signal regions except for SRC, where they are subdominant. These
backgrounds are estimated from data collected by single-jet triggers using a jet
smearing procedure described in Ref. [187] and are fixed in the fit, with an uncertainty
assigned to them (discussed in Section 4.7). The contributions from all other
background processes (diboson, tZ, ttH, ttW, tW Z) are less than 15% of the total
SM background expectations and are fixed at the value expected from the simulation,
using the most accurate theoretical cross sections available, while their uncertainties
are included as additional nuisance parameters in the fit. In the following, the
multijet, diboson, tZ, ttH, ttW, and tWZ backgrounds are grouped together and
referred to as ‘other’.

Validation regions (VRs) are defined for the major sources of background in
each signal region such that they are orthogonal to the control regions and the
signal regions. They usually suffer from a higher signal contamination (up to 20%)
than the CRs, but probe a kinematic region which is closer to that of the SRs.

The background normalisation factors from the simultaneous fit are applied to their
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respective backgrounds and compared with data in each VR to verify good agreement
and that the simultaneous fit is well-behaved.

Detailed CR definitions for the estimation of Z + jets (CRZ), tt +Z (CRTTZ),
tt (CRT), W + jets (CRW), and single-top (CRST) backgrounds are described in the
following subsections, while a summary of the control region strategy in the SRA-
B and SRD fits is shown in Figure 40. The strategy for SRC only involves one
control region (extrapolating from an electron or muon multiplicity of zero in the
SR to an electron or muon multiplicity of one in the CR) and one validation region

(extrapolating over Aggg pmiss) for the dominant tt background.
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o 1 T 3 :N;f o 1 T 3 :N;f

Figure 40. A summary of the background control region strategy used in the (a) SRA-B
and (b) SRD fits. The orthogonality between the Z + jets (Z), tt +Z (TTZ), tt (T), W +
jets (W), and single-top (ST) backgrounds’ control regions and the signal and validation
regions (SR4+VR) included in the SRA-B fit rely on the number of leptons, Ny, and the
number of b-tagged jets, Np. T and ST are made orthogonal by selecting either low-pp
(< 20 GeV) or high-pr (> 27 GeV) leptons, respectively. The orthogonality between the
Z + jets (Z), tt (T), and W + jets (W) backgrounds’ control regions and the signal and
validation regions (SR+VR) included in the SRD fit relies on Ny and, for Ny, = 1, the
angular distance between the lepton and the closest b-tagged jet (b-tagged track-jet in
CRWDO0), AR(b,¢). Placeholders for the values of AR(b,¢) are shown as Y; and Y2 and
vary in different SRD regions depending on N,. Additional selections not appearing on the
sketches ensure orthogonality between the SR and the VR. Additional extrapolations from
CRs to SRs in other kinematic quantities not necessarily shown in this sketch are region-
specific and detailed in the text.
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4.6.1 Z + jets background estimation

The normalisation of the simulation of Z — vv produced in association with
heavy-flavour jets is estimated from Z — ete™ and Z — ptpu~ events produced
in association with heavy-flavour jets, which is the strategy adopted for SRA-B
(CRZAB) and SRD (CRZD). Data events passing a single-electron or single-muon
trigger are considered, and events with two control electrons or two control muons with
opposite charge are selected. In CRZAB (CRZD), p§ > 27,20 GeV (p5 > 30,20 GeV)
is required for the leading and subleading leptons, respectively, which must also have
an invariant mass within 10 GeV of the Z boson mass, mz = 91 GeV. Events with
EXiss > 50 GeV (ERs > 70 GeV) in CRZAB (CRZD) are discarded in order to reject
tt events. The transverse momenta of the selected electrons or muons are vectorially
added to the p2 to mimic the Z(vv) + jets decays in the SRs, forming the quantity
Emss’ High-pr Z bosons are then effectively selected by requiring large ERis¥,
Recalculated quantities that use X' instead of ER are identified by the
addition of a prime (e.g. m%™™). Where possible, the CR selection criteria are
identical to the criteria used in the signal region; however, the criteria for key variables
such as m4™™ and Object based B2 sig. for CRZAB, or ERiss /. /H! for CRZD, are
loosened to enhance the number of data events in the CR. The Z + jets CR included
in the SRA-B (SRD) fit is split into two (three) categories depending on m?, p_; ,
(Np_jet), to minimise the extrapolation across the various SR categories. There are
only two categories in CRZAB, CRZAB-TTTW (representing the background in the
TT and TW signal categories) and CRZAB-TO0, due to the limited number of data

events. The detailed set of selection criteria for the Z + jets CRs are presented in

81



Table 9; representative distributions for CRZ variables that have looser requirements

than in the SRs are shown in Figure 41.
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Figure 41. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
several Z + jets control regions: (a) Object based EX¥ sig. and (b) mrg,,2 for CRZAB-
TTTW, (c) AR (b,b) for CRZAB-TO, and (d) E®'/\/Hy for CRZD0. The hatched
uncertainty band around the SM expectation includes the combination of MC statistical,
theory-related and detector-related systematic uncertainties. The rightmost bin in each
plot includes all overflows.
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Table 9. Selection criteria for the Z + jets control regions. The defining extrapolation for
these control regions is over the number of leptons; two electrons or muons (¢) from Z decays
are required, compared with zero leptons in the signal regions. A dash indicates that no
selection is applied. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in the signal regions but have no equivalent requirement

in the control regions: T-veto, mjlemR:O'g, GR=12(p),

E%nlss,track’ and ‘Ad) (E%lj%’ Efrmss,track) ‘

FEL2(b), AR (b,b), mi™, mopg 2,

Variable/CR

H CRZAB—TTTW‘ CRZAB-TO \ CRZDO \ CRZD1

CRZD2

Trigger

single electron or muon

Control £

exactly 2, same flavour / opposite sign

Additional baseline ¢

0

m(¢,£)

81-101 GeV

miss
ET

< 50 GeV

<70 GeV

Pr

> 27, > 20 GeV

> 30, > 20 GeV

ol
Emiss
T

> 200 GeV

> 250 GeV

> 150 GeV | > 200 Gev

Njets

>4

Pr

> 80 GeV

PT

> 40 GeV

Nb—jet

>2

exactly O

exactly 1

1
Myet, R=1.2

> 80 GeV

2
Miet, R=1.2

> 60 GeV

< 60 GeV

b,min’
T

> 150 GeV

Object based E‘%‘iss/ sig.

> 10

ISR

Py

> 250 GeV

> 200 GeV | > 250 GeV

|A¢> (non — b, Epis=)

> 24

VR
Nbfjet

|A¢ <jet1*4, E%)iss>

> 0.4

V|

<12

max |A¢ (non — b, bVR) I

> 2.2

|20 (0%, 657)|

<25

b1, VR
Py

< 50 GeV

> 10 GeV -

T,VR
Py

< 40 GeV -

min }A(j) (jetVR 1=4 non — b) |

> 1.2 -

1|

<16 -

|A¢ (non — b, b1)|

> 1.8 > 2.2

2|

<12

b
P

< 175 GeV

|A¢ (non — b, ba)|

> 1.6

E&‘niss'/ /HT

[ >12vEw |

> 8V GeV
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4.6.2 tt + Z background estimation

The SM production of tt +Z, where Z — v, is a significant source of background in
SRA and SRB and is largely irreducible. To estimate this background, a three-lepton
(electrons and muons) region is defined, to maximise the purity of ¢t + Z.

Events that pass a single-electron or single-muon trigger are selected. The trigger
electron or muon must pass the requirements for a control electron or muon and have
offline pr > 27 GeV. Exactly two additional control leptons (electrons or muons)
with pr > 20 GeV are required. The sum of the charges of the three leptons is
required to equal 1 or —1, while two of the leptons are required to have the same
flavour and opposite charge. The pair of same-flavour, opposite-sign leptons that is
most consistent with the Z boson mass forms the Z boson candidate and is required
to have an invariant mass satisfying 81 GeV < m(¢,¢) < 101 GeV. The Z boson
candidate is required to have pp > 200 GeV. The remaining lepton and the p2 are
treated as non-b-tagged jets in the computation of all jet-related variables (such as
pr), to mimic hadronic W decays.

Four jets are required to be in the event, in addition to the lepton not associated
with the Z boson candidate and the p2*, and two of the jets are required to be
b-tagged jets. The selection criteria are summarised in Table 10. Representative
distributions for CRTTZ variables that have looser requirements than in the SRs are

shown in Figure 42.
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Table 10. Selection criteria for the tt +Z control region. The defining extrapolation
for these control regions is over the number of leptons; three leptons (a combination of
electrons and muons) from W and Z decays is required, compared with zero leptons in
the signal region. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in SRA and SRB but have no equivalent requirement
in the control region: |A¢ (jet' =4, ERIss) || mf™™ r-veto, Miet pe1.25 Mot =125 Mict R=0.8
F=L2(b), 55=12(0), AR (b,b), m5y™™, Object based B sig. , and mopo, 2.

Variable/CR CRTTZ
Trigger single electron or muon
Control ¢ exactly 3
Additional baseline ¢ 0
Sum of muon and electron charges +1or —1
¢ associated with Z exactly 2, same flavour / opposite sign
m(¢, ) 81-101 GeV
5 > 27, > 20, > 20 GeV
P, > 200 GeV
Niets >4
Np—jet >2
p% (including E3* and non-Z /) > 80 GeV
p+ (including E3'* and non-Z /) > 40 GeV

85



- T Ty 3 g T T T
2 ATLAS Bz Il other 10 ATLAS Wiz B other ]
. p o . . .
2 gL FoITVIRB  7jets ZSM Total B 0P B-18Tev.100  Zets ZSMTotal
CRTTZ @ CRTTZ E
{ Data 2 25 { Data E
4 .
w20 =
15 3
10 —
5 =
16 200 300 400 500 600 700 800
S pr( . )GeV]

(a) (b)

Figure 42. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in the
tt +Z control region: (a) Object based ERsig. and (b) pr(e,) for CRTTZ. The hatched
uncertainty band around the SM expectation includes the combination of MC statistical,
theory-related and detector-related systematic uncertainties. The rightmost bin in each
plot includes all overflows.

4.6.3 tt, W + jets, and single-top background estimation

The tt background in SRB, SRC, and SRD originates from events where a W
boson decays into a hadronically decaying 7-lepton, where the 7-lepton is either not
reconstructed (due to falling below the jet pr threshold of 20 GeV), or is reconstructed
as a jet. In order to model this process in the CRs, events that pass the same EMss
trigger as the signal region, but also have a control electron or muon, are selected.
The electron or muon is used as a proxy for the 7-lepton in the SRs.

In SRA and SRB, the hadronically decaying 7-leptons are most likely to have
fallen below the jet pr > 20 GeV requirement, such that for the tt and W + jets
control regions (CRTAB and CRWAB, respectively), exactly one control electron in
the range 4.5 < p§ < 20 GeV or muon in the range 4.0 < pf < 20 GeV is required.

In SRC and SRD, the hadronically decaying 7-leptons have higher pr, such that one
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control electron or muon with pr > 20 GeV is required, and is treated as a non-b-
tagged jet in the computation of all jet-related variables.

In the ¢t control regions (CRTC, CRTD), the angular separation between the
electron or muon and the b-tagged jet closest to the electron or muon, AR(b, ¢), is used
to enhance the ¢f purity. In CRTD, AR(b, ) is also used to ensure orthogonality with
the W + jets control region (CRWD). All ¢¢ control regions (CRTAB, CRTC, CRTD)
have an upper bound on mr (¢, ER) to preserve orthogonality between the CRs and
the signal regions of other ATLAS ongoing studies in the one-lepton plus missing
transverse momentum channel, as well as to reduce potential signal contamination.
In addition to the variables used in SRC, CRTC has a my/mg < 0.75 requirement,
where mg is the variable used in SRC and my is the invariant mass of all visible
objects, which provides additional signal rejection. The t¢ CR included in the SRD
fit is split into two categories (CRTD1 or CRTD2, which require exactly one or at
least two b-tagged jets, respectively) to minimise the extrapolation across the various
SR categories. The various tt control regions designed for the analysis are defined in
Table 11. Representative distributions are shown in Figure 43.

The W + jets background is important for SRA-B and SRD, while the single-top
background is significant for SRA-B only; corresponding control regions (CRWAB,
CRWD, and CRSTAB, respectively) are defined in Table 12. The W + jets
background in SRA-B originates from W boson decays into low-pt 7-leptons; thus,
the strategy is similar to that described for CRTAB except that exactly one b-tagged
jet is required, which makes CRWAB orthogonal to CRTAB. The single-top control
region, CRSTAB, is defined as having exactly one control electron or muon with
pr > 20 GeV (making CRSTAB orthogonal to both CRWAB and CRTAB) and two

or more b-tagged jets. A requirement of pr > 20 GeV is used in CRWD because
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Table 11. Selection criteria for the t¢ control regions. The defining extrapolation for these
control regions is over the number of leptons; one electron or muon (¢) from W decays
is required, compared with zero leptons in the signal region. A dash indicates that no
selection is applied. Variables for which the signal and control region requirements differ are
highlighted by a thick border around the cell that contains the requirement. Requirements
are made on the following variables in the signal regions but have no equivalent requirement

b,max

in the control regions: Risg, T-veto, mjlet,R:(]B? FE=E2(b), GEEL2(B), mp™ ™, Mg 2

Variable/CR

CRTAB

CRTC

Trigger

miss
ET

miss
ET

> 250 GeV

Control ¢

exactly 1

Additional baseline ¢

0

ph

45 (4.0) < po™ < 20 Gev

pr > 20 GeV

mr (6, Eﬁrfniss)

< 120 GeV

< 100 GeV

Njets

>4

P

> 80 GeV

Pt

> 40 GeV

Nbfjet

> 2

|A¢ (jet' ™, EF™)]

> 0.4

1
Mo, R=1.2

> 120 GeV

b,min

mr

> 150 GeV

AR (b,b)

>14

Object based Es sig.

> 14

A (jet'?, )|

> 0.2

N-S

jet

>4

Ny

—jet

> 2

ISR
Pr

> 400 GeV

1S
Pryp

> 40 GeV

4,8
P

> 50 GeV

ms

> 400 GeV

ACbISR,EfTﬂiSS

> 3.0

mv/mg

< 0.75

AR(b, ()

< 2.0
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Figure 43. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
the ¢ control regions: (a) m&™ for CRTAB, (b) Risg for CRTC, and E2s/\/Hr for
(¢) CRTD1 and (d) CRTD2. The hatched uncertainty band around the SM expectation
includes the combination of MC statistical, theory-related and detector-related systematic
uncertainties. The rightmost bin in each plot includes all overflows.
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the W + jets background in SRD is dominated by high-pt electrons, muons, and
7-leptons. To enhance the purity of the W + jets background in CRWD and ensure
orthogonality with CRTD, lower bounds are put on AR(b,¢), which is defined with
respect to the b-tagged jet (b-tagged track-jet) closest to the lepton in CRWDI1-
2 (CRWDO). Representative distributions for the various W + jets and single-top
control regions defined in the analysis are shown in Figure 44.

Table 12. Selection criteria for the W + jets and single-top control regions. The defining
extrapolation for these control regions is over the number of leptons; one electron or muon
(¢) from W decays is required compared with zero leptons in the signal regions. A dash
indicates that no selection is applied. Variables for which the signal and control region
requirements differ are highlighted by a thick border around the cell that contains the
requirement. Requirements are made on the following variables in the signal regions but
have no equivalent requirement in the control regions: mfet, Re1.2) mjlety reoss JTEL2(D),

:R=1.2 b,max
]2 (b), mT s ngsz.

Variable/CR || CRSTAB | CRWAB
Trigger E%‘iss
Emiss > 250 GeV
Control /¢ exactly 1
Additional baseline £ 0
2 pr > 20 GeV
mr (¢, Biss) < 100 GeV
Njets >4
pA > 80 GeV
P > 40 GeV
Np_jet >2 | exactly 1 |
|A¢> (jet!—4, Exiss) > 0.4
Ml o >120 Gev | <60 Gev |
mhy™ > 200 GeV
AR (b,b) > 14 - |
M b,min > 100 GeV —
T-veto yes -
Object based Efrniss sig. > 14
AR(b, £) - > 2.0
ISR
T
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Figure 44. Distributions illustrating the level of agreement between data (points) and
the SM expectation (stacked histograms, after simultaneously fitting to all backgrounds)
in several W + jets and single-top control regions: (a) myy,2 for CRWAB, EXss /\/Hy
for (b) CRWDO and (¢) CRWDI, and (d) m5™ for CRSTAB. The hatched uncertainty
band around the SM expectation includes the combination of MC statistical, theory-related

and detector-related systematic uncertainties. The rightmost bin in each plot includes all
overflows.
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Figure 45. A summary of the normalisation factors determined from the various
background-only fits. The total number of data events (points) and the SM expectation
(stacked histograms) are shown in each control region before the fit. The uncertainty
associated with the SM expectation includes the combination of MC statistical uncertainties,
theory-related and detector-related systematic uncertainties. The normalisation factor
applied to each background source (jnkg) after the fit and respective uncertainty, including
the combination of MC statistical uncertainties, theory-related and detector-related
systematic uncertainties, is shown in the lower panel. The control regions included in
the SRA-B, SRC and SRD fits are separated by vertical dashed lines.
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4.6.4 Validation of background estimates

The background normalisation factors derived from the SRA-B, SRC and SRD
background-only fits are summarised in Figure 45. Most normalisation factors
are within 1o of unity, where o denotes the total uncertainty, including the
data statistical uncertainty in the CRs and the theory-related and detector-related
systematic uncertainties (described in Section 4.7). However, the ¢t (¢t and Z + jets)
normalisation factors derived from the SRC (SRD) fit are lower than unity by one
to two o. Significant amounts of ISR radiation are required in SRC, SRD, and the
associated control regions, unlike SRA-B and the associated control regions. The
simulated event yields in tt-enriched regions compare differently with data in SRA-B
control regions and SRC-D control regions, overestimating the number of events in
the latter, while fairly good agreement is observed in the former. A similar effect is
observed in CRZAB and CRZD. These observations point to a mismodelling possibly
related to the ISR system in ¢t and Z + jets events. The fitting procedure corrects
for this mismodelling and is validated in the VRs discussed below.

Validation regions are defined to check the validity of the normalisation factors
in the signal regions and to check the ability of the MC to describe the shapes of the
kinematic variables over which extrapolations are made in propagating background
estimates from the control regions to the signal regions. The defining extrapolation
from control to signal regions is in the lepton multiplicity, whereas the validation
regions include only events with zero leptons, as in the signal regions. Validation
regions are designed for the Z + jets background in SRA (VRZA) and SRB (VRZB-
TTTW, VRZB-T0) and SRD (VRZDO0-2), as well as for the t¢ background in SRA-
B (VRTAB), SRC (VRTC), and SRD (VRTD1-2). Requirements applied in the
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SRs are modified in the VRs to ensure orthogonality with the SRs, to limit signal
contamination, and to retain a sufficient number of events expected in data. Signal
contamination in the VRs, for all signals considered in this search, is kept below 20%.
VRZA is made to be orthogonal to SRA-B by vetoing events where the leading
reclustered jet contains a b-tagged jet while still requiring at least two b-tagged
jets. Orthogonality between VRZB-TTTW and SRA-B is achieved by inverting the
AR (b,b) requirement made in SRB, AR (b,b) < 1.4, and selecting a lower Object
based B sig.  window than in SRA, 15 < Object based EMiss sig. < 17,
Representative distributions for the validation regions defined in the analysis are
shown in Figure 46. A summary of the expected and observed yields in the VRs
after the SRA-B, SRC and SRD background-only fits is shown in Figure 47. All
the background predictions in the VRs agree with the data within 1o except the

predictions in VRZD2, which agree with the data within 2.
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Figure 46. Distributions illustrating the level of agreement between data (points) and the
SM expectation (stacked histograms, after simultaneously fitting to all backgrounds) in
several validation regions: (a) m# p_;, in VRZA, (b) mi™™ in VRZB-TTTW, (c) piSR
in VRTC, and (d) Ef5/\/Ht in VRZD1. The hatched uncertainty band around the SM
expectation includes the combination of MC statistical, theory-related and detector-related
systematic uncertainties. The rightmost bin in each plot includes all overflows.
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Figure 47. The total number of data events (points) and the SM expectation (stacked
histograms) in all validation regions after the SRA-B, SRC and SRD background-only
fits. The stacked histograms show the SM prediction and the hatched uncertainty band
around the SM prediction shows the total uncertainty, which includes the MC statistical
uncertainties, theory-related and detector-related systematic uncertainties. The lower
panel shows the significance of the difference between data and the background prediction
calculated with the method described in Ref. [188]. The validation regions considered in
the SRA-B, SRC and SRD fits are separated by vertical dashed lines.
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4.7 Systematic uncertainties

Uncertainties affecting the sensitivity of the analysis which originate from statistical
sources are considered together with systematic uncertainties related to the detector
calibration (detector-related uncertainties) and physics modelling of signal and
background (theory-related uncertainties). The data statistical uncertainty in the
number of events in the SRs dominates the total uncertainty in SRA and SRD, while
uncertainties related to the physics modelling of the background play a significant
role in SRB and SRC.

The impact of detector-related and theory-related systematic uncertainties in
the background predictions are included in the profile likelihood fits (described in
Section 4.6) as nuisance parameters constrained by Gaussian probability density
functions. Their impact is reduced by scaling the dominant background components
in the SRs using the data observed in the CRs via the introduction of free-floating
normalisation parameters. After the SRA-B and SRD (SRC) background-only fit,
none of the nuisance parameters are pulled significantly and most (all) of them are
not constrained. The largest constraints are observed in the SRD fit and are on the
tt modelling uncertainties and reach 30%.

The dominant systematic uncertainties in the background estimates in SRA and
SRB (SRC and SRD), expressed as percentages of the total background expectations,
are shown in Table 13 (Table 14). By convention, the data statistical uncertainty in
the numbers of events in the CRs is accounted for as a systematic uncertainty and

included in table rows indicated by the normalisation factors for each background

source (flbkg)-
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The dominant detector-related systematic uncertainty in the background
estimates originates from sources related to the jet energy scale (JES) and resolution
(JER) [54], which encompass both the modelling of the detector response and the
analysis techniques used to derive the calibration, the b-tagging performance, which
includes the uncertainty in the b-tagging efficiency of true b-jets [58] and in the b-
tagging rate of light-flavour jets [189] and c-jets [190], and the energy scale and
resolution of the B soft term [183, 60]. The uncertainty in the modelling of pile-
up events contributes significantly to the total uncertainty only in SRD2.

The JES uncertainty is derived as a function of the pr and 7 of each jet, the pile-
up conditions, and the jet flavour. It is determined using a combination of simulated
samples and collision data, including measurements of dijet, multijet, Z+jet, and
v+jet events. The JER uncertainty is derived as a function of the pr and n of
each jet, and is determined from a random cone technique applied to data recorded
without selection bias, and studies of asymmetries in dijet events. The uncertainty
in the JER is significant in many signal regions (maximally 18% in SRD1), while the
most significant impact of the JES uncertainty reaches 6% in SRC5.

The uncertainty originating from the b-tagging performance of jets is estimated
by varying the pr- and flavour-dependent per-jet scale factors, applied to each jet,
within predefined ranges determined from efficiency and mis-tag rate measurements
in data. The b-tagging uncertainty is highest in SRA and SRD and does not exceed
7% (reached in SRD2).

Uncertainties in the b-tagging performance of track-jets, which are only relevant
in SRD, are estimated for track-jets with pr > 10 GeV in the same way as for jets.
The largest contribution from this systematic uncertainty is in SRD1, where it is 7%.

For track-jets with 5 < pr < 10 GeV, which may be selected in SRDO0, no evaluation
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of the b-tagging performance in data is available, so the uncertainty is evaluated
by comparing the b-tagging performance observed in Z — ¢¢ events generated with
SHERPA and MADGRAPH interfaced with PYTHIA 8.2, resulting in an uncertainty of
7% in SRDO. The difference between the predictions of these two generators was found
to always be larger than the difference between the predictions from extrapolation
from the neighbouring bins, hence assigning the uncertainty based on the generator
comparison is assumed to be conservative.

All jet-, electron-, and muon-related uncertainties are propagated to the
calculation of the E* when evaluated, and additional uncertainties in the energy
scale and resolution of the EX soft term are evaluated. The uncertainty in the
soft term of the BN is derived using Z — pu*p~ events and is less than 3% in all
SRs. The uncertainty due to the reweighting of the simulated samples to match the
distribution of pile-up in data is negligible in all SRs except SRD, where it is at most
12% (reached in SRD1).

Uncertainties in electron and muon reconstruction and identification uncertainties
are also considered but have a negligible impact on the final background estimates.
The uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [27, 28]
and has a negligible impact on the analysis.

Theoretical uncertainties in the physics modelling of the background processes
are also evaluated for each background component. For the ¢t background,
uncertainties are estimated from the comparison of different matrix-element
calculations (POWHEG-Box vs aMC@NLO), the choice of parton-showering model
(PyTHIA vs HERWIG 7), and the emission of ISR and final-state radiation (FSR)
within PYTHIA 8 while leaving all other parameters for each comparison unchanged.

The effects of ISR and FSR are explored by reweighting the nominal ¢f events in a
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manner that reduces (reduces and increases) initial-state (final-state) parton-shower
radiation [71] and by using an alternative POWHEG-BOX v2 + PYTHIA 8.2 sample
with Agamp set to 3m, and parameter variation group VAR3 (described in Ref. [71])
increased, leading to increased ISR. SRC is most sensitive to tt theory systematic
uncertainties, ranging from 11% to 21%, followed by SRB, ranging from 4% to 11%.

Most of the single-top background events include a W boson in the final state
(Wt). To account for the interference between Wt and ¢t production, yields in the
signal and control regions are compared between a Wt simulated sample that uses
the diagram-subtraction scheme, and the nominal sample that uses the diagram-
removal scheme [191]. The final single-top uncertainty relative to the total background
estimate is maximally 7% (in SRA-TT).

For the tt +W/Z background, largely dominated by ¢t + Z, the modelling
uncertainty is estimated through variations of the renormalisation and factorisation
scales simultaneously by factors of 2.0 and 0.5, and a comparison of parton-showering
models (PYTHIA vs HERWIG 7), resulting in a maximum uncertainty of 4% (in SRB-
TT).

The modelling uncertainties for the W/Z + jets background processes due
to missing higher orders are evaluated [192] using both coherent and independent
variations of the QCD factorisation and renormalisation scales in the matrix elements
by factors of 0.5 and 2, avoiding variations in opposite directions. The matrix-element
matching scale between jets from the matrix element and the parton shower, and the
resummation scale for soft gluon emission within SHERPA, are also varied by factors of
0.5 and 2. The resulting impact on the total background yields from the W/Z + jets

modelling is at most 7% (in SRDO).
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Uncertainties in each background from scale variations are fully correlated across
regions and categories, and uncorrelated between processes. In some cases this may
result in uncertainties cancelling out, while the higher-order corrections may not
cancel out. The sensitivity of the results to the correlation assumptions was tested
by redoing the fit with scale variations uncorrelated across all regions and categories,
which resulted in negligible changes in the excluded cross sections near the edge of
the exclusion region.

Detector and theory-related systematic uncertainties in signal yields are also
evaluated when setting exclusion limits on specific signals (see Section 4.8). Detector-
related uncertainties consider the same sources as for the background and are usually
smaller than the modelling uncertainties. Signal theory uncertainties include sources
related to signal acceptance, which are included in the profile likelihood fits as a
single nuisance parameter, and the uncertainty in the total cross section, which is
accounted for by repeating the exclusion procedure for the central and +1o values
of the cross section. The uncertainty in the total cross section is 7-16% for direct
top squark production [150, 193, 194, 195, 196, 197, 198, 199], depending on the top
squark mass. The same uncertainty is used for leptoquark production, due to the
similarities between the two types of signals.

The main detector-related uncertainties in the signal yields originate from the
JER, ranging from 2% to 15%, the JES, ranging from 2% to 20%, and the b-
tagging performance (including track-jet b-tagging in SRD), ranging from 2% to 11%.
Uncertainties in the signal acceptance due to variations of the renormalisation and
factorisation scales and the matching scale (each varied up and down by a factor
of two), and the parton-shower tune variations, are also taken into consideration. In

regions where a high-pr ISR system is selected (SRC and SRD), the pr scale of the ISR
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is large enough such that the leading ISR jet is included in the matrix elements. The
uncertainty in the ISR is therefore accounted for when varying the renormalisation
and factorisation scales. The total uncertainty in the signal acceptance, considering
the full range of m; and mgo used in this search, is at most 12-13% in SRA-C, and
25% for SRD.

4.8 Results and interpretation

The background originating from SM processes is determined separately for each
set of signal regions (SRA-B, SRC, SRD) from three profile likelihood ‘background-
only’ fits (SRA-B fit, SRC fit, SRD fit) that include the relevant control regions as
described in Section 4.6. The observed event yields in the various SRA-B, SRC and
SRD categories are compared with the post-fit background estimates in Tables 15, 16,
17, and Figure 48. In the SRs optimised for discovery, SRA-TT-Disc and SRC-
Disc, 14 and 28 events are observed, respectively, compared with 15.2 + 1.8 and
28.0 4+ 4.9 expected events, respectively. Figure 49 shows the distribution of Object
based EX*sig.  in SRA-TW, mjy p_;, in SRB-TT, Rigg in SRC, and Ef*™/\/Hp
in SRDO, SRD1 and SRD2. The background predictions are scaled to the values
determined from the background-only fits.

Observed event yields are in good agreement with the background estimates
in all the signal regions. The significance of a data excess with respect to the
background predictions can be quantified by the probability (p) of a background-
only hypothesis to be more signal-like than what is observed. To evaluate these
probabilities in each signal region category, alternative fit configurations (discovery

fits) are defined. Each discovery likelihood function is defined as the product of
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Table 17. Observed and expected yields after the background-only fit, for SRD. The
uncertainties include MC statistical uncertainties, detector-related systematic uncertainties,
and theoretical uncertainties.

SRDO SRD1 SRD2

Observed || 5 4 10
Total SM 6.9 £1.3 3.1 £1.0 122 +1.5
Z + jets 4.2 £+0.8 1.07 £0.25 3.5 £0.6

Single top || 0.020 T 903  0.10 845 0.84 +0.31

tt 0.36 £0.29 0.56 +0.31 5.1 +£1.0

tt +2 0.02 *9% 0.010 * 3910 <0.01

W + jets || 1.9 =£0.6 09 =£0.6 2.0 £0.7

Other 0.44 +£0.13 045 +0.21 0.76 + 0.20
§ 10° ATLA tt Z+jetS

Vs =13 TSV 139 fb™! M Single top M ttZ
10t >= o el B W+jets HOther

Post-fit

¢4SM Total ¢ Data

10°
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Figure 48. Event yields comparing data (points) to the SM prediction (stacked histograms)
in all signal regions after the SRA-B, SRC and SRD background-only fits. The hatched
uncertainty band around the SM prediction shows the total uncertainty, which includes
the MC statistical uncertainties, detector-related systematic uncertainties, and theoretical
uncertainties. The signal regions included in the SRA-B, SRC and SRD fits are separated
by vertical dashed lines.
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Figure 49. Distributions of (a) Object based EXsig. in SRA-TW, (b) mjlen R—1.2 in SRB-
TT, (c¢) Risg in SRC, and (d-f) E®/\/Ht in SRD0O-2 after the SRA-B, SRC and SRD
background-only likelihood fits. The stacked histograms show the SM prediction and the
hatched uncertainty band around the SM prediction shows the total uncertainty, which
includes the MC statistical uncertainties, detector-related systematic uncertainties, and
theoretical uncertainties. The data (points) are overlaid. For each variable, the distribution
for a representative signal hypothesis is overlaid as a dashed line. The rightmost bin includes
overflow events. 108



the Poisson probability density function describing the numbers of events of a single
signal region category and the background-only likelihood function associated with
that signal region. An additional parameter, the signal strength, defined for positive
values and corresponding to the signal normalisation in the signal region, is included
and free-floating in the fit. The smallest p-value, assuming the background-only
hypothesis, is 0.03, corresponding to 1.87¢, in SRB-TT. In this signal region, 67
events are observed compared with 46.7 4+ 6.7 expected events. The largest deficit in
the data is found in SRA-TO where 11 events are observed compared with 17.3 £ 1.7
expected events.

Model-independent upper limits set at 95% CL on the number of beyond the
SM (BSM) events in each signal region are derived using the CLg prescription [200]
and neglecting any possible signal contamination in the control regions. Normalising
these by the integrated luminosity of the data sample, they are interpreted as upper
limits on the visible BSM cross section, o, where oy is defined as the product of
the acceptance, reconstruction efficiency and production cross section. The results
from the discovery fits are shown in Table 18, with SRA-TT having the lowest upper
bound on the visible cross section of new physics phenomena of 0.04 fb.

A profile-likelihood-ratio test is defined in order to set limits on direct pair
production of top squarks. A new fit configuration is defined (referred to as an
exclusion fit) for each signal region category (SRA-B, SRC or SRD), where the
Poisson probability density functions describing the observed and expected numbers
of events in all relevant signal region bins are included in the likelihood function, and
the signal-strength parameter, defined for positive values, is free-floating in the fit.
Signal contamination in the CRs is taken into account. Limits are derived using the

CLg prescription and calculated from asymptotic formulae [201]. The nominal event
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Table 18. Left to right: 95% CL upper limits on the visible cross section ((eo)%.) and on
the number of signal events (S5, ). The third column (S22)) shows the 95% CL upper
limit on the number of signal events, given the expected number (and +1o excursions on
the expectation) of background events. The last two columns indicate the CLp value, i.e.
the confidence level observed for the background-only hypothesis, the discovery p-value
(p(s = 0)), and the significance (Z). In cases where the observed data yields are less than

the total expected background yields, the p-value is truncated to 0.5.

Signal Region || (c0)%. [fb] S, ngp Clg p(s=0) (Z2)
SRA-TT 0.04 6.0 52737 0.63 0.34 (0.40)
SRA-TW 0.06 8.6 6.51% 0.78 0.18 (0.92)
SRA-TO 0.05 6.4 1075 0.11  0.50 (0.00)
SRA-TT-Disc 0.06 8.4 9t3 0.39  0.50 (0.00)
SRB-TT 0.28 385 223 095 0.03 (1.87)
SRB-TW 0.21 28.6 271" 0.57  0.42 (0.19)
SRB-T0 0.51 7.1 6073 0.69  0.30 (0.53)
SRC1 0.19 26.0 223 0.75  0.49 (0.01)
SRC?2 0.24 32.8 2771 076 0.22 (0.77)
SRC3 0.17 24.0  207F 0.76  0.23 (0.75)
SRC4 0.06 8.0 93 0.29  0.50 (0.00)
SRC5 0.05 6.6 5.07%% 073 0.22(0.78)
SRC-Disc 0.11 154 1515 0.53  0.49 (0.02)
SRDO 0.04 54  6.8737 028  0.50 (0.00)
SRD1 0.04 6.2 5577 0.63  0.34 (0.40)
SRD2 0.05 6.9 84 0.28  0.50 (0.00)
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yield in each set of SRs is set using the background-level estimates obtained from a
background-only fit to both the CRs and the SRs to determine the expected limits,
while a coloured band that represents the 1o of the total uncertainty (oey,) is also
evaluated. The observed event yields and the same background estimates are used to
determine the observed limits for each set of SRs (SRA-B, SRC and SRD); these are
evaluated for the nominal signal cross sections as well as for +10 theory uncertainties
in those cross sections, denoted by aﬁggg

Figure 50 shows the observed and expected exclusion contours at 95% CL as
a function of (a) the X} mass vs the ¢ mass and (b) Am(Z,X}) vs the  mass. The
exclusion contour is obtained by choosing the exclusion fit configuration (SRA-B, SRC
or SRD) with the best expected limit for each signal hypothesis. The data included
in the SRA-B fit, together with previous limits from the overlay of zero-, one-, and
two-lepton channels and other analyses [107, 108, 109, 110, 112, 13|, exclude top
squark masses up to 1250 GeV for X! masses below 200 GeV. Additional constraints
are set by the SRC fit in the case where Am(Z, )2(1]) ~ my, for which top squark masses
in the range 300—630 GeV are excluded. Some structures in the expected exclusion
contour are observed in this region and were traced back to the fixed Rigg-binning
adopted in SRC. Since the binning of Rjgg is fixed and does not depend on the signal
considered, for some signals the peak is located at the boundary between two bins
and therefore leads to a global lower signal over background ratio across all SRC
bins. Finally, limits are set by the SRD fit in the case where m; — mgo < mw + my,
(with Am(Z, X1) > 5 GeV), for which top squark masses in the range 300—660 GeV are
excluded. The sharp structure in the middle of Figure 50 (b) is an artifact of stitching
together the exclusion contours of SRC and SRD. Signals with Am(%, X?) =5 GeV,

which is the smallest Am(Z, )2(1)) value considered, are excluded for m; < 490 GeV. This
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is the first time that an ATLAS all-hadronic search reaches exclusion sensitivity in
the four-body region. This is due to the newly introduced and dedicated SRD, which
takes advantage of track-jet b-tagging to discriminate between signal and background.
The exclusion limits shown in Figure 50 are derived for unpolarised top squarks. ©
The exclusion limit stays within £25 GeV of top squark mass when varying the top

squark polarisation, which is within the o5USY

theory UnCertainty band; hadronic final states

are less sensitive to polarisation effects than final states with one or more leptons.
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Figure 50. Observed (red solid line) and expected (black dashed line) exclusion contours at
95% CL as a function of the (a) X1 vs £ masses and (b) Am(%, X1) vs  mass. Masses that are
within the contours are excluded. Uncertainty bands corresponding to the +1o0 variation of
the expected limit (yellow band) and the sensitivity of the observed limit to +1¢ variations
of the signal total cross section (red dotted lines) are also indicated. Observed limits from
previous ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb=! of pp collision
data are provided for comparison in grey.

The SRA-B exclusion fit was repeated considering the analysis sensitivity to the
production of up-type, third-generation scalar leptoquarks. The results are shown
in Figure 51(a) as a function of the leptoquark branching ratio to charged leptons,

B (LQ3 — b7) in this scenario, vs the leptoquark mass. For B (LQ3 — b7) = 0, where

6The polarisation of the top squarks refers to the fraction of right-handed vs left-handed
components in the ¢; mass eigenstate.
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the leptoquarks decay into tv 100% of the time, leptoquarks are excluded up to a
mass of 1240 GeV as shown in Figure 51(b). The difference in exclusion reach at
B (LQ3 — br) = 0 between the leptoquark and top squark interpretations comes
from the fact that top squark samples were produced at LO in QCD while the
leptoquark samples were produced at NLO, which changes the kinematics slightly.
This difference, however, is covered by the signal acceptance uncertainty (12% in

SRA-B).
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Figure 51. Observed (red solid line) and expected (black dashed line) limits on up-type,
third-generation leptoquarks. (a) Limits as a function of the branching ratio of leptoquarks
decaying into b7 (with the only other decay allowed being into tv) vs leptoquark mass. (b)
Limits on the production cross section at 95% CL as a function of leptoquark mass assuming
that all leptoquarks decay into tv. Uncertainty bands corresponding to the +1¢ variation of
the expected limit (yellow band) and the sensitivity of the observed limit are also indicated.
Observed limits from previous searches with the ATLAS detector at /s = 13 TeV [127] are
overlaid (a) in grey and (b) as a blue dashed line.
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4.9 Conclusion

Results from a search for a scalar partner of the top quark based on an integrated

luminosity of 139 fb~! of /s = 13 TeV proton—proton collision data recorded by
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the ATLAS experiment at the LHC from 2015 to 2018 are presented. Final states
with high-pr jets, large missing transverse momentum, and no electrons or muons are
selected. The sensitivity of the search is enhanced by the analysis of the full LHC
Run 2 dataset, improvements achieved in the detector performance by the end of the
LHC Run 2, and new analysis techniques such as the use of b-tagged track-jets, which
extend sensitivity to all-hadronic four-body decays.

Direct top squark pair production is considered, assuming both top squarks decay
via t — t(*)f((f, and considering a large range of mass differences between the top
squark and the neutralino. In particular, fully hadronic final states are used for the
first time in an ATLAS analysis to set limits on the scenario where both the top quarks
and W bosons originating from their decays are off-shell, Am/(Z, X?) < my+my, due to
improvements in the identification efficiency of low-transverse-momentum b-hadrons.
The results are also reinterpreted in the context of third-generation, up-type scalar
leptoquark pair production, restricted to the scenario where the leptoquarks decay
into tv or br final states.

No significant excess above the expected SM background is observed. Exclusion
limits at 95% confidence level are derived as a function of m; and mgo, resulting
in the exclusion of top squark masses that extend up to 1.25 TeV for X! masses
below 200 GeV. In the case where m; ~ m; + myo, top squark masses in the range
300—630 GeV are excluded, while in the scenario where m; < my, + my + myo (with
Am(t, )2(1)) > 5 GeV), top squark masses in the range 300—660 GeV are excluded.
Exclusion limits for up-type, third-generation scalar leptoquarks are extended to
masses below 1240 GeV, assuming the leptoquarks can decay only via tr. Model-
independent limits and p-values for each signal region are also reported, with 0.04 fb

as the lowest upper bound on the visible cross section of new physics phenomena.
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CHAPTER V
A SEARCH FOR DARK MESONS DECAYING TO TOP AND BOTTOM
QUARKS

5.1 Introduction

The Standard Model (SM) can be extended by a new strongly-coupled, confining
gauge theory with fermion representation which transforms under the electroweak
group. The appeal of such an extension is that dark matter can arise in form of
composite mesons or baryons of the new strongly-coupled theory, which additionally
often exhibits an automatic accidental symmetry protecting against its decay.
Consequently, a vast amount of research has been put into the study of strongly-
coupled dark matter manifesting itself as dark mesons, dark baryons or dark
quarkonia-like states [8]. One set of models incorporating this concept is Stealth Dark
Matter [7]. Here, the new strongly-coupled dark sector consists of vector-like fermions
which participate in interactions within the new dark as well as electroweak group,
but also couple to the Higgs boson. The result is the emergence of a familiar-looking
dark sector as the direct analogue to the QCD meson and baryon sector. This leads
to several intriguing phenomenological consequences: As long as the vector-like mass
is dominant, the new dark sector is under no constraints from precision electroweak
or Higgs coupling measurements, while the Higgs interactions break the dark sector
global symmetry and thus allow dark mesons to decay into pure Standard Model
states [202]. The search focuses on low-energy effective theories developed in [6],
which incorporate the leading interactions between dark mesons of a strongly-coupled,

SU(2) dark flavour symmetry preserving dark sector and the SM. Models like these
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rest on a solid theoretical motivation as they contain a stable dark scalar baryon which
could account for the stable dark matter observed in cosmological measurements.
The simplified model targeted in this search contains only the two
phenomenologically relevant sets of dark mesons: A lighter pseudoscalar triplet of
dark pions and an additional triplet of dark rho vector mesons which are both kept
at a scale around or slightly above the electroweak scale. Assuming completely mass
degenerated triplets, the dark sectors can be fully described by three parameters:
the mass of the dark pions m,,, the mass of the dark rhos m,, and the number of
dark colours Np. Since the phenomenological consequences remain unchanged for
values of Np that are not excessively large, we have chosen to fix Np = 4 throughout
this search, by which we follow the typical choice and considerations made for Stealth
Dark Matter [7]. Contrary to QCD, the vector-like nature of the dark sector allows to
either gauge the full SU(2);, weak interaction symmetry group or just the underlying
U(1) group, which leads to two distinct models of kinetic mixing of dark mesons with
the SM. We are distinguishing the two models of kinetic mixing by the labels SU(2),,
and SU(2)g respectively. The phenomenological consequences manifest themselves

in the allowed decay channels and production cross sections of dark pions, where the

F 0
ThH:Th

Figure 52. Feynman diagrams of dark pion pair production. The diagram on the left
shows the resonant production via the kinetic mixing of the dark sector with the SM B-field
resulting in an electrically neutral dark rho, the middle plot shows the kinetic mixing with
the W-field resulting in either a neutral or charged dark rho, while the plot on the right
shows Drell-Yan pair production of dark pions.
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SU(2)r, models result in considerably larger cross sections than the SU(2)gr models.
Dark pions are always pair-produced either via Drell-Yan processes or resonantly
via kinetic mixing of SM electroweak gauge bosons with the dark rho that then
subsequently decays into a pair of dark pions. Figure 52 shows three Feynman
diagrams illustrating these mechanisms. Throughout nearly all of the parameter space
investigated in this search, the resonant production dominates the production of dark
pions. The production cross section therefore depends trivially on the ratio of the dark
pion and dark rho masses for which we will use the symbol n = m,,/m,,. SU(2)y
models can be further classified into two categories depending on whether the dark
pion decays are gaugephobic, i.e. the preferred decay channels are to pairs of fermions,
or gaugephilic, where the decay to Higgs, W and Z dominates if kinematically allowed.
In SU(2)g models dark pions always decay gaugephobically. Consequently, there are
three fundamentally distinct models of dark mesons to consider for a search. In all
cases dark pions decay promptly back into pure SM states. Once the model of kinetic
mixing, gaugephobic-ness of dark pion decays, dark pion mass and n-parameter are
determined, the model is fully specified including the dark pion decay branching
fractions.

For models with 1 < 0.5, the decay p3, — ﬁﬁﬂf)’o has a branching fraction of
nearly 1.0, while for models with n > 0.5 this decay is kinematically forbidden and
the pp thus decays to pairs of leptons or quarks. Previous searches for resonances in
the dilepton spectrum both in ATLAS and CMS have put heavy constraints on such
models [203, 204]. The bounds for models with 77 < 0.5 are considerably weaker. Most
previous searches fail to be sensitive to the dark meson models discussed here because
they either require a large amount of missing energy in an event, consider single-

production or are optimised for high-mass resonances and do not retain sensitivity
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Figure 53. The left panel shows the production cross section of dark rhos separately for
SU(2)r, and SU(2)g kinetic mixing. The production cross sections of dark pions for four
different values of 7 are plotted in the middle panel for SU(2)y, and for SU(2)g in the right
panel. The dashed coloured lines indicate the contribution of the resonant production mode
to the total dark pion production cross section.

to the mass regime relevant for dark mesons. As a consequence this search considers
only models with n < 0.5 where the exclusion limits are weakest.

Figure 53 shows the production cross sections for dark rhos and dark pions
separately for SU(2); and SU(2)r models. In general the cross sections are larger
for the SU(2)., scenario, but get smaller the further the meson masses move away
from the resonance at n = 0.5. The contribution of the resonant production to the
total production cross section is indicated by the dashed lines. The mass points at
n = 0.15 in SU(2), and SU(2)g models are the only samples for which the Drell-
Yan production mode dominates over the resonant production. This has kinematic
consequences as the dark pions are much softer compared to those produced in the
decay of a very heavy intermediate particle. For convenience, the cross sections for the
signal points investigated in this analysis have been listed explicitely in appendix A.1.

A variety of different decay channels are open to dark pions in the available
parameter space. The most relevant channels and their branching fractions are drawn

in figure 54. For the gaugephobic models the decay to top and bottom quarks always

dominates at high masses, while decays to bottom and charm quarks, taus and gauge
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Figure 54. Branching fractions of the most relevant decay channels over the full dark
pion mass range. The top two panels represent the available decays of dark pions from
gaugephobic models. The bottom two panels show the same for dark pions originating from
gaugephilic models. The left column only contains neutral dark pions, the right column the
positively charged dark pions. Not all possible decay channels are drawn. Channels with
small branching fractions are suppressed for clarity.
bosons are relevant at lower dark pion masses. For gaugephilic models the decay
behaviour is more complex as the decays to gauge bosons and to top and bottom
quarks simultaneously exhibit large branching fractions. This leads to very complex
final states with several bosons, b-jets and top decays in the same event. For reasons of
simplicity we will therefore focus exclusively on gaugephobic models in the remainder
of this search and specifically target final states containing either three top- and one
bottom-quark or two top- and two bottom-quarks.

The dark meson models investigated here have so far never been put to a

dedicated experimental test at any collider experiment. The existing limits are

therefore based solely on the reinterpretation of other analyses which are less than
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Figure 55. Overview of existing limits for several benchmark points of the proposed dark
meson models. The top row corresponds to gaugephilic SU(2); models, the middle to
gaugephobic SU(2), models and the bottom row for SU(2)r models. The three columns
show different values for n = my,/m,,. From left to right they are n = 0.25, n = 0.45 and
n = 0.55. The black bars symbolise the excluded regions of dark pion mass space provided
by a specific analysis, the red bars show the combination of all investigated analyses. Of
interest for the present study are the four plots in the bottom left. For more details and
the method see the original source of figure, published in [6].
ideal for dark meson models. As a result the limits are extremely weak and in some
cases still set by 8 TeV searches as can be seen from figure 55.

The aim of this analysis is to provide the world’s first dedicated experimental
insights into the proposed dark meson models using the full run 2 dataset.

Signal dark mesons decay to pure standard model states consisting of top and

bottom quarks. Here, dark mesons are always pair-produced resulting in the dominant

analysis signature of tttb and ttbb.
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Figure 56. Fraction of events decaying to final states with no leptons, one lepton or multiple
leptons in the ttbd final state on the left and the tttb final state on the right.

The majority of top quarks decay into purely hadronic final states. As
a consequence, events containing a pair of dark pions often exhibit challenging
signatures containing up to ten signal jets, four of which originate from a b quark. As
shown in figure 56, decays involving an electron or a muon are less likely, but offer
the advantage of a considerably cleaner event signature. In this search we consider
both the all-hadronic and the 1-lepton final states (I = e, ut), which will make use of
a common analysis framework but employ different analysis strategies.

In the all-hadronic channel an ANALYSISTOP based framework is used to apply
all recommended object calibrations and cleanings while simultaneously applying
a channel-specific preselection to generate small sets of analysis ntuples. The
dominant background originates from QCD multijet events, with further significant
contributions from ¢t and V+jets. Further minor backgrounds are considered as well.
With the exception of the multijet background, all backgrounds are estimated from
simulation. For QCD multijets the pre-selected events are used to derive an estimate
directly from data. A final cut-based selection is applied to suppress background
events. The signal region consists of 9 bins defined by the masses of the leading and

subleading large R-parameter jets in the event. Additionally, four validation regions
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with a binning matching the signal region are defined. Finally, a likelihood fit is
performed over all signal region bins to assess the possible signal strength.

This chapter contains material coauthored with the ATLAS collaboration.

5.2 Data and Simulated Samples

5.2.1 Data sample

The analysis is based on the full run 2 proton—proton data sample recorded in
2015-2018 at /s = 13 TeV with a bunch spacing of 25 ns corresponding to an
integrated luminosity of 139 fb~!. The luminosity was determined using the LUCID-
2 detector [205] following the methodology described in [206] and has an uncertainty
of 2.4 fb~!. The data are collected in the main physics stream and reconstructed
offline using athena release 21. Calibrations of physics objects are applied in the
derivation framework where the TOPQ4 derivation format is predominantly! used for
the all-hadronic channel and the TOPQ1 derivation format for the one-lepton channel.
The TOPQ4 derivation slims unused containers, thins MC truth information and applies
a basic event selection based on jets. Events are required to contain either at least one
calibrated fat jet with R-parameter 1.0 and py > 200 GeV, or at least five calibrated
jets with R = 0.4 and a minimal transverse momentum of 20 GeV, at least one of
which has to be b-tagged. All jets have to be located in the central region of the
detector where n < 2.5. The implementation of the TOPQ4 derivation can be found

in [207]. The TOPQ1 derivation applies the same slimming and thinning as the TOPQ4

'For many top samples the derivations were produced in pass-through mode, i.e. unskimmed.
In such a case the TOPQ1 and TOPQ4 derivations are identical and can therefore be used in both
channels.

122



derivation but selects events based on leptons, where either an electron or a muon
with pr > 20 GeV in the central region of the detector where |n| < 2.5 is required.
Electrons are required to be tagged at least DFCOMMONELECTRONSLHLOOSE,
muons are required to have a full-detector combined track and to be quality tagged
as DFCoMMONGOODMUON. The implementation of the TOPQ1 derivation can be

found in [208].

5.2.2 Signal Monte Carlo samples

Dark pions can be pair-produced via Drell-Yan and resonantly via the production of a
dark rho. Both production channels are simulated in MADGRAPH5_aMC@NLO v2.4.3 [63],
where the matrix elements are calculated to NLO, interfaced with PYTHIA8.212 [209]
for hadronisation and showering using production tags e8005 for SU(2), and 8207
for SU(2)r samples. Signal parameters were chosen to cover the relevant areas in
(maxp,,n) space for SU(2), and SU(2)g models. The number of dark colours Np was
set to 4 for all signal points, the dark pion decays were simulated using the narrow
width approximation. All events are passed through a detailed simulation of the
ATLAS detector in GEANT4 [169, 168], where the detailed configuration is listed in
tag s3126. The same reconstruction algorithms and the same athena software release
is used for simulation and data. To mimic the pileup conditions during data taking,
the simulated samples are overlaid with minimum-bias collisions, where the number
of additional collisions approximate the pileup distributions observed in data. Since
the pileup conditions changed over time, three distinct Monte Carlo campaigns are
necessary to completely reproduce the pileup conditions in data. The mc16a campaign

corresponds to data taken in 2015 and 2016 and is represented by tags r9364_r9315,
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mcl6d corresponds to data taken in 2017 and is considered in tags r10201_r10210,
while tags r10724_r10726 are used for the mcl6e campaign representing the 2018
data. 10K events are simulated for each signal point and Monte Carlo production
campaign, with the exception of two samples per model for which 100K events per
campaign have been simulated. These high-statistics samples are intended for detailed
signal studies and correspond to (m,, =400 GeV, n = 0.45) and (m,, = 800 GeV,
n = 0.25) for SU(2);, models, and for SU(2)g models (m,, = 300 GeV, n = 0.45)
and (m,, = 400 GeV, n = 0.35). All simulated signal samples are processed in an
unskimmed TOPQ1 derivation which can be used by both the all-hadronic and the
1-lepton channel. An overview of all simulated signal points and their distribution in
n-m,, space can be found in figure 57.

The effect of multiple interactions in the same and neighbouring bunch
crossings (pile-up) was modelled by overlaying the simulated hard-scattering event
with inelastic proton—proton events generated with PyYTHIA8.186 [209] using the
NNPDF2. 310 set of parton distribution functions (PDF) [210] and the A3 set of tuned
parameters [171].

Motivated by the expected limits of the all-hadronic channel (see section 5.9)
the original SU(2), signal grid has been extended by additional samples as also
illustrated in figure 57. The signal samples of the extension were simulated using
MADGRAPHS5 aMCQNLO v2.9.9 interfaced with PYTHIAR.306 for hadronisation
and showering, corresponding to event generation tag e8419. For each signal point
of the extension a total of 20K events per MC campaign have been simulated. The
simulation and reconstruction was done with the exact same configuration as the

original signal grid.
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Figure 57. Distribution of simulated samples in 1-m,, space. The left grid corresponds to
SU(2)r, the right to SU(2)g models. The black markers indicate the original signal grid,
while the purple markers show the extension of the SU(2), signal grid for the all-hadronic
channel. The high-statistics data points have 100K events per campaign, the remainder of
the original signal grid 10K and the extension 20K events per grid point.

5.2.3 Background Monte Carlo samples

All background MC samples are produced centrally for all three production
campaigns. Depending on the intended use in the 1-lepton, all-hadronic or both
channels, the samples are then processed into the TOPQ1, TOPQ4 or both derivation
formats. All derivations are processed either in a skimmed configuration which applies
event skimming as described in section 5.2.1 (production tags p4344 and p4512 have
predominantly been used here), or an unskimmed configuration which accepts every
event into the derivation output and is typically used for all signal and top samples
(predominantly production tags p4346 and p4514).

The production of tt events is modelled using the POWHEGBOX v2 [66, 67,
68, 69] generator which provides matrix elements at next-to-leading order (NLO)
in the strong coupling constant agwith the NNPDF3.0nlo [70] parton distribution

function (PDF) and the hgamp parameter, which controls the matching in POWHEG
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and effectively regulates the high-prradiation against which the t¢ system recoils, set
to 1.5 myep [71]. The functional form of the renormalisation and factorisation scale is
set to the default scale \/m. The events are interfaced with PYTHIAS.230 [64]
for the parton shower and hadronisation, using the A14 set of tuned parameters [148]
and the NNPDF2.31o set of PDFs [147]. The decays of bottom and charm hadrons are
simulated using the EVTGEN v1.6.0 program [62].

The ¢t sample is normalised to the cross-section prediction at next-to-next-to-
leading order (NNLO) in QCD including the resummation of next-to-next-to-leading
logarithmic (NNLL) soft-gluon terms calculated using Tor+-+2.0 [211, 159, 158,
157, 156, 155, 160]. For proton—proton collisions at a centre-of-mass energy of
V/s = 13TeV, this cross section corresponds to a(tf)NNLOJrNNLL = 832 £ 51 fb using
a top-quark mass of myi,, = 172.5 GeV. The uncertainties on the cross-section
due to PDF and agare calculated using the PDFALHC prescription [212] with the
MSTW2008 68% CL NNLO [213, 214], CT10 NNLO [215, 216] and NNPDF2.3 5f
FFN [147] PDF sets, and are added in quadrature to the scale uncertainty.

The uncertainty due to initial-state radiation (ISR) is estimated by comparing
the nominal ¢ sample with additional samples [217]. To simulate higher parton
radiation, the factorisation and renormalisation scales are varied by a factor of 0.5
while simultaneously increasing the hgamp value to 3.0 my,, and using the Var3c
up variation from the A14 tune. For lower parton radiation, u, and pu¢ are varied
by a factor of two while keeping the Aqamp value to 1.5 my.p, and using the Var3c
down variation in the parton shower. The Var3c Al4 tune variation [148] largely
corresponds to the variation of agfor ISR in the A14 tune. The impact of final-state
radiation (FSR) is evaluated by varying the renormalisation scale for emissions from

the parton shower up and down by a factor of two.
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The NNPDF3.0lo replicas are used to evaluate the PDF uncertainties for the
nominal PDF. The central value of this PDF is further compared with the central
values of the CT14nnlo [218] and MMHT2014nnlo [219] PDF sets.

Since the all-hadronic channel operates in an extreme region of phase space with
very large Hr, a dedicated Hp-sliced sample is used that ensures sufficient statistics
even at very large Hr. In the 1-lepton channel the bulk ¢ sample without slicing is
used.

Samples for ¢t+HF processes were produced with the POWHEG Box RES [220]
generator and OPENLOOPS 1 [74, 75, 76], using a pre-release of the implementation
of this process in POWHEG BOX RES provided by the authors [221], with the
NNPDF3.0nlo [70] PDF set. It was interfaced with PyYTHIA8.240 [64], using
the Al4 set of tuned parameters [148] and the NNPDF2.3lo PDF set. The
four-flavour scheme was used with the b-quark mass set to 4.95 GeV. The

factorisation scale was set to 0.5 X ¥,_, 7,3 ;mr, the renormalisation scale was set to

\%nT(t) - mep(t) - mp(b) - mp(b), and the hgamp parameter was set to 0.5 X S,_, 7, jmr,;.

The production of W/Z + jetsis simulated with the SHERPA v2.2.11 [72] generator
using next-to-leading order (NLO) matrix elements (ME) for up to two partons,
and leading order (LO) matrix elements for up to five partons calculated with the
Comix [73] and OPENLOOPS1 [74, 75, 76] libraries. They are matched with the
SHERPA parton shower [77] using the MEPS@QNLO prescription [78, 79, 80, 81]
using the set of tuned parameters developed by the SHERPA authors. The HESSIAN
NNPDF3.0nnlo set of PDFs [70, 82] is used and the samples are normalised to a next-
to-next-to-leading order (NNLO) prediction [83].

The associated production of top quarks with W bosons (tW) is modelled using

the POWHEGBOX v2 [222, 67, 68, 69] generator at NLO in QCD using the five-flavour
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scheme and the NNPDF3.0nlo set of PDFs [70]. The diagram removal scheme [191] is
used to remove interference and overlap with ¢t production. The related uncertainty
is estimated by comparing with an alternative sample generated using the diagram
subtraction scheme [191, 71]. The events are interfaced to PYTHIA8.230 [64] using the
A14 tune [148] and the NNPDF2. 310 set of PDFs [147]. Single-top ¢-channel production
is modelled using the POWHEGBOX v2 [223, 67, 68, 69] generator at NLO in QCD
using the four-flavour scheme and the corresponding NNPDF3.0nlo set of PDFs [70].
The events are interfaced with PYTHIA8.230 [64] using the Al4 tune [148] and the
NNPDF2. 310 set of PDFs [147]. Single-top s-channel production is modelled using the
PowHEGBOX v2 [224, 67, 68, 69] generator at NLO in QCD in the five-flavour scheme
with the NNPDF3.0nlo [70] parton distribution function (PDF) set. The events are
interfaced with PYTHIA8.230 [64] using the A14 tune [148] and the NNPDF2.310 PDF
set.

The production of tttt events is modelled using the MADGRAPHS5 aMC@QNLO
v2.4.3 [63] generator which provides matrix elements at next-to-leading order (NLO)
in the strong coupling constant agwith the NNPDF3.1nlo [70] parton distribution
function (PDF). The functional form of the renormalisation and factorisation scales
are set to 0.25x >, \/m? + pQTJ-, where the sum runs over all the particles generated
from the matrix element calculation, following the Ref. [225]. Top quarks are decayed
at LO using MADSPIN [226, 227] to preserve all spin correlations. The events are
interfaced with PYTHIA8.230 [64] for the parton shower and hadronisation, using the
A14 set of tuned parameters [148] and the NNPDF2.31o [70] PDF set. The decays of
bottom and charm hadrons are simulated using the EVTGEN v1.6.0 program [62].

The production of tt +W / Zevents is modelled using the MADGRAPH5_aMC@QNLO

v2.3.3 [63] generator at NLO with the NNPDF3.0nlo [70] parton distribution
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function (PDF). The events are interfaced to PYTHIA8.210 [64] wusing the Al4
tune [148] and the NNPDF2.3lo [70] PDF set. The decays of bottom and charm
hadrons are simulated using the EVTGEN v1.2.0 program [62].

The production of ttH events is modelled using the POWHEGBOX v2 [66, 67,
68, 69, 228] generator at NLO with the NNPDF3.0nlo [70] PDF set. The events are
interfaced to PYTHIA8.230 [64] using the A14 tune [148] and the NNPDF2. 310 [70] PDF
set. The decays of bottom and charm hadrons are performed by EVTGEN v1.6.0 [62].

The further rare backgrounds ttt, ttZZ, tWW, ttWZ, tWH and ttHH
are all produced using the LO MADGRAPH5 aMCQ@QNLO generator interfaced
with PYTHIA8 using the A14 set of tuned parameters and scaled to NLO cross
sections [229)].

Samples of diboson final states (V'V') are simulated with the SHERPA v2.2.1 or
v2.2.2 [72] generator depending on the process, including off-shell effects and Higgs-
boson contributions, where appropriate. Semileptonic final states, where one boson
decays leptonically and the other hadronically, are generated using matrix elements
at NLO accuracy in QCD for up to one additional parton and at LO accuracy for
up to three additional parton emissions. Samples for the loop-induced processes
gg — V'V are generated using LO-accurate matrix elements for up to one additional
parton emission. The matrix element calculations are matched and merged with
the SHERPA parton shower based on Catani-Seymour dipole factorisation [73, 77]
using the MEPS@NLO prescription [78, 79, 80, 81]. The virtual QCD correction are
provided by the OPENLOOPS 1 library [74, 75, 76]. The NNPDF3.0nnlo set of PDFs is
used [70], along with the dedicated set of tuned parton-shower parameters developed

by the SHERPA authors.
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Just like described for signal MC samples in section 5.2.2, all background MC
samples are overlayed by simulated minimum-bias events to account for the effects of
pileup. The same configuration as for signal was used.

The configurations of all background samples are summarised in table 19.

5.2.4 Pileup reweighting

Monte Carlo samples are generated using an expected pileup distribution, which
typically differs from the actual distribution measured in data. The three MC
campaigns account for the different pileup conditions over the four years of data
taking in run 2 (mc16a corresponds to 201542016, mc16d to 2017 and mc16e emulates
the pileup profile observed in 2018). All MC samples are reweighted using the
PileUpReweightingTool to match the distributions in data. Samples of the mcl6a
campaign are reweighted based on the average number of interactions per bunch
crossing, whereas the later campaigns use the actual p distribution since the expected
pileup profiles where generated from smeared actual p data and using the average
number of collisions would result in a loss of statistics. Following recommendation to
improve data to MC agreement the p profile in data is scaled by 1/1.03 before weight

calculation.

5.2.5 tt+HF overlap removal

As described in section 5.2.3, a dedicated sample in which a pair of top quarks is
produced in association with two b-quarks can be used to supplement statistics in the

phase space relevant for this analysis. Since the same diagrams are also contained
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within the inclusive t¢ samples an event overlap removal procedure is needed to avoid
an overestimation of t#+HF events. For this purpose, an event classification strategy
analogous to [230] has been implemented.

After evaluating the event counts it was concluded that since the all-hadronic
channel uses an Hrp-sliced tt sample, the tt+HF sample has insufficient statistics in
the high- Hr phase space relevant for this channel. We therefore rely solely on the

good statistics provided by the Hr-sliced tt sample.

5.3 Object Definitions and Reconstruction

5.3.1 Electrons

Electrons are identified using the likelihood-based (LH) electron identification (ID)
recommended by the Electron Gamma Combined Performance group [231]. The LH
method combines the signal and background probability densities for a given set
of discriminating variables into a signal-background discriminator on which a cut is
applied. There are five working points [232], each using different variables to build the
discriminator, and three of which are used to define different types of electrons in this
analysis. All electrons are furthermore required to fulfill the standard electron track
to vertex association requirements recommended by the Electron Gamma Combined
Performance group, and to have |n| < 1.37 or 1.52 < |n| < 2.47, corresponding to
the central region of the detector excluding the transition region between barrel and
endcap regions, where the reconstruction efficiency is low|[231].
In the all-hadronic channel, loose electrons are identified with the LooseAndBLayerLH

working point and are used for vetoing events containing any leptons. They are also
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required to fulfill the isolation requirements defined by the FCLoose working point of
the IsolationSelectionTool, recommended by the isolation forum [233]. In the 1-lepton
channel, loose electrons are identified with the MediumLH working point of the LH-
based electron ID and have no isolation requirement. They are used to veto events
with any additional leptons. In both channels, loose electrons are required to have
pr > 10GeV. A summary of the loose electron requirements can be found in table

20.

Table 20. Selection criteria for loose electrons used for vetoing events containing any leptons
in the all-hadronic channel and events with more than one lepton in the 1-lepton channel.

Feature Criterion
Pseudorapidity range (Inl < 1.37) || (1.52 < |n| < 2.47)
Energy calibration es2018_R21_v0 (ESModel)
Transverse momentum pr > 10 GeV

Track to vertex association |d5Y(o)| < 5
|AzPYsin 6] < 0.5 mm

Identification MediumLH (1-lepton), LooseAndBLayerLH (all-hadronic)
Isolation None (1-lepton), FCLoose (all-hadronic)

To account for reconstruction and selection efficiency differences between Monte

Carlo and data, scale factors are applied to the weights of the Monte Carlo events.

5.3.2 Muons

Muons are identified by the quality working points provided by the Muon Combined
Performance (MCP) group [234], which take information from both the Inner Detector
and the Muon Spectrometer into account to reconstruct muons. All muons are

required to be found within the acceptance region of the Inner Detector, |n| < 2.5,
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and to satisfy the MCP recommended vertex association criteria, |d5L /o (dP¥)| < 3
and AzPFsin(f) < 0.5mm, as defined in [234].

Loose muons are identified in the all-hadronic channel by the loose quality
working point and in the 1-lepton channel by the medium quality working point. In
the all-hadronic channel they have to satisfy the FCLoose isolation criteria and in
the 1-lepton channel there are no isolation criteria. They further have to satisfy
pr > 10 GeV. The full definition can be found in table 21. Analogously to electrons,
loose muons are used for vetoing events containing leptons in the all-hadronic channel

and vetoing events with more than one lepton in the 1-lepton channel.

Table 21. Selection criteria for loose muons, used in the all-hadronic channel to veto events
containing leptons and in the 1-lepton channel to veto events containing more than one
lepton.

Feature Criterion

Selection working point Loose (all-hadronic), Medium (1-lepton)
Isolation working point FCLoose (all-hadronic), None (1-lepton)

pr > 10 GeV
| <25
5" /o (dg’™)] <3
AzPsin(0) < 0.5mm

To account for reconstruction and selection efficiency differences between Monte

Carlo and data, scale factors are applied to the weights of the Monte Carlo events.

5.3.3 Small-R jets

Jets are reconstructed from topological clusters of cells in the calorimeters and from
inner detector tracks using the particle flow (PFlow) algorithm [53], which helps to
suppress energy deposits in the calorimeters originating from charged pileup particles.

The algorithm further allows for taking momentum measurements from tracking
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information whenever the tracker resolution outperforms the calorimeter resolution.
Jets are found using the Anti-k, algorithm [52] implemented in the FastJet package [?]
with a fixed radius parameter of R = 0.4 using charged constituents associated
with the primary vertex and neutral PFlow objects as inputs. The most up-to-date
recommendations are applied to calibrate all jets [235]. After calibration all jets are
required to have pr >20 GeV. In the all-hadronic channel, they are also required to
be central in the detector where |n| < 2.8 to use the same 7 range as seen by the
Hyp trigger described in section 5.4.1. In the 1-lepton channel, the Hp trigger is not
used, and the jets are required to satisfy |n| < 2.5. In order to minimise the effects of
pileup, a jet vertex tagger (JVT) [178] is used to make sure matched inner detector
tracks are consistent with the primary vertex. The tight working point is used in
the central region of the detector where |n| < 2.5, while for jets with 2.5 < |n| < 2.8

the tight working point of the forward jet vertex tagger [236] is required.

5.3.4 Large-R reclustered jets

Large-R jets are reclustered from calibrated R=0.4 PFlow jets using the Anti-
k,algorithm with an R parameter of R=1.2. These jets reconstruct dark pion
candidates and the R parameter has been optimized for the dark pion mass and
boost of the targeted signal points as described in appendix A.2.

Figure 58 shows the reconstruction efficiency for a range of R parameters for two
reference signal points. The two large-R jets with the highest prare required to have

jet mass greater than 190 GeV as part of the preselection.
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Figure 58. Jet reclustering for a range of R parameters for an SU(2), signal point with
n = 0.25 and m,, = 400 GeV on the left and on the right for an SU(2); sample with
1 = 0.25 and m,, = 700 GeV. R=1.2 jets provide good signal reconstruction while limiting
multijet background events.

5.3.5 Flavour tagging

Jets originating from the decay of a b quark can be identified as such through
the signature of their slightly longer lifetime by employing an algorithm based on
multivariate analysis techniques which considers information on track displacement
via their impact parameters, as well as secondary and tertiary decay vertices within
the volume of the reconstructed jet cone. While different algorithms to perform such
b-tagging exist, this analysis uses the DL1r algorithm based on an artificial deep neural
network trained on a simulated hybrid sample composed of tf and Z’ events [58, 59).
The algorithm has a multidimensional output corresponding to the probabilities for a
jet to originate from a b quark (in the following referred to as b-tagged jet), ¢ quark, or
any light flavour. The flavour probabilities are then used to define a single cut value
on the b-tagged jetprobability. The ATLAS Flavour Tagging Group maintains various
operating points to provide a specific b-tagged jettagging efficiency of 60%, 70%, 77%
or 85% in a simulated ¢t sample. For this analysis the all-hadronic channel makes

use of the 77% working point, which has a rejection factor of 5 and 170 on charm
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and light-flavoured jets, respectively. The 1 lepton channel uses the 70% working
point, which has a rejection factor of 10 and 417 on charm and light-flavoured jets,
respectively [237].

Uncertainties on the correction factors for the b-tagging identification response
are applied to the simulated event samples by looking at dedicated flavour-enriched
samples in data. An additional term is included to extrapolate the measured
uncertainties to the high-prregion of interest. This term is calculated from simulated
events by considering variations on the quantities affecting the b-tagging performance
such as the impact parameter resolution, percentage of poorly measured tracks,
description of the detector material, and track multiplicity per jet. The dominant
effect on the uncertainty when extrapolating to high-pris related to the different
tagging efficiencies when smearing the track impact parameters based on the

resolution measured in data and simulation.

5.3.6 Overlap removal

It is possible that reconstructed candidate objects overlap with each other and that
the same tracks or energy deposits are therefore associated to multiple objects. As
a result an overlapping procedure must be applied which removes all but one of the
overlapping objects from the event. The metric used to evaluate whether objects
overlap is defined as AR = /Ay? + A¢?, where Ay is the rapidity distance between
two objects. The sequence of removal of overlapping objects is summarised in table 23
and corresponds to the procedure labelled recommended within AnalysisTop defined

and documented in [238].
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Table 23. Sequence of the recommended object overlap removal procedure used in this

analysis.
Reject Against Criteria
Electron Electron Shared track, higher-prelectron kept
Muon Electron Calo-tagged muon and shared ID track
Electron Muon Shared ID track
Photon  Electron AR <04
Photon  Muon AR <04
Jet Electron AR < 0.2
Electron Jet AR <04
Jet Muon numTrack < 3 and (ghost-associated OR AR < 0.2)
Muon Jet AR <04
Photon  Jet AR <04
Fat Jet  Electron AR < 0.1
Jet Fat Jet AR < 1.0

5.4 Event and object selection

5.4.1 Online event selection

Because of the high expected jet multiplicity in the signal the all-hadronic channel
relies on triggers on Hp, where Ht is defined as the scalar sum of the transverse
energies of all the reconstructed jets in the event with 1| < 2.8. Hrp triggers are
built on top of L1 single-jet trigger items. To cope with the rising luminosities during
run 2, the trigger Hr threshold has been increased from 850 GeVin 2015 to 1 TeVin
the latter half of 2016. Since the trigger decision is based on Ht computed from online
jet momenta, which is not identical to the jet momenta computed offline from fully
calibrated jets, the triggers show a slow onset behaviour with respect to offline Hr as
can be seen in figure 59 (left). While an offline Hr cut is applied for all fully-hadronic
signal regions, the cut does not ensure fully effcient triggers. Therefore, the onset

behaviour and especially its modelling in simulation has to be taken into account.
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period run numbers lowest-unprescaled trigger Int. Lum. [fb~1]

2015 276262-284484 HLT_ ht850_L1J75 3.2

2016 297730-300279 HLT_ ht850_L1J75 0.6
300345-311481 HLT ht1000_L1J100 32.5

2017 325713-340453 HLT__ht1000_L1J100 44.3

2018 349169-364292 HLT_ ht1000_11J100 58.5

Table 24. List of all lowest unprescaled Hr triggers alongside the data-taking periods during
which they were used and the corresponding integrated luminosity.
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Figure 59. Left: Comparison of Ht trigger onsets between data and simulation for all Hp
triggers used in the analysis. The onsets were produced from events that were selected by
single-muon triggers. Middle and right: Hr trigger efficiencies as function of dark pion
mass and 7 parameter. All simulated SU(2)y, signal points are plotted in the middle panel,
the SU(2)p efficiencies are shown on the right.

It is studied in detail in section 5.7.2.7. A full list of all used Hr triggers is given
in table 24 alongside the relevant datataking period and corresponding integrated
luminosities.

The efficiencies of Hr triggers in selecting signal are plotted in Figure 59 for
all simulated signal samples. The triggers reach 100% efficiency for the highest dark
pion masses, but have low to zero efficiency for low masses. Just like for single-lepton
triggers the efficiency generally increases for lower 7 values since topologies tend to
be very boosted after the decay of the heavy dark rho. The efficiency is only reduced

for those mass points which have a large contribution from Drell-Yan production,

especially the 7 = 0.15 mass points in the SU(2); models.
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5.4.2 Offline event selection

Only events recorded in the physics_Main stream are considered for this search. The
debug stream, which contains events for which the HLT has timed out or crashed,
will be used for an independent check.

Interaction vertices are reconstructed from ID tracks, where the tracks are
required to have transverse momentum pi#* > 500 MeV [173]. Candidates for the
primary vertex are required to have at least two associated tracks. The candidate
with the largest > (pi*¥)?, where p#¥ is the transverse momentum of an associated
track, is labelled the primary vertex (PV). Events that fail the reconstruction of a
PV are rejected.

All data events are required to pass the standard good run list (GRL) selection,
which allows for the rejection of individual lumi blocks within the data taking of an
LHC fill. The lists recommended by the DataPreparation Group [239] are used. They
correspond to versions 20170619 for data recorded in 2015, 20180129 for 2016 data,
20180619 for 2017 data and 20190318 for data from 2018.

Furthermore, a number of event-level vetos are applied to reject bad or corrupted
events.  This includes checks for LAr noise bursts (xAOD::EventInfo::LAr),
corruptions in the Tile calorimeter (xAOD::EventInfo::Tile), events affected by
the recovery procedure for single-event upsets in the SCT (xAOD: :EventInfo: :SCT),
and incomplete events due to a TTC (Timing, Trigger and Control) restart

(xAOD: :EventInfo: :Core).
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5.4.3 Discriminating variables

The analysis uses a collection of discriminating variables, some common to both
channels, some specific for each of them. The variables are listed and described

below:
— Hr is the scalar sum of transverse momentum for jets in an event.

— Njets is the number of jets in the event, reconstructed and identified as described

in section 5.3.3

— Np_jet is the number of jets identified as coming from a b-decay using a 77%

efficiency working point, following section 5.3.5
— Mijet r=1.2 15 the re-clustered anti-krR = 1.2 jet mass

— mu/prw for a large-R jet is the ratio of mass to prfor the system of the two

closest b-tagged jets to the large-R jet

— AR (j,be) for a large-R jet is the distance between the second closest b-tagged

jet and the large-R jet

mu/Prpy 18 computed for a large-R jet by adding the 4-vectors of the two closest
(smallest AR) b-tagged jets and then dividing the mass of this object by its pr. The
mass of both b-jets is set to 5 GeV for this calculation only. The all-hadronic signal
region selection uses my/prpy and AR (j, b2) to require two well-separated, b-tagged

jets in both large-R jets in an event to suppress the QCD multijet background.

142



5.4.4 Object selection

5.4.4.1 All-hadronic channel

In addition to the trigger, good run list, jet/muon cleaning, and derivation
requirements, the selections listed in table 25 are applied for all all-hadronic studies
shown in this note. This preselection requires zero loose-leptons, Ht greater than
1150 GeV and at least six jets in an event with pr > 25 GeV. This Ht selection has
been chosen to exclude the vast majority of the trigger onset region where the Hr
trigger does not have full efficiency yet and where the analysis would be susceptible
to a mismodeling of the onset behaviour in simulation. A flavour tagging requirement
of three b-tagged jets is applied to reject low b-tag backgrounds. The two large-R jets
with the largest prare required to have mass over 190 GeV to exclude SM processes.

Table 25. Summary of the preselection cuts used in the all-hadronic channel.

Cut Preselection
loose ¢ 0

Hy > 1150 GeV
PG et > 25 GeV
Npjet >3
My ret2 | > 190 GeV
My ro1o | > 190 GeV

Event yields with this preselection applied are shown in table 26. SM processes
with final states containing multiple top or bottom quarks were investigated as
potential backgrounds and are included in this table. The dominant background
originates from QCD multijet events as can be inferred by the large data yield
compared to the sum of MC backgrounds. In signal and validation regions this QCD

multijet background is determined through a data driven method. The major MC
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background is tf, with additional contributions from W/Z + jets, single-top and tt
+X. Multiboson backgrounds are almost entirely excluded by the preselection.

Table 26. All-hadronic preselection yields for data and Monte Carlo samples.

Sample \ Yield \ Percent SM MC sum
tt 8690.6 81.7
W/Z + jets | 1167.8 11.0
tt + X 402.5 3.8
SingleTop 372.1 3.5
Multiboson 0.8 «1
SM sum 10633.8 100

SU2L-25-400 | 1276.2
SU2L-25-500 | 484.1
SU2L-25-600 | 176.9
Data 67339

Applying the event quality, trigger, and preselection cuts results in the data,
MC and example signal point yields listed in the cutflow in table 27. Each row of
this table shows the weighted events yields after application of all cuts listed above.
Appendix A.4 contains additional cutflows for all SM backgrounds and additional
signal points.

Signal yields across the signal point grid with the preselection applied are shown
in Figure 60. The preselection cuts were optimised using the n = 0.25 and m,, =
500 GeV signal point as a benchmark. The signal yields drop significantly at high
dark pion masses and for small n values due to the large decrease in production cross
section as shown in Figure 53. Additionally, for the samples with n = 0.15 Drell-
Yan dark pion production becomes relevant and takes over as dominant production
mechanism for m,, > 400 GeV resulting in further reduced signal yields.

Distributions of all-hadronic preselection and signal region discriminating
variables are shown in figures 61-63. These plots compare normalized distributions of

MC backgrounds to three reference signal points. No multijet background estimate
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Figure 60. All-hadronic preselection yield and efficiency for SU(2)y signal points. The
signal region has been optimized for 7 = 0.25 and m,, = 500 GeV. SU(2)p is not targeted
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model.
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is included in these plots as they are intended to show signal discrimination from

MC backgrounds. Kinematic distributions of jets in preselected data events and their

stability over time have been studied in appendix A.5, the sensitivity of the key

preselection quantities to pileup were investigated more closely in appendix A.6.
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Figure 63. Plots of the all-hadronic preselection variables with the last bin including overflow
events. The Multijet background is not estimated for this selection. The mpy/prpp> 0.25
selection is intended to suppress QCD multijet events. Signal region selections as described
by table 28 are indicated with a vertical line. Leading and sub-leading large-R jet AR(J, be)
is required to be less than 1.0. Statistical uncertainties are indicated by the shaded band.
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5.5 Signal region definitions

5.5.1 All-hadronic channel

The all-hadronic signal region (SR) is optimized for medium to low 7 values and dark
pion masses larger than 400 GeV. In particular, the signal point with n = 0.25
and m,, = 500 GeV was used as benchmark. This selection adds requirements on
large-R jet kinematics, b-jet kinematics, and b-tag matching requirements to both
large-R jets in addition to the preselection. The signal region is binned in leading
and subleading large-R jet mass to improve the sensitivity of the all-hadronic channel.
From here on the bins of the SR are treated individually. Specifically this means the
QCD multijet estimation is performed individually for each SR bin, and the final
selection therefore has to account for the different leading and subleading jet mass
requirements in each of these SR bins. Two tagging selections are applied to each of
the leading two large-R jets in order to reconstruct two dark pions in the event as
described in appendix A.2. A large-R jet is considered bb; tagged if the AR between
the large-R jet and the second closest b-tagged jet is less than 1.0. Here and in the
following the subscript ¢ identifies the jet. A large-R jet is considered 7p; tagged
if its mass falls into the mass window which defines the current SR bin. The tag
definitions are summarised in table 28.

The signal region requires both large-R jets to pass both tagging selections. The
remaining events with one or two tags form the regions used for the data driven QCD
extrapolation, the three-tag events are used as validation. This will be discussed
in detail in section 5.6. To further exclude multijet events a common selection of

mu/prss > 0.25 is applied to both large-R jets in the SR and all extrapolation regions,
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where myy,/prpy is defined as the ratio of the mass to the transverse momentum of
the pair of b-tagged jets closest to a large-R jet. Only the leading and subleading
jet are considered in this evaluation. Additional reclustered jets with lower prare not
included even if the leading jets should fail the selection cuts.

Table 28. The all-hadronic SR selection is specified by four tag selections. The SR is divided
into nine bins for improved sensitivity and the tag selections depend on the bin.

Large-R jet \ tag \ variable \ selection
Both leading large-R jets M/ DT .bb > 0.25
Leading large-R jet T | Miet,R=1.2 | bin selection
Subleading large-R jet Tp2 | Miet,R=1.2 | bin selection
Leading large-R jet bby | AR (j,bs) < 1.0
Subleading large-R jet bby | AR (j,bs) <1.0

This region has been optimized for the SU2L-25-500 signal point, with a pion
mass of 500 GeV and an n value of 0.25. The high boost from the small 7
results in a relatively small AR for the dark pion constituents allowing efficient pion
reconstruction via the reclustered large-R jet mass, as can be judged from 62.

Each SR bin selects a window in leading and sub-leading large-R jet mass
providing sensitivity to a range of 17 and dark pion masses as well as greater sensitivity
to the targeted optimization point. Figure 64 shows the signal region bin definitions
and the yields for the benchmark SU2L-25-500 signal point. Yields for additional
signal points are shown in appendix A.7.

The large-R jet tags were selected for background discriminating power and
suitability for an extended ABCD QCD multijet estimate. The extrapolation regions
used for this data driven estimate use the already introduced tag selections and
their corresponding anti-tags, which will be defined in section 5.6. These selections
were optimized by independently varying each cut in a reference signal region,

computing a full background estimate including MC and multijet background, and
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Figure 64. SR mass selection (left) and signal yield for point SU(2)y, 25 500 in each SR bin
(right). The ABCD regions selection was chosen to exclude ttbar from all regions. The SR
bins are open ended for the largest leading and subleading jet masses.

then maximizing the expected significance. A cutflow and example plots from this

optimization with an unbinned signal region are shown in appendix A.8.

5.6 Background estimation

5.6.1 Background estimation in the all-hadronic channel

QCD multijet is the dominant background for the all-hadronic channel. A data-
driven method is used to estimate this background, while MC simulation is used
to estimate the remaining SM processes as described in section 5.2.2. Typical
ABCD extrapolations are based on two discriminating variables. Here, however, we
employ an extended ABCD method that relies on four instead of two discriminating
variables, which allows the correction of correlations between pairs of discriminating
variables and provide validation regions close to the signal region selection. Because
MC backgrounds make up less than 20% of the total SM background in the SR, no

control regions are used to scale the MC estimates. The multijet estimate extrapolates
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from regions with small leading and sub-leading mje r—1.2 and large AR (j, bs) to SR
bins with large leading and sub-leading mje; r=1.2 and small AR (j,b;). The SR bin
selections are defined by two tag selections for each of two large-R jets as described in
section 5.5. Anti-tags, denoted by a slashed tag label, are orthogonal selections which
invert the selection or select a small large-R jet mass for 7p; tags. The combinations
of possible tags and anti-tags in an event result in the 16 regions shown in figure 65.
The extended ABCD method extrapolates from regions with one tag to the signal
region bins. Two tag regions are used to determine correlation correction factors and
three tag regions are used for validation of the estimate.

The SR is divided into leading and sub-leading jet mass bins in order to improve
analysis sensitivity. For each of these nine bins the multijet background is estimated
using an ABCD extrapolation. The 7p; tagging in these extrapolations selects one
of these bins while the bb tagging is independent of bin selection. Table 29 shows the
binned tag and anti-tag selections.

Table 29. All-hadronic binned tag selections. All of these selections are applied for each
bin of the signal region.

Large-R jet \ Tag \ Variable \ Tag selection \ Anti-tag selection
Both large-R jets Mb/ DT .bb > 0.25

Leading large-R jet Tp1 | Mijetr=1.2 | bin selection =< 300 GeV
Subleading large-R jet | mp2 | Mjet r=1.2 | bin selection =< 250 GeV
Leading large-R jet bby | AR (j,bs) < 1.0 >=1.0
Subleading large-R jet | bby | AR(j,b2) < 1.0 >=1.0

This data driven multijet extrapolation is a four variable generalization of the
ABCD method based on the QCD estimate described in [240], where the top tags
are replaced by mp; tags and single b tags by bb tags to select for dark pions rather
than top quarks. Region labels used in the present analysis follow the same naming

convention as introduced in the reference.
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Figure 65. Tagging states for the 16 regions used to estimate QCD in the SR. Region S
labels a SR bin, regions BCEI are used for the ABCD extrapolation, regions DFGHJO are
used to compute correlation correction factors and regions KLMN are validation regions.
The estimate is done independently for all SR bins.

The extended ABCD method is a complex procedure, only the general concepts
of which are outlined here. For a more comprehensive explanations and additional
information and calculations we refer to appendix A.3.

To estimate the QCD multijet background a four variable ABCD estimate S is

computed from data - MC counts in regions A, B, C, E, and I according to

-, BCEI

g’ yE ’ (5.1)

where the letters represent the event counts in the respective regions. The estimate

is then multiplied by six k factors to correct for correlations between regions,

A

U
S=5" kﬂ'D,hbbl ' kﬂD,27bb2 ’ kTFD,l,bbz ’ kﬂ'D,%bbl ' kﬂD,lﬂrD,z ’ kbbl,bb2‘ (52)

A correlation factor is computed for each of the regions D, F, G, H, J and O. Each
correlation factor, k;, 4, (where ¢ denotes either a mp; or bb; tag), is computed by
comparing its two variable (conventional) ABCD estimate to data - MC in the region

with both of these tags,

N, - N,
ktl e = ot TV (5.3)
7 N%tl .Ntlaf/f
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where the slash indicates an anti-tag and N the even counts. If the region counts are
independent for these tag selection than the expectation value of the corresponding k
factor will be 1. Correlation factors around 1.5 are observed between the mp; and bby
tags as well as the mp o and bb, tags. The bb; and bb, tags are highly correlated with
a k factor of 0.1 due to the preselection requirement of 3 b-tagged jets. This could
be mitigated by requiring 4 b-tagged jets, however, this would result in low statistics
and high signal contamination for the 4D ABCD extrapolation regions.

For each validation region, a three variable ABCD estimate is computed with
two correlation correction factors. For example, in region K where the leading jet
is tagged as mp; and bb1, and the sub-leading jet has tags mp2 and bby, the QCD

multijet estimate is

A J-C
K= Tkﬂ'D,lﬂTD,Q ’ kﬂ'D,l:be : (54)

Data yields in all 1, 2, and 3 tag ABCD regions are shown in figure 66 individually
for each bin in the plane of leading and sub-leading mjet r=1.2-

Full tables of data, SM MC, QCD multijet estimates, signal yields, signal
contaminations and k factors for each SR bin are shown in appendix A.9. Signal
contamination is less than 15% for all extrapolation regions. This contamination
results mainly from weak exclusion limits for the dark pion signal point with
my, = 300 GeV and n = 0.25. For all signal points the ratio of signal to background
in the extrapolation regions is small compared to the ratio of signal to background in

the most sensitive bin,
SCR/BCR <K SSR/BCR . (55)
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Figure 66. Data yields for QCD estimate extrapolation regions. The nine tables correspond
to the signal region bins in the plane of leading and sub-leading mjet,r=1.2, i.e. in the
left column the leading jet has 300 GeV < mjer,r=1.2 < 325 GeV, in the middle column
325 GeV < mjer,r=1.2 < 400 GeV and in the right column mje; r—=1.2 > 400 GeV, while in
the lowest row the sub-leading jet has 250 GeV < mjer r=1.2 < 300 GeV, in the middle row
300 GeV < mjer,r=1.2 < 350 GeV and in the upper row mje;,r=1.2 > 350 GeV

Satisfying this condition insures that any systematic contribution of a possible signal
to the ABCD estimate will not impact the sensitivity of the analysis. This criterion
was chosen following the discussion in [241].

Applying equation 5.2 to the data - MC counts in each of the extrapolation
regions for each of the SR bins results in a per bin QCD multijet estimate as shown
in figure 67. This data driven background estimation method extrapolates over four
discriminating variables with correction terms for correlation between any two of these
variables and can be validated through the closure of the estimate in the four 3-tag

validation regions K, L, M and N, which will be discussed in detail in the immediately

following chapter.
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Figure 67. Background estimates for binned all-hadronic SR, MC contribution on the left,
estimated QCD multijet yields on the right. The multijet background is estimated for each
bin of the SR using the ABCD method.

5.6.2 Background validation in the all-hadronic channel

Four QCD multijet validation regions are defined with the same binning as the all-
hadronic SR. Data is compared to SM MC plus the QCD multijet estimate in these
regions to validate the ABCD extrapolation and to provide a non-closure systematic
uncertainty. These VRs are defined by applying three tags and one anti-tag in order
to create validation regions as close to the SR as possible. The VRs are labeled K,
L, M and N with tag selections shown in figure 65.

Figure 68 compares data to SM estimated yields for each VR in each SR bin.
Data yields are within the uncertainty band for all of these regions, where the size of

the uncertainty band is determined and discussed in chapter 5.7.4.
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Figure 68. Validation regions for each signal region bin. The shaded region indicates BG
uncertainty including statistical uncertainties and a 48% systematic non-closure error on
the QCD multijet estimate. Full systematic uncertainties are included in the results section
plots. Each validation region differs from the signal region by having exactly one anti-
tag. VRK requires less than 2 b-tagged jets matched to the leading large-R jet (the %
tag). VRL requires mjet,r=1.2 < 300 GeV for the leading large-R jet (the #p tag). VRM
requires less than 2 b-tagged jets matched to the sub-leading large-R jet (the % tag). VRN
requires mjet R—1.2 < 250 GeV for the sub-leading large-R jet (the #p o tag).

158



5.7 Systematic uncertainties

5.7.1 Summary of systematics

There are a multitude of different sources of potential systematic variations to consider
in this analysis. They have been split up into three groups. Uncertainties arising
from instrumental origins are discussed in section 5.7.2, systematic uncertainties
from theoretical considerations are detailed in 5.7.3 and section 5.7.4 deals with the
uncertainty on the QCD multijet background estimation relevant only in the all-
hadronic channel.

For a better overview a list of all considered uncertainties is given in table 30.

5.7.2 Instrumental uncertainties

5.7.2.1 Luminosity uncertainty

The integrated luminosity of the full dataset used in this analysis was determined
with the LUCID-2 detector [205] following the method detailed in [27]. The
uncertainty on this value is determined to be 1.7% by using beam-separation scans
in x and y. The uncertainty value is applied to all simulated samples in the analysis
and is labelled Luminosity.
5.7.2.2 Pileup reweighting uncertainty

As described in section 5.2.4, all simulated samples are reweighted to match the
pileup profile observed in data. To estimate a systematic variation that might be
introduced by this procedure the scale factor applied to the pileup distributions is

varied from its nominal value of 1.0/1.03 to 1.0/0.99 to account for the up systematics
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Table 30. Overview of all considered systematic uncertainties. Some of the systematics
consist of several components, in such a case the number of components is indicated in the
right column. A star indicates that these components have been combined by adding the
uncertainties in quadrature before the final statistical analysis.

Source of uncertainty Components
Instrumental uncertainties
Luminosity 1
Pileup reweighting 1
Leptons
Electron scale factors 4
Electron resolution and scale 3
Muon scale factors 8
Muon resolution and scale 4
Jets
Jet vertex tagging 1
Flavour-tagging 22
Jet energy scale 23
Jet energy resolution 8
Hr trigger efficiency 1
Theoretical uncertainties
tt modeling
ir and pp variations 1*
PDF+ag variations 1*
Myop Variations 1*
Generator 1
Parton shower 1
Choice of hgamp 1
QCD multijet estimate 1
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and 1.0/1.07 for the down systematic. The corresponding uncertainty is labelled
Pileup_Reweighting
5.7.2.3 Lepton uncertainty

Uncertainties on leptons arise from multiple sources around identification,
isolation, reconstruction, trigger as well as momentum scale and resolution.

Slight performance differences between data and simulation in lepton
reconstruction, identification, isolation and triggering are corrected by the application
of scale factors that have been estimated from tag-and-probe experiments in Z — (1]~
events in data and simulation [242, 234]. The scale factors constitute a potential
source of systematic variation. The uncertainties on the scale factors can be
propagated to the analysis in form of a set of alternative event weights. For electrons
this results in four individual variations labelled EL_SF_[ID/Isol/Reco/Trigger].
For muons eight components arise from 1D, isolation, track-to-vertex association and
trigger (MU_SF_[ID/Isol/TTVA/Trigger]). Each of these four is in itself split up
into a statistical and a systematic component.

In simulation the lepton momentum scale and resolution is corrected to
match the distribution in data. This is a source of a potential systematic
variation. To evaluate the impact of scale systematics the lepton energy or
momentum is varied by 1o and the signal selection redone. For resolution
uncertainties the lepton energy or momentum is smeared and the signal
selection redone.  For electrons this results in three individual components,
EG_RESOLUTION ALL and EG_SCALE_ [ALL/AFII], while for muons fourparate

components exist (MUON_[CB/SCALE] and MUON_SAGITTA_[DATASTAT/RESBIAS]).
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5.7.2.4 Jet vertex tagging uncertainty

Slight differences in efficiency of the jet vertex tagging (JVT) method in data
and simulation are addressed by applying scale factors to simulation. In [178§]
systematic variations on these scale factors have been explored in different simulated
7 — pp+jets samples. These uncertainties are propagated to the analysis in form
of additional event weights that are applied to all samples. The corresponding
uncertainty is labelled JET_Vertex_Tagging.
5.7.2.5 Flavour-tagging uncertainty

Flavour-tagging efficiency differences between data and simulation are corrected
by a reweighting of events. This introduces a source of potential systematic
variations. Uncertainties on the corrections are derived from dedicated flavour-
enriched subsets of the data which are propagated to the analysis in form of
alternative sets of event weights. All flavour tagging uncertainties are stored in
the central file 2019-21-13TeV-MC16-CDI-2019-10-07_v1.root. It comprises nine
independent NPs for b-tagged jets(labelled BTag_B_NP[1-9]), five parameters for c-
jets (BTag_C_NP[1-5]) and six parameters from light jets (BTag_Light NP[1-6]).
Additionally there are two more NPs to extrapolate the measured uncertainties to the
high-prregion labelled BTag_Extrapolation and BTag_Extrapolation From_Charm.
5.7.2.6 Jet Energy Scale and Resolution for small-R jets

The determination of jet energy scale (JES) and jet energy resolution (JER)
is done by combining information from actual collision data, test beam data and
simulation as described in [243, 54]. The Jet/EtMiss group provides different types
of JES and JER systematics configurations where either all nuisance parameters (NP)
are kept independently or whether some of them are grouped [244]. For JES a total

of nearly 100 NPs exists that can be reduced by category to roughly 30, by a global
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reduction to about 20, or through a strong reduction to 6 or 7. In this analysis we
use the global reduction which is recommended for analyses that do not intend to
perform combinations with CMS.

JER has a total of 34 individual NPs that can be reduced to 13 in the FullJER
scheme, where the smearing is done both (pseudo-)data and simulation, or 8 NPs in
the SimpleJER scheme, where the smearing is done exclusively in simulation. Here
we use the SimpleJER scheme.

In section 5.9.1.1 we will see that all jet related systematics are unconstrained in
the Asimov fit, thus giving us confirmation that our choice of reduction scheme was
good and no additional parameters are needed.
5.7.2.7 Hr trigger efficiency

The Hr triggers used in the all-hadronic channel are sensitive to the scalar sum of
jet momenta and therefore blind to muons which allows us to use events triggered by
single-muon triggers to study systematic uncertainties associated to Hr triggers. In
order to characterise the trigger behaviour the onset functions have been evaluated
for events containing at least five jets with pr > 20 GeV or at least one large-R
parameter jet with R = 1.0 and pr > 200 GeV, where all jets are required to be
within |n| < 2.5. The onset functions are then built by plotting the trigger efficiencies
as function of the reconstructed offline Hr constructed from all jets within |n| < 2.8
in the event for data and ¢ MC. The resulting trigger onset functions are shown in

figure 69, where they are fitted with an error function of the form

A Hofﬂine — B
e(Hp-trigger) = 5 [1 + erf <T\/§C>] (5.6)

where the parameter A corresponds to the plateau value of the trigger and is fixed to

1.0, parameter B represents the effective threshold for which the Hr-trigger reaches
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50% efficiency and parameter C the resolution as the width of a Gaussian that

cumulatively models the slope of the fit.
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Figure 69. Onsets for HLT ht850_ L1J75 (left) and HLT_ ht1000_L1J100 (right) in
data and tt MC. The onsets were produced from single-muon triggered events with a jet
multiplicity selection. See text for more details. The dashed vertical lines correspond to
the offline Ht values for which the triggers reach 90% efficiency.

As can be seen in figure 69 the trigger reaches full efficiency for data and MC.
However, since the offline Ht cut does not necessarily guarantee a working point
in the plateau region, the differences in the onset behaviour between data and MC
have to be considered as a systematic uncertainty on the expected signal yield. This
is estimated by folding the onsets with the offline Hr spectrum for all signal MC
samples. In this process the tt MC events are solely used to obtain the shape of
the simulated onset of a given trigger chain to assess its differences with the shape
in data. The total uncertainty is estimated from three individual components: the
relative difference between the signal yields obtained from using the onset fit from
data and ¢t MC, the maximal relative effect of independent 41o variations of the
fit parameters B and C' on the fit in data, and independent fit parameter variations
on the fit in MC. The abolute uncertainty is then calculated by adding the three

components in quadrature.
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The uncertainties are estimated for all signal points and both used Hr triggers
where the signal offline Ht distributions were built from events with the same pileup
profile as expected during the periods during which the relevant trigger was active.
Offline Ht cuts in various signal regions have also been taken into account. To get
meaningful uncertainties for each mass points the derived uncertainties per trigger are
weighted according to the integrated luminosities during which the trigger was used
for data taking, as can be extracted from table 24. Figure 70 shows the individual
uncertainties for all Hr triggers and all signal points as well as their luminosity-
weighted combination. As can be easily seen the systematic uncertainties due to the
Hrtrigger onset are small for all signal samples. We apply a flat systematic of 0.04%

labelled HT_trigger.
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Figure 70. Estimated systematic uncertainties on the Hr trigger efficiency evaluated for all
SU(2)r, samples of the original signal grid on the left and all SU(2)g samples on the right.
The uncertainties derived from the onset for individual triggers are shown with coloured
markers, while the solid line indicates the luminosity-weighted combination of both triggers.

5.7.3 Theoretical cross sections

5.7.3.1 tt uncertainty
The leading simulated background in both analysis channels is tt. It is affected
by a number of systematic uncertainties that impact both scale and shape of

distributions.
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An uncertainty of 6% is assigned on the inclusive t¢ production cross-section
at NNLO+NNLL which is the result of adding in quadrature contributions from
renormalisation and factorisation scale variations (obtained by independently varying
the parameters pr and pp by a factor 0.5 and 2.0 and taking the envelope), PDF
and ag variations (where variations follow the PDFALHC treatment [245] with the
typical Var3c variations of the strong coupling constant «g) and mass uncertainty
(which follows from variations of the top mass by £1 GeV) [246]. The associated
systematic is labelled ttbar_cross_section.

An uncertainty introduced by the choice of generator is estimated by comparing
the nominal ## samples with a different set of samples that were generated using
MADGRAPHS _aMCQNLO. It is subsequently denoted by ttbar_matching scheme

A further source of systematic uncertainty is the choice of parton showering
model in the samples. To assess the impact the nominal samples are compared with
an alternative set of samples where the parton showering was done using HERWIGT.
The associated systematic uncertainty is labelled ttbar_parton_shower.

The impact of a variation of the hqamp, parameter is assessed by comparing the
nominal samples to an alternative set of samples for which Agamp has been set to
3.0 - myop. The corresponding uncertainty is identified as ttbar_hdamp.
5.7.3.2 Minor simulated backgrounds

All other simulated backgrounds are negligible in the all-hadronic channel and

we therefore assign no systematic uncertainty on them.
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5.7.4 QCD multijet background estimation

Deviations of the ratio between data and SM estimate from unity, denoted kygr =
(data-MC)/QCD, are used to estimate a non-closure systematic uncertainty for the
4D ABCD method. The factors are multiplied together and the absolute value of the

deviation of this product from 1 is used as the systematic uncertainty,

OABCD — |1 — kKkLkMkN|. (57)

This quantity is computed for each bin of the SR to produced the values shown in
figure 71. The worst case, 48%, is applied as a non-closure systematic uncertainty for

all bins and can subsequently be identified via the label ABCD.

Subleading anti-kt 12 jet mass [GeV]

Leading anti-kt 12 jet mass [GeV]

Figure 71. ABCD non-closure systematic uncertainty for each bin of the SR. All shown
numbers are given in percent.
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5.8 Unblinding Strategy

According to common practise this analysis has been conducted in a blinded manner,
which means at no point have data events in the signal regions been examined. This
was ensured by dedicated blinding algorithms which have prevented that data events
in the signal regions were carried through to the analysis ntuples to prevent any
accidental unblinding. Our blinding strategy was developed early on in the analysis

process and consists of the following steps:

1. Development of a strategy to select dark meson events based on simulated

samples and define signal regions for the search.

2. Estimate the expected SM backgrounds in the signal regions, optimise selection
for maximum sensitivity to dark meson events, and derive dedicated control
and validation regions by creating orthogonal selections where the signal

contribution is negligible.

3. Use data in the control regions to validate the background estimate in the 1-
lepton channel. In the all-hadronic channel the control regions are used to
estimate QCD contributions directly from data. The background estimate is

validated in dedicated validation regions.

4. Evaluate the expected signal and background contributions in the signal regions

to calculate the sensitivity of the analysis only considering pseudo data.

After the completion of all four steps and the appropriate approval procedures
from the editorial board and the HQT group we feel confident to unblind data in
the signal regions and run the same statistical analysis tools as before with real data
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instead of pseudo data. Depending on the results two different interpretations can be
considered:

If a significant excess of events beyond the prediction from SM expectation is
observed, we will test all signal hypothesis against the observed data distribution
using the TREXFITTER framework as described below to determine the statistical
significance of the data excess. In the absence of a significant excess, the same
statistical analysis framework can be used to derive 95% confidence level exclusion
limits on the considered signal models. In either case we plan to ultimately combine

the results of the all-hadronic and the 1-lepton channel.

5.9 Final statistical analysis

5.9.1 All-hadronic Channel

The statistical analysis in the all-hadronic channel relies on a profile-likelihood fit
over all nine signal region bins defined by the leading and subleading jet mass.
Figure 72 shows an example of the predicted SM background and its composition
in the SR alongside the expected event yields from three different signal4+background
hypotheses to illustrate how a potential signal would manifest itself. As expected,
the dominant background originates from QCD events with an additional significant
contribution coming from ¢t events. The red dashed line corresponds to the signal
point for which the signal selection was primarily optimised.

Two different versions of the fit are performed. They are described below in

dedicated chapters.
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Figure 72. Predicted background in the signal region of the all-hadronic channel.

different signal hypotheses are stacked onto the SM prediction to illustrate how signal

would manifest itself. The shown uncertainty is a combination of statistical and systematic

uncertainties. The x-axis labels reflect the different SR bins with the first number indicating
the lower cut on the leading large-R jet mass and the second number the cut on the

subleading large-R jet mass (compare e.g. to figure 67).
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5.9.1.1 Asimov fit

For the Asimov fit no real data is considered and it is therefore possible to perform
this fit while the analysis is still in a blinded state. Instead a set of pseudo-data which
corresponds exactly to the background prediction ("Asimov data') is generated and
fitted in all signal region bins. This allows to probe and cross-check two aspects of
the fit model: First, the expected constraints on all fitted nuisance parameters and
second, the expected sensitivity of the analysis to all considered signal points.

The fit itself is performed as if the Asimov data were real data. This means
all signal hypotheses are evaluated against the pseudo-experiment to derive 95%
confidence level intervals on the possible signal strength using the CLg method
defined in [201], which can in turn be converted into expected limits by multiplying
them with the cross section of the signal hypothesis. The fit is conducted
using the TREXFITTER package which interfaces with HISTFACTORY [247] and
ROOSTATS [248]. All estimated systematic uncertainties are included in the fit and
TREXFITTER automatically evaluates whether the systematic is kept as a whole,
its shape dropped, or dropped altogether?. This step is referred to as "systematics
pruning' and is applied individually for each signal and background component as
well as each signal region. Since most systematics have a very limited impact on the
present analysis, the majority of them are dropped at this stage. Figure 73 gives an
overview of the results of the pruning step in the Asimov fit. As can be expected, no
lepton systematic plays any role for the fit and even the majority of the jet systematics
have too small an impact to be of relevance to the analysis. This is mainly due to the

compensating nature of the multijet background estimate. Any variation in simulated

2Due to the special nature of the QCD estimate of this analysis no shape information is relevant
here since each signal region consists only of a single bin. Hence TREXFITTER drops the shape of
all systematics without loss of information.
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Figure 73. Summary of the results of the systematics pruning in the fit on Asimov data.
FEach panel represents one bin of the signal region, while the columns within each panel
represent the individual background components or signal. As an example the dark pion
signal point with n = 0.25 and my, = 400 GeV was added here. Red boxes indicate
that a systematic is negligible for a specific signal region bin and component. Yellow boxes
indicate that the systematic is kept and considered as a nuisance parameter in the fitting
(the reason these do not appear green is because all signal regions are one-bin regions which
TREXFITTER treats as if it dropped the shape, hence the yellow colour code). Grey boxes
indicate that the systematic does not apply to this signal or background component. A
technical issue caused the absence of two systematics for the ¢t + X sample, however, we
expect this to have no bearing on the results7 the analysis.



event counts gets compensated for by the multijet estimate as it is constrained directly
to data.

A binned likelihood function operates by minimising the quantity g¢(u) =
—2log L. Here, the likelihood L is defined as

E(M79|57B’N>: H P(Nl|ﬂsz+Bz)XP(Sz+B2|%) H g(0j7gj) (58)

1€bins j€Esyst.

where N is the number of data events, S the number of predicted signal events, B
the expected background events, 6 the set of nuisance parameters corresponding to
systematic uncertainties (the systematics are scaled in such a fashion that before
the fit all uncertainties have #; = 0), v the set of statistical uncertainties on the
number of predicted events (also here the scaling is done to make ; = 1) and o
The uncertainties in the nuisance parameters modelling the systematic uncertainties
(scaled so o; = 1 before the fit). The quantities indexed with i refer to the quantity
in a specific bin, while the index j refers to a specific systematic. Statistical and
systematic uncertainties are taken to be Poissonian (P) and Gaussian (G) distributed
nuisance parameters.

The fit is performed under the background plus signal (S+B) hypothesis. The
minimisation is done using the MINUIT2 minimisation package [249], which yields
the optimal values for p and the set of nuisance parameters 6;, v; and o;. From
these parameters it is possible to create a modified set of plots showing the post-
fit distributions. Figure 74 contains a direct comparison of the pre-fit and post-fit
distributions in all signal region bins. As expected, the post-fit plots show a significant
reduction in the size of the uncertainty band due to constraints and (anti-)correlations

of systematic uncertainties revealed by the fit.
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An easy way to visualise the correlations between nuisance parameters is to
plot them in a correlation matrix. This was done in figure 75 and shows a strong
correlation of the signal strength p with the uncertainty on the QCD multijet estimate
(listed as ABCD). This correlation is to be expected as the multijet uncertainty is
designed in a very conservative way and in the absence of real data is very sensitive
to variations in the signal strength. This also results in large constraints as described
below. Further smaller and therefore tolerable correlations can be observed for the ¢t
theory uncertainties (parton shower, matching scheme and hdamp parameter) with
the systematic on the multijet estimate. All remaining parameters are virtually
uncorrelated.

The fitted nuisance parameters are shown in figure 76. As the fit is performed
on Asimov data we do not expect to see pulls for any of the nuisance parameters,
but constraints on the parameter imposed by the fit. Only two systematics show
any constraint at all: a negligible constraint for the t# matching scheme and a
significant constraint on the uncertainty on the QCD multijet estimation. The
constraint on the matching scheme likely results out of the correlation with the QCD
multijet systematic, while the constraints on the multijet estimation themselves are a
consequence of the Asimov fit: in the absence of real data the fairly large uncertainty
can be reduced quite dramatically resulting in the observed constraints.

In order to estimate which parameters have the largest impact on signal, each
nuisance parameter is pulled one sigma up and down while re-doing the minimisation
of the likelihood. The change in the signal strength parameter p is noted which
corresponds to the uncertainty on p from this parameter. It is now possible to plot
these nuisance parameters ranked according to their impact on the signal strength.

This was done in figure 77. As expected, the largest impact comes from the QCD
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Figure 78. Expected upper limits on the dark pion production cross sections in the all-
hadronic channel using the CLg method for all SU(2);, models in four slices of 7. The
dashed line represents the expected limit derived from the background-only hypothesis with
the one and two sigma uncertainty bands shown in green and yellow. The solid purple line
is the dark pion cross section prediction from theory. The shown uncertainties correspond
to statistical plus systematic uncertainties.

multijet estimation uncertainty with the 7; from the signal region bins showing up
next. All remaining parameters have virtually no impact on the signal strength.

The results of the fit are used to derive expected upper limits on the production

cross sections of dark pions. In figure 78 the limits are drawn in four slices of 7
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Figure 79. Expected exclusion limits in the n-my,—plane for SU(2)r, signal models in the
all-hadronic channel.

corresponding to the values n = 0.45, 0.35, 0.25 and 0.15 in the SU(2); models.
The jagged shape of the exclusion band for n = 0.45 is mainly caused by a lack of
statistics due to the very low signal efficiency in this extreme corner of signal phase
space. The corresponding expected exclusion limits in the two-dimensional 7-m,,—
plane are drawn in figure 79.

As can be seen, it is possible to make statistically significant observations of
dark pion events in the all-hadronic channel over a broad range of n and dark pion
mass values. Comparing the expected limits to existing limits in figure 55 or the
grey area in figure 79, it becomes clear that the all-hadronic channel is able to stand
by itself and deliver not just a significant improvement over existing limits, but a
worlds first. Since the production cross sections for dark pions from SU(2)z models
are significantly smaller than for SU(2);, models, the all-hadronic channel has no
sensitivity to any SU(2)g signal points.
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CHAPTER VI
CONCLUSION

In this thesis I describe two searches which aim to discover or exclude dark matter
signals. Excluding these signals allows us to constrain beyond the Standard Model
parameter space and informs future searches. In the search for direct production
of the supersymmetric partner to the top in the all-hadronic Jets+FE% final state
we did not find any significant excess over Standard Model predictions and we are
able to exclude stop masses up to 1.25 TeV for neutralino () masses below 200 GeV.
This search significantly extends exclusion limits from the previous search at 36.2 fb™!
search as shown in Figure 81.
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Figure 80. Observed (red solid line) and expected (black dashed line) exclusion contours at

95% CL as a function of the (a) X1 vs £ masses and (b) Am(t, X?) vs £ mass. Masses that are
within the contours are excluded. Uncertainty bands corresponding to the +1¢ variation of
the expected limit (yellow band) and the sensitivity of the observed limit to +1¢ variations
of the signal total cross section (red dotted lines) are also indicated. Observed limits from
previous ATLAS searches [107, 108, 109, 110, 112, 13] based on 36.1 fb=! of pp collision
data are provided for comparison in grey.

The search for dark mesons decaying to top and bottoms quarks is in editorial

review and the signal regions are blinded at the time of this writing. This search
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Figure 81. Run 2 expected exclusion limits in the n-m,,-—plane for SU(2), signal models
in the all-hadronic channel.

is expected to exclude dark pion masses up to 500 GeV for 2 TeV dark rho mesons.
Although observed limits cannot be shown for this search, the sensitivity for discovery
or exclusion is expected to exclude dark pion masses up to 500 GeV for 2 TeV dark
rho mesons as shown in Figure 81. A single-lepton channel search is also in progress
and we intend to combine these analysis for greater statistical power and coverage of
the dark meson parameter space.

LHC Run 3 is now in progress and is projected to produce 250 fb=! of proton-
proton collisions at /s = 13.6 TeV by its conclusion in 2025 [14]. The scaling of
search sensitivity with luminosity of an example dark meson signal point is shown
in Figure 82 for a range of multijet systematic uncertainties. We expect a Run 3
all-hadronic dark meson analysis to excluded dark pion masses up to 700 GeV. The

HL-LHC [15] will increase collision rate and center of mass energy to allow collection of
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3000 —4000 fb~! of proton-proton collisions at /s = 14 TeV. Extrapolated exclusion
and discovery sensitivity for direct stop production using HL-LHC data is shown in
Figure 83. Future searches for the direct stop production and dark mesons will make
use of higher center of mass energies, increased luminosity and improved analysis

strategies to further contribute to our understanding of dark matter.

o 407 : : : :
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LS — 40% SU(2). 25 600
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Figure 82. Extrapolated search sensitivity for an example SU(2); signal point with a
600 GeV dark pion and 2.4TeV dark rho for a range of multijet systematic uncertainties
(this uncertainty is 48% in the Run 2 analysis). The black line indicates expected exclusion
at 95% confidence. Multijet statistical and systematic uncertainties only are included in
these binomial expected Z estimates.
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Figure 83. Final 95% CL exclusion reach and 50 discovery contour corresponding to
3000 —4000 fb~! of proton-proton collisions collected by ATLAS at the HL-LHC. Figure
from [250].
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APPENDIX
DARK MESON SEARCH ADDITIONAL STUDIES

A.1 Dark pion production cross sections

SU(2)r, and SU(2)g cross sections depend on the mass of the dark rhos and pions,
with SU(2), models having larger cross sections at similar masses. This can be seen

in 2D grids of 1 vs dark pion/rho mass, which are plotted in figure A.1 for convenience.
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Figure A.1. Signal cross sections plotted on 7 vs dark pion/rho mass gridpoints for SU(2)y,
(top row) and SU(2)r (bottom row). Note that the axes are flipped for the rho mass
dependence in the plots on the right.



A.2 Dark pion reconstruction

The all-hadronic dark pion signature consists of up to ten jets with four of these from
B-mesons. In this analysis dark pions are reconstructed using large-R jet reclustering
of R=0.4 jets and matched to b-tagged R=0.4 jets. The large-R jets are reclustered
with a distance parameter R chosen for efficient dark pion reconstruction. The optimal
R value of a signal point depends on the dark pion mass and boost (set by the p
parameter).Figure A.3 shows the dependence of the distance in AR between the top
and bottom decay products of dark pions on their py for two signal points. R=1.2
has good efficiency for these signal points and this efficiency increases with dark pion

boost.

Figure A.2. Dark pions can decay into a top and a bottom quark (left). The dark pion can
be identified from jet mass and the flavor tagging of its constituents.

R values of 0.8,1.2, and 1.4 were considered for dark pion reconstruction. An R
value of 1.2 was chosen to capture dark pion decay products for the targeted SU(2)
signal point with n = 0.25 and m,, = 500 GeV while minimizing acceptance of
multi-jet and pile-up jets. Figures A.4 and A.5 compare large-R jet reconstruction
for different R values. The leading and subleading jet masses of these large-R jets are
the primary discriminating variables for this analysis.
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Figure A.3. Leading dark pion truth pr compared to the AR of the its decay products for
two signal points.
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Figure A.4. Jet reclustering for a range of R parameters. R=1.2 jets provide good signal
reconstruction while limiting multijet background events.
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Figure A.5. Reclustered leading and subleading jet masses for three R parameters for
the SU2L signal point with = 0.25 and m,, = 400 GeV. The subleading jet mass
reconstruction results in a broad peak and requires a looser selection. The R=1.2 parameter
was chosen for efficient dark pion reconstruction.
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A.3 The extended ABCD method

The dominant background for this analysis, QCD mutli-jet, is estimated using a
data-driven approach to extrapolate from the observed contribution in low signal
contamination regions to an estimate in the signal region. This four feature
generalization of the ABCD method is similar to multi-jet estimation described in
[240], but with tag definitions which select dark pions rather than tops. The top tags
are replaced by m; tags and single b-tags by bb-tags.

Figure A.6. 4D ABCD estimate region definitions. These labels have been chosen to agree
with the notation used in [240]. Tag definitions are described in the main body 28.

Region labels

L
H

G
|

2nd large-R jet

1stlarge-R jet

For defined by selections on Np features. For Np = 2, define N;; as the number
of events passing both selections and N;; as the number of events passing some
combination of selections and inverse selections specified by 1 or 0 for the N subscripts.

Define f; as the ratio of event passing to not passing selection i,

Ny

fi= Noo (A1)
_ Nou
fo= Noy (A.2)
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In the case of uncorrelated selections,

~ Np
fl N017 (AS)

~ Ni
f2 N107 (A4)

and
Nio = fi1Noo, (A.5)
Niy = foalNy, (A.6)
= f2./1Noo, (A7)
NioNo

= A8
Nog (A.8)

Which reproduces the conventional 2D ABCD method (with different notation) for

extrapolating into signal region A,

N, = NoeNew (A.9)

C A
D B
f—

Figure A.7. Regions used in a conventional 2D ABCD estimate. Figure taken from [241].
Discriminating variables are f and g in this plot.
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The ratio of the estimated region yield N;; to the observed yield Nll is defined
as the correlation between this selections,
N1y N1 Nyo

k12: ~

Nip B NyoNor

(A.10)

In the notation of A.6 there are 6 k factors which are each determined by comparing
the 2D ABCD estimate of the QCD multijet background to data - MC in the two tag

region,

Kraywan = 52, (A.11)
Er gy b1 = %?, (A.12)
Ky b2 = gé, (A.13)
Koy b1 = C;?, (A.14)
Fr g bb2 = éﬁj’ (A.15)
Evp1 pp2 = 12}4 (A.16)
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In the case of three discriminating variables with correlations between pairs of

features,

N
fi N;ZZ (A.17)
N,
fr= NZ;S (A.18)
N,
fs NZZ; (A.19)
ko = J% (A.20)
k13 B flL]f\;loj\[l(]oo7 (A21)
kys = fsz;’;m (A.22)

The expectation value of the two tag correlation terms k;; is 1 for the case of
uncorrelated variables.
Assuming that the correlation between any two 2-features does not depend on

the third feature,

Ni11 = fifafskiakaskisNogo- (A.23)

In the notation of A.6 there are four 3-tag regions which are estimated using the six

k-factors defined in A.16. The four region VR region estimates are,

K= f/{:wd’lmwkmhbbw (A.24)
L= kad,Q,bblkbbl,bbg, (A.25)
M = Ojfkﬂdwmkm%bbl, (A.26)
N = Ojfkm,l,b@ Kb,y bba - (A.27)
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These QCD multijet estimates are used to estimate the SM background in the VRs

and defined a non-closure systematic uncertainty,

OABCD — |1 - k?KkLk}MkN|. <A28)

The VR k-factor are estimates of the 3-tag correlations,

kvg = 2. (A.29)
VR

Where N is the data - SM MC yield for a region.

Extending to 4 variables and assuming that there are no 4-correlations,

Niy = J1fa 3 fakr2kizk1akaskaakiza Noooo, (A.30)
N1000No100Noo10 Vi
_ V1000 0}303 0010 0001]{12]{13]{;14]1,23]{;24]{334' (A.31)
0000

Expressing this relation in the region notation used in this analysis, my, bby, o, bby =

17 2’ 37 47

N

/§1 tag — H N3’ (A'32)
tags=1 “'A
N NgNgNeNy
/Sl tag = N—E’l’ (A.33)
S = 511 taghkna by Kraz b Kirg 1 b0 K by Koy ma Kty - (A.34)

This is the 4-variable 2-correlation corrected ABCD estimate. The statistical

uncertainty of this estimates is computed from the data - SM MC uncertainties for
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each 1 and 2 tag regions,

08
0‘% = Eltag,Qtag(W)zo—]QVi' (A35)

A.4 All-hadronic preselection full cutflow

For the benchmark SU(2),, signal point with n = 0.25 and m,, = 500 GeV (SU2L-
25-500) table A.1 shows the weighted and unweighted yields for the full SR selection.

Table A.2 shows the raw event count cutflow for the all-hadronic preselection.
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Table A.1. All-hadronic full selection cutflow for the benchmark SU(2)y, signal point with
n = 0.25 and m,, = 500 GeV at 139 fb~! integrated luminosity.

Cut Unweighted events | weighted events
Sample 29000 2335.2
INITTAL 29000 2335.2
GRL 29000 2335.2
GOODCALO 29000 2335.2
PRIVTX 29000 2335.2
TRIGDEC 27041 2173.0
NOBADMUON 37038 2172.8
JETCLEAN LooseBad 26951 2165.7
HT >= 1150 GeV 24763 1994.2
JET-N 20000 >= 6 22159 1786.2
JET-N-BTAG DLI1r:FixedCutBEff-85 >= 3 18701 1506.9
JET-N-BTAG DLI1r:FixedCutBEff-77 >= 2 18198 1466.5
EL-N 10000 == 15239 1227.3
MU-N 10000 == 12576 1013.0
Both leading R=1.2 jet masses > 60 GeV and

Both R=1.0 jets pT > 350 GeV 10754 865.3
Jets-12-mptbbp-0 > 0.25 9732 786.4
Jets-12-mptbbp-1 > 0.25 8975 726.8
Jets-12-ttag-0 == 5115 414.6
Jets-12-m-0 > 300 GeV 3455 279.2
Jets-12-dRb1-0 < 1.0 1677 134.3
Jets-12-ttag-1 == 905 72.0
Jets-12-m-1 > 250 GeV 562 44.4
Jets-12-dRb1-1 < 1.0 221 16.9

194



8609 e C6E¢ V6ETET 8.9¢ 8%09T9 997038 0967.9T 6£€L9 pajooaesald
8609 e 26E€ V6ET1EC 819€ 820919 997028 0967291 6€€L9 A®D mNAgfwg
¢129 e o87e V36CET £G8¢ 98629 9500€8 €06.L69T 6,869 AD 06T < N.H%_S
€1€0T 4% 601€€ 8798701 | 0988% 6V0LYTG | 6SGLEEST || 69FT6L0T | 60F19G || [eaowdT del1oa0 977
€TE0T 4 60TEE 8798%0T | 09887 6V0LVTS | 6GLEEST || 69VT6L0T | 607T9S 0%oA uonuI
eevel 4% 678.LE €8.8TCT | ¥.88T LG6799L | OGISEST || LGISSFET |  F0E89¢ 070A U0
65971 44 L1GTV G06E0FT | T968C | ¥9L8ITOT | ¢O6ESSY || 16087CIT | 6ETILS ¢ < sehay
GL8TT %47 9ZEE0V | STLITOV | 9.88C6 | CLLOSTES | TEE6VREE || LVFFFI2ET | €7FS00ST g < TI=A SRl
GOETT 1857 80LZT¥ | L¥S6L0T | ¥STIEE6 | TL2T8098 | TIOSESEE || CLTI0FSTT | LOOFOEST 9 < Py
298VT 666 LELG6S | 68TLTEY | TOVCLYT | CFSSGE0L0T | STTESLLE || 6L0GTITST | TTZE0LLS A9D 0GTT < IH
1669¢ €15% GV960ET | TO6TLETY | 9ETTRIS | IFFSTIFRT | 88F8TLES || 03GSOTEST | 6¥907830T Suruespd jo[
8€0.% 12GC VO6VTET | 0£C69C8 | GTTT0TS | TTT/VESST | PAVGEGES || 969890¥ST | #FFE0TS0E 039A UONW Peg
1¥0.L¢ €20S% LVTGTET | 0LV0LTS | 86CT0CS | 8STGL6ESST | 6GTEE6ES || STTOTTFST | 119202503 198311y,
0006% 6GSSTC | 00LTLTOST | 000STHTR | GSTTSI8Y | 9EFFI0STE | 0STE6TLS || LOTGOVRTR9 | €93T69TTY X0)10A ATeUWI
0006¢ 6¢GSTYC | 0GLTLTO8T | 000STVIS | SGTTSI8Y | 9€FF9I0STT | 0GTE6TLS || LTEOVSTS9 | ¥SEV69TTT orep) poon
0006% 6GSSTC | 0GLTLTOST | 000STHTR | GSTTSI8Y | 9EFFI0STE | 0STE6TLG || LTEOVRTRI | V6760ELTY 1D
00068 6¢SSYC | 0GLTLT08T | 000STVIS | GSTTSI8Y | 9EFFI0STT | 0STE6TLS || LTE0V8TR9 | GLYOTL6SS UOTJRALIO(]
00G-Gg-Teustg | uosoquymiy | doy o[Surg | x + 97 | sjpal+ 4 |omwoydof 37| peype 22 || OIN IV vlep my

SpuNOISYor( PIYR[NUIIS PAIIPISUOD [[B PUER BJeP I0] MOPIND UOIII9[asaId druoIpey-[[e oY) Jo

SHUNOD JUOAD MRY 7'V O[eL

195



A.5 All-hadronic preselection data studies

This appendix shows histograms of jet variables in data with the preselection as

summarized in table 25 applied.
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Figure A.8. All-hadronic pre-selection plots of b-jet kinematic variables.
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Figure A.11. All-hadronic pre-selection plots of the pr of the leading six jets.
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A.6 All-hadronic pile up sensitivity studies
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Figure A.14. Njets yields by g bin by run year.
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A.7 All-hadronic signal region signal and background yields

This appendix contains plots of signal and background yields for the all-hadronic SR.
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Figure A.17. Signal yield for SR bins for four n = 0.25 points.
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Figure A.18. Signal yield for SR bins for four n = 0.35 points.
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Figure A.19. MC and QCD multijet yield SR bins.

A.8 All-hadronic signal region optimization

The all-hadronic signal region was developed by evaluating physically motivated ttbar
and QCD multijet discriminating variables to find variables with strong multijet
exclusion and that are suited to the 4D ABCD background estimate. The 4 strong
discriminating variables (leading and subleading mje;r=12 and AR (j,bs)) and the
weaker variables used in preselection definition (leading and subleading mu/pr )
were optimized through estimating SR significance for a reference signal point as
they are independently varied.

Figure A.20 shows three example plots used for this optimization

The Signal and MC background yields with each SR selection applied sequentially

for the sum of SR bins are shown in table A.3
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Figure A.20. Plots for optimization of SM backgrounds. Each bin shows the estimated
SR yield for a choice of discriminating variable. The top plot shows an optimization of
leading large-R jet AR(j,by) for the unbinned all-hadronic SR. The bottom plots show an
example optimization for an SR leading and subleading jet mass subselection: 450 < leading

Jet R—12 < 550 GeV, 350 < subleading m et R—1.2 < 450 GeV. IN the right plot the leading
large-R jet selection is varied as shown and the subleading large R jet selection is set to the
leading selection 4+ 100 GeV. The selection used in these plot includes a requirement 6 jets
with pr > 20 GeV instead of 6 jets with pp > 25 GeV.
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A.9 All-hadronic tables of ABCD regions by SR bin

This appendix shows data, SM MC, QCD multijet estimates, signal yields, signal
contamination and k factors for each SR bin. Signal yields are shown for the SU(2),
optimization point, additional signal yield plots are shown in appendix A.7. The k
factor tables show the ratio of the QCD multijet estimate to data-MC for the 4D

ABCD method extrapolation and validation regions.
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Figure A.21. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m; < 325 GeV, 250 < mg < 300 GeV
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Figure A.22. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m; < 325 GeV, 300 < my < 350 GeV
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Figure A.23. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 300 < m; < 325 GeV,350 GeV < mgy
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Figure A.24. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m; <400 GeV,250 < mg < 300 GeV
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Figure A.25. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m; <400 GeV,300 < mg < 350 GeV
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Figure A.26. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 325 < m; < 400 GeV,350 GeV < mg
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Figure A.27. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m; < 10000 GeV, 250 < my < 300 GeV
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Figure A.28. Data, MC, QCD multijet estimate, signal yield, signal contamination, and

k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m; < 10000 GeV,300 < my < 350 GeV
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Figure A.29. Data, MC, QCD multijet estimate, signal yield, signal contamination, and
k-factor for each of the 16 regions used in the ABCD QCD multijet estimate. Estimate for
SR bin 400 < m; < 10000 GeV,350 GeV < ma
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