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Abstract

The understanding of quantum mechanical systems is essential to modern physics and
its applications. However, already for entangled systems of a few tens of constituents,
exact numerical simulations on classical computers can become impossible. Quantum
simulators based on well-controlled quantum system might provide the only effective
approach to these systems. Trapped atomic ions offer a uniquely precise and con-
trollable platform. They are used as platforms for, e.g., future quantum computers,
quantum simulators, and extremely precise clocks. Quantum-simulation problems
of interest and out-of-reach for modern theoretical methods include the dynamics of
one-dimensional systems on long time scales and more-than-one dimensional systems
with long-range interaction. For the latter, two-dimensional arrays of ions, individually
trapped and controlled above microfabricated surface-electrode traps, present a prom-
ising approach. In the first realizations so far, the inter-site distance between the ions
was too large to allow for sufficient inter-site coupling. We aim for a scalable approach
to an analog quantum simulator based on a two-dimensional array of individually
trapped ions. As a first demonstration, we operate an array of three magnesium
ions in triangular arrangement with a side-length of 40 pm. Therein, we previously
demonstrated the individual control of internal (electronic) and external (motional)
degrees of freedom of the ions. Here, we present the first realization of inter-site
coupling in the two-dimensional array. We demonstrate the coupling by a transfer
of large coherent states of motion between the sites. We investigate the influence
of the amplitude of these motional states in the anharmonic trapping potential and
extrapolate to future experiments on the single-phonon level. We apply the real-time
control of the coupling and concatenate the two-site coupling to transfer motional
excitation between all three sites of the array. To demonstrate the scalability of our
techniques, we couple all three sites simultaneously and investigate the evolution of an
initial excitation at one and two sites of the array. The latter shows interference effects
of the different pathways in the triangle. Current motional heating rates on the order
of the inter-site coupling, preclude working with single phonons near the motional
ground-state. We present a new experimental apparatus and vacuum chamber which
will allow in-situ cleaning of surface-electrode traps. This has shown to reduce motional
heating rates by two orders of magnitude. In this apparatus, we additionally realize a
magnetic-field insensitive qubit in 2°Mg™ with a coherence time exceeding six seconds.
We generate the magnetic field around 10.9 mT by a hybrid magnet assembly based
on solid-state magnets and fine-tuned by electric coils. Once we have reduced the
heating rate in the triangle trap array using the new setup, first quantum simulation
experiments, investigating spin-frustration or artificial gauge fields, will come in reach.
Here our triangle represents a basic, scalable, building block of future latices designed
at will.






Zusammenfassung

Das Verstindnis quantenmechanischer Systeme ist grundlegend fiir die moderne Physik
und ihre Anwendung. Jedoch sind exakte numerische Simulationen auf klassischen
Computern bereits fiir verschrénkte Systeme aus einigen zehn Bestandteilen unmoglich.
Quanten Simulatoren, basierend auf gut kontrollierten Quanten Systemen, konnten
den einzigen effizienten Zugang zu solchen Systemen bieten. Gefangene atomare Io-
nen bieten eine einzig artig préazise und kontrollierbare Plattform. Sie werden unter
anderem als Plattform fiir zukiinftige Quanten Computer, Quanten Simulatoren und
extrem prézise Uhren verwendet. Quantensimulationsprobleme von Interesse, und
auflerhalb der Reichweite moderner theoretischer Methoden, betreffen die Dynamik
eindimensionaler Systeme auf langen Zeitskalen und mehrdimensionale Systeme mit
langreichweitiger Wechselwirkung. Fiir Letztere, bieten zweidimensionale Anordnungen
von lonen, individuell gefangen und kontrollierter iiber Mikrofabrizierten Oberfla-
chenfallen, einen vielversprechenden Ansatz. In ersten Realisierungen solcher Fallen,
waren die Abstdnde zwischen den einzelnen Ionen jedoch zu grof} fiir eine ausreichende
Wechselwirkung zwischen den einzelnen Ionen. Unser Ziel ist ein skalierbarer Ansatz
flir einen analogen Quanten Simulator basierend auf zweidimensional angeordneten,
individuell gefangenen Ionen. Als erste Demonstration betreiben wir ein Array dreier
Magnesium Ionen, angeordnet in einem Dreieck mit einer Seitenlédnge von 40 pm.
Darin demonstrierten wir bereits die individuelle Kontrolle interner (elektronischer)
und externer (bewegungs) Freiheitsgrade der Ionen. In dieser Arbeit présentieren
wir die erste Umsetzung einer Wechselwirkung zwischen einzelnen Ionen in einem
zweidimensionalen Array. Wir demonstrieren diese Wechselwirkung durch den Transfer
kohédrenter Bewegungszustinde von groflier Amplitude. Wir untersuchen den Einfluss
dieser Amplitude im anharmonischen Fallenpotential und extrapolieren zu zukiinftigen
Experimenten auf dem Level einzelner Photonen. Wir verwenden die Echtzeitkontrolle
der Kopplung um die Kopplung zwischen zwei Ionen wiederholt auszufiihren und
so Bewegungszustinde zwischen allen drei Ionen zu transferieren. Um die Skalier-
barkeit unserer Techniken zu demonstrieren, koppeln wir alle drei Ionen gleichzeitig
und untersuchen die Entwicklung einer anfinglichen Anregung von einem und zwei
Ionen. Letzteres zeigt Interferenzeffekte aufgrund der moglichen Pfade im Dreieck.
Derzeit hindern uns Heizraten der Bewegungsfreiheitsgrade, von Groflenordnung der
Kopplungsrate, daran, die Kopplung mit einzelnen Phononen durchzufithren. Wir
prasentieren einen neuen Experimentellen Aufbau und eine Vakuumkammer, welche
das Reinigen der Oberflichenfalle, im eingebauten Zustand, erlauben wird. Es wurde
gezeigt, dass dies Heizraten um bis zu zwei Gréflenordnungen reduzieren kann. Zu-
sétzlich, realisieren wir in diesem Aufbau ein magnetfeldinsensitives Qubit in 2°Mg™
mit einer Kohérenzzeit von iiber sechs Sekunden. Wir erzeugen dieses Magnetfeld
von rund 10.9 mT mithilfe eines Hybridaufbaus basierend auf Permanentmagneten
und elektrischen Spulen zur Feinjustage. Sobald wir mithilfe des neuen Aufbaus, die
Heizrate in der Dreickesfalle reduziert haben, kommen erste Quantensimulationsexpe-
rimente, von Spin-frustration oder kiinstlicher Eichfelder, in Reichweite. Fiir dies stellt
unser Dreieck einen elementaren, skalierbaren, Baustein zukiinftiger, nach Belieben
entworfener, Gitter dar.
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1 Introduction

Quantum mechanics is required to describe many experimental observations in the
smallest physical systems. The theory allows access to unintuitive phenomena such
as superposition and entanglement. While we do not directly observe such effects in
everyday life, quantum mechanics is relevant to many modern technologies. These
include, for example, superconductivity, lasers, the understanding of photosynthesis,
and the construction of modern computer chips where transistor sizes are reaching
down to a few nanometres. For quantum mechanical systems, the information scales
exponentially with the system size (Nielsen and Chuang 2010). This limits the ability
to perform numerical calculations for such systems or even simply to save the systems
state at one instance of time on a classical memory. Already Richard Feynman
proposed to simulate quantum mechanical systems not on a classical computer but
to construct a similar, but well-controlled quantum system to gain insights into the
system of interest (Feynman 1982). Today Quantum Simulations have become an
active field of research, roughly separable into two classes of simulators: The first are
digital quantum simulators (DQS), where the system is programmed onto a quantum
computer and the dynamics are replaced by a discrete set of gates (Lloyd 1996).
Up to now only small proof-of-concept systems of quantum computers with a few
qubits have been realized (Gulde et al. 2003; Helmer et al. 2009; Yao et al. 2012)
and it is still a long way to a universal quantum computer with a suitable number of
error-corrected qubits and high-fidelity gate operations. The second type are analog
quantum simulators (AQS), more closely to Feynman’s original idea: Here one aims
to experimentally realize a quantum system that resembles the system of interest but
allows for precise control including the preparation, manipulation, and detection of the
state of the system. This AQS, while not being a universal simulator but tailored to a
specific class of problems, might be easier to construct (Buluta and Nori 2009) and
more robust against imperfections (Cirac and Zoller 2012). Similar to the DiVincenzo
criteria (DiVincenzo 2000) for a universal quantum computer, Cirac and Zoller (2012)
list the following five criteria for an AQS: (1) A quantum system of multiple (quantum)
particles, which (2) can be prepared in a known state. Then (3) interactions either
external or within the system can be made by local and global control of the particles,
followed by (4) detection of the final state of the system. Finally, (5) these results
should be compared to known solutions, where possible, and AQS based on different
physical platforms. Several platforms have been investigated for realizing such an
AQS, including photons using waveguide technology (Aspuru-Guzik and Walther
2012), neutral atoms stored in three-dimensional optical lattices (Barredo et al. 2018),
superconducting qubits (Roushan et al. 2017), and trapped ions in Paul (Bernien et al.
2017; Zhang et al. 2017), and Penning traps (Britton et al. 2012). For an extensive



1 Introduction

overview of quantum simulations, investigated platforms and applications we refer to
the review article by Georgescu et al. (2014).

Trapped ions provide one of the most promising platforms for envisioned quantum
computers and simulators. They are identical particles and experimental techniques
are available which allow for precise, high-fidelity control of internal (electronic) and
external (motional) degrees of freedom (Leibfried et al. 2003; Wineland et al. 1998).
Trapped ions are investigated for instance as a platform of future quantum computers
(Cirac and Zoller 1995; Kielpinski et al. 2002) but are also used in the most stable
clocks to date (Brewer et al. 2019; Huntemann et al. 2016). Early on trapped ions have
been proposed as a platform for quantum simulations where the electronic degrees of
freedom can simulate spin-1/2 systems, while motional degrees of freedom represent
(quantum) harmonic oscillators (Blatt and Roos 2012; Porras and Cirac 2004; Schaetz
et al. 2007, 2004, 2013; Schmitz et al. 2009a; Schneider et al. 2012). With first
experimental realisations of the quantum Ising model (Friedenauer et al. 2008; Kim
et al. 2010) or the quantum random walk (Schmitz et al. 2009b; Zahringer et al.
2010). Up to now, all these experiments have been performed in linear Paul traps on
one-dimensional Coulomb crystals with up to approximately 50 ions (Bernien et al.
2017; Zhang et al. 2017).

Cirac and Zoller (2012) and Hauke et al. (2012) state two classes of problems which
lie beyond what is solvable numerically by modern theoretical techniques: The first
one being the simulation of the long-term evolution of closed or open systems, and
the second one, strongly entangled, multi-dimensional systems. The first can be
already realized in one-dimensional systems as done, for example, in Clos et al. (2016)
reaching beyond numerical tractability by increasing an effective system size. We
aim towards the latter class of problems of realizing an AQS by a fully-connected
two-dimensional lattice of individually trapped ions coupled at long range. Therein
quantum spin Hamiltonians can be studied, but also the motional degrees of freedom
can be harnessed to investigate for instance transport phenomena (Bermudez and
Schaetz 2016; Bermudez et al. 2012) or spin-boson models (Porras et al. 2008). In
Figure 1.1 we schematically sketch the idea of assembling a fully connected lattice
based on our prototype of a triangular array of individually trapped ions. The scalable
approach allows to preserve the controllability and performance of single trapped
ions while increasing the system in two dimensions. Here our triangle trap is a basic
building block of future lattices.

Surface-electrode ion traps (Chiaverini et al. 2005; Seidelin et al. 2006) where,
inspired by neutral-atom chips (Dekker et al. 2000; Folman et al. 2000; Miiller et al.
1999), all electrodes lie in a single common chip plane, are today slowly replacing
the conventional, three-dimensional Paul trap design. They allow for modern mi-
crofabrication and engineering capabilities developed, e.g. in the field of computer
chips. Still, most implementations aim towards linear traps where a linear chain of
ions is confined along a single potential minimum. Early on also two-dimensional
trapping structures have been proposed based on an array of microtraps (Chiaverini
and Lybarger 2008; Cirac and Zoller 2000; DeVoe 1998; Schaetz et al. 2007). Here the
idea is that the lattice structure is built from individual trapping sites filled with one or



Figure 1.1: Scalable approach of a two-dimensional quantum simulator. Building
on the remarkable results achieved in single trapped ions with internal (spin) and
external (motional) degree of freedom we realize a basic triangular array. Therein
we retain this performance of local and global control by focused lasers and electric
control potentials while realizing the essential inter-site coupling. Our triangular
array represents a basic building block of future large scale fully-connected lattices
suitable for quantum simulations.

(optionally) multiple ions and individual sites are coupled via the Coulomb interaction
of the individual charged ions in neighbouring sites. This coupling can be modelled by
coupled harmonic oscillators where the coupling scales with the inter-site distance r as
1/r3. This stems from the fact that the coupling is induced by small variations of the
ion positions around the equilibrium position, an effective dipole-dipole interaction.
For suitable interaction timescales of (100-1000) ps, limited by coherence times of
spin and motional degrees of freedom, the inter-site distance has to be smaller than
approximately 50 pm. This coupling has been demonstrated between two sites in linear
traps (Brown et al. 2011; Harlander et al. 2011) and was later used to implement an
effective spin-spin coupling between the sites (Wilson et al. 2014). Several groups are
working towards realizing two-dimensional arrays of single trapped ions (Bruzewicz
et al. 2016; Clark et al. 2009; Jain et al. 2018; Kumph et al. 2016; Rattanasonti et al.
2013). However, so far, the inter-site distances realized therein are in the range of r ~
(270-1500) pm limited by design and fabrication methods.

In a collaboration with the ion storage group at the National Institute of Standards
and Technology (NIST, Boulder, CO), we presented two trap arrays each forming an
equilateral triangle with side lengths of 40 pm and 80 pm respectively, fabricated by
Sandia National Laboratories (Albuquerque, NM) (Mielenz et al. 2016). The traps
follow a scalable approach in the numerical design of the electrode shapes and in
fabrication which should allow scaling up to tens to hundred sites (Mielenz et al. 2016;
Schmied et al. 2009). We demonstrated the individual control of the internal and
external degrees of freedom of the single trapped ions including cooling to the motional
ground-state by spin-motion coupling using local laser interactions, and local tuning
of the trapping potential by electric control potentials. Following, we presented new
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methods for the reconstruction of motional mode orientations of the single trapped
ions which is essential for enabling tunable inter-site coupling (Kalis et al. 2016).
Remaining limitations included limited coherence timescales of the internal (electronic)
and external (motional) degrees of freedom (approx. 100us), where the latter are
affected by fluctuations of motional frequencies and motional heating rates of typically
10 quanta/ms, and the missing realisation of the inter-site coupling.

In this thesis, we present the first realization of inter-site coupling in a scalable,
two-dimensional prototype of an analogue quantum simulator based on individually
trapped ions (published in Hakelberg et al. (2019)). We establish the necessary control
techniques to implement the coupling and show the coherent exchange of coherent states
of motion between sites of our array. To clearly demonstrate the coupling, we work
with coherent states of large amplitude on the order of 1000 quanta, due to motional
heating rates of several motional quanta within timescales of the exchange. For this,
we develop an extended reconstruction method of the motional state amplitude based
on site-specific calibration measurements. On the scale of the motional amplitude of
these states, the trapping potential features anharmonic contributions, which alter the
observed coupling. We analyse this systematically and extrapolate to the regime of
low excitation, which we find in agreement with calculations for harmonically trapped
ions. To further investigate the real-time control of the coupling we concatenate the
two-site coupling protocol to transfer motional excitation between all three sites of our
array. Furthermore, we employ the simultaneous control at all three trapping sites to
implement global coupling of all sites. Here we investigate the evolution of an initial
motional excitation at one or two sites of the array. The latter displays interference
effects of the coherent states along the different pathways in the array dependent on
the relative phase difference between the initial excitations. Additionally, we describe
the construction and operation of a new experimental apparatus and vacuum chamber
compatible with our traps that incorporates the ability of in-situ cleaning of the trap by
bombardment with argon-ions which has been shown, in other groups with comparable
devices, to reduce motional heating rates by two-orders of magnitude (Hite et al.
2012). In this experimental apparatus we realize a magnetic-field insensitive transition
(qubit) (C. Langer et al. 2005) in 2°Mg™ ions using a novel hybrid setup to generate
a magnetic field of 10.9mT and find a coherence timescale of 6.6(9) s (published in
Hakelberg et al. (2018)). We employ this qubit to perform a first exemplary quantum
sensing experiment of oscillating magnetic fields which we attribute to stray currents
in the radio-frequency electrode of the trap.

QOutline In Chapter 2 we discuss the essential theories and methods relevant to this
thesis. We start with the internal (spin) degree of freedom (Section 2.2) where we
introduce the magnetic field-independent qubit, and methods for state preparation,
manipulation, and coherence measurement. In Section 2.3 we explain the underlying
principles of Paul traps and introduce surface-electrode ion traps, especially trap
arrays and the design methods. We introduce the traps used for this thesis and
considerations for the design of future traps. In Section 2.4 we describe the control of



motional degrees of freedom of the trapped ions. This includes Doppler cooling and
methods for the preparation and detection of coherent states. We introduce control
potentials and the underlying calculations, followed by the methods we use to control
and analyse the orientations and frequencies of motional modes. In Section 2.5 we
derive the theory of coupled harmonic oscillators describing the coupling of single
trapped ions in our array. In Chapter 3 we summarize the experimental setup starting
with the control system and laser setup. After a short summary of the established
vacuum chamber housing the triangle trap array, we describe the design and assembly
of the new experimental apparatus including a new vacuum chamber and a hybrid
magnetic field setup (Section 3.3). In Section 3.4 we present the results obtained in
this new setup with regards to realizing a magnetic-field independent qubit using a
combination of solid-state magnets and coils, which we published in Hakelberg et al.
(2018). In Chapter 4 we present the main results of this thesis, the realization of
inter-site coupling in the triangle trap array, published in Hakelberg et al. (2019).
Starting from the basics of coupling two sites (Section 4.1) we follow by a systematic
study of the effect of anharmonic contributions to the trapping potential on the
coupling (Section 4.2). We extend this coupling to two dimensions by employing
the real-time individual controllability in our array: In Section 4.3 we demonstrate
real-time tuning of the coupling to transfer motional excitation in the triangle trap
array, while in Section 4.4 we demonstrate simultaneous coupling of all three sites
showing interference effects of multiple motional excitations in the array. In Chapter 5
we summarize the findings and give an outlook towards future improvements and the
prospects for experimental applications.

Personal contribution I started working at the triangle-trap experiment with the
senior doctoral candidates Manuel Mielenz and Henning Kalis. I participated in the
first publication demonstrating the trap architecture and showing the first results of
individual control (Mielenz et al. 2016). There, my contribution was the reconstruction
of motional states and motional mode configurations from two-photon stimulated
Raman transitions. Together with Henning Kalis as a first author, I published a novel
technique to measure the orientation of motional modes of single trapped ions by
coherent excitation via control electrodes (Kalis et al. 2016) where I participated in the
measurements and the analysis of results. I took over the experiment from Henning
Kalis and was joined by the doctoral student Philip Kiefer. I continued to operate the
experimental system which includes maintaining and improving the optical (laser) and
electronic setup, and performing measurements and analysing results. Together with
Philip Kiefer, I measured and analysed the results presented in this thesis (Chapter 4),
which we published (equally contributing) in Hakelberg et al. (2019). Building on
these results, Philip Kiefer and I realized phonon-assisted coupling in the triangular
trap array which led to a second shared publication (equally contributing) Kiefer et al.
(2019) and is presented in Philip Kiefer’s dissertation (Kiefer 2019).

In parallel to these experiments, I designed a new vacuum chamber for surface-
electrode traps incorporating an argon-ion gun which can be used to for in-situ cleaning
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of traps to reduce motional heating rates (presented in Section 3.3). Raphaél Saint-Jalm
started characterizing the argon-ion gun during an internship in our group and I contin-
ued these characterizations. I designed the vacuum chamber, managed the production
of parts in the mechanical workshop of the physics institute and assembled the chamber.
I set up the necessary optics, electronics and data-acquisition system for controlling
the experiment and implemented ablation loading. I supervised the master student
Leonard Nitzsche who helped in setting up the experiment and characterized the
ablation loading; and the bachelor student Valentin Vierhub-Lorenz who designed
and constructed the imaging optics. I designed and constructed the hybrid-magnetic
system and, together with Philip Kiefer, characterized the system, performed the
measurements and analysed the results presented in Section 3.4. Additionally, we
performed ground-state cooling and heating-rate measurements in this new chamber,
results that are not part of this thesis. Currently, we are preparing the setup for first
argon-ion cleaning experiments.
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2 Theoretical and Experimental Methods

In this Chapter, we discuss the theoretical and experimental methods used in this
thesis. Extensive literature is available on the field of trapped ions including the review
articles by Leibfried et al. (2003) and Wineland et al. (1998) and we refer to these
and cites therein for further details. In Table 2.1 we give an overview of the toolbox
of single trapped ions, which allow to realize two quantum mechanical systems, the
spin-1/2 system in internal (electronic) degrees of freedom and the three-dimensional
harmonic oscillator in external (motional) degrees of freedom.

Spin-1/2 system 3D (harmonic) oscillator
E.g. hyperfine sub levels Motional degrees of freedom
Initialization Optical pumping Doppler & sideband cooling
Arbitrary superpositions Thermal, coherent, fock states
Manipulation Microwave & Raman transitions  Electric control potentials
Spin-phonon coupling by Raman transitions
Coherence Clock states Isolation from external noise
Detection State selective detection Fluorescence (n 2 100 quanta) &

state reconstruction

Table 2.1: The toolbox of (single) trapped ions. Both a spin-1/2 system and
the harmonic oscillator system can be realized in internal and external degrees
of freedom respectively. For the spin-1/2 system arbitrary superposition states
can be prepared using optical pumping and by driving microwave and Raman
transitions. Coherence can be increased by magnetic-field insensitive clock states
and detection performed by state-selective detection. For the harmonic oscillator
system cooling to the motional ground state and preparation of various motional
states is possible. Electric control potentials allow to tune motional frequencies and
motional mode orientations. State reconstruction can be performed for average
motional amplitudes (n) or on the single Fock state level. Both systems can be
coupled (spin-phonon coupling) by driving motional-sensitive Raman transitions.
For details see text and, e.g. Leibfried et al. (2003) and Wineland et al. (1998).

In the following, we describe general methods concerning these internal and external
degrees of freedom of trapped ions. We summarize the techniques of ion traps, focusing
on surface-electrode traps used in this thesis, including the design and fabrication. As
essential control parameters, we describe the calculation and verification of electronic
control potentials to tune the motional degrees of freedom of the trapped ions. We
finish by a discussion of the theory of coupled harmonic oscillators as a description



2 Theoretical and Experimental Methods

of two ions trapped at two sites of our trap array and coupled via the Coulomb
interaction.

2.1 Basic building blocks

Trapped ions allow the realisation of two basic building blocks of quantum mechanics.
A two-level, or spin-1/2 system and the (three-dimensional) harmonic oscillator. Both
systems can be used as building blocks of an envisioned quantum simulator. In the
following, we summarize a subset of the theory of both systems as relevant to this
thesis.

2.1.1 Two-level system

Two-level systems are one fundamental concept of quantum mechanics especially used
as a model system. They are described by two states |0) and |1) with energy difference
AFE = hwy with the reduced planks constant i and corresponding frequency wg. With
regard to spin—1/2 systems the states are often labelled ||) and [1) a convention we
are using in this thesis.

Rabi oscillations

Following Sakurai (1994) a driving field oscillating with frequency wq can be used to
drive transitions between these two states. Starting from an initial state ||) and for
a resonant driving field, wq = wp the probability for the system to be in state |1) is
given by:

Py (t) = sin® (Q/21t) (2.1)

The system oscillates between the two states with the coupling rate €2. These coherent
oscillations are termed Rabi Oscillations after I. I. Rabi. For a detuned drive wq # wo
with detuning A = wq — wp, Equation (2.1) changes to

0z
Pip(t,A) = o7 sin? (Qa/21) (2.2)
A
with the increased coupling rate

Op = V2 + A2

In Figure 2.1 we exemplarily sketch Equation (2.2) for variable detuning. We addi-
tionally plot the resonance line-shape observed when keeping the driving duration
fixed at t = 7/Q and varying the detuning.

10
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Figure 2.1: Rabi Oscillations of a driven two-level system. Initially in state
[4) the driven system oscillates between states |]) and |1) (left). We plot these
oscillations on resonance (blue line) and for three different detunings A = 0.5Q
(orange line), A = Q (green line), and A = 2Q (red line). Additionally, for a fixed
driving duration (¢ = 7/, black vertical line), we plot the effect of a variable
detuning (black line, right).

2.1.2 Three-dimensional harmonic oscillator

The harmonic oscillator is in two ways important for quantum simulations with trapped
ions. On the one hand, a single trapped ion can be described by a three-dimensional
harmonic oscillator, and on the other hand, the quantum harmonic oscillator is one
of the essential concepts in quantum physics and a possible building block of analog
quantum simulators.

In classical mechanics

In classical mechanics, the harmonic oscillator is given by a particle of mass m trapped
in a harmonic potential. In one dimension () this potential is given by V = 1/2 kx?
and a corresponding position-dependent force F(x) = —kxz. The particle, if not at rest,
undergoes oscillations with a frequency w = /k/m. Extending to three dimensions
with position r the general potential is given by

1
V(r)= §TTKT (2.3)
With the 3 x 3 matrix K. In the orthogonal eigenbasis {Z, ¥, 2} of K, the potential

can be written as: )
V(r)= 5(lﬂz,g:f:? + ky§? + ks2?) (2.4)

a superposition of three one-dimensional harmonic oscillators with three corresponding
frequencies w;, i € {&,9, 2}, given by the eigenvalues \; of K, \;/m = w?. These
three pairs of eigenvector and eigenvalue are known as the three motional modes of

the particle, with mode vector u; and frequency w;.

11



2 Theoretical and Experimental Methods

In quantum mechanics

For the quantum-mechanical three-dimensional harmonic oscillator, a similar separa-
tion in three one-dimensional oscillators can be made. We will here, therefore, consider
the one-dimensional quantum harmonic oscillator, as relevant in the context of this
thesis, and follow the introduction by Sakurai (1994). The corresponding Hamiltonian
is given by:

P mwle?

H=—+

2m 2

with the momentum operator p and position operator x. With lowering and raising
operators a and af, and the number operator N = afa, the Hamiltonian can be

rewritten as:

(2.5)

H = hw(N + %) (2.6)

with eigenstates |n) with energy E, = (n+ &)hw. These are the Fock- or number
states.

Coherent states of motion Following Carruthers (1965) coherent states of motion
are defined by:

[e.o]

@) = exp (=3 lal*) - = In) 2.7
n=0 :

where « is a complex value denoting oscillation amplitude and phase of the coherent
state. The distribution over the number states follows a Poisson distribution:

) |Oé’2n
olalel™

P(n) = (2.8)

n!
with expectation value (phonon number) 7 = |a|? which is equal to the variance of
the distribution (An?) = ii. These states correspond, for large a, to excitations of the
classical harmonic oscillator. Coherent states of motion can be created by a resonant
driving force acting on the particle, i.e. F/(t) o sin(wt). In the context of trapped ions,
one can make use of the electric charge of the ions and realize the driving force by

an oscillating electric field. In Section 2.4.2 we describe our experimental tools for
creating and detecting coherent states of motion.

12



2.2 The ion - electronic degrees of freedom

2.2 The ion - electronic degrees of freedom

In our experiments we are working with magnesium ions (Mg*). In the following, we
summarize the electronic properties of the ion with a focus on the parts relevant to
this work. For a detailed overview motivating the choice and explaining our usage of
magnesium ions in our trapped-ion experiments we refer to Friedenauer (2010).

2.2.1 Level scheme

From the three naturally stable isotopes of magnesium with masses (24, 25, 26) u, we
here work with 24Mg™' and ?®Mg™. In Figure 2.2 we show an overview of the level
scheme of magnesium ions as relevant to this thesis. A more involved level scheme
including higher excited levels can be found in Clos (2017). Two excited states P,

=21 41.4 MHz

I:,3/2 """"""""

=21 40.9 MHz
P1/2 STTTTTT T T T T T

279.6352 nm
280.3531 nm

F=2

S, —t----- - : 21 1.789 GHz

12
F=3

Figure 2.2: Subset of the finestructure of magnesium ions as relevant to this
work. From the ground state S/, transitions at around 280 nm connect to the
excited Pi/, and Ps), states with linewidths on the order of 2w x 41 MHz . For
the 2°Mg™ isotope with nuclear spin I = 5/2 the ground Sy, state is further
split into Hyperfine sublevels with a splitting of 27w x 1.789 GHz. We use lasers
to drive transitions for Doppler cooling and state-detection (blue arrow) as well
as repumping and state preparation (red arrows). Energies taken from Clos et al.
(2014) and transition rates from Kelleher and Podobedova (2008).

and P3, are accessible from the ground S/, state by ultra-violet laser radiation around
280nm. We employ lasers driving these transitions for Doppler cooling of the ions
and state detection (S1,—P3/,) as well as state-preparation by repumping (Si/,—P1/,).
The isotopes 2*Mg™ and 2Mg™ have a zero nuclear spin I = 0, while for 2?Mg™
I =5/2. This leads to a hyperfine splitting of the S/, state by 27 x1.789 GHz which
we use to implement a robust two-level system (see next Section). Additional lasers
(not shown here) allow us to drive two-photon stimulated Raman transitions in the
Si/, manifold via a virtual level detuned by several 27 x10 GHz from the P3, level.

13
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2.2.2 Field independent qubit

A stable two-level system is one essential building block not only in our approach to
scalable quantum simulations but also in other quantum simulation and computation
applications. We implement this in the electronic degrees of freedom of 2°Mg™*: We
lift the degeneracy of the hyperfine states (see Figure 2.3) by an external magnetic
quantization field and choose two levels labelled |1) and [{) of the Si;, manifold to
realize a two-level system or qubit. These states have a (compared to experimental

*m_=0
- m.=1
F=2 \ i m.=
“ wRF,O\Ar
\
\‘ |
\ \
Wy 2 w\
“ Wyw,1 M\\N'O
\ ‘\
\ \
\
\ \
\ =
F=3 \ mF 3
\ m_=2
. Mm=1

Figure 2.3: Hyperfine splitting of the S./, ground state of 25Mg™. The applied
magnetic field of about 10.9mT lifts the degeneracy of the hyperfine manifolds
F =2 and F = 3 and splits these into (2F + 1) sublevels mp (additional sublevels
indicated as dots). Dashed lines indicate the transitions investigated in this
work. We group these into microwave (wywi/(27) =~ (1500-1700) MHz) and
radio-frequency transitions (wgrpi/(27) ~ 55MHz), based on their frequency.
Corresponding energy splittings at this magnetic field are given in Table 3.2.

timescales) infinite lifetime on the order of 10° years (Kalis 2017). However, shifts in
the energy difference E A between the states can still lead to a dephasing of prepared
states, limiting the timescale of experiments. The energy difference between the levels
varies as a function of the magnetic field as calculated in detail in (for example) Kalis
(2017). Here at selected points Ex becomes stationary as a function of the magnetic
field strength |By, i.e.

dEA

d|By|

This allows the realization of a qubit that is first-order insensitive to magnetic field
fluctuations. This significantly lowers the influence of fluctuations of the magnetic
field strength, which can never be excluded completely in an experiment (Bollinger
et al. 1991; C. Langer et al. 2005). For 2°Mg™ the lowest magnetic field to realize such
a qubit, apart from |Bg| &~ 0T where the hyperfine sub levels states are degenerate, is
at |Bp| ~ 10.9mT. Here the levels |[|) = |F =3,mp =1) and |1) =|F =2, mp = 0)
become first-order insensitive with a splitting of wyw 2 ~ 27 x 1763 MHz. While in

0
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2.2 The ion - electronic degrees of freedom

atomic physics experiments, magnetic fields are often realized with electric coils, in
this work we present a realization based on a hybrid-setup where the main part of the
magnetic field is realized by permanent magnets and fine-tuned by electric coils. In
the triangle-trap setup, we use ferrite magnets generating a magnetic field of 4.66 mT
(Kalis 2017).

2.2.3 State preparation, manipulation and detection

To prepare the ion in a defined state we employ the technique of optical pumping
using dedicated laser beams. The o -polarized beams couple the S, states to the
P/, level, increasing the mp quantum number by one. From there the state decays
with a rate of I' & 27 x 41 MHz and Amp € {—1,0,+41}, on average increasing my by
one. As there exists no mg = 4 state in the P/, manifold, the |F = 3, mp = 3) state
of Si/, is a dark state with respect to this laser frequency and the ion is pumped to
this state. In the following, we use [F,mp) as a short form for Sy, states, e.g. [2,2).

To drive transitions between the states we employ microwave radiation resonant with
the respective transition (Amp € {—1,0,+1}), with typical ¢, times of (10-100) ps,
i.e. the time needed to fully transfer the ion from one state to another. Alternatively,
we can use two-photon stimulated Raman transitions where the states are coupled via
two lasers tuned to a virtual level detuned by several 27 x10 GHz from Ps/, (Leibfried
et al. 2003). Additionally, in the new setup, we can drive AF = 0 transitions,
e.g. |2,2) <> |2,1) using a radio-frequency voltage near 27 x 55 MHz that we apply
directly to the radio-frequency electrode at the trap side of the helical resonator (see
Section 3.1.1). To prepare variable states we concatenate microwave transitions, e.g.
13,3) = |2,2) — |3,1) to prepare the ||) state of the field-independent qubit.

To detect the electronic state, we use resonant light to detect the population of the
3,3) state. We employ a o*-polarized laser resonant to the [3,3) «» Py, transition
with a decay rate of the excited state of I' = 27 x 41 MHz and collect the scattered
photons. Due to the detuning of more than 27 x 1500 MHz, the |Sl/27 F = 2) states
are not excited by this laser. To perform detection of the field-independent qubit
we implement a reversed preparation sequence |3,1) — [2,2) — |3, 3) to transfer the
population of |3,1) to the detected state |3,3) before shining in the detection laser.

To infer the state populations we follow a method also described in C. E. Langer
(2006). We perform the same experiment for several realizations on the order of
Nexp = (100-1000) times. For each realization the ion is projected either into a bright
(l4)) or dark (|1)) state. In the new setup during the detection interval of 100 ps, we
collect on average around ]\7| 1) = 2.5 photons for an ion in ||) and around N, iy = 0.2
photons for an ion in [1). Both counts follow a Poisson distribution:

N
P(N|N) = %e—N (2.9)
giving the probability to collect N photons for an average of N photons. For an ion
in a superposition state:

U= Vae M 1) + /(1 —a)e™ %W |4 (2.10)
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2 Theoretical and Experimental Methods

with probability amplitude o € [0; 1], and arbitrary (real) phase factors ¢y and ¢y,
the count probability distribution is given by a sum of the two corresponding Poisson
distributions:

P(N|a) = aP(N|Npy) + (1 — a)P(N|N) (2.11)

To reconstruct the state populations from the data of an experimental sequence,
with Ngata data points with varied experimental parameters and Ney, experimental
realisations per data point, we follow a two-step process. In the first step, we take the
full dataset of k = Nexp X Nqata entries with IV; counts each. We fit Equation 2.11 to
this dataset by maximizing the log-likelihood function:

k
log L(av, Nip), Njp)) = log [ [ P(Nil, Nipy, Np))
=1
k -_— —
= >_log P(Nila, Nipy, Niyy)
=1

From this, we infer the two mean values N, ity and ]\_f| 1) corresponding to the respective
electronic states. In the second step, for each data point with N, entries we again
fit Equation 2.11 by a log-likelihood fit, this time only varying o and setting NV, ity and
N| 1) from the previous step. The first calibration step could, in theory, be done only
once. In the experiment, however, fluctuations of, for instance, the detection laser
intensities will affect the average counts on timescales of minutes.

To exemplarily demonstrate this technique, we consider data collected for driving the
13,3) <> |2,2) transition for variable time tqive followed by detection. The normalized
histogram of the full experimental data shown in Figure 2.4 is fitted by the two Poisson
distributions centred at N\272) = 0.207(5) and N|373> = 2.686(9). Keeping these values
fixed we fit the probability amplitude « for each histogram corresponding to a fixed
driving duration t4,ive with 1000 entries each. The resulting data in Figure 2.5 of the
probability of |3, 3), P33y given by a shows coherent Rabi oscillations (cf. Section 2.1.1)
between the states |2,2) and [3,3). We attribute the fact that Pj3 3, does not reach 0
or 1 to imperfect preparation of the initial state.
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Figure 2.4: Exemplary state reconstruction histogram. From 50000 experiments
driving the transition for variable duration we plot the normalized histogram of the
detected counts (grey bars). We fit the data by a sum (blue line) of two Poisson
distributions corresponding to light scattered by state |2,2) (green line) and state
|3,3) (orange line).
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Figure 2.5: Rabi oscillations on the |3, 3) < |2,2) transition. From 1000 experi-
ments per data point we use the measured count histograms to reconstruct the
probability for the ion to be in state |}). The resulting data shows Rabi oscillations
with a period of about 251s. We attribute the initial deviation from P33y = 1
to imperfect state preparation. As a guide to the eye we plot a sinusoidal model
fit. The delayed onset of approximately 1.4 ps is explained by the rise-time of the
microwave circuit which can be calibrated. Error bars (SEM) are smaller than the
marker size.
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2.2.4 Qubit coherence measurements

Long qubit coherence times, with respect to typical experimental sequences, are
essential for envisioned quantum simulation experiments. In ion trap experiments
coherence of the qubit is mostly limited by fluctuations of the magnetic quantization
fields leading to fluctuations in the energy difference between the two-qubit states. As
part of this work, we realized a stable first-order magnetic-field-insensitive qubit by a
magnetic quantization field generated from solid-state magnets (results in Section 3.4).
To quantify the coherence timescales, we perform two types of experiments explained
in the following.

Ramsey experiment

The first experiment is a so-called Ramsey experiment proposed by Ramsey (1950).
The experiment consists of two resonant pulses of duration 7/(22) driving the qubit
transition where (2 refers to the Rabi rate. After preparation of, e.g. state ||}, the first
pulse prepares a superposition state of 1/1/(2)(|{) + [1)). After a variable waiting
duration TRamsey @ second pulse of the same duration and with variable phase ¢ is
applied. In the ideal case with resonant pulses and no fluctuations of the magnetic
field, depending on ¢ the final state is either 1) (¢/(27) =n, for n =0,1,2,..), |{)
(¢/(2m) =n(1+40.5), for n =0,1,2,..) or a variable supposition. The probability to
find the system in state |]) after projection in the ||)/|1) basis is given by:

Py (¢) = cos*(¢/2) (2.12)

If we now consider noise, for instance of the quantization magnetic field amplitude, the
energy splitting of the two states changes by a detuning Awyeise. This leads to a phase
of Awnoise * TRamsey accumulated during the waiting duration TRamsey. Here we assume
that the pulse durations are short compared to typical coherence timescales, i.e. the
pulses are not affected by the detuning. For a single realisation of the experiment this
shifts the probability distribution of Equation (2.12):

Hi) (¢7 TRamsey) = COS2 [((Z) + Awnoise - TRamsey)/Q] (213)

To simulate this in the context of an experiment we assume a Gaussian noise distri-
bution of Awnpeise, i-€. of the underlying magnetic field amplitude noise. To extract
state probabilities P}y, in the experiment we repeat the same experiment several 100
times. To numerically illustrate this, for fixed TRamsey and variable ¢, we sample
10000 values of Awpeise from a Gaussian distribution with a width of 2w x1kHz for
each ¢ and calculate the average H ¢>(¢, TRamsey). We fit the resulting data by a cos?
function with a variable amplitude (contrast) C. In Figure 2.6 we show the resulting
contrast as a function of Tramsey. The data is described by a Gaussian decay model:

C(TRamsey) = €xp [— <1himsey)2] (2.14)
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Figure 2.6: Exemplary numerical data extracted from simulating a Ramsey ex-
periment with noise sampled from a Gaussian distribution (blue points). The
calculated contrast decays with Tramsey following a Gaussian decay (blue line).

Here we introduce the coherence timescale 7. For the numerical data in Figure 2.6,
we fit 7 &~ 225 pus. In nuclear magnetic resonance experiments, this is often referred to
as the T3 time.

Spin-echo experiment

An extension of the Ramsey experiment protocol was proposed shortly after by Erwin
Hahn (Hahn 1950). Here in between the two pulses, after TRamsey/2, an additional
pulse of duration 7/ is applied. This pulse refocuses the effect of a detuning (for
example, due to noise) that is constant during a single experimental realisation (i.e.
during TRamsey): The phase accumulated during the first TrRamsey/2 phase is cancelled
out by the phase accumulated in the second half. Under noise constant within Tramsey,
the resulting state will therefore always be the initial state ||). This allows one to
investigate additional effects induced during one half of the experiment by, e.g. by
displacing the ion.
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2.3 The traps - surface-electrode ion traps

In 1989 Wolfgang Paul was awarded the Nobel prize (shared with Hans G. Dehmelt
and Norman F. Ramsey) for his invention of the Paul trap to confine charged particles
by rapidly oscillating electric fields. This technique is essential to the field of trapped
ions. In the following, we will give a brief overview of the physics behind trapping ions
in view of surface-electrode ion traps. We follow by a description of the traps used for
the work presented here and finish with considerations for future trap designs.

2.3.1 Trapping ions

We consider a particle in a conservative, three-dimensional potential ®. The particle
is trapped at position rg if changes of the particles position rg — rg + r lead to a
restoring force F' o« —r, effectively pushing it back. The lowest-order polynomial
potential fulfilling these constraints is a harmonic potential. Setting r¢ = 0 this
potential is given by:

1
<I>:§7°TH7’

it is fully defined by the Hessian matrix

Rt

H;, =
7 6@8:1: 5

a three-dimensional symmetric (H; ; = H;;) square matrix of the partial derivatives
of ®. The movement of the particle in this potential is described by the model of the
three-dimensional harmonic oscillator (cf. Section 2.1.2). The motional modes of the
oscillator are given by the eigenvectors u; of the matrix H and the corresponding
eigenvalues \; are related to the motional frequencies wf o A;. The particle is trapped,
if 7o = 0 is a minimum of the potential, which is true if Vi : A; > 0.

Earnshaw’s theorem To trap ions, we make use of their electrical charge. Therefore,
the trapping potential should be an electrical potential ®,. Gauss’s law (Maxwell’s
first equation) states that the electric field

E=-Vo,
in the charge-free space the divergence vanishes:
V-E=0

The divergence can also be calculated from the Hessian matrix by V- E = Tr(H) with
the trace given by the sum of the eigenvalues of H,

Tr(H) = > A

3
=0

20



2.3 The traps - surface-electrode ion traps

From this it follows that Z?:o Ai = 0, meaning that at least one eigenvalue is negative
or all are zero. As described above, a particle can only be trapped at positions where
all eigenvalues are larger than 0. Therefore, a configuration of static electric fields
cannot be used to trap a particle in free-space. This is known as Earnshaw’s theorem
(Earnshaw 1842).

Paul trap In the 1950s Wolfgang Paul developed the Paul trap, a solution towards
the problems described above. The general idea is to replace the static potential an
oscillating electric potential, rapidly alternating confining and de-confining axes. The
motion of a particle in such a time-dependent potential

q)rf(t) = (I)rf,g . sin(QRF . t) (215)

with oscillation frequency gy on the order of 27 x (1-100) MHz (radio frequency) can
be described by the Matthieu equations. Characteristic features of the equations of
motion are slow oscillations (secular motion) superimposed with fast oscillations with
Qgrr of smaller amplitude (micromotion). Neglecting fast oscillations o< Qrp allows to
describe the motion with the harmonic oscillator model. In particular, it allows to
define a static, pseudopotential Pyrp:

q

2
= it ¥ 10!

Prr
This pseudopotential is not subject to Gauss’s law. It can be confining in all directions.
In Figure 2.7 we show a cut-through of a typical design of a Paul trap, consisting of
four linear rods. This design allows one to confine a charged particle in the plane
orthogonal to the rods. Additional control electrodes at both ends are used to apply a
static electric field, confining the particle in axial direction (along to the rods).

Figure 2.7: Cut through a simple, linear Paul trap. The electrodes are arranged
as four rods reaching into the page. The radio-frequency electrodes (blue) in
combination with the ground electrodes (black) generate an electric field (black
arrows). At the centre a field free point (red cross) allows trapping of charged
particles. The ground electrodes could be additionally used as control electrodes.

As stated before, the particle will additionally move with fast oscillations at Qgp.
This intrinsic micromotion is additionally increased if the particle is displaced from
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the trap centre, e.g. by an electric field. Here the stronger trapping field will lead to a
larger micromotion amplitude called excess micromotion (Berkeland et al. 1998).

Conventional Paul traps suffer from shortcomings that limit their usability for
envisioned quantum simulators and quantum computers: They allow to trap a Coulomb
crystal of ions along a linear trapping region. This crystal cannot extend into more
than one dimension without excess micromotion. In these crystals, typical inter-ion
spacings are on the order of (2-10) pm (for 2°Mg™ ions with an axial centre-of-mass
frequency of 27 x(0.5-5) MHz) (James 1998). At the same time, typical ion-electrode
distances are on the order of a few 100 pm (Schaetz et al. 2007). This limits the ability
to control the electric potential individually for single ions in the crystal.

2.3.2 Surface-electrode ion traps

Surface-electrode traps, where the trapping and control electrodes are placed on a
single surface, were developed to tackle the shortcomings of conventional Paul traps
described above. The concept was inspired by chips used to trap neutral atoms (Dekker
et al. 2000; Folman et al. 2000; Miiller et al. 1999; Shin et al. 2005).

Figure 2.8: Cut through a simple, linear surface-electrode trap. All electrodes
are placed in a single plane. The radio-frequency electrodes (blue) in combination
with the ground electrodes (black) generate an electric field (black arrows). At the
centre, above the electrodes a field free point (red cross) allows trapping of charged
particles. The ground electrodes could be additionally used as control electrodes.

As shown in Figure 2.8, the electrode structure is reduced to a single plane to
generate a trapping potential above. This two-dimensional trapping structure can be
produced using advanced microfabrication techniques as used in producing microchips,
and the backside of the chip can be used, e.g. for electrical interconnections.

Linear surface-electrode traps In first trapped-ion applications linear trapping
configurations, as in a Paul trap, were realized with two parallel radio-frequency rails
generating the trapping potential and additional control electrodes embedded into the
surface (Allcock et al. 2012; Brady et al. 2011; Chiaverini et al. 2005; Moehring et al.
2011; Mount et al. 2013; Pearson et al. 2006; Seidelin et al. 2006; Stick et al. 2010,
2006). We use one of these traps, first described by Stick et al. (2010), for some of the
experiments and describe the trap in detail in Section 2.3.3.
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Surface-electrode trap arrays Early theoretical publications proposed the use of two-
dimensional arrays of individually trapped ions as a platform for quantum computing
(Cirac and Zoller 2000; DeVoe 1998). The realization of two-dimensional platforms is
additionally required for quantum simulations of physical problems of interest that
are not accessible by current theoretical methods (Cirac and Zoller 2012).

In the last decade, several ion-trapping groups have worked towards a realization of
two-dimensional arrays of individually trapped ions. We summarize some in Table 2.2
where we also layout our trap arrays described in Section 2.3.3. Here it becomes

Group Array Inter-site Details

Publications size distance (pum)

R. Blatt - Innsbruck 4x4 1500 Individually adjustable RF
Kumph et al. (2011) amplitudes (one per site), no
Kumph et al. (2016) control electrodes.

J. Chiaverini - MIT 2x2 500 5 control electrodes per site.

Bruzewicz et al. (2016)

W. Hensinger - Sussex 29, tri- 270.5 6 control electrodes in total.
Rattanasonti et al. (2013) angular
Sterling et al. (2014)

J. Home - ETH Ziirich concept 20 Theoretical proposal of an array

Jain et al. (2018) of Penning microtraps.

Ours 3, 80 & 40 10 control electrodes per site for

Mielenz et al. (2016) triangle tuning of local electric potential

Hakelberg et al. (2019) up to 2nd order (fields and
curvatures).

Table 2.2: Overview of the experimental research towards two-dimensional ion
trap arrays in various groups with relevant publications. We show the number of
sites and geometry as well as the inter-site distance.

evident that all other realized approaches have inter-site distances of » > 200 pm. This
limits the usability as inter-site coupling via the Coulomb interaction of individual ions
(described in Section 2.5) scales with 73, resulting in an approximate requirement of
r < 50 pm.

Design

In the following, we describe the procedure used for designing surface-electrode trap
geometries for trap arrays. To design trap geometries, one needs the ability to calculate
the electric potential of a given geometry. Based on this, optimization criteria can be
defined and used to optimize the geometry with respect to these criteria. To calculate
the electric potential of a surface-electrode trap we use two methods we describe in
the following:
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Boundary element method In the Boundary Element Method (BEM, an introduc-
tion can be found in Nicolet (1995)), the geometry is reduced to the surfaces of
all electrodes. These surfaces are subdivided into a typically triangular mesh. The
method then allows one to calculate the surface-charge at each triangle induced by a
voltage applied to one of the electrodes. From this charge distribution, the electric
potential at an arbitrary point in space can be calculated. The advantages of this
method are the possibility to implement arbitrary trapping shapes, for example, to
take account of the finite gaps. The disadvantage is the numerical complexity in cal-
culating the charge density. The quality of the calculation increases with a finer mesh
size, while the memory scales O(n?) with the number of mesh elements n (storing a
two-dimensional matrix covering the effect of each mesh element on all other elements),
limiting the scalability of the approach. A speed-up and lower memory demand can
be achieved by the fast-multipole method, where nearby sources are grouped together
when calculating the effect at a larger distance (Engheta et al. 1992; Rokhlin 1985).

Gapless-plane approximation In the gapless-plane approximation, all electrodes are
assumed to lie in a single two-dimensional infinite surface. Additionally, there are no
gaps between the electrodes, i.e. the complete surface not filled by electrodes is kept at
ground potential, essentially forming an additional electrode. It was shown that under
these assumptions the electric potential generated by a single electrode of arbitrary
shape can be analytically calculated from the outline of the electrodes, similar to
the Biot-Savart law for electromagnetism (Oliveira and Miranda 2001; Wesenberg
2008). The disadvantages of this method are that the aforementioned constraints
have to be fulfilled, meaning that only two-dimensional traps can be simulated. The
constraints of non-existing gaps cannot be realized in real traps, as electrodes would
not be isolated from each other. However, the effect is negligible for realistic traps with
gap sizes sufficiently small compared to electrode and trapping-site to gap distances
(Schmied 2010). The advantage of the method is the analytic description that allows
for fast computations of the electric potential. This is especially important when
optimising electrode structures where many evaluations of varying electrode geometries
are performed.

Based on the gapless-plane approximation a software package was developed by
Schmied et al. (2009) to generate optimal electrode geometries for arbitrary finite or
infinite lattices of individual (micro-)traps. This software package was used to design
our triangle trap array, first published in Mielenz et al. (2016). From a given set of
trapping sites, e.g. three sites in an equilateral triangle, the software partitions the
surface into two categories, the radio-frequency electrode, and the ground electrode.
Note, the attribution is arbitrary and could be reversed, generating the same electric
potential assuming there are no additional electrodes. The optimization aims at max-
imizing a dimensionless curvature a value characterizing the strength of the individual
traps given by the curvature of the trapping field. Constraints to the optimization
include that the trapping sites are field-free, and the curvature tensor of the potential
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2.3 The traps - surface-electrode ion traps

at the trapping sites apart from a variable scaling factor. After assigning the radio-
frequency electrode, the residual surface can be further sub-divided into individual
control electrodes, which allow to tune the electric potential (see Section 2.4).

2.3.3 Our traps

The experiments presented in this thesis were performed in two different surface-
electrode traps: A linear trap with one linear trapping region and a trap array
featuring three individual trapping sites arranged in an equilateral triangle. Both
traps were produced by Sandia National Laboratories (Albuquerque, NM) using a
process described in the supplement to Tabakov et al. (2015).
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Figure 2.9: Overview over the multilayer architecture. Electrically conducting
layers Mi (blue, black for the ground layer) are connected by vias (orange) and
separated by isolating layers Vi (grey). This allows the routing of radio-frequency
and control voltages to electrodes on the surface of the trap (layer M4). Figure
adapted from Maunz and Blain (2013).

The architecture sketched in Figure 2.9, is based on fabrication techniques used
in the field of semiconductor/CMOS chips and MEMS! processes. The multilayer
design allows to route electronic connections to the individual electrodes, while the
ion is, except for the gaps, only directly exposed to the top layer. The overhangs of
the top layer above the gaps shield the ion from a direct line-of-sight of the isolating
SiO9 (Silicon dioxide) layer. This lowers the influence of charges accumulating on
isolators, especially under ultra-high vacuum conditions, e.g. by charging from UV
lasers. The trap chips are packaged and bonded onto chip carriers with pins as electrical
connections, which allows mounting the package onto a socket in the experimental
setup (see Section 3.3.1).

In the following, we will describe the two traps used for the results presented
here. The linear trap was used in the new vacuum setup (described in Section 3.3,
experiments in Section 3.4) and the triangular array was used in the established
vacuum setup for the main results of this thesis in Chapter 4.

The linear trap

The linear trap is used by several groups and described in several publications, e.g. by
Allcock et al. (2011), Brady et al. (2011), Mount et al. (2013) and Stick et al. (2010).

'MEMS: Micro-electro-mechanical systems
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For this trap a simplified architecture was used based on two instead of the four metal
layers depicted in Figure 2.9 (Stick et al. 2010).
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Figure 2.10: Overview of the linear surface-electrode trap. Left: A photo of the
packaged trap chip shows the trap in the centre, connected to the chip carrier via
wire bonding. Right: A close-up SEM image (right) shows the segmented radio-
frequency and control electrodes. The trapping potential is generated by the two
central radio-frequency rails. The gaps between the electrodes are approximately
7pm wide. A central loading slit allows back-side loading of the trap. Pictures
courtesy of Sandia National Laboratories (Maunz and Blain 2013).
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The trap, pictured in Figure 2.10, features a single radio-frequency electrode split
into two rails (each 2.5 mm by 60 pm) in the trapping region. The resulting trapping
potential features a linear minimum in the centre of the trap, parallel to the rails and
approximately 83 pm above the trap. 42 control electrodes allow to tune the electric
potential. The electrodes are separated by 7 pm wide gaps. In our experiments we drive
the radio-frequency electrode with Qrr =~ 27 x 57.3 MHz and a zero-peak amplitude we
estimate to Urr = 80 V. Our version of the trap additionally features on-chip trench
capacitors of 1 nF between each electrode and ground (Maunz and Blain 2016). They
are used to filter out pick-up voltage from the radio-frequency electrode, capacitively
coupling to the control electrodes. In experiments without on-chip filtering, this
pick-up led to additional micromotion that could not be compensated by repositioning
the ion (Allcock et al. 2012).

In this trap, in the new vacuum chamber, we observe storage times of single ions of
up to 20h and typically 8 h (while Doppler cooling).

The triangle trap array

The triangle trap array was conceived in collaboration with Roman Schmied and
Dietrich Leibfried from the ion storage group (NIST). It was first described in the
joint publication Mielenz et al. (2016). A detailed description can be found in Kalis
(2017) and Mielenz (2016). The trap chip features two different trap arrays where
only one is active at a time. Both traps feature three-trapping sites in an equilateral
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2.3 The traps - surface-electrode ion traps

triangle approximately 40 pm above the chip. In the first one, used for the results
presented in Mielenz et al. (2016), the inter-site distance (side-length of the triangle)
is 80 pm, while in the second trap, used here, it is 40 pm. In the first trap, we realized
the individual control of the electric potential at the three sites (Mielenz et al. 2016),
but the inter-site distance does not permit to demonstrate inter-site coupling (see
Section 2.5). We therefore here use the 40 pm array. We will here only describe
this second, smaller array, used for the results of this work, and previously in Kalis
(2017) and Kalis et al. (2016). In Figure 2.11 we show images of the trap. Two

Radiozfrequency,

Figure 2.11: Overview of the triangle trap chip. Top left: For given trap positions
and motional-mode orientations the optimization algorithm yields two radio-
frequency electrodes (dark blue). The remaining inner surface is segmented into
single control electrodes (light blue). Right: An SEM image of the final trap
chip fabricated by Sandia National Laboratories. The radio-frequency and control
electrodes are separated by (1-2) pm wide gaps. Three loading holes below the
calculated trapping sites allow back-side loading. Bottom left: An SEM image
of a cut-through trap shows overhanging control electrodes to prevent a direct
line-of-sight between the ion and the isolating layer below the electrodes. Note, for
this revision of the chip the loading holes were placed incorrectly. SEM images
courtesy of Sandia National Laboratories (Maunz and Blain 2013).

radio-frequency electrodes, connected on-chip, generate the trapping potential. 30
control electrodes allow individual tuning of the electric potential. Typically, we want
to control local electric fields (three degrees-of-freedom, dof) and curvatures (5 dof),
demanding 8 dof per trapping site (Section 2.4.3). The overhead of 2 electrodes per
site lowers the voltages required for realizing desired control potentials. Electrodes

27



2 Theoretical and Experimental Methods

are separated by (1-2) pm wide gaps. Three holes in the chip below the trapping sites
allow loading the trap from atoms passing through the chip. This allows to install
an oven evaporating the atoms below the trap that shields the electrode from excess
coating by (in our case) magnesium. To filter pick-up of radio-frequency voltages on
the control electrodes, each electrode is connected to ground via an 820 pF on-chip
capacitor. The top layer is coated with a 50 nm thick gold layer (Maunz and Blain
2013).
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Figure 2.12: Numerically calculated trapping potential generated by the triangle-
trap array. We plot the electric field lines generated by the radio-frequency
electrodes (black arrows) and the resulting trapping potential in the z-y-plane
at height of the trapping sites. The trapping sites are at minima of the trapping
potential forming an equilateral triangle of sites T (blue cross), Ty (orange cross),
and To (green cross).

In Figure 2.12 we plot the calculated trapping potential in the x-y-plane, parallel
to the trap chip at height of the trapping sites (z &~ 40 pm). The arrows indicate the
electric field generated by the radio-frequency electrode, while the colour depicts the
resulting time-averaged pseudopotential (Section 2.3.1). The three crosses mark the
three calculated minima, three trapping sites, which we label T (blue), T; (orange),
and Ty (green), in counter-clockwise direction.

In this trap, we can load single (or multiple) ions at all three sites. To fill selected
sites we reposition the ions using dedicated control potentials. The lifetime of single
ions in the trap is in the rage of a few seconds up to 30min, but typically on the
order of 5 min, while continuously Doppler cooling. We see evidence that the lifetime
varies for different control potential configurations we are using in our experiments.
Here, further investigation might help to increase the lifetime by control potentials
and when designing new traps (see next Section).
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2.3 The traps - surface-electrode ion traps

2.3.4 Considerations for upcoming traps

In this Section we want to summarise a few considerations that could be taken into
account when designing new surface-electrode traps, especially two-dimensional arrays.

Design of control electrodes In the current designs, the control electrodes are chosen
more or less arbitrarily following symmetrical arguments. In an optimal case, the
control potentials generated by the control electrodes would span an orthogonal basis of
the relevant parameters of the trapping potential at all trapping sites, typically electric
fields and curvatures (cf. Section 2.4.3). However, due to geometrical constraints (all
electrodes laying in one plane) this might not be feasible. Partitioning the space of the
surface not used for the radio-frequency electrode into many small sub-electrodes (much
more than required control electrodes), the problem can be reduced to grouping these
small sub-electrodes into control electrodes. We propose to classify each sub-electrode
by the respective contribution to the electric field (3 degrees of freedom) and curvature
(5 degrees of freedom) at each trapping site (Ngites sites). Following, each electrode
is described by a vector of dimension (3 + 5) X Ngijtes- Note, it might be beneficial
to normalize these vectors, e.g. by the highest (absolute) entry. It is favourable
to group sub-electrodes with similar contributions, such that the contributions of
different electrodes (assembled from sub-electrodes) are different. This should allow
for lower control voltages to realize the same control potential. To group the sub-
electrodes, available clustering algorithms, like k-means clustering (MacKay 2003) can
be employed. The resulting electrode configuration can be benchmarked numerically
by calculating control voltages for different fixed control potentials and comparing the
required voltage amplitudes.

Another point to consider is that there should be no direct line-of-sight between the
ion and isolating surfaces. This is considered by the overhanging control electrodes in
the traps described above. However, gaps between the electrodes running towards a
trapping site (as it is the case for the triangle trap array) result in a line of sight, not
covered by overhangs.

Design of radio-frequency electrode In the code used to calculate the geometry of
the triangular trap array (Schmied et al. 2009), one has to set the motional-mode
orientation and curvature at each trapping site. The algorithm then optimizes the
dimensionless curvature under these constraints. When using the trap, however,
the control electrodes allow one to control the motional mode orientation, while
they cannot increase the dimensionless curvature (as described in Section 2.3.1). It
could be advisable, to optimize the constraints in the trap calculation for the highest
achievable dimensionless curvature. Finding this optimum could be accelerated by
using Gaussian-Process Regression (Rasmussen and Williams 2006)2.

An additional optimization goal could be the escape barrier from the trapping sites,
meaning the closest saddle point via that an ion with sufficient motional energy can

2We thank Rodrigo A. Vargas-Hernandez for making us aware of this technique in a different context.
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escape the trap. To find these saddle points, numerical methods used in chemistry for
potential-energy surface calculations, as well as molecular-dynamics simulations of
the trap could be used. As these simulations might be time consuming, again, the
optimization could be sped up by Gaussian-Process Regression.

Adding an additional trapping site for loading and potentially storing ions could
increase the duty-cycle when using larger arrays. We already use repositioning of ions
between different sites of the triangular array, this could be studied systematically,
and the geometry could be optimized to yield channels between the trapping sites.

Additional technologies Future trap chips could additionally incorporate technolo-
gies developed or being developed by other groups: Microwave rails embedded in the
trap surface allow to implement laser-free spin-motion coupling (Ospelkaus et al. 2011)
with individual addressing (Warring et al. 2013b). Waveguides in the chip will allow
to focus light directly on the site of the ion without interfering with the other trapping
sites (Mehta et al. 2016). This also relaxes the constraint on beam pointing stability as
only the coupling into the waveguide has to be stable. For detection superconducting
nanowires can be incorporated into the trap to allow for local detection while also
collecting a large solid angle increasing the detection efficiency (Slichter et al. 2017).
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2.4 Controlling motional degrees of freedom

2.4 Controlling motional degrees of freedom

In our envisioned quantum-simulator architecture the motional degrees of freedom of
the individually trapped ions are used to couple the individual ions (Mielenz et al. 2016;
Schneider et al. 2012). Furthermore, the individual harmonic oscillators could be used
to implement (sub-)systems investigated by quantum simulations. In the following, we
will first explain the cooling of motional modes by Doppler cooling. Further cooling
to the motional ground-state by Raman side-band cooling could be performed but
was not needed for the work presented here. For a more detailed explanation of both
Doppler and Raman side-band cooling of magnesium ions, we refer to Friedenauer
(2010). We follow with the experimental tools to prepare and detect coherent states
of motion (see Section 2.1.2) as used during the coupling experiments in this work.
Then we explain the methods used to calculate electric control potentials and the
motional-mode analysis methods to analyse the effect of these potentials. Finally, we
introduce the concept of coupled-harmonic oscillators in view of single trapped ions in
the triangle trap array coupled by the common Coulomb interaction.

2.4.1 Cooling

To store ions in a trap they need to be cooled as external influences, e.g. fluctuating
electric fields, will lead to heating and ultimately a kinetic energy above the trap depth.
Further cooling to the quantum mechanical ground-state of motion allows one to use
the ions as quantum harmonic oscillators and prepare classical or non-classical states
of motion. Several cooling techniques have been developed. In our experiment we are
using Doppler cooling, optionally followed by Raman side-band cooling to the motional
ground state. Extensive literature is available describing these cooling techniques, e.g.
in the reviews of Eschner et al. (2003) and Leibfried et al. (2003). Here, we give a
brief overview of the basic ideas behind Doppler cooling and refer the reader to the
aforementioned literature for a more detailed, quantitative description. We will not
describe Raman side-band cooling as we did not use it for the experiments presented
in this thesis. For a detailed description of side-band cooling in an experiment similar
to ours, we refer to Friedenauer (2010) where also Doppler cooling of magnesium ions
is described. Furthermore, side-band cooling in our setup is described in Kalis (2017)
and Mielenz (2016).

Doppler cooling

Doppler cooling was first proposed by Wineland and Dehmelt (1975) for a single
ion and by Hénsch and Schawlow (1975) for a gas of atoms. It was first realized by
Neuhauser et al. (1978) and Wineland et al. (1978) with an elaborate description
by Wineland and Itano (1979). A description similar to our experiment is given in
Friedenauer (2010). A trapped ion with an internal transition at a wavelength \; is
irradiated by a laser with a wavelength Ajaer. For a moving ion, the Doppler effect
will shift the wavelength of the light in the reference frame of the ion. If the ion is
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moving towards the laser, the wavelength is shifted blue, to shorter wavelengths and for
moving with the laser red to longer wavelengths. Each absorption of a photon for the
ion moving towards the laser will transfer momentum from the photon, decelerating
the ion, while absorption when moving with the laser will accelerate the ion. If the
laser is red detuned with response to the ion, i.e. Ajager > Aj, the ion at rest will scatter
less light. However, if the ion is moving towards the laser, the wavelength in the
reference frame of the ion will approach A;, leading to a larger scattering rate, and for
the ion moving away from the laser to a lower scattering rate. On average this will
decelerate the ion, i.e. reduce its motional energy and thereby cool the ion. For each
absorption, the ion will spontaneously emit a photon a in random direction. This leads
to a heating effect, which ultimately limits the cooling to the Doppler limit on the
order 600 nK for our experiment (Friedenauer 2010). For typical motional frequencies
in our experiments, this corresponds to around (5-10) quanta. For a free ion, three
pairs of counter-propagating cooling beams would be needed to cool the ion in all
three dimensions. In a trap however one laser is sufficient, as long as the three normal
modes of the ion (see Section 2.1.2) have sufficient overlap (are non-orthogonal) to
the laser’s propagation direction.

2.4.2 Coherent states of motion

This part focuses on the experimental preparation and detection of coherent states of
motion. As described in Section 2.1.2 coherent states of motion represent the quantum-
mechanical analogue to an excited classic harmonic oscillator. In the following, we
describe our experimental methods used to prepare and detect coherent states of
variable amplitude. We further introduce experimental sequences to measure the
coherence of motional states and discuss the problem of motional heating in (especially)
surface-electrode ion traps.

Preparation

A central experimental tool of our experiment is the creation of coherent states of
motion |a) on a selected motional mode w;, with corresponding frequency w;, while
not exciting other motional modes of the same, or other ions. Coherent states of
motion can be created by a time-dependent classical driving force (Carruthers 1965).
Especially by resonantly driving the oscillator with a force oscillating with w;. To
realize the needed time-dependent force we make use of the electrical charge q of the
ion: For a duration te., we apply a time-dependent voltage Uexc(t) = Uexc Sin(wexct)
to a control electrode. At the position of the ion this creates an electric field

0 t<0
Eoxc(t) =  Eoxe sin(Wexct) 0 <t < texe (2.16)
0 t > texe

and thereby a force acting on the ion

Fexc(t) =q- Eexc(t)
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For the resonance condition w; = wey. this leads to a coherent state with average
phonon number

i =laf? = (E u>2M (2.17)
exc i 8mhw; .
:Eﬁ
where EH := (FEexe - u;) represents the electric field amplitude projected onto the

motional mode vector. In Kalis et al. (2016) we used this dependence to retrieve
information of the motional mode orientations from multiple excitations with known
electric field vectors. Both the excitation duration tex. and amplitude Ugy. can be
controlled in the experiment. This allows us to excite coherent states of selected
amplitude. For a non-zero detuning Aw = w; — wexc the average phonon number scales
with

sin?(Aw texc/2)
(Aw texc)?

< 1

T (Aw texc)?

N(Aw, texe) X (2.18)

as approximated for a detuning small compared to motional frequencies Aw < w;. This
allows isolation of spectrally separated motional modes by choosing teyx > (Aw)~!. In
a typical experiment, we are working with up to three ions distributed over the three
trapping sites. To excite along one selected motional mode, we first choose an electrode
with a corresponding electric field component strongest along this mode. This allows
us to isolate the two other ions. Typically, all other motional modes at all sites are
detuned by at least Aw/(27) ~ 100 kHz and we choose texc > 25 s > 27 /Aw =~ 10 ps.
In Figure 2.13 we show exemplarily reconstructed average phonon numbers, after
excitation of a motional mode at Ty with frequency w;/(27) = 3.76 MHz for tex. = 20 ps.
We excite for variable control voltage amplitude Uexc ctr1, that is, the amplitude of
oscillation we set in our control system. The actual amplitude at the electrode is further
reduced by filter effects. We fit Equation 2.17 to extract the projected electric field
E) as a function of Uexc ctr1: The fit yields Ejj(Uexc,ctr1) = 22.863(1) (V/m)/V - Uexe ctrl-
Using this method, we are able to excite arbitrary coherent states from single up to
several tens of thousand quanta.

Detection and reconstruction

Our method of reconstructing the amplitude of coherent states in the range of (100
10000) quanta is based on the method we described in Kalis et al. (2016) (based on
DeVoe et al. (1989), explained in more detail in Kalis (2017)), which we will illustrate
shortly, followed by changes made during this work to compensate for additional
effects. The detection of motional excitation is based on the optical Doppler effect
modulating the detection laser in the reference frame of the oscillating ion. In the
following, we consider one single 2Mg™ ion moving along one motional mode with
corresponding frequency w;. A laser beam resonant with the detection transition
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Figure 2.13: Exemplary preparation and reconstruction of coherent states we
excite at site Ty with variable control amplitude Uexc,ctr1 for constant duration
texe. = 20s. We fit the detected motional state amplitudes (blue data points) by
a squared function ng oc U2 cetrl- We extract an effective electrical field amplitude

ex

of 22.863(1) V/m/Vexc ctrl. Error bars are smaller than the marker size.

frequency fget = 1072 THz is shifted in frequency in the reference frame of an ion
moving with speed v) parallel to the beam. The relative frequency shift is given by:

Af = fdet% (2.19)

The ion scatters photons with a rate

F(Daer) = (2.20)

where I'/(27) ~ 41 MHz is the natural linewidth of the transition, A4t denotes a
detuning between the detection laser and the detection transition and s = I /Iy is
the saturation parameter, given from the laser intensity I divided by the saturation
intensity Iy = 2550 W m ™2 of the transition (Friedenauer 2010). For an ion oscillating
with amplitude A; in a harmonic potential the Doppler effect (Equation 2.19) leads
to a modulation of the laser frequency in the reference frame of the ion and thereby
a dependence of the scattering rate on the motional oscillation amplitude. This
modulation is characterized by a modulation index

B = |<U7, : klaser>| Az (221)

with the wave vector of the detection laser kj,er. Here, as for the excitation above,
another dependence on u; allows us to infer information about the motional mode
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orientation, we used in Kalis et al. (2016). Taking only this into account the scattering
rate can be calculated by (Kalis et al. 2016):

R JA(B) (T/2)?
Fo; (Adet, B) —Z (Adet + nwi)2 + (T/2)2

n=—oo

(2.22)

where J, are the n-th Bessel function of the first kind. This can be interpreted as
a sideband spectrum with resonances spaced by w; and relative amplitudes scaling
with the Bessel functions. Due to the transition linewidth I > w; the spectrum is
not resolved and the fluorescence decreases as a monotonic function of 8. In the
experiment we perform calibration measurements, detecting a Doppler cooled ion to
infer the maximal fluorescence rate and detecting when the ion is removed from the
trap to measure a background signal from laser light scattered on the trap surface.
This allows us to correct and normalize fluorescence data before calculating motional
excitation amplitudes.

During this thesis, for measurements in the triangle trap array, it became evident
that for our motional amplitudes on the order of (100-1000) nm, additional site-
specific effects have to be taken into account. While we do compensate for excess
micromotion (see Section 2.3.1) at all sites, theses oscillation amplitudes lead to
significant micromotion contributions along the trajectory of the ions. In general,
micromotion leads to a modulation of the detection transition, comparable to the
effect due to the secular motion with w; described above. For an ion at rest, this leads
to a fluorescence spectrum given by:

It (Adet Bav) =D Jr (Bunt) F(Adet — 1 Qrr) (2.23)

n=—oo

Here the modulation index Sy is given by the ions micromotion due to the radio-
frequency field oscillating at Qgp. In Figure 2.14 we plot Equation 2.23 for several
values of Sy and Qrp/(27) = 89 MHz as used in the triangle trap setup. For a
resonant detection laser (Agey = 0) in this range, the fluorescence decreases for larger
micromotion contributions.

In Figure 2.15 we plot numeric calculations of the radio-frequency field in the triangle
trap at the trapping sites in the x-y-plane. We additionally show the micromotion
modulation index (normalized to the highest value) with respect to our detection laser
propagating in /1/2(x + y) direction. Here we see that, for example, comparing
sites Ty (blue) and T; (orange) a displacement of an ion along y at T; leads to a
larger modulation index than at Ty. Here the detection laser breaks the symmetry
of the two sites that apart from this are mirrored along the x-axis. This leads to a
further decreased fluorescence from a motionally excited ion at T, which in turn
results in a systematic overestimation of the reconstructed motional amplitude when
using Equation 2.22.

To take these effects into account we perform additional calibration measurements
for each site: Using electric control potentials, we displace a single ion along u; tracking
the fluorescence. This allows us to calculate the position-dependent modulation index
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Figure 2.14: Calculated fluorescence spectrum for variable amplitudes of mi-
cromotion with corresponding modulation indices Sy € {0,0.5,1.0,1.5} (blue,
orange, green, red). The width of the resonances is given by the linewidth of
the transition, in our case I'/(27) ~ 42 MHz and the individual resonances are
separated by the radio-frequency driving frequency of, in the triangle trap ar-
ray, Qrp/(27) ~ 89 MHz. We normalize the spectrum to the highest value, on
resonance for Sy = 0.

Bum(Ax’) (here Az’ refers to the displacement along u;) index. We additionally
track the motional frequency w;(Az"), which due to higher-order contributions to the
trapping potential is not constant along u; (see also Section 2.4.4). Using the results
from these calibration measurements we numerically calculate the fluorescence of an
ion at a specific site as a function of the excitation amplitude: For a fixed initial
excitation n we numerically calculate the trajectory of the ion along the trapping
potential using the Leapfrog integration scheme (Hut and Makino 2007) on time
steps of typically 10~ !'s, small compared to inverse motional frequencies on the
order of 27x(2-10) MHz. For each time step ¢, from the position Az}, we calculate a
micromotion modulation index Sy from interpolated measurements and, from the
speed of the ion vy, calculate the detuning Age ¢ of the detection laser in the reference
frame of the ion. Using equation Equation 2.23 we can then calculate the scattering
rate at this time step. Integrating the scattering rate for many oscillations (choosing
an integration time large with respect to the inverse motional frequency) leads to an
excitation dependent scattering rate as a function of the initial excitation Fyum(n).
We normalize this function by F,um(0) and use the numerical inverse to reconstruct
excitation amplitudes from measured fluorescence values fyum (Fmeasured) = Foum (72)-

In Figure 2.16 we show exemplarily the difference between this adapted reconstruc-
tion method and Equation 2.23 for calibration data taken at T. Here, for example, for
a motional state of 1000 quanta, corresponding to a relative fluorescence of around 0.5,
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Figure 2.15: Electric field (black arrows) generated by the radio-frequency elec-
trode of the triangle trap array in the x-y-plane at height of the trapping sites
To, Ty, and To (blue, orange, and green cross). The field projected onto the
detection laser direction (along 1/1/2(x + y)) yields the micromotion modulation
index which we normalize to the highest value (colours). Due to the detection laser
orientation the symmetry of the triangle is broken and different modulation indices
are found for displacements along the same direction at different trapping sites.

Equation 2.23 would yield a systematically increased result of 2500 quanta. This con-
firms the importance of the additional calibration measurements taking into account
the micromotion and anharmonic contributions to the trapping potential.

An additional effect we became aware of during this thesis is a systematic error in
the reconstructed motional state for a detuning of the detection beam with respect
to the detection transition. In previous experiments, the laser was red detuned by
2m x 5 MHz to avoid motional heating by the laser. However, we see that this leads to
a cooling of motionally excited ions during the detection interval, which leads to a
systematically lower reconstructed motional state. To prevent this effect, we perform
a dedicated calibration experiment: We prepare a coherent state of motion, turn on
the detection laser for a variable duration tj,s, followed by detection using the same
laser. We perform this for variable frequency of the laser and variable motional-state
amplitudes. In Figure 2.17 we plot the resulting data exemplarily for a single ion at Ty.
We show the observed fluorescence, which can be used to calculate the motional state.
Lower fluorescence values indicate a large motional amplitude. We find a frequency of
the laser where both motional states are not affected by the detection laser while a
change of £27 x 1 MHz leads to measurable heating/cooling of the ion.
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Figure 2.16: Exemplary calculated dependence of the relative fluorescence on
the motional excitation at Ty (motional frequency of 27 x3.59 MHz) using Equa-
tion 2.23 (orange dashed line) and our adapted method (blue line) taking into
account additional calibration measurements. Here, the significant influenece of
these calibrations can be seen. We use the adapted calculation to reconstruct
motional state amplitudes from fluorescence measurements in the experiment.
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Figure 2.17: Exemplary data to set the frequency of the detection laser. We
prepare two motional states with fluorescence counts around 10 and 5.5. For
both states we turn on the detection laser for variable duration tj,ser followed by
detection. For an optimized frequency of the detection laser (green data points)
the fluorescence and thereby the reconstructed motional amplitude are constant
as indicated by linear guides to the eye (green lines). Detuning the laser by
+27 x 1MHz (blue data points) or —27 x 1 MHz (red data points) significantly
alters the fluorescence. Error bars (SEM) are partially smaller than the marker
size.
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Motional coherence measurements

For envisioned experiments based on the motional degrees of freedoms, e.g. the
coupling between sites in the triangle trap array the phase coherence is an essential
parameter. Fluctuations in, for example, the trapping potential amplitude lead to
a random evolution of the phase of motional states. To characterize the timescale
of this decoherence, we perform a designated calibration experiment described in
Schnell (2018) and similarly (using radiation pressure instead of electric fields for
excitation) in Talukdar et al. (2016). The protocol, similar to a Ramsey experiment
(see Section 2.2.4 and detailed experiments in Section 3.4.2), consists of two motional
excitation pulses with a variable phase-difference separated by a waiting duration.
The phase difference leads to an additional excitation (in-phase) or de-excitation
(out-of-phase) that is limited by variations of the phase of the ion’s oscillation between
experimental realizations. In Figure 2.18 we show exemplarily two measurements for
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Figure 2.18: Exemplary motional coherence measurement consisting of two
motional excitation pulses of variable phase difference and fixed waiting duration
between the pulses. We show the reconstructed motional excitation for two waiting
durations of 10 ps (blue data points) and 100 ps (orange data points) and fit the
data using a sine function (lines). In-phase excitation increases and out-of phase
excitation decreases the final motional excitation. The contrast (amplitude of the
sine function) as a function of the waiting duration allows to extract a coherence
time scale.

a waiting duration of 10 s and 100 ps in the triangle trap array. From the difference
in excitation between maximal excitation and de-excitation, we extract a contrast as
a measure for the motional coherence between the two pulses.

In the triangle trap array, we measure typical coherence times in the range of (60—
600) ps. We see a strong dependence on the control potential configuration leading to
changes by up to one order of magnitude. We attribute this partly to fluctuations of the
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radio-frequency amplitude generating the trapping potential. These fluctuations could
impact individual motional modes differently based on the individual combination of
static and trapping potential along the motional mode vector.

In the future, an active stabilization of the radio-frequency amplitude measured
close to the trapping electrodes, as described by Johnson et al. (2016), could help to
improve these coherence times.

Additionally, for large coherent states, the finite width of the motional-amplitude
distribution might lead to dephasing in the anharmonic trap potential. This will
become negligible when working with motional-excitations on the order of single
quanta.

Motional heating

In surface-electrode traps, a motional heating coined anomalous heating was observed,
which seems to be increased by the small ion-electrode distances in such traps (Hite
et al. 2013). Experimentally a scaling with the distance to the closest surface d and
motional mode frequency w has been found

nocd %w P (2.24)

with exponents o &~ 4 and 8 ~ 2 measured, for example, in Allcock et al. (2012),
Daniilidis et al. (2014), Hite et al. (2012) and Sedlacek et al. (2018). Currently,
this is explained by surface-effects for instance from carbon contaminations on the
trap chip surfaces. These heating rates, in our case on the order of several motional
quanta per ms, limit the timescale of experiments performed near the motional ground
state. Several methods have been employed to reduce heating rates: One established
method to reduce the heating rates is cooling the trap chip to cryogenic temperatures
(Labaziewicz et al. 2008). This imposes rigorous constraints on the vacuum setup,
materials used, etc., while the cryogenic setup has the additional advantage of reducing
the vacuum pressure by cryo-pumping, i.e. condensation of residual gasses on cold
surfaces. Another method is in-situ sputtering of the surface with argon ions as done
in Hite et al. (2012). Here the idea is to clean the surface under vacuum conditions,
in-situ, i.e. without the need to break the vacuum again. In the new vacuum setup
designed and built during this thesis, we implement the possibility for in-situ argon
ion sputtering (see Section 3.3).

2.4.3 Control potential calculation and optimization

The control of motional mode orientations and motional frequencies is essential for
the operation of a quantum simulator based on the approach of individually trapped
ions. It allows, e.g. to orient motional modes for preparation, allows to switch the
coupling between sites and tune the coupling strength. In the traps presented in this
work and most radio-frequency (ion) traps, in general, the trapping potential ® is
composed of three electric potentials:

P = <I>RF + (I)ctrl + (I)stray
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the time-averaged radio-frequency pseudopotential Py (see Section 2.3.1), a quasi-
static control potential ®.,1, and an additional electric potential combining the effects
of electric charges present around the trapping region, for instance on the electrode
surface. In almost all experiments presented in this work, we assume ®rp as constant.
This potential provides the divergence needed for trapping, which is forbidden by
Earnshaw’s theorem for static electric potentials, cf. Section 2.3.1. It is generated by
an oscillating voltage applied to the radio-frequency electrodes of the trap.

The control potential @1 is used experimentally to shape the total trapping
potential ®. Primarily it is used for two tasks: Firstly, to compensate for electric
fields generated by ®giray. These displace the trapped ions from the minima of ®grp,
which in return leads to excess micromotion. And secondly, to tune the curvature
tensor of the trapping potential.

We consider here a single ion with resting position = trapped in the potential ®(r).
From this it follows that V®(r) = 0, the electric field vanishes at 7, and the potential
is, in harmonic approximation, fully characterized by the Hessian matrix H. The
three orthogonal eigenvectors v; of H define the motional mode orientations, while
the corresponding eigenvalues \; are proportional to the squared motional frequencies
w? o A;. The application of an additional control potential ®.,; leads to a new
combined potential

Dpew = P + Petn

and new curvature matrix Hyew. In our setup Py is generated from static electric
fields therefore from Maxwell’s first equation it follows that Tr(Het, ) = 0. In combin-
ation with the symmetry H; ; = H;;, this reduces the number of free parameters in
H to two diagonal and three off-diagonal elements, e.g. H; ., H, ,, H; ., Hy ,, and
H,.. The superposition principle allows to separate H,ey into H and the control
contribution Hi,:

Hyew = H + Hctrl

For the control potentials we follow a basic-function approach described by Hucul et al.
(2008): The experimental access to the control potential is given by a set of voltages
U, applied to the control electrodes. The electric potential generated at position r by
an electrode 4 biased at voltage U; is given by:

where ®;(r) is the dimensionless potential generated by the electrode biased at 1V.
The total control potential is given by summation over all electrodes:

(I)ctrl = Z Uz ' (i)z (225)
i€EL

In typical experimental application, we are interested in finding a set of voltages U to
generate a desired control potential ®,1. Given the dimensionless potentials ®;, this
problem can be solved by linear programming. We use two methods to calculate these
(I)l'l
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The first method is using the gapless-plane approximation. As explained in Sec-
tion 2.3.2, the advantages of this method are that the calculations are fast, and
higher-order derivatives (electric fields, curvatures, etc.) can be calculated directly.
The main disadvantage is the limitation to the simplified picture of a gapless, con-
ducting, plane, i.e. the three-dimensional structure of the trap are neglected.

The second method applied is the boundary-element-method. Here the trap is
modelled in three dimensions and, for one electrode biased at 1V, an algorithm
calculates charge densities across a finite mesh on the trap surfaces. From this charge
density, one can then calculate the electric potential at a given position. We typically
evaluate the potential on a finite grid covering the trapping region and store this
file, for each electrode, to avoid re-calculation. Derivatives of the potential could
also be calculated from the surface charge but we calculate them by finite differences,
using the evaluated potential. Here the spacing of the grid we evaluate the potential
on limits the accuracy of (higher-order) derivatives calculated from finite differences.
For the results in this thesis calculations based on the boundary-elements-method
were used. We collaborated with Peter Maunz from Sandia National Laboratories
(Albuquerque, NM) who kindly provided us with the potential files.

In the following, we elaborate the calculation of the voltages needed to create
desired control potentials, exemplarily for the triangle trap array with three trapping
sites and 30 control electrodes. When running the experiments, it is unpractical
to always calculate one global control potential satisfying all requirements. The
superposition principle allows us to apply a set of control potentials calculated for
specific effects independently, for instance, to tune H at specific sites of the triangle
trap array. Following this, we realise sets of control potentials that allow us to tune
the field (3 degrees of freedom) and curvatures (5 degrees of freedom) at all three
sites independently. This means that we, for example, seek a potential ®.i;1 Exo that
generates an electric field at site Ty not generating additional fields or curvatures at
all three sites:

1000

V@pxo(To) =] 0 [Vm™! (2.26)
0
0

V®pyo(T;) = | 0| Vm ™, Vi€ {1,2} (2.27)
0
00 0

Ho, (Ti)=[0 0 0|Vm™, Vi € {0,1,2} (2.28)
00 0
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Using Equation 2.25, this results in a set of (3 +5) x 3 = 24 linear constraints on the
voltages Uj;:

> Ui (VOi(To))  =1000Vm ™!
i€EL *

> Ui

1€EL

(

(Vei(To))  =0Vm™! v € {y.2}
Z U; - (V(i)l(Tk)) - =0Vm! Vk € {1,2}, Vi e{z,y, 2}

(

i€El
> Ui (Haqr,y), =0Vm™  VRe{0,1.2}, Vje{@a), ().
i€Bl (2,9). (2,2), (y.2)}

As we have 30 control electrodes and 24 constraints the set of constraints forms an under-
determined system with infinitely many solutions (assuming that the contributions
of the control electrodes are linearly independent). We use this to implement an
optimization goal, for instance, to minimize the square norm of the voltages:

- 2
i (Z Ui)
i€EL

min (max |Uz|>
U; )

7

or the maximum norm:

By this, we take into account that in the experiment there will always be a limit on
the voltages that can be applied. We solve this constrained optimization problem
either by the cuzpy Python software package (Agrawal et al. 2018; Diamond and Boyd
2016) or the CVX Matlab package (Grant and Boyd 2008, 2014).

In the experiment we sum several of these control potentials ®,1 ) with variable
scaling factors ki to a combined control potential ® iy profile that we refer to as a
control profile:

q)ctrl,proﬁle = Z R - (I)ctrl,k (229)
keElL

Each control profile is used to realize a certain configuration of the trapping potential
at all three sites, for example, a motional mode orientation for Doppler cooling, or to
match the mode-orientation and frequencies for coupling two sites. This allows us to
transition between several profiles by ramping, e.g. linearly, between the corresponding
control voltages. Note, while the voltage amplitudes are optimized for the individual
D1k, a set of smaller voltages might be available to realize a combined potential
Dt profile-  We used this to optimize certain profiles where voltages exceeded our
technical specifications, but in future experiments the optimization algorithm could
be implemented directly into the control system, always optimizing U; for the desired
control profile.
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2.4.4 Motional mode analysis

In this Section, we describe our methods used to analyse motional mode configurations,
i.e. motional mode frequencies and orientations, at dedicated trapping sites. We focus
here on the methods used in the triangle trap array, which are also applicable to ion
traps in general. In Kalis et al. (2016) and Mielenz et al. (2016) we already published
methods partly used in the following.

Frequencies

To measure motional frequencies, we apply the scheme of resonant excitation described
in Section 2.4.2. We trap a single ion and, after Doppler cooling, apply an oscillating
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Figure 2.19: Exemplary motional excitation experiment of a single ion trapped at
T;. We excite the ion for 50 ps with constant amplitude and variable frequency wexc
and reconstruct the resulting motional excitation (orange data points). A model fit
(orange line) yields a resonance at 2w x3.5654(8) MHz with an excitation amplitude
of 500(54) quanta and a resonance width corresponding to an excitation duration
of 51(5)us. The unphysical negative excitation amplitudes are a result of the
uncertainty of average fluorescence rates and subtracted background fluorescence.
Error bars indicate the SEM.

voltage with frequency wexc to a designated electrode, followed by motional state
detection. If wey. becomes resonant with a motional frequency w; the motion of the
ion is excited. This allows us to resolve all three motional modes as long as there is
sufficient overlap between the detection laser and the corresponding motional mode.
If this is not the case we can make use of a dedicated control profile to which we
adiabatically (timescales long compared to inverse motional frequencies) switch for
Doppler cooling and detection. In Figure 2.19 we show an exemplary measurement of
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the lowest frequency motional mode of a single ion trapped at T;. We excite the ion
for 50 us and a fit of Equation 2.18 yields a centre frequency of 27 x 3.5654(8) MHz.

Mode orientation - Analysis on camera

We explored several methods to measure the orientation of motional modes, e.g.
based on motional-sensitive two-photon Raman transitions, or the excitation and
detection of coherent states of motion (both published in Kalis et al. (2016)). For the
coupling experiments presented here, we are mainly interested in the orientation of
the lowest-frequency mode wuys with frequency wys, as the coupling rate scales with
the inverse mode frequency. We, therefore, focus on the orientation of this mode and
use a method based on imaging with the camera: If we load two ions at a single site
they form a Coulomb crystal. The axis of the two ions is oriented along the axis of
weakest confinement of the local potential, which, ignoring higher-order contributions
to the trapping potential, is also the direction of the lowest-frequency mode of a single
ion. We use this to measure rotations in the x-y-plane with an in-plane angle o,
with respect to the x-axis (Mielenz et al. 2016). An advantage of this method is that
no lengthy measurements and analysis have to be performed as the orientation is
directly accessible as a live feed from the camera. This allows for fast manual tuning of
relevant control potentials with direct feedback of, e.g. additional displacements caused
by electric fields due to imperfections in the control potential calculations. For the
coupling experiments we are additionally interested in the out-of-plane orientation of
the motional mode, i.e. whether the mode is oriented parallel to the chip/camera plane,
or tilted out of this plane. To derive information about this orientation we can again
use the camera image. The distance between the two ions is given by the curvature of
the trapping potential along this axis. This curvature is proportional to the (squared)
motional frequency along this axis, more precisely the lowest centre-of-mass frequency
of the two ions, which is, in a harmonic potential, the same as for a single ion. The
ion-ion spacing dj; is given by (James 1998):

2q?

dii =/ 4 2

(2.30)

Using an experiment as described above we can measure wy for the two ions. From
this, we calculate dj;, which we compare to the ion-ion spacing projected into the
x-y-plane df; measured by the camera. The out-of-plane angle Qoop between uye and
the x-y-plane is then given by:

d.
dii = .

COS Qoop

(2.31)

For the actual reconstruction of the angles, we additionally take into account the
anharmonic contributions to the trapping potential described below by calculating the
distance of two ions numerically from the measured trapping potential. We estimate
systematic uncertainties of this method on the order of 15°. This method to measure
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the out-of-plane angle is limited in the sense that we cannot extract the sign of the
angle. For the motional state reconstruction, this is not relevant as only the relative
angle with respect to the detection laser is needed. One possibility to extract this
angle apart from more involved methods (Kalis et al. 2016) with uncertainties on the
order of 4°) is to observe two ions and vary the focal plane of the detection optics and
by this extract relative z-positions of the two ions as described for a single ion in Kalis
(2017). This information (which ion is above the other) then allows to determine the
sign of the rotation.

Anharmonicities

For the coupling experiments presented in this work, oscillation amplitudes of the ions
reach up to approximately 1 pm. Due to the small scale of the triangle trap array, i.e.
the size of the electrodes, the ion-electrode distance, and the inter-site distance, the
trapping potential features higher-order contributions relevant for these oscillation
amplitudes. This means that the trapping potential is no longer described by a
harmonic oscillator. To analyse these anharmonic contributions we displace a single
ion along the lowest-frequency mode wuy¢, tracking the position on the camera. For
each position, we locally probe the potential by a coherent excitation experiment as
described above. There we use small oscillation amplitudes on the order of 300 nm. In
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Figure 2.20: Exemplary characterization of the anharmonic contributions to the
trapping potential of a single ion at Ty. For variable displacements along the
low-frequency motional mode Az’ we measure the corresponding motional mode
frequency wy¢ (blue data points). We fit the data by a fourth-order polynomial
(blue line) to interpolate the data. Error bars (SEM) are smaller than the marker
size.

Figure 2.20, we show exemplarily the results of such a measurement for an ion trapped
at site To. Here displacing the ion by 1 pum changes the motional frequency by more
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than 27 x0.5 MHz. We fit the data by a fourth-order polynomial for interpolation. For
our experiments, we try to optimize the positions of the ions close to a point where
the motional frequency is first-order insensitive to displacements.

It is important to note that we here assume relevant anharmonic contributions
only along the low-frequency motional mode and that the control potential displaces
the ion along this motional mode. We assume that this limits the significance of the
reconstructed anharmonic contributions for larger displacements (> 1pm). Here, if
needed, further studies tracking all three motional modes and ideally the ions position
in all three dimensions using an additional camera detecting from the side might
improve uncertainties.

2.4.5 Tuning motional modes and frequencies

We combine the aforementioned techniques of control potentials and motional-mode
analysis to tune the motional mode orientations and frequencies in our experiment. In
the following, we describe exemplary results for tuning the motional mode orientation
at one trapping site of the triangle trap array, followed by results for real-time tuning,
i.e. during an experimental sequence, as used for coupling experiments in this work.

Curvature tuning

To demonstrate the tuning of the in-plane orientation of u;; we examine two ions
trapped at T in the triangle trap array. For the coupling experiments, it is favourable
to orient uyr towards the trapping site we want to couple to (see Section 2.5). We,
therefore, realize two control profiles ®¢;1 A and @i 3 where uys is oriented towards
T+, along x, or towards T, rotated by aj, = 60°. In Figure 2.21, we show camera

5
X (Um)

Figure 2.21: Experimental measurement of the low-frequency motional mode
orientation at Ty. We load two ions which orient along the low-frequency mode
and apply two control profiles ®¢y1,4 (left) and ®ey g (right). From fits of the
ion centres we infer in-plane angles with respect to the y-axis of 7(2)° (left) an
orientation towards Ty and 60(2)° (right) an orientation towards Ts.

images of two ions at T for each of these profiles. In profile ®.;1 A, we have a residual
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in-plane angle of oy, = 7(2)° and for @1 @ip = 60(2)° oriented towards Ty. To
switch between the two profiles, we linearly ramp between the corresponding sets of
control voltages U, a and U e B:

Ucin(ka-B) = Uctna + KA-B (Uctr1B — Uctri,a) (2.32)

Where we introduce a tuning parameter ka_p € [0, 1]. We analyse the effect of this
ramp statically for intermediate values of kao_p and track the rotation angle and
all three motional-mode frequencies w; of a single ion. Additionally, we calculate
the sum of squared eigenfrequencies 3, w?, which is proportional to the trace of the
local H and unchanged by static electric fields. This value is, therefore, a measure
of displacements of the ion in the radio-frequency field (Kalis 2017). We plot the
data in Figure 2.22. Tuning ka_p € [0, 1] smoothly changes the rotation angle and
the motional frequencies, this is important as rapid (with respect to inverse motional
frequencies), non-adiabatic changes of motional frequencies could lead to additional
motional excitation. Furthermore, the motional frequencies do not cross, which
could lead to a transfer of excitation between motional modes. The sum of squared
eigenfrequencies changes by < 10 %, which we explain by a displacement of the ion
smaller than 1 pm along z and displacements (detected by the camera) of < 0.3 pm in
the a-y-plane.

Real-time tuning

During the coupling experiments, we want to change (ramp) between control profiles
on timescales t;amp of several 10 s, fast compared to typical coupling and motional
decoherence rates. We, therefore, want to choose t;amp as small as possible without
introducing additional motional decoherence. To analyse this, we perform a Ramsey-
like motional coherence experiment (see Section 2.4.2) depicted in Figure 2.23 (top).
We analyse the effect of ramping between two profiles similar to @14 and Pen
above rotating the lowest-frequency mode by approximately 60° for a single ion at Ty.
After the first excitation pulse, we ramp to the second control profile linearly in time
tramp hold this profile for 20 ps, ramp back again in ¢;amp, hold for 20 ps followed by
the second excitation pulse. The waiting duration before the last pulse ensures that
the voltages on the electrodes have settled and motional frequencies do not drift during
the second excitation. We perform this experiment for variable t,amp and extract
the contrast. Additionally, we perform the same experiment without changing the
voltages, to measure the intrinsic decoherence rate for comparison. In Section 2.2.4
(bottom) we plot the resulting data normalized to the contrast of tyamp = 0 for the
calibration experiment with constant voltages. For short timescales (tramp < 20ps)
we see a reduced contrast due to the ramp between profiles, which we attribute to
decoherence induced by the ramp. From around 20 ps on the effect of decoherence due
to the ramping is (within uncertainties) the same as when not changing the voltages.
We, therefore, in this example, choose tramp = 20 pis.
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Figure 2.22: Linear tuning of the control profile at T¢ from ®cty 4 with the low-
frequency mode oriented towards To (ka—p = 0) to Peyy1 g With orientation towards
T, (ka—p = 0). For variable kp_p we measure the motional mode orientation
(top), all three motional frequencies of a single ion at Ty (middle, colors indicated
different motional modes), and calculate the sum of squared eigenfrequencies
(bottom). The tuning angle shows a smooth transition from the configuration
aip = 7(2)° to ajp = 60(2)°. During this tuning the low-frequency mode stays
separated in frequency from the two higher-frequency modes. From the change in
the sum of squared eigenfrequencies below 10 % we estimate a displacement along
z smaller than 1pm. Error bars indicate the SEM and lines are plotted as a guide
to the eye.
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Figure 2.23: Calibration experiment to measure motional decoherence induced
by ramping between control profiles. The experimental sequence (top) consists of
a motional coherence measurement (see Section 2.4.2). During the two excitation
pulses of we linearly ramp the control profile from @1 4 to ®eip1 g in a variable
duration tyamp followed by a constant holding duration of 20 ps, a second ramp
back to ®er1,A I tramp and a final holding duration of 20 ps (orange line). We
additionally perform experiments of the same duration staying in ®¢,1,4 to estimate
the dephasing rate not induced by ramping between profiles (blue dashed line).
The normalized contrast as a measure for the coherence decreases for tyamp = 20 s
when ramping (orange data points) with respect to the case without the ramp
(blue data points). In this case we choose tramp < 201s as there the ramping does
not induce additional decoherence. Error bars indicate the SEM.



2.5 Coupled harmonic oscillators

2.5 Coupled harmonic oscillators

Inter-site coupling is the essential ingredient to make the toolbox of trapped-ion
quantum simulations available in two-dimensional arrays of individually trapped ions.
To realize this coupling, we make use of the electric charge of the ions, i.e. the Coulomb
interaction. In Figure 2.24 we sketch a simple model of two-coupled ions where we

Figure 2.24: Model of two coupled harmonic oscillators. In a simplified picture
we consider two ions, each harmonically trapped in an individual one-dimensional
potential. We consider effects of a detuning Aw between the motional frequencies
and in-plane rotations of mode orientations from the connecting axis by angles «q
and aq. Figure adapted from Hakelberg et al. (2019).

simplify the problem to one motional-mode per ion and one rotational degree of
freedom per site in a common plane. We consider two ions separated by distance r
along the unit vector e,. For each ion, we consider the harmonic motion along one
motional mode u; with frequency w;, i € {0,1}. Each ion can be interpreted as an
electric dipole d; = d; g; u; with displacement d; along w; and charge ¢;. Following
Harlander et al. (2011), the energy of the dipole-dipole interaction is given by:

1 do d1 -3 (do e)(d1 67«)
4meg r3

Ugq = (2.33)

with the vacuum permittivity ¢p. In a simple picture, the displacements of the ions
are along the connecting axis e, || dy || d; and Uyq simplifies to:

1 2(dogodiqr)

U = — 2.34
W= e 3 (2.34)
The coupling rate is then given by (Brown et al. 2011; Harlander et al. 2011):
1 1
QC,lres = 0 (235)

2meg rd /Mo mi+/wo w1

That is the rate with which the two oscillators if tuned to resonance, exchange
their initial excitations. Our definition varies from that given in (Brown et al. 2011;
Harlander et al. 2011) by a factor of two. For our definition, the energy is transferred
between the oscillators such that after (27)/€c res the energy is transferred back
and forth, reverting to the initial state. For the coupled case the individual coupled
eigenfrequencies of the oscillators are detuned by the coupling rate Q¢ res, a so-called
avoided crossing.
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2 Theoretical and Experimental Methods

In larger arrays, especially in two dimensions, non-parallel motional-mode orient-
ations are relevant as tuning parameters. Considering rotations of u; in a common
plane with angles a; with respect to e, (see Figure 2.24) the dipole-dipole energy is
given by:

1 doqodiqicos(an —ap) — 3dpqodi g1 cos(ap) cos(a)
4dreg 73
1 dogodiqa
T dmeg 13
LI dogodiqnl

= e 8 32 (cos(ag — o) + 3cos(ag + aq))

Udd,rot =

(cos(ag — 1) — 3 cos(ap) cos(aq))

= Uqq,) 3 [cos (g — a1) + 3 cos (ag + o) (2.36)

Which in turn results in a coupling rate:
Q¢ rot = Q0 res % [cos (g — 1) + 3 cos (oo + a1))] (2.37)
= Q¢ res |€Os (ap) cos (o) — % sin (o) sin (o) (2.38)

In Figure 2.25 we visualize this tunability of the coupling strength. Rotations allow
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Figure 2.25: The effect of variable mode orientations on the coupling strength
between the sites. We normalize the coupling rate {1c .ot by the rate for collinear
mode orientation Q¢ res (9 = a1 = 0). For parallel mode orientations gy = aq =
90 ° the coupling rate is reduced by a factor of 0.5. Figure adapted from Hakelberg
et al. (2019).

to tune the coupling strength up to switching off the coupling completely. In surface-
electrode traps the close proximity of the trapping electrodes (on the same order as
the inter-site distance) leads to additional effects: In Schmied et al. (2011) the authors
investigate the effect of mirror charges induced in the surface and their effect on the
coupling strength. We calculate that for our trap where the inter-ion spacing is equal
to the ion-electrode distance the effects on the coupling rates are below 2 %.

Up to now we discussed resonantly coupled harmonic oscillators, i.e. the oscillation
frequencies of the uncoupled oscillators are equal wy = w1. A detuning of the frequencies
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2.5 Coupled harmonic oscillators

Aw = wy — wy yields an additional control parameter. Similar to Rabi-oscillations (cf.
Section 2.1.1) the detuning leads to an increased coupling rate:

QC,det = Q%,res —+ (Aw)2 (2.39)

and a decreased coupling efficiency

Q% res Q2C res
KC,det = ’ = : (2.40)
‘ Q%,res + (AW)Q Q%,det

We define the coupling efficiency as the fraction of energy that is maximally transferred
from an initially excited oscillator to the second oscillator initially at rest. In the
resonant case, the efficiency is 1. In Figure 2.26 we illustrate numerically the excitation
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Figure 2.26: Illustration of the effects of a detuning on the coupling between two
harmonic oscillators. We show the excitation amplitude at the second oscillator,
initially at rest, relative to the total excitation. The excitation oscillates between
the two sites. In the resonant case (Aw = 0) all excitation is transferred with a rate
of Q¢ res- A detuning leads to a faster coupling rate and a smaller efficiency, i.e.,
the maximally transferred excitations is smaller. Figure adapted from Hakelberg
et al. (2019).

at the second oscillator as a function of the coupling duration and detuning. For zero
detuning the excitation oscillates with (¢ ;es, transferring all initial excitation. In
our experiments, we use the detuning to tune the coupling rate between sites. For
typical resonant coupling rates on the order of Q¢ res/(27) ~ 2kHz and detunings
Aw/(27) 2~ 100 kHz, we find kg aet & 1/(Aw)? ~ 1 x 1074,

In our coupling experiments, we work with coherent states of motion, therefore,
excitation will refer to these states with amplitudes given in quanta, i.e. the expectation
value of the coherent state amplitude. Furthermore, as we tune motional frequencies
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2 Theoretical and Experimental Methods

adiabatically, i.e. slow with respect to inverse motional frequencies, the total motional
excitation given by the sum of all coherent state amplitudes

Mot (t) = Zﬁi(t)a
i
is, in theory, a conserved quantity.

2.5.1 Anharmonic effects

As explained above, in our experimental realisations of the coupling between single
ions in the triangle trap array using large coherent states we see that anharmonic
contributions to the trapping potential lead to a significant change in motional
frequencies. This complicates the system in comparison to the model of two coupled
harmonic oscillators. The anharmonic trapping potential leads to an effective motional
frequency at each site that varies as a function of the motional amplitude. Therefore,
during the coupling, the oscillators frequency difference is constantly changing and
the oscillators cannot be described as in resonance.

To get a qualitative overview of this effect we simulate the coupling exemplarily for
selected typical anharmonic contributions and motional mode orientations of two ions at
sites Ty and T1. In Figure 2.27, we sketch the local motional frequencies as a function of
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Figure 2.27: Motional frequencies as a function of the displacement along the
low-frequency motional mode for site T (blue line) and T; (orange line) as used
for simulating the effect of anharmonic coupled oscillators.

the displacement along the low-frequency motional mode. For zero displacement the ion
at each site oscillates with a motional frequency of 27 x 4.64 MHz. For the simulation,
we initialize the ion at T with an energy corresponding to about 1000 quanta calculated
assuming a harmonic oscillator with motional frequency 27 x 4.64 MHz. We simulate
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2.5 Coupled harmonic oscillators

the coupling for variable additional detuning Aw between the two sites that we
introduce as an offset to the motional frequency at T;. For comparison we perform the
same simulation with two harmonic oscillators at 27 x4.64 MHz, setting all higher-order
contributions to the trapping potential to zero. In Figure 2.28 we plot the resulting
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Figure 2.28: Simulated coupling experiment between two ions for variable detun-
ing between the sites and variable coupling duration. We show the excitation at the
second oscillator, initially at rest, as a function of the total excitation. On the left
we simulate two harmonic oscillators, while on the right we introduce anharmonic
contributions at both sites. This shifts and alters the observed resonance (see text
for details).

motional excitation at T; normalized by the initial excitation and as a function of
the detuning and the coupling duration for both the harmonic and anharmonic case.
The harmonic simulation shows a resonance in agreement with the analytical function
plotted in Figure 2.26, here with a coupling rate of 27 x 1.2kHz (as verified by
Equation 2.35) and a complete transfer of motional excitation for a zero detuning. In
the anharmonic case, this changes significantly. The resonance is shifted and becomes
asymmetric. Additionally, the resonance features a sharp central feature of maximized
coupling efficiency for a detuning of around 27 x 3.5 kHz. In our experiments due to
fluctuations in motional frequencies on the order of 2w x 1kHz, we cannot resolve this
sharp feature. To simulate this, we produce an additional figure Figure 2.29 where
we apply a Gaussian filter along the detuning axis with a width of 27 x 1kHz to
emulate the effect of independent fluctuations of the motional frequencies. Compared
to the harmonic coupling, this shows an increased coupling rate with a maximum
coupling efficiency of in this case 45 % for a detuning of Aw/(27) = —5.3kHz. These
simulations are in qualitative agreement with our experimental results where we see
an increased coupling rate with respect to calculations for harmonic oscillators while
the coupling efficiency is reduced. We, therefore, when describing our results in the
context of anharmonic effects define an effective coupling rate Q¢ ef.
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Figure 2.29: To emulate the effect of independent fluctuations of the motional
frequencies we use the data of Figure 2.28 (right) and introduce a Gaussian
filter with width 27 x 1kHz along the detuning axis (top). This smears out the
sharp resonance and qualitatively resembles the data observed in the experiments.
Additionally we plot the evolution of the relative motional excitation between the
two sites (bottom) for a detuning of 2rx—5.3kHz (red dashed line in top plot).
There the maximal excitation is transferred from T (blue line) to Ty (orange line).
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3 Experimental Setup and
Characterization

In this Chapter we give an overview of the experimental setup used for the results
of this thesis. We start by a general overview of parts already described in previous
publications, reference these and focus on changes and new components implemented
during this work. For a general overview of experimental techniques used in our
group for magnesium experiments, we refer to Friedenauer (2010). The design of the
vacuum setup containing the triangle trap array trap is described in Strohle (2011)
the experimental setup further in Kalis (2017) and Mielenz (2016) and in parallel to
this work in Kiefer (2019). We describe a new vacuum chamber that was designed to
incorporate an argon-ion gun to implement in-situ surface cleaning of the trap chip (see
Section 2.4.2). In this new apparatus, we additionally implemented a hybrid-system
to realize a magnetic quantization field suitable for the field-independent qubit in
magnesium (see Section 2.2.2). As a part of this, we characterized the system and
published the results in Hakelberg et al. (2018). We will present these results in
Section 3.4.

3.1 Experimental control system

In this Section, we describe the experimental control system. This consists of all
components used to interface the trapped ions and the hardware and software to
allow the user to interact with the system. The system is essentially divided into the
optical setup used to interface with the electronic degrees of freedom, the electrical
setup to control the motional degrees of freedom and the control electronics allowing
pre-programmed real-time control of these components. In ion trap experiments
typical experimental timescales and requirements on the time-resolution of the control
system are given by the line widths of relevant electronic transitions (=~ 27 x 41 MHz
for magnesium ions) and motional frequencies on the order of 27 x(1-10) MHz. This
leads to typical experimental durations on the order of (0.1-10) ms and time-resolution
requirements on the order of 10ns. These constraints cannot be easily matched
by modern computer operating systems, which normally do not allow for real-time
operation. Especially concurrently running processes lead to a non-reproducible jitter
in code execution times. This creates the demand for designated real-time control
hard- and software. Here, we will give a brief overview of the system, dependencies,
and interconnections, followed by sections where we will further describe the electrical
setup accessing the control electrodes of the trap, and the optical laser setup. A
similar system using magnesium ions in a linear Paul trap is described in Friedenauer
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3 Experimental Setup and Characterization

(2010). Our system is described in detail in Kalis (2017) and Mielenz (2016).
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Figure 3.1: Schematic overview of the experimental control system (details see
text). At the heart sits a real-time control unit Paulbox which is programmed by
the user through a graphical user interface FIOS. The Paulbox controls all devices
following a sequential program. The ion(s) are interfaced by lasers, microwave
radiation and electronic potentials and emit photons which are detected by a
photo-multiplier tube or (optionally) a camera not shown here.

In Figure 3.1 we depict the experimental control setup from the user to the trapped ion.
The central control element is the Paulboz (Tan The Pham 2005), a pulse sequencer
built around an FPGA! clocked at 2w x 100 MHz running real-time programs that
control digital (TTL?) inputs and outputs and frequency (DDS?) outputs. The user
interacts with the system by a Graphical User Interface (GUI) EIOS* developed by
Henning Kalis (Kalis 2017). The software EIOS runs on a desktop PC and allows the
user to write experimental programs in a C-like dialect. The programs are compiled to
a pulse sequence that is uploaded to the Paulbox. Details on the compiler architecture
can be found in Mielenz (2016). The real-time program controls digital inputs and

'FPGA: Field Programmable Gate Array
2TTL: Transistor-Transistor Logic

3DDS: Direct Digital Synthesis

1EIOS: Experimental Input Output System
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3.1 Experimental control system

outputs and can set frequencies of integrated DDS devices. Digital outputs are used, e.g.
to switch laser beams using acousto-optic modulators (AOMs, see Section 3.1.2), switch
a microwave antenna (see Section 3.1.3), or trigger an arbitrary-waveform generator
(AWG, see Section 3.1.1) controlling the voltages applied to control electrodes of
the trap. Photons scattered by the trapped ions can be collected using an electron-
multiplying charged-coupled device (EMCCD) camera® for spatially resolved imaging
of the ions or for real-time detection by a photo-multiplier tube module® (PMT). The
latter is digitally gated by the Paulbox. A data acquisition board” connected to the
desktop PC via PCI is used as a digital counter for pulses from the PMT module and
synchronizes the start and end of programs running on the Paulbox with the EIOS
software.

3.1.1 Electrification

As explained in Section 2.4 we control motional degrees of freedom of the trapped ions
using electrical control potentials. These potentials are generated by voltages applied
to dedicated control electrodes of our traps. Typical experiments require to change
these voltages individually during experimental sequences on timescales of single ps
and to apply oscillating voltages with frequencies up to tens of MHz.

Arbitrary waveform generators

To match these requirements, we use arbitrary waveform generators (AWG) with
individually programmable output channels for each control electrode. The AWG
design was provided to us by the Ion Storage Group (NIST) and is described in
Bowler et al. (2013). Details on our realisation of the AWG can be found in Mielenz
(2016) and Wittemer (2015). Internally the AWG is based on an FPGA clocked
at 2mr x50 MHz. A software update allows to set a pre-scaler to double this clock to
27 x100 MHz. The FPGA interfaces with 16 bit digital to analog converters® connected
to operational amplifiers’ with a range of +10V. Similar to the Paulbox, the AWG
is pre-programmed when compiling the experimental program. During experiments,
the Paulbox triggers the AWG to synchronize the waveforms with the experimental
sequence. Waveforms consist of instantaneous, linear or higher-order changes of
voltages, and a DDS functionality with time-dependent amplitude and frequency and
variable phase relations, all individual for each control electrode. The outputs of the
AWG are connected to the trap chip via a modular filter box outside the vacuum
chamber to filter out noise, which could lead to motional decoherence.

5 Andor iXon X885-UV (existing setup) / Andor iXon Ultra DU888 UCS-UVB (new setup)
SHamamatsu H8259-01

"Meilhaus Electronics, ME-4670i

8 Analog Devices AD9726

9 Analog Devices AD8250
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3 Experimental Setup and Characterization

Filter box

For the experiments in the triangular trap array, the filter box consists of a 5.1k}
resistor, which in combination with the on-chip capacitors of 820 pF forms a low-pass
filter with a time-constant of 4.2 ps and a cutoff frequency of 2w x38.1 kHz. This filter
box with different resistance is described in Mielenz (2016). During this thesis, we
found out that in this filter box a resistor was installed between the radio-frequency
ground pin of the trap chip and the electrical ground of the experiment. This limited
experiments as the trap ground, connected to the control electrodes via the filter
capacitors, would vary for fast changes of control voltages (on the order of several
ns). We replaced this resistor with a direct connection to the experimental ground.
For the linear trap array, we designed a new filter box with circuit board based filters
described in Nitzsche (2017).

Radio-frequency drive

The radio-frequency driving voltage is supplied to the trap via a helical resonator,
which amplifies and filters the signal. The construction is described in Stréhle (2011)
for the existing vacuum setup and in Nitzsche (2017) for the new setup. In the new
setup, we additionally implement a radio-frequency mixer before the helical resonator,
which we connect to one output of our AWG. This allows us to set the amplitude of
the trapping voltage in real-time using our experimental control system. Additionally,
in the new setup, after the helical resonator, we install a capacitive divider as used
in Johnson et al. (2016) to measure the radio-frequency amplitude directly before
the trap and to apply an additional radio-frequency drive near 2w x55 MHz to drive
transitions between sublevels in the same hyperfine manifold (see Section 2.2.3).

3.1.2 Laser setup

To access the electronic degrees of freedom of the magnesium ions we use lasers.
The optical transitions (Section 2.2.1) are all in the ultraviolet range around 280 nm.
As lasers are not available directly at these wavelengths we employ fibre lasers in
the infrared (1120nm), each followed by two second-harmonic generation stages in
bow-tie cavity setups (Friedenauer et al. 2006), except for the optical pumping setup
where the first frequency doubling is performed in a periodically-poled lithium niobate
(PPLN) waveguide (Kiefer 2013). Additionally, we realize a photo-ionization laser near
285 nm to produce magnesium ions from neutral magnesium atoms via a two-photon
process. This light is generated by frequency doubling light near 570 nm generated by
a dye-laser. The following is a brief summary of some aspects of the optical setup. A
setup similar to ours is extensively described in Friedenauer (2010), and for our setup
in Kalis (2017) and Mielenz (2016).

We stabilize our lasers to transitions ion iodine molecules (I3) around 560 nm,
after the first frequency doubling stage with a precision better than 1 MHz. As this
stabilisation is bound to defined resonances we have to fine-tune the laser frequencies
to reach the desired transitions of magnesium. Further, experiments require that we

60



3.1 Experimental control system

can switch laser beams on the timescale of 1 s and set frequencies with a precision
down to 1kHz. To fulfil these requirements, we employ acousto-optic modulators
(AOM) (Friedenauer 2010).

An AOM consists of an optically transparent material. A radio-frequency transducer,
driven by an oscillating voltage of typically 27 x(100-200) MHz, creates sound waves
in the material which create a grating of variable refractive index. The laser beam
is diffracted on this grating. The diffracted light is shifted in frequency by multiples
(orders) of the driving frequency. Typically, we use the first diffraction order, generating
light that is shifted once in positive or negative direction by the driving frequency. The
efficiency of this process can be above 80 %. Additionally to the frequency shift, the
beam exits the crystal under a deflection angle proportional to the diffraction order
and driving frequency. To compensate this, we operate most AOMs in double-pass
configuration where the beam passes the AOM twice such that the deflection angles
cancel each other out and the resulting beam is shifted by twice the driving frequency.
Here efficiencies of above 60 % are achievable. Electronically controlling the driving
frequency and amplitude allows direct control over the laser frequency in range of a
few tens of MHz, and amplitudes on timescales on the order of a few 100 ns (limited
by the beam waist and speed of sound in the AOM material).

In the following, we will give a brief overview of the laser setups used for Dop-
pler cooling and Detection, and optical pumping laser setup for preparation and
manipulation of the qubit. The Doppler cooling and detection setup was changed
during this thesis from the one described in Kalis (2017) to allow for more efficient
use of the available laser power and easier adjustment. The new setup and changes
we implemented are described thoroughly in Kiefer (2019). The Raman and optical
pumping setups were used as described in Kalis (2017).

Doppler cooling and detection setup

The laser system described here is used for cooling and detection on the cycling trans-
ition (|Sif, F =3, mp = +3) < |Ps, F =4, mp = +4)) near 280nm. We generate
oT-polarized beams of three different frequencies for different purposes:

The first beam is used for resonant detection. In previous publications of our group,
this beam was detuned by —27 x 5 MHz red from the cycling transition. This was done
as a precaution to ensure that variations in the frequency lock setup < 27w x 5 MHz
would not lead to a blue detuning with respect to the transition, which in turn would
lead to heating. During our experiments, we realized that this detuning can lead to
a cooling of motionally excited ions, resulting in incorrectly reconstructed motional
states (see Section 2.4.2). The variations in frequency were due to a VCO'° employed
to generate a frequency modulated signal in the iodine locking setup. This VCO shows
a drift of a few MHz around the target value (approx. 2w x80MHz) on the timescale
of seconds, which we attribute to temperature fluctuations. We replaced this setup
by a different frequency generator with a modulation input!'. With this setup, we

10yoltage Controlled Oscillator
"' Hewlett-Packard HP 8640A
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observe no frequency drifts of the oscillator (measured with a precision < 1kHz). This
allows us to stabilize the laser to better than 27 x1 MHz as required for our motional
state reconstruction (see Section 2.4.2).

The second beam is used for Doppler cooling. It is detuned by I'/2 ~ 27 x 20 MHz
red from the cycling transition for Doppler cooling as described in Section 2.4.1.

The third beam is an additional Doppler cooling beam detuned by 27 x 330 MHz ~
8I'. It allows cooling of ions with motional energies too large for efficient cooling by
the closer detuned beam.

We overlap all beams and focus them on the ions above the trap chip. In the
triangle trap array, the beams propagate along the (x + y)-direction, in the linear
trap along the ( + z)-direction. For the triangle trap array, we additionally place a
cylindrical lens in the beam path to widen the beam in the trap-chip plane. This allows
to illuminate the three ions approximately equally (in-plane beam waist larger than
100 pm) while reducing reflections on the trap surface (out-of-plane beam waist on
the order of 20 pm). Additionally, for this trap, we employ a focused detection beam
(beam waist on the order of 10 pm, see also Kiefer (2019)), which we can translate via
piezoelectric stages'2. This allows us to move the beam to a selected trapping site
and thereby locally detect the (motional) state of a single ion in the array.

Optical pumping setup

The optical pumping setup is constructed similar to the Doppler cooling setup (Mielenz
2016). It addresses the Si, — P/, via two dedicated oT-polarized beams coupling to
the [Si, F = 3) and \81/2, F = 2) manifolds. This allows optically pumping the ion to
the |Si/,, F = 3, mp = 3) state (see Section 2.2.3). We overlap these beams with the
Doppler cooling and detection beams before entering the vacuum chamber.

3.1.3 Microwave setup

The microwave setup is used to drive transitions between the F = 2 and F = 3
manifold of the S/, level of 2>Mg™. For the magnetic fields used here, the transitions
are on the range of 27 x(1500-2000) MHz. Our experimental setup does not allow for
direct synthesis of frequencies in this range. The DDS devices installed in the Paulbox
operate at a clock rate of wppsciock/(27) = 1100 MHz and as such allow for synthesis
of frequencies wppg up to wppsclock/2/(27m) = 550 MHz. The spectrum of the DDS
output however also contains a mirror frequency located at wiirror = WDDSclock — WDDS,
in our case in the range of 27 x(1100-550) MHz. Additional frequency doubling of
this signal allows us to reach the desired range, spanning 27x(2200-1100) MHz. In
Table 3.1 we list all components we use to realize the frequency generation described
above. Several amplifiers and attenuators are used to operate the devices within their
input-power specifications, especially the frequency multiplier.

To characterize our system, we measure the power at selected frequencies before
the main amplifier (see Figure 3.2 ). In the range relevant to the results presented

2Physik Instrumente Q-522.030
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Device Output Range Type

[(2m) GHZ]
Paulbox DDS 0-0.55 & 0.55-1.1
Switch 0-0.55 & 0.55-1.1  MiniCircuits ZASW-2-50DR
Bandpass 0.55-1.1 MiniCircuits VBFZ-925-S+
3x Amplifier 0.55-1.1 MiniCircuits ZX60-8008E-S+
Attenuator 0.55-1.1 MiniCircuits VAT-4+
Frequency Multiplier 0.55-1.1 & 1.1-2.2  MiniCircuits ZX90-2-11-S+
Bandpass 1.1-2.2  MiniCircuits VBFZ-1690-S+
Amplifier 1.1-2.2  MiniCircuits ZX60-4016E+
Attenuator 1.1-2.2  MiniCircuits VAT-8+
Bi-Directional Coupler 1.1-2.2  OmniSpectra 20063-20
Main amplifier 1.1-2.2  MiniCircuits ZHL-30W-252-S+
Antenna 1.1-2.2  Home built

Table 3.1: Devices used to generate the desired microwave radiation in the range
of 2rx(1.1-2.2) GHz. See full text for details.

here (27 x(1540-1760) MHz), the power varies by < 3dB. This could be improved for
instance by frequency-dependent attenuation of the signal, however, for our application,
this is not needed. To apply the microwave radiation to the ion we employ a home
built bi-quad antenna constructed from silver wire and optimized for 27 x 1.6 GHz
(Tec et al. 2012). For the new setup, we position the antenna to optimize the coupling
rate and find an optimized position below the breadboard carrying the optics around
the chamber.
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Figure 3.2: Measured microwave power before the main amplifier (see text) as
a function of the desired microwave frequency. For experiments presented here
we work in the range of 27 x(1540-1760) MHz. In this range the power varies by
< 3dB. Error bars (SEM) are smaller than the marker size.

3.2 The established vacuum chamber

Experiments with single trapped ions require a strong isolation from the environment.
In particular, traps need to be operated in the ultra-high vacuum regime < 10~'9 mbar
where collision between the ions and residual atoms are rare compared to typical
experimental timescales. These collisions can lead to various effects, from altering
the quantum state of the ions, to motional heating, the formation of molecules (e.g.,
Mgt + Hy — MgH' + H, see Mglhave and Drewsen (2000)), and especially for
surface-electrode traps to a loss of ions due to transferred kinetic energy.

At the beginning of this thesis, one surface-electrode ion trap measurement setup
was available in our group. The vacuum chamber was constructed by Johannes Strohle
(Strohle 2011) in Munich and was moved to Freiburg later on. This setup is additionally
described in Kalis (2017) and Mielenz (2016). During this thesis, we constructed and
built a second vacuum chamber suitable for the same trap architecture but with the
additional scope of implementing the possibility for in-situ surface cleaning of the
chip by argon-ion bombardment (see Section 2.4.2). We will describe this setup in
the following Section. As that new setup follows many general considerations already
implemented in the previous setup we would like the reader to refer to the literature
given above for further details on the first vacuum chamber.
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3.3 The new apparatus - Setup

During this thesis, a new experimental apparatus for surface-electrode traps was
designed, constructed, assembled, and used to perform first measurements. The
vacuum chamber was designed to be compatible with traps used in the established
setup while offering a new essential feature: As described in Section 2.4.2 motional
heating is a fundamental problem in surface-electrode traps due to the close proximity
of the ions to the electrodes. Therefore, the new setup was designed to implement
in-situ cleaning of the trap chips using argon ion bombardment (Hite et al. 2012). For
this, we constructed a specially designed top flange, supported by a design provided to
us by Dustin Hite from the ion storage group (NIST). The flange is designed around
an ion gun that can be used to clean the trap surface in-situ:

The ion gun The ion gun is a commercially available product distributed by rbd
instruments (IG2 Ion Source Package) consisting of the gun (04-165) and an external
control unit (32-165). The gun can be mounted to a vacuum chamber by a CF40
flange. Between the chamber and the gun, a flexible bellow allows to adjust the angle
of the gun and thereby the position of the argon-ion beam on the trap surface. Inside
a filament can be heated to ionize gases, such as argon, which has to be supplied to the
chamber at a pressure of 6.67 x 107° mbar or lower. These ions are then accelerated
by a voltage of up to 2kV. The specifications (IG2 ion source package Datasheet n.d.)
state that the resulting beam has a diameter of FWHM 2.5 mm at a distance of 25 mm
and 3.5mm at a distance of 50 mm. In a different setup, we performed characterization
measurements, initially started by Raphaél Saint-Jalm during an internship in our
group. In these measurements, not part of this thesis, we characterised the working
parameters of the argon gun and confirmed the argon beam diameters given by the
manufacturer.

In the following, we will describe the design of the new vacuum chamber, the imaging
optics, and the implemented loading procedure using ablation loading. Addition-
ally, we describe the implementation of a hybrid magnetic field setup to realize the
field-independent qubit described in Section 2.2.2 based on a combined assembly of
permanent magnets and coils.
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3 Experimental Setup and Characterization

Figure 3.3: Evolution of the new experimental setup. (a) Machining of the hexagon in the
mechanical workshop of the physical institute. (b) Disassembled argon-ion gun filament
assembly. (¢) View of the top flange mounted on the hexagon with holes for imaging and
argon ions. (d) Assembled central part of the chamber. (e) Test assembly of the chip mount.
(f) Brick oven to bake out the chamber with the turbo-pump and attached scroll-pump
visible (g) Chamber on the optical table after bake-out. (h) Laser and detection optics
and solid-state magnets and coils installed around the chamber. (i) Complete setup on
the optical table including electronics below the table. (j) View of the trap chip inside the
camber through a viewport with the gold covered shield above the trap. On the pillar (left,
front) the magnesium wire ablation target is visible (k) First trapped ions.
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3.3 The new apparatus - Setup

3.3.1 Vacuum chamber

The main component of the new setup is the vacuum chamber. The requirement
of ultra-high vacuum conditions with a pressure below 107! mbar leads to special
requirements on the vacuum pumps, the design of the chamber in terms of geometry
and available materials, and during assembly:

Materials Special materials with low outgassing (slow release of gas from the bulk
material) are required. Additionally, the vacuum system has to be baked-out. This
means the heating of the complete assembly to above 100°C for several days to
weeks while pumping the chamber, to release water adsorbed on the surfaces inside
the chamber. Under ambient temperature this water will evaporate slowly, limiting
the pressure to on the order of 10~%mbar (or worse, depending on the pumping
capacity). During the bake-out, this evaporation is accelerated enough such that the
amount of water in the chamber will decrease significantly. Materials that satisfy
these constraints include stainless-steel and copper for construction, Macor ceramic
and PEEK as isolators for construction, glass for optical access, Kapton'® as isolation
for wires, but excludes plastics and porous materials. Additionally, to minimize stray
magnetic fields that would have to be compensated for, we choose to produce all
stainless-steel parts from a steel with low magnetic permeability!4.

Design The design should limit the surface inside the vacuum, as outgassing from
surfaces limits the final vacuum pressure. Vacuum pumps should be directly connected
to the chamber, as long, thin connections will limit the pumping efficiency. Virtual
leaks should be avoided, this means holes in the chamber that are filled with air and
connected to the residual volume only by a small opening, which will appear like a
constant leak to the system. All interconnections should be made with metal sealed
flanges We are using CF type vacuum flanges!® with silver-coated copper gaskets. For
viewports, we use additionally annealed gaskets that are softer and recommended by
the manufacturer for some of the viewports. The gaskets should only be used once.

Fabrication During fabrication of metallic parts, additional care has to be taken not
to produce virtual leaks. Especially welding of parts should be done on the inside of
the chamber, such that the weld seam forms a smooth surface on the vacuum side.

Assembly During assembly, care has to be taken not to contaminate the chamber
with materials that will lead to additional outgassing. Especially organic components
and greases cannot be used. Therefore, all components are cleaned by ultrasonic
cleaning using various solvents. After coarsely cleaning all parts with water we use
the following sequence of solvents: First a soap and water solution'S, followed by

BKapton® is a polyimide film trademarked by DuPont

HMType 1.4429, also known as (especially in the US) 316LN-ESU

15130 3669:2017 vacuum technology — bakeable flanges — dimensions of knife-edge flanges
6 jckopur R33

67



3 Experimental Setup and Characterization

isopropyl alcohol and finally acetone. For all steps, we leave the parts in the ultrasonic
bath for at least 10 min but typically several hours. The cleaned parts are wrapped in
aluminium foil for transport and storage. All handling is done wearing latex gloves.
The assembly is done in our clean laboratory environment wearing a clean-room overall.
This limits contamination with grease (fingertips), other organic components (skin
and hair) and dust particles.

Design considerations and overview

In comparison with the established setup (Section 3.2, Strohle (2011)) additional
restrictions are the implementation of in-situ cleaning of trap chips by argon-ion
bombardment (cf. Section 2.4.2): Firstly, the argon-ion gun has to be implemented in
the top flange, in addition to the viewport for imaging optics. Secondly, the vacuum
setup has to allow to flood the chamber with argon at a defined pressure and allow
pumping back to ultra-high vacuum conditions without breaking the vacuum. As a
third point, the chip holder has to be adapted from the design by Strohle (2011). In
the following, we will describe the design of the chamber with a focus on the differences
to the established setup. For further, general considerations on our vacuum chambers
we refer to Strohle (2011). In Figure 3.4 we show a rendered overview of the finished,
assembled chamber. The chamber is built around a central cross. In the lower plane,
it connects to the vacuum pumps and gauge and the valve allowing controlled inlet of
argon. On top sits the chip-holder inside a hexagon that allows optical axes through
six viewports in the horizontal plane. It is closed up on the top with the top flange
incorporating the argon-ion gun and the viewport for the imaging optics.

Vacuum pumps

To pump the chamber from ambient pressure to ultra-high vacuum we employ several
pumps. The first stage is a turbomolecular pump!” pre-pumped by a scroll pump!®.
Those pumps allow to reach a pressure of low 10~ mbar. We directly connect
the turbomolecular pump to the system via a flange of the same diameter as the
pump (CF100, 100mm) to allow for a high as possible pumping rate. To pump
the system further we employ an ion-getter pump with an integrated mount for a
titan-sublimation pump'®. These two pumps allow us to reach a final pressure of
approximately 1 x 107! mbar. They are directly connected to the main chamber and
define the size of the chamber. To measure the pressure in the ultra-high vacuum
regime we use an ion gauge?’ calibrated down to 107!2 mbar.
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3.3 The new apparatus - Setup

Figure 3.4: Rendered overview of the newly designed vacuum chamber. The
whole chamber is assembled on an aluminium breadboard. Four pillars around
the chamber (one not shown) on the outside allow to hold a breadboard to mount
optics in a plane with the trap chip. The turbomolecular pump (orange) is used to
pre-pump the chamber. The two angle-valves (blue) allow to close off the central
chamber which is then pumped by the ion-getter pump (black). In the centre
inside the hexagonal viewport assembly sits the trap chip. Radio-frequency is

supplied via the spherical resonator (copper coloured). On top is the top-flange
with the argon-ion gun.

Top flange

The top flange was newly designed based on considerations by Raphaél Saint-Jalm,
supported by a design by Dustin Hite from the ion storage group (NIST). We changed
the design in particular to minimize the angle between the detection viewport and the
trap normal. Especially for imaging optics with a shallow depth of field a small angle
is essential to be able to image two-dimensional structures (e.g. ion trap arrays) in
focus. Additionally, the viewport should be as close to the trap chip as possible, for
a fixed size of the viewport, to allow for a greater detection efficiency of the system.

17 Agilent TwisTorr 304FS

18 Agilent SHO112

19 Agilent Vaclon Plus 300 Starcell and integrated titan-sublimation pump
20Vacom Barion extended
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3 Experimental Setup and Characterization

Finally, the flange was designed such that it could be mounted on the established
setup, i.e. the angled argon-ion gun and detection viewport are oriented towards a
centre point of the trap that is at the same distance in that setup. In Figure 3.5
we show a cut-through render of the top flange assemble onto the chamber. On the
left, the argon-ion gun is visible including the electrodes. It is mounted inside a tube
that is welded into the flange at the bottom. The gun is mounted under an angle
of 30° with respect to the vertical direction (trap normal). The front electrode has
a distance of about 58 mm to the centre of the trap chip. The viewport for optical
detection is installed under an angle of 16° and with a distance of 31 mm to the trap
chip (measured from the bottom centre of the viewports flange). The angle for optical
detection is limited by the viewport’s diameter of 16 mm to 14.5° (centre to edge of
the viewport). This amounts to 1.6 % of the total angle from the ion. For comparison,
this in the established setup the value is 6.8 % (Strohle 2011).

Chip holder

In Figure 3.6 we show a rendered image of the chip-holder assembly. Three feet are
used to mount the chip holder to the chamber walls. Below the chip, a Macor disk
is installed with holes carrying two magnesium ovens (not shown). The oven design
follows the one described in Strohle (2011): A piece of magnesium wire (diameter
1 mm is enclosed in a Tantal tube. Tantal wires point welded to the tube allow the
application of a current (on the order of (1-5) A), resistively heating the tube and
magnesium. By this, a beam of atomic magnesium vapour can be created. The oven
assembly is surrounded by a cylindrical tube of fused silica glass. This shields atomic
vapour not directed at the trap chip. Both Macor and fused-silica are chosen for their
temperature resistance as, when in use, the oven heats to around 300° (Schaetz 2001).
Shortly before assembly, the magnesium wires oxide layer is removed by formic acid.
In previous publications, citric acid was used where the formation of a citric layer was
proposed that would shield the magnesium from further oxidation and reduce sudden
evaporation of large blobs of magnesium (Schaetz 2001). In our experiments, we did
not observe such behaviour but did not perform an analysis of formic acid versus citric
acid, as we quickly resorted to ablation loading (see Section 3.3.3).

The chip socket is made from two PEEK pieces, which fix 50 pin receptacles®!.
The trap chip carriers’ pins are fixed inside these receptacles that are, on the bottom,
crimped to copper wires with Kapton isolation. The wires (not shown in the picture) are
connected to two ultra-high vacuum compatible D-SUB-25 plugs®? that are connected
to the outside of the chamber via two D-SUB-25 feedthroughs®?. The pin used to apply
the radio-frequency voltage to the trap is connected to the outside of the chamber via
a high-power feedthrough. In the existing vacuum chamber, a hollow feedthrough was
used that had to be closed to be vacuum compatible following a special procedure

2IMill-Max, 0672-4-15-15-30-27-10-0
22 Allectra 211-FS25-UHV
23 Allectra 210-D25-C63-2
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3.3 The new apparatus - Setup

(Strohle 2011). As this presents a fragile point in the setup potentially breaking the
vacuum we choose a solid feedthrough?*.

Four pillars around the trap chip carry a metallic shield (made from oxygen-free
copper and coated with a 4 um layer of gold) above the trap and isolated from the
pillars by PEEK spacers. In the existing setup, these spacers were fabricated from
Macor ceramic that is fragile such that the spacers could break during assembly, e.g.
when exchanging the trap chips. The use of PEEK material removes this risk. The
overhangs on the top of the pillars ensure that there is no direct line-of-sight between
the trap and the isolating spacers on which electrical charges could accumulate. The
shield has a cut-out space for the detection optics and the argon-ion beam. In the
existing setup, an optically high-transmissive metallic mesh was used instead of the
shield. This is not an option here as it would interfere with the argon-ion beam. In
Figure 3.7 we show a top view of the chip mount installed the vacuum chamber here
additionally the solid-state magnet assembly installed in front of two viewports is
sketched (see Section 3.3.4).

24Pfeiffer Vacuum 420XST040121501
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3 Experimental Setup and Characterization

Hexagon

Figure 3.5: Cut-through render of the top flange, mounted on the vacuum cham-
ber including the chip carrier. The argon ion gun mounted on the left will allow
in-situ cleaning of the trap surface. Mounted under an angle of 30° with respect
to the trap normal it leaves room for the imaging optics to the right under an
angle of 16° where we show the objective in black. Both aim the centre of the trap

mounted below.
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Figure 3.6: Chip carrier assembly which is mounted inside the vacuum chamber.

Inside the glass tube (transparent cylinder in the centre) an oven assembly is
mounted which allows back-side loading of the chip. The chip itself (blue) is fixed

inside the chip carrier (black with golden pins) which is mounted in the socket.

Four pillars carry a metal shield (not shown) above the chip, isolated by two
ceramic washers per pillar (white, one not shown on the left). The overhanging
architecture of the pillars blocks any line-of-sight between the trap chip centre and
the isolating material.
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74

150 mm

Figure 3.7: Cut-through view of the chamber in the chip plane. Six viewports
allow optical access of the central chip (blue). On two opposing sides a solid-state
magnet assembly is fixed where the magnets (darker grey) are mounted on brass
assemblies (brass coloured).



3.3 The new apparatus - Setup

3.3.2 Imaging optics

The imaging setup consists of all parts that allow us to image the ions to either a
camera or a photo-multiplier tube. The setup was designed and assembled by Valentin
Vierhub-Lorenz during his bachelors thesis and is described in Vierhub-Lorenz (2016).
In Figure 3.8 we show an overview of the assembly. The imaging optics has to account

1500 mm

Figure 3.8: Sketch of the imaging optics and optical path (blue line). The ions
fluorescence is collected by a three-lens objective (red). The light is reflected on a
mirror on top (green, top) to the camera (bottom, not shown) or variably on a
second flip-mirror (green, bottom left) and from there into the photo-multiplier
tube (left).

for the angle of the viewport inside the top flange, leading to a symmetric v-shaped
setup. Fluorescence light from trapped ions is collected by a three-lens objective®
with an effective focal length of 57.3 mm at a design wavelength of 266 nm. The light
is focused either on a camera or PMT, selected by an electronically controlled flip
mirror. An optical band-pass filter?0 assembled before the flip-mirror reduces residual
stray light from entering the camera or photo-multiplier tube. The setup offers a
magnification by a factor of 41.1(2) as verified by imaging the trap surface onto the
camera. All optics are coated with a high-reflective or anti-reflective coating (mirrors

258ill Optics S6ASS2060,/199
#6Schott UGH
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3 Experimental Setup and Characterization

and objective respectively) suitable for wavelengths near 280 nm. Both the camera
and the photo-multiplier tube are selected for their sensitivity at this wavelength.

3.3.3 Ablation loading

In the previously existing setup, we load ions by heating a magnesium wire in a custom
oven design, followed by photo-ionisation in a two-photon process using a laser near
285nm (Strohle 2011). The oven is resistively heated using a current on the order of
2.7 A to a temperature on the order of 300°C (Schaetz 2001).

An alternative to the oven is the evaporation of atoms by laser ablation. This
method has been used in the context of ion traps for several decades (Hendricks
et al. 2007; Knight 1981; Kwong et al. 1990; Leibrandt et al. 2007; Zimmermann
et al. 2012). The idea is to use short, intense pulses generated by a pulsed laser to
evaporate material from the surface of (in our case) a magnesium wire. The cloud of
spattered atoms can be ionized at the trapping zone, the same way a ions stemming
from an oven, to generate ions. Depending on the atom species and beam parameters
(wavelength, intensity) the pulsed laser can also directly ionize the atoms.

The implementation and characterization of loading by laser ablation in our new
setup was mainly performed by Leonard Nitzsche and is described in his masters
thesis (Nitzsche 2017). We use a pulsed laser?” with a wavelength of 532 nm producing
pulses of (1.1-1.5) ns length with pulse-energies >501J at a pulse rate of up to 1kHz.
We focus the beam onto a magnesium wire twisted around one of the four posts used
to mount the shield above the trap chip. The use of a visible (532 nm) laser helps
with adjusting the laser on the target where we choose a high pulse rate at low pulse
energy and image the target using a camera. Note, this should also work with a
laser in the infrared (1064nm) as most cameras are sensitive in the infrared, after
removing a potential infrared filter if needed. By integrating the laser control into
our experimental setup, we are able to control (and automate) the whole loading
process. During the calibration of the setup, we noted rises in the vacuum pressure
when ablating that were not explained by the ablation process itself (which also causes
a rise in pressure for larger intensities). We found a dependence of this effect on
the amplitude of the radio-frequency trapping voltage. For typical amplitudes, we
observed pressure rises, while for an amplitude reduced by about —3 dB there were
no rises in pressure. This might be explained by arching between the radio-frequency
electrode and close-by electrodes enabled by ionized magnesium atoms. To prevent
this, we implemented a control circuit to reduce the trapping voltage while loading.

Our setup, and loading by laser ablation in general, offers several advantages
over loading from an oven: Firstly, pulse lasers offer high repetition rates. With
appropriately set intensity, loading durations can be very short, on the order of 1 ms
(Bruzewicz et al. 2016). In our case loading times are essentially limited by the
detection duration, e.g. the time needed to verify that one (or more as chosen) ion is
loaded, given by the exposure and read-out time of the camera. The fast loading means

2TCrylas FDSS 532-150-1k, (Crylas FDSS532-150 Datasheet 2013)
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that the photo-ionization laser has to enter the chamber only for durations on the
timescale of seconds, a time that could be reduced even further by a pulsed operation
where the pulsed laser is operated synchronized with the photo-ionization laser. This
means that potential electric charges produced by the photo-ionization laser near
285 nm can be reduced significantly compared to loading from the oven where our
typical loading durations are on the order of (10-300) s, not accounting for the oven
warm-up time of about 1 min. The short time-scales will also increase the duty-cycle
for experiments running in larger arrays of trapped ions by faster reloading of single
lost ions. Secondly, loading with the oven means a higher thermal load close to the
trap. This can be crucial in cryogenic setups, but also at room temperature heating
of the trap chip can lead to changes especially of electronic properties (capacitances,
resistance), for instance of the radio-frequency circuit. Additionally, the current in
the oven could lead to unwanted magnetic fields. A potential drawback for loading
by laser ablation is that the mean energy of the atoms is larger compared to those
released by an oven. This could limit the usability in traps with shallow trap depths
but could be countervailed by adding designated loading-zones with larger trap-depths.
Our setup could be improved by shielding the atom cloud to block atoms not flying
towards the trap centre, as is done in similar setups (Hendricks et al. 2007).

3.3.4 Hybrid magnetic field assembly

In Section 2.2.2 we describe the concept and benefits of a magnetic-field-independent
qubit. To realize this qubit for 2?Mg™ requires a magnetic quantization field of about
10.9mT. In most ion-trap setups, but also in atom traps, magnetic fields are generated
by solenoids. There, high currents are needed to reach strong magnetic fields resulting
in large thermal loads. Therefore, the solenoids often need to be water-cooled. An
advantage of coils is the ability to control the magnetic field over a large range or turn
it off completely. This is used in atom traps, but in ion-traps the quantization field is
almost always kept constant, except for fine-tuning to compensate for varying stray
fields. Permanent magnets, on the other hand, offer the ability to generate a static
quantization field without requiring any energy. Especially rare-earth magnets allow
to reach strong magnetic fields.

In our setup, sketched in Figure 3.9, we use a hybrid approach to the magnetic
field setup, combining strong rare-earth magnets with solenoids offering tunability
of the magnetic field. To generate the quantization field at |Bp| ~ 10.9mT along
2, we employ commercially available neodymium ring magnets, magnetized in axial
direction. Each ring has a thickness of 4 mm, 58 mm inner and 102 mm outer diameter.
The distributor rates the magnetisation as N35 corresponding to a remanence of
B, =~ 1.17T and a temperature coefficient of (0B/0T)/B ~ —1.2 x 1073 K~!. We use
three rings each to form two sets of magnets. We mount each set (red in Figure 3.9 on
opposing sites of the hexagon on a threaded mount that allows to manually translate
the magnets along the magnetic field axis to tune the magnetic field strength at the
trapping site. The two sets generate the quantization of approximately 10.9mT. To
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5cm

Figure 3.9: Sketch of the hybrid system setup around the vacuum chamber
generating the magnetic field. The quantization field B along 2 is generated by
two sold-state magnet assemblies (red). Three coil pairs (orange) allow fine tuning
of the quantization field and the compensation of external magnetic fields. The
preparation and detection lasers propagate along 2 (blue arrow). Figure adapted
from Hakelberg et al. (2018).

calculate the magnetic field strength, we use the formula for the magnetic field of one
ring (Peng et al. 2004):

B () = B g 2-D
et 2 \\VRZ+ 22 /RZ+ (2 D)2

z 2—-D
VR +22 (/R +(2- D)
with inner R; and outer R, radius, and thickness D. In Figure 3.10 we plot the
calculated magnetic field strength along £ for both stacks, using a superposition of
Equation 3.1. On the left-hand side of Figure 3.10 we show a broad range, including the
magnets in red. As the distance between the magnets of approximately 223 mm is large
compared to the diameter, we do not have a classical Helmholtz type configuration,
but a minimum of magnetic field strength in the centre. Along the central region
(right in Figure 3.10) the magnetic field reaches the target value of approximately
10.9mT. Using the Radia software package (Chubar et al. 1998; Elleaume et al. 1998)
we simulate the magnetic field of the solid-state magnets. In a spherical volume with

(3.1)
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Figure 3.10: Calculated magnetic field strength generated by the permanent
magnets. Left: Overview of the magnetic field strength along the quantization axis
generated by the permanent magnets (positions indicated in red). At the trap
centre at 2 = 0 the magnetic field strength is B ~ 10.9mT. Right: deviations of
the magnetic field strength around the calculated trap centre on the scale of a few
100 nm. Figure adapted from Hakelberg et al. (2018).

diameter dqsy = 150 pm, the calculated relative magnetic field strength varies by less
than 1 x 1075, Rotating the magnet sets on the threaded mounts displaces them by
1 mm per rotation and allows to tune the magnetic field by 0.11 mTmm™~!. We use
this to coarsely tune the magnetic field strength.

To allow fine-tuning of the magnetic field, as well as compensation of fields perpen-
dicular to the quantization axis, we employ three pairs of perpendicular coils (orange
outlines in Figure 3.9). We use copper wire with a diameter of 1 mm with a polyureth-
ane coating for isolation 2®. The first pair consists of two circular coils with 60 turns
each generating a magnetic field of 0.26 mT A~! along 2. They allow fine-tuning of the
quantization magnetic field. The second pair, also in the x-z-plane, but perpendicular
to 2 consists of two rectangular coils with 100 turns each. They generate a magnetic
field of 0.24mT A~!. The third pair, consisting of two circular coils with 120 turns
each, allows to tune the magnetic field along y with 1.3mT A~!. The latter two
pairs, both creating magnetic fields perpendicular to 2 allow to compensate for stray
magnetic fields to ensure By || 2, i.e. that the magnetic field is oriented along the
desired quantization axis 2. To drive the coils, we use current-stabilized low-power
supplies?” specified with a stability of 0.2 x 1079 A and a maximum current of 0.1 A.
As we generate the main magnetic field using the permanent magnets, we can use
power-supplies for low current which, for a given relative stability, leads to a higher
absolute stability.

28Gauter Transformatoren: Kupferlackdraht 1,000 mm V180 Grad 1
29Thorlabs LDC 201 CU
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3.4 The new apparatus - Characterization

In the new chamber we reached a vacuum pressure of 1.3 x 10~ mbar. We trapped
ions with storage times of typically 8 h and up to 20h (while Doppler cooling).
Furthermore, we performed first ground-state cooling experiments and heating rate
measurements, which are not part of this thesis. We used this to measure the motional
heating rate in the trap, which we found to be 2(1) quanta/ms on the axial motional
mode at 27 x 1.979(5) MHz.

In this Section, we present first measurements using the hybrid magnetic field setup
in the new apparatus. We first describe the calibration procedure of the magnetic field,
followed by coherence measurements to characterize the field-independent qubit. As a
first application, we measure an oscillating magnetic field of small amplitude originating
from stray currents in the radio-frequency electrodes. We published these results in
Hakelberg et al. (2018). For all measurements described below, we prepare the ion in
state |3, 3) (=[S, F' = 3, mp = 3)) using optical pumping. We drive transitions using
resonant microwave radiation. In particular, we use microwave transitions to prepare
initial states of a selected transition, for example, |3,3) — |2,2) — |3, 1) to prepare the
initial state of the field-insensitive MWy transition (transition labels follow Figure 2.3
and Table 3.2). For detection, we reverse the preparation sequence of the initial state
followed by detection of |3, 3) using resonant fluorescence (see Section 2.2.3).

3.4.1 Magpnetic field tuning and stabilization

During the initial setup we adjust the position of the permanent magnets to coarsely
set the magnetic field strength, followed by fine-tuning using the electric coils. We
utilize the magnetic field-sensitive transition, MWy, to measure the magnetic field
strength at the location of the ion. From numerical calculations (Kalis 2017), we
derive the desired magnetic field strength at the field-independent point of the MW,
transition, |Bg| &~ 10.9mT (cf. Section 2.2.2). We then calculate the corresponding
transition frequency of the field-sensitive transition MWy, waw,/(27) ~ 1541 MHz.
This allows us to use frequency measurements of MW, as a reference to set |By| to
the desired strength.

In a first measurement, we vary the position of the permanent magnets by rotating
their threaded mounts, tuning the distance between the two magnets. For several
settings, we measure wyw, and wyw, using Rabi experiments (see Section 2.1.1).
From wyw,, we calculate the magnetic field strength |By|. In Figure 3.11 we plot
deviations Awyw, from the calculated magnetic-field insensitive transition frequency
as a function of deviations from the corresponding magnetic field strength ABgy. The
data follows the quadratic dependence Awnw, o (ABg)?. In the experiment, a
rotating one permanent magnet holder by 360° moves the magnet by 1 mm and leads
to a change of the magnetic field strength of about 0.11 mT.

To fine tune the magnetic field, we employ the electrical coils. We use the parallel
coil pair (with respect to the quantization axis of the permanent magnets) to fine
tune the magnetic field strength to the desired value and the two orthogonal coil pairs
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Figure 3.11: To coarsely tune the magnetic field strength, we displace the magnets
along the quantization axis. For each position we measure the magnetic-field
sensitive transition |3,3) < |2,2) and from this calculate the magnetic field
strength. We measure the frequency of the field-insensitive transition |3,1) <« |2,0)
and plot deviations from the calculated field-insensitive point at By = 10.9mT.
Error bars (SEM) are partially smaller than the marker size. Figure adapted from
Hakelberg et al. (2018).

to compensate for external magnetic fields. For the later we measure the absolute
magnetic field strength |By| as a function of the current in the coils using Rabi
experiments on the MW, transition. For both coils, we choose the current where |By|
is minimal. This corresponds to the point where the magnetic field component along
this (orthogonal) direction is minimal. During our measurements, this corresponded
to an electric current in agreement with zero. We, therefore, disconnect the orthogonal
coil pairs from the power supplies and shorted them to minimize noise from current
amplitude fluctuations. We then tune the parallel coil pare to set |By| to the desired
value. To estimate the passive stability of the magnetic field we perform long-term
measurements of |By| for the course of several hours. Maximal relative variations
are below 0.3 x 10~% within five minutes and 1 x 10~* within one hour. We attribute
this to slow drifts in the temperature in our laboratory space on the order of +0.1°C,
which is in agreement with the relative temperature stability of the solid-state magnets
of (0B/0T)/B ~ —1.2 x 1073 K~!. During experiments, we recalibrate the current
through the parallel coil pair regularly to keep track of these changes, typically on the
order of every five to 20 minutes.
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3.4.2 Coherence timescales

An important property of the system is the short-term coherence as a limiting factor
to envisioned experiments. To characterize the system performance on typical ex-
perimental timescales we perform Ramsey experiments on the relevant transitions
(see Section 2.2.4. We repeat the measurement several 100 times for fixed settings
and repeat measurements for variable phase relation A¢ between the two pulses. In
Figure 3.12 we show exemplary results of measurements of the MWy, [3,3) < [2,2)
transition for two settings TRamsey = 50118 (blue data points) and TRamsey = 400 pis
(orange data points). In the first case, the data is described by a sine function with an
amplitude (contrast) of 92(2) % only limited by preparation and detection, meaning
that the system evolves coherently. In the second case, the contrast is 49(3) %. The
shift in the phase of the two sine functions does not limit experiments. It is a result of
a residual detuning of the two pulses compared to the transition frequency and could
be compensated by calibration experiments. To determine the coherence timescale,
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Figure 3.12: Exemplary Ramsey phase scans used to determine the coherence
timescale of the |3,3) < |2,2) transition for variable free-evolution durations
TRamsey = 50ps (blue data points) and 400 ps (orange data points). We fit the
data with a sine function with variable phase, amplitude and offset (solid lines).
The amplitudes as a function of the TRamsey are then used to derive the coherence
timescale. Error bars indicate the SEM.

we repeat these experiments for several TRamsey and determine the contrast. For
each dataset, we normalize the contrast to the initial value at TRamsey = 0 to get
the normalized contrast Chom. In Figure 3.13 we plot the resulting data for selected
transitions. We fit each dataset with an exponential decay model:

TRamsey 2
Cnorm (TRamsey) = €exXp | — <>

T
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Here 7 is the coherence timescale. We summarize the results in Table 3.2. As
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Figure 3.13: Measured normalized Ramsey phase scan contrast for four trans-
itions. For four transitions we perform Ramsey experiments with variable phase
for several waiting durations TRamsey. We fit the normalized contrast as a function
of TRamsey With an exponential decay and extract coherence times, e.g. the time
for which the normalized contrast drops to 1/e. We find myw,o = 0.42(6) ms (blue,
13,3) <> 12,2)), 7mw,1 = 0.9(1) ms (orange, |2,2) < [3,1)), Tar,o = 1.8(2) ms
(green, |2,2) <> |2,1)), and for the field-insensitive transition mvw 2 = 6600(9) ms
(red, |3,1) <+ |2,0)). Error bars indicate the SEM. Figure adapted from Hakelberg
et al. (2018).

expected the field-sensitive transition MW exhibits the shortest coherence timescale
of 79 = 0.42(6) ms. For the field-independent transition MWs, we measure a coherence

timescale of 6.6(9) s.
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Label Transition Trans. frequency Field sensitivity Cpl. Str.  Coherence
w Ow/ OB Qcoupl time 7
(2 MHz) (2r MHzmT ™) (2m kHz)  (ms)
MW, [3,3) ¢ [2,2) 1541.066(4) —21.764 161(3) 0.42(6)
MW, [2,2) < [3,1) 1655.815(2) ~10.116  38.3(8) 0.9(1)
MWz |3,1) <+ [2,0) 1762.97381160(1) +0(1) x 107*(4-0.434mT 1) 28.5(6)  6600(900)
RF,  [2,2) & [2,1) 55.260(1) +5.381  0.28(6) 1.8(2)

Table 3.2: Summary of the results of the achieved coherence time scales for the
transitions investigated in our system (see text). We give the labels used in this work
and the relevant states of the transitions. For the magnetic field corresponding to
the field-independent transition we numerically calculate the transition frequencies
and field sensitivities, i.e. the derivative of the transition frequency with respect
to the magnetic field amplitude. We show coupling strengths Qcoyp1 achieved with
our setup and the measured coherence times 7. Table adapted from Hakelberg
et al. (2018).

3.4.3 Sensing of oscillating magnetic fields

As a first application of our system, we use the field-independent transition as a highly
stable quantum sensor for oscillating magnetic fields. Stray currents in the radio-
frequency electrodes of the trap generate a magnetic field By, at the ions position
oscillating at Qrp/(27) ~ 57.3 MHz and proportional to the radio-frequency voltage
Ugrr. Due to the long radio-frequency electrodes along the z direction we assume that
the magnetic field vectors lie in the x-y-plane. From this orientation and the frequency
of the oscillating field, we calculate a sensitivity 4.783 HznT~2 of the field-independent
transition due to the a.c. Zeeman shift (Warring et al. 2013a). As we assume that the
magnetic field is generated by stray currents inside the radio-frequency rails we expect
a linear scaling of the magnetic field amplitude with the radio frequency voltage. To
characterize this magnetic field, we want to perform two measurements: Firstly the
dependence on Urp to allow estimations of the magnitude of Bos. and secondly the
spatial variation along the y direction. In our setup, we cannot directly measure the
radio-frequency voltage at the electrodes. We instead use simulations of the trapping
potential ®rp (cf. Section 2.3.2) to calculate Urp. As described in Section 2.3.1 the
sum of the squared motional frequencies is independent of all static control potentials
and given by ®rp. This allows us to calculate Urr from measurements of all three
motional frequencies. An essential parameter here is the ions position in the trapping
field. We, therefore, compensate the ion for excess micromotion in the x-y-plane,
and use this position in the simulation. For typical trapping conditions, we estimate
Urr =~ 79.5V. As a calibration measurement, we track the motional frequencies and
thereby Ugrp for variable driving power of the radio-frequency setup.

In the second experiment, we want to investigate the spatial dependence of the
magnetic field, more precisely along the y direction. For this, we displace the ion
along y using a control potential. Again, we use measurements of the motional
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frequencies to, in combination with the trap simulations, infer the position of the
ion in the trapping potential. Here we utilize the fact that in our trap the sum
of squared eigenfrequencies varies with the distance to the trap electrodes, the y
position®?. We estimate the uncertainty of the relative ion-position change along y
to be within +0.2 pm and by tracking the position of the ion with the camera ensure
that displacements perpendicular to y are smaller than +1 pm.

For both measurements, we employ a spin-echo sequence (see Section 2.2.4) on the
field-insensitive transition MWy (|3, 1) <> |2,0)). After preparation of the |3, 1) state,
we prepare a superposition of |3,1) and |2,0) using a w/2-pulse. After a first free-
evolution period with duration Trg, we employ a m-pulse, in phase with the first pulse,
followed by a second free-evolution period and a final /2 pulse. During the second
Trr we vary the parameter of interest, meaning Urp or the ions position. We perform
the spin-echo experiment for variable free-evolution durations Tgg. Deviations and a
residual detuning of the pulses that are present during both free-evolution periods
are cancelled out by the central 7 pulse, while effects from the varied parameter are
only present in the second period. This means that a frequency difference Awnrw 2
is accumulated during the second Trg. Therefore, the data exhibits oscillations as a
function of Txg with this frequency Awnrw 2.

Radio-frequency voltage dependence

To estimate the amplitude of Byg, in a first measurement, we measure the dependence
on Ugrp. For this, we perform a spin-echo experiment on the field-insensitive transition
where during the second free-evolution period we vary Urp by AUgr (see Figure 3.14,
top). After the central m-pulse we ramp Urr by AUgrr within 80 ps, and back before
the last 7m/2-pulse. We repeat this measurement for variable AUgp scanning Tyg up to
1.2 s and extract the frequency differences. The resulting data is plotted in Figure 3.14
(bottom). From the sensitivity on the oscillating magnetic field given above and the
assumed linear dependence of the magnetic field amplitude on the radio-frequency
voltage, we expect a Awyw 2 o< Ugrr? dependence. From a squared model fit we find
a slope of 27 x 20.77(7) mHz V2. In Figure 3.14 we plot the measured deviations
from the transition frequency at Urrp = 79.5V. By extrapolating to Ugp = 0V
(AUgrr = —Ugrr) and from the sensitivity of the transition stated above, assuming
that Boge originates purely from the radio-frequency electrode, i.e BOSC|URF:0 =0, we
calculate Boscly,—79.5v = 5-239(8) nT.

30This is the case for most surface-electrode traps where the density of field lines increases closer to
the electrodes and vanishes for large distances.
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Figure 3.14: Sensing of the dependence of the magnetic field on the radio-
frequency voltage. The sequence is based on spin-echo experiments with two
free-evolution periods of variable duration Trg framed by 7/2-pulses and separated
by a m-pulse (top). In the first experiment (left) during the second free-evolution
time we vary the radio-frequency voltage amplitude Urp. From oscillations in the
spin-echo experiments we fit the frequency shift of the field insensitive transition
Awnyy 2 (blue data points, left). We fit the data with a squared model and find a
slope of 2 x 20.77(7) mHz V=2 (fit residuals below). Here, we plot the measured
deviations from the transition frequency at Urr = 79.5 V. From this we calculate
an oscillating magnetic field strength of Bose = 5.239(8) uT for the default setting
(AUgrr = 79.5V). Error bars (SEM) are plotted, partially smaller than the marker
size. We attribute residual deviations from the model to uncertainties in the
measurement of AUgryp. Figure adapted from Hakelberg et al. (2018).
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Spatial dependence

In the second experiment, we measure the spatial variation dependence of Byg. along
the y direction, perpendicular to the trap chip. As for the Ugp dependence, we employ
a spin-echo sequence and during the second Trg we displace the ion by Ay along y up
to approximately 10 pm (see Figure 3.15, top). We ramp between the configurations
within 400 ps and implement a corresponding additional waiting duration in the first
half of the sequence. This ramping duration is short compared to Tgg of up to
1.2s. The resulting data follows a linear function Awyw 2 o< Ay with a slope of
27 x 327(7) mHz pm~!. From Awnw 2 and the sensitivity of the transition on B,
we calculate the variation ABgs and plot this as a function of Ay (see Figure 3.15,
bottom). We model the data using a square-root dependence ABys x /|Ay| and
find a non-linear slope of AByg = 0.261(3) pT pm~/2.
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Figure 3.15: Sensing of the spatial dependence of the oscillating magnetic field.
During the second free-evolution period, we vary the position of the ion orthogonal
to the trap chip to measure the spatial dependence of the oscillating magnetic
field. From the data, analog to the previous experiment, we derive changes in the
magnetic field strength A B, (blue data points, right). We fit the data using a
square-root function and find ABes./+/[Ay| = 0.262(3) pT pm~1/2 (fit residuals
below). Error bars (SEM) are smaller than the marker size. We attribute residual
deviations from the model to uncertainties in the calculation of Ay. Figure adapted
from Hakelberg et al. (2018).
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3.4.4 Discussion

We realize a hybrid system to generate a magnetic quantization field that allows us
to realize a first-order magnetic-field independent qubit in 2°Mg™. Using electrical
coils for residual compensations we can stabilize the magnetic field to a field-sensitive
reference transition by which we realize a relative stability of better than 2 x 107°. We
characterize the decoherence rate of the field-independent qubit and find a coherence
time of 6.6(9)s. We attribute the limitations to residual fluctuations of the magnetic
field and decoherence induced by scattering of leaked laser light where a single absorbed
photon destroys the superposition state (Clos et al. 2014). Stable qubits will be an
essential ingredient in future quantum simulation and quantum computing applications.

We use this stable qubit as a probe of oscillating magnetic fields induced by stray
currents in the radio-frequency electrodes of the trap. This is a first step towards
future quantum-sensing applications. Additionally, the approach using solid-state
magnets significantly reduces the power requirements compared to electrical coils,
which in turn removes the thermal load produced by such a system. This could
open up operation in environments with rigorous constraints such as in space-borne
applications. In the following, we summarize potential future improvements of the
system based on our experience.

Future improvements

On long timescales of several minutes to hours the stability of our system is currently
limited by drifts of the magnetic field that we attribute to thermal fluctuations. While
the use of permanent magnets, compared to solenoids, helps to reduce the thermal load
significantly, fluctuations in the surrounding temperature still affect the system. Those
temperature fluctuations impact two-fold: Firstly, the negative reversal temperature
coefficient of neodymium leads to a lower magnetic field for higher temperatures.
Secondly, thermal expansion of the setup itself leads to an increased distance between
the two permanent magnet assemblies, lowering the magnetic field at the position
of the ion. The first could be compensated for by using temperature-compensated
magnet alloys or assemblies combining different materials (Danieli et al. 2013). Basing
the support structure of the magnet assembly on a material with a low coefficient
of thermal expansion can reduce the latter effect. Additionally, one could combine
both effects in a way that thermal expansion and magnetic temperature coefficient
would cancel out each other. These changes would improve the passive stability of the
system.

An additional possibility is to actively stabilize the system. One option is to measure
the magnetic field using a dedicated sensor close to the trap and use the signal as a
feedback for the coils. Here the stability of the sensor and the distance to the trap
are limiting factors. Another option would be to directly use the ion as a sensor, as
we routinely do for our calibration measurements (see Section 3.4.1). This could also
be done using an additional ion, optionally of a different isotope or species, to allow
sensing of the magnetic field in parallel to other experiments. Additionally to simply
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increasing the rate of calibration measurements, one could implement a feed-forward
control loop: By extrapolating from past measurements one can anticipate the time
evolution of the magnetic field changes and apply corresponding, time-dependent,
corrections. As a countermeasure to external magnetic fields, one could employ a
shielding from nu-metal (Ruster et al. 2016).

On short time-scales, the field-insensitive transition already offers coherence times of
more than 6s. Filtering and stabilizing of the electronics supplying the coils, but also
others in proximity to the trap, could be employed. Another decoherence mechanism
is the scattering of laser radiation, destroying superposition states, already on the
single-photon level (Clos et al. 2014). This can be influenced best by controlling
the acousto-optic modulator (AOM) setup used to switch the beams. Firstly, the
radio-frequency signal driving the AOM should be sufficiently suppressed when turned
off by the experimental control. Secondly, leakage of light from different diffraction
orders (typically the Oth order) in the AOM to the selected order (typically the 1st
order) has to be suppressed. Here it is important that both beams are well separated.
Double-pass configurations help to improve this as they can effectively square the
isolation. Additionally, optical shutters could be employed, at a significant trade-off
regarding switching times.
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4 Results

In this Chapter, we present results achieved with the triangle trap array (see Sec-
tion 2.3.3). All presented results concern the inter-site coupling in our array and
were published in parts in Hakelberg et al. (2019). We demonstrate the first realiz-
ation of Coulomb coupling between two ions trapped in distinct trapping sites in a
two-dimensional array. We investigate the coherent exchange of large coherent states
of motion between two sites including the effect of anharmonic contributions to the
trapping potential, followed by the demonstration of real-time control of the exchange
between multiple sites, and the global coupling of all three sites.

First, we explain the basic procedure to establish coherent inter-site coupling between
two sites, including necessary calibration measurements. To investigate the effect
of anharmonic contributions to the trapping potential on the coupling we perform
measurements with variable initial excitation amplitudes. We use the real-time control
of the coupling to demonstrate sequential, coherent coupling between multiple sites of
the array. Finally, we couple all three sites of our array simultaneously to show the
evolution of a single excitation and the interference of coherent states excited at two
sites of the array.

For all presented experiments, we select at each site the motional mode with the
lowest motional frequency as a coupling mode with frequency wcp. We prepare
coherent states of motion (see Section 2.1.2) and give their amplitudes (n) in units of
quanta, a quantity invariant under adiabatic changes of the motional frequencies.
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4.1 Two-site coupling basics

The main result of this work is the realization of coherent inter-site coupling in our
triangular ion array. In this Section, we will describe step by step the necessary
experimental procedures to realize this coupling. For this, we will discuss the basic
case of the coupling of two single ions, each trapped at one site of our array.

Figure 4.1: Experimental sequence to couple two sites, here Ty and Ty. Through-
out the experiment the coupling modes at Ty and T are oriented towards each
other. After global preparation (I) using a global laser beam (blue shaded area),
a coherent state is excited (red wiggly arrow) at site To (II). The sites are then
coupled (red wiggle) for a variable duration tc g—1 by tuning the motional modes
into resonance (III), followed by local detection of sites Ty and T; (IV) using a
focused laser beam (blue shaded areas). Figure adapted from Hakelberg et al.
(2019).

In Figure 4.1 we depict the complete experimental sequence used therefor, consisting
of 4 essential steps:

I Preparation. All corresponding sites are cooled, here by Doppler cooling to low
motional amplitude using a global beam addressing all sites simultaneously.

II Excitation. At one site, here T a coherent state of motion is excited.

IIT Coupling. The two sites, here Ty and T; are tuned to resonance to enable
resonant coupling for a variable duration tcg_1.

IV Detection. At both sites, the motional state amplitude is detected. We use a
laser beam focused to a single site and repeat the sequence for each measured
site.

For a first proof-of-principle experiment of inter-site coupling, here between Ty and T+,
we require control over several experimental parameters of the trapping sites, following
the theoretical considerations in Section 2.5. At both sites, the mode orientations
need to allow sufficient overlap with the cooling lasers to ensure efficient Doppler
cooling (Section 2.4.1). At the same time, the coupling modes should be oriented
collinear to ensure a maximized coupling rate (cf. Equation 2.37). We then need
to prepare a defined motional state at one site while not affecting the second site
(Section 2.4.2). To switch on the coupling, we control the frequency detuning between
the two sites, tuning them into resonance for a defined duration. When changing the
motional frequencies, e.g. to tune two sites into resonance, we ensure that we ramp
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between frequencies on a timescale tyamp > 27 /wepl, typically on the order of 20 ps for
motional frequencies of 27 x (3-5) MHz and fast compared to inverse coupling rates on
the order of (250-1000) ps. For the whole experimental sequence, we choose a control
potential where ideally the coupling modes are oriented along the connecting axis and
an angle of 45° to the cooling and detection lasers. We analyse the motional-mode
orientation following Section 2.4.4. For Ty we find an in-plane rotation angle of
—2(2)° and an out-of-plane angle of 28(15)°. For T; we find 2.0(2)° and —25(15)°
respectively. Additionally, we extract an inter-ion distance of 40.7(5) pm. In the
harmonic approximation, this would alter the on-resonance coupling rate compared to
a collinear mode orientation by a factor of 0.84(9). To control the frequency detuning
between the two sites we employ a control potential calculated to tune the coupling
mode at Ty, oriented along @, while keeping T constant. More precisely, at site T
the potential increases the curvature along @ while decreasing the curvature along y.
In the following, we describe how we calibrate this control potential coarsely, for each
site separately, and fine-tune it by directly observing the inter-site coupling.

4.1.1 Frequency calibration

In a first calibration measurement, we characterize the effect of the control potential
separate for each site. For this, we employ coherent excitation frequency scans as
described in Section 2.4.2. We load one ion at a selected site and measure the coupling-
mode frequency for variable values of the control potential. We then repeat this
measurement for an ion at the second site. In Figure 4.2, we exemplarily show the
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Figure 4.2: Exemplary calibration measurement of a frequency-tuning control
potential. We measure the frequency of the coupling modes at sites Ty and Ty
(blue and orange data points) as a function of a control potential calculated to tune
the eigenfrequency at Ty. The control potential allows to tune the two sites into
resonance, enabling the inter-site coupling. From linear fits we extract a crosstalk
of 11.5(1) %. Error bars (SEM) are smaller than the marker size.

data of such a calibration measurement. Here we select a control potential tuning the

93



4 Results

coupling mode at Ty while, ideally, keeping the coupling mode at T; constant. From
the data, we see that the control potential allows tuning along the coupling mode at
To while the crosstalk to Ty is 11.5(1) %. We note that a residual crosstalk does not
directly limit the experimental usability as long as the inter-site detuning can be tuned
efficiently. However, bearing in mind the scaling to larger arrays, it is favourable to
work with control potentials with low crosstalk, for instance, to not affect the coupling
to other sites. By further optimizing control potentials for crosstalk we achieve values
of better than 5 %.

We perform this calibration experiment each time we have to coarsely find the
resonance condition, for instance after changing control potentials to tune the motional
mode orientation. The experiment has the advantage that it is independent from the
actual inter-site coupling and can be performed using only one ion.

4.1.2 Finding the resonance

Theoretically, the above frequency calibration should allow to directly set the resonance
condition wy = wi. However, as motional frequencies are not fixed, but drift on the
order of several kHz, for example, when loading ions and due to the additional motional
amplitude dependence of the motional frequencies in the anharmonic trapping potential,
this is not feasible for actual experiments. We rather rely on the calibration as a
coarse setting and the fine-tune by directly observing the coupling strength between
the two sites. For this we perform a coupling experiment as described in Figure 4.1,
for fixed coupling duration and variable settings of the control potential setting the
inter-site detuning.

In Figure 4.3 we show exemplarily the results of such an experiment. Here, for control
potential values around 29.85, during the coupling duration, motional excitation is
exchanged from Ty to T leading to a measurable excitation at T;. We then use this
value for further coupling experiments. To keep track of residual drifts we repeat this
calibration experiment interleaved with other measurements, typically every 2 to 5
minutes. For some control potentials, we found that the resolution when scanning for
the resonance condition was limited by the finite step size of our DAC (0.3mV). In
this case, we use the control potential to set the frequencies close to resonance within
a few 2w x 1kHz and then tune the voltage on a single electrode to fine-tune the
frequency difference to resonance. Here we choose an electrode with a small impact
on the motional frequencies when changing the voltage on the order of the finite step
size.
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Figure 4.3: Exemplary scan used to find the resonance condition during coupling
experiments. We initialize two ions, at sites Ty and T; and excite a coherent
state at Tg. Then, for a fixed duration ¢c,0—1, we tune the motional frequency at
Ty, using a dedicated control potential, to a value around the expected resonance
condition. Finally, we detect motional excitation at T;. The resulting data for
variable values of the control potential (orange data points) show the resonance
around 29.85 where motional excitation is transferred from Ty to T;. We then use
this value for further coupling experiments. Error bars indicate the SEM.

4.1.3 Coherent coupling

To further investigate the coupling, we want to track the time evolution of the excitation
between the two sites. In particular, this allows to ensure that we are coherently
coupling the ions, where the initial excitation is exchanged back and forth between
the sites. For this, after finding the resonance condition we employ the sequence
depicted in Figure 4.1 and vary the coupling duration tc o—1. We repeat experiments
for detection at both sites to track the evolution of the initial excitation in the system,
see Figure 4.4. There we additionally plot deviations from the sum of total coherent
excitation:

Angor () = ot () — (Mot
with

Mot (1) = Zﬁi(t)a

the sum over the excitation in all relevant trapping sites, here i € {0,1}. This sum
should be conserved, assuming there are no heating or cooling processes and all changes
to motional frequencies are adiabatic. Here, the intrinsic motional heating rate of
our trap, on the order of 10 quanta/ms is negligible compared to typical excitation
amplitudes and experimental timescales. We model the time evolution by a sinusoidal
model including a Gaussian decoherence term:

) ) A s
n0/1)(t) = 1o/ (0) F 5 (1 — cos (et - 1) e/ C’deC)Q) (4.1)
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Figure 4.4: Experimental results of an inter-site coupling between Ty and T;. Ini-
tially a coherent state with approximately 2200 quanta is prepared at Ty (blue data
points). During tc 0—1, approx. 1000 quanta are coherently transferred between
Ty and Ty (orange data points) with a rate of 27 x 2kHz. We plot deviations
from the average total motional excitation at Ty and Ty, Ange (grey data points)
to emphasize the conservation of motional excitation in the system. Error bars
(partially smaller than the marker size) indicate the SEM. Figure adapted from
Hakelberg et al. (2019).

with the exchange amplitude A, the coupling rate )¢ o, and decoherence timescale
TC,dec- We fit the model to the data for Ty and Ty simultaneously, assuming constant
total motional excitation, ng(t) + n1(t) = const. Initially, we excite a coherent
state with amplitude 7y ~ 2202(57) quanta at Ty. During tco—1 the excitation is
coherently exchanged between the two sites with a rate of Q¢ ¢ = 1.92(2) kHz and an
efficiency of k = 46(2) %. The latter denotes the fraction of initial excitation that is
transferred from Ty to Ty. The oscillations are damped by a decoherence timescale of
7¢,dec = 800(60) ps. For each site, we plot statistical uncertainties (SEM) calculated
from 400 realisations per data point. The different relative uncertainties from Ty and
T, are caused by the individual motional state reconstruction. We observe residual
scattering of the data points, compared to the fitted model, not explained by the
plotted uncertainties, in particular visible for T;. We attribute this to experimental
variations, for example, of local motional eigenfrequencies, between data points.
Within experimental uncertainties, the sum of excitations stays constant throughout
the experiment, Angot =~ 0 quanta. From the measured motional-mode orientations and

96



4.1 'Two-site coupling basics

the on-resonance eigenfrequency of 2w x3.56 MHz we calculate a theoretical exchange
rate of Q¢ harm = 1.03(13) kHz, assuming coupled harmonic oscillators (see Section 2.5).
Furthermore, in the picture of resonantly coupled harmonic oscillators, the exchange
efficiency is 100 %. We see this effect of an increased coupling rate and decreased
efficiency compared to the calculations for harmonic coupled oscillators in all coupling
experiments in this trap. We attribute this to higher-order anharmonic contributions
to the trapping potential, which lead to an amplitude dependence of the motional
frequencies (see Section 2.4.4). In Section 2.5.1 we simulate this effect for a model
system and find a qualitative agreement. In theory, a similar effect could be explained
by a detuning between the two oscillators. We rule this out due to the reproducibility
of the effect. In the following, Section we investigate this effect of the anharmonic
contributions by measuring the coupling parameters for variable initial excitation.
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4.2 Coupling with variable excitation amplitude -
Anharmonic effects

In this Section, we investigate the effect of anharmonic contributions to the trapping
potential on the inter-site coupling. In principle, we could use control potentials
to partially tune the anharmonic contributions (limited by the number of control
electrodes) and observe changes to the coupling parameters. However, we observe
that tuning the anharmonic contributions also changes the eigenfrequencies, mode
orientations and inter-site distance, which we attribute to discrepancies between the
simulated and actual electrical potential and ion positions therein. To minimize the
effect of these changes on the coupling we do not change the anharmonic contributions,
but rather vary the excitation amplitude to change the sensitivity of the coupling to
the anharmonic contributions. We again follow the coupling sequence depicted in
Figure 4.1, coupling sites Tg and T}.

Calibration of the excitation strength

As a first measurement, we calibrate the initial excitation at To (cf. Section 2.4.2).
We excite the ion at T¢ with variable control amplitude, Uexc ctr1 and reconstruct the
coherent state amplitude. Here, Uexc ctr1 is the amplitude of the sinusoidal excitation
voltage we program for a single electrode. Due to filter effects, the actual amplitude
at the electrode is attenuated as a function of the excitation frequency. We perform
the excitation at resonance (approx. 27 x 3.76 MHz) and expect a linear relationship
between Uexc ctrl and the actual amplitude at the electrode and, therefore, the electric
field amplitude at the ions position. The resulting data plotted in Figure 4.5, shows a
quadratic dependence of the excited state on Uexc ctrl, as is expected from theory (see
Section 2.4.2). From the motional frequency and excitation amplitude, we calculate
the amplitude of the electric field exciting the motion 22.863(1) V/m/Vexc ctr1. This is
the component of the oscillating electric field parallel to the motional mode orientation,
as a function of the control voltage amplitude. We here vary the initial excitation in
the range of (200-7000) quanta.
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Figure 4.5: To calibrate the preparation of coherent states we excite at site
Ty with variable control amplitude Uecxc,ctr1 for constant duration tex. = 20 ps.

We fit the detected motional state amplitudes (blue data points) by a squared

function ny o ngc’ctrl. We extract an effective electrical field amplitude of

22.863(1) V/m/Vexe ctr1- Error bars (SEM) are smaller than the marker size.

Coupling experiments

To investigate the effect of variable initial excitation on the coupling we perform the
following experiments: For a given excitation at Ty we find the resonance condition
as described in Section 4.1.2 followed by a coupling sequence where we track the
excitation at T; for variable coupling durations. We fit the results of the latter
experiment using a sine function with decoherence term (Equation 4.1) and extract
oscillation amplitudes and frequencies.

First, we investigate the maximal excitation 71 max at T7 that is reached during
the coupling as a function of the initial excitation ng; at To. The results are shown
in Figure 4.6. For (theoretic) resonantly coupled harmonic oscillators all of the ini-
tial excitation is transferred to the second oscillator (red dashed line in Figure 4.6).
For high excitation amplitudes of about 7000 quanta, only around 2000 quanta are
transferred, while for smaller initial excitations the data approaches the theoretical
complete transfer. This can be seen more clearly looking at the coupling efficiency
K = N1, max /7o, (Figure 4.7): For larger initial excitations the efficiency is on the order
of kK = 30 % while for smaller initial excitations it converges to the idealized case of
k = 100 %. This behaviour fits our interpretation of the coupling results as a feature
of anharmonic contributions. For larger initial excitation amplitudes, the anharmonic
contributions to the trapping potential become more prevalent as the ions motion
spans a larger part of the potential.
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Figure 4.6: For variable initial excitation amplitude at Ty we measure the max-
imal excitation transferred to Ty (blue data points). In an idealized harmonic case
one would expect a complete transfer of the excitation (red dashed line). For lower
initial excitation the data converges towards this. Error bars indicate the SEM.

1.2

v 1.0F

5 ool |

c 08r

2

Q

T 06} *

g K

> °

8 - - e
0.2F
0'00 2 4 6

- 3
Initial motional excitation, n, ; (10 quanta)

Figure 4.7: For variable initial excitation amplitude at Ty we measure the
maximal excitation transferred to T; and calculate the coupling efficiency
K = 71 max/N0i- For lower initial excitation the data converges towards the
idealized case of k = 1 (within uncertainties), while for larger excitations k = 30 %.
Error bars indicate the SEM.
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The second parameter characterizing the coupling is the coupling rate Q¢ cg. In
Figure 4.8 we plot the reconstructed ¢ o as a function of the initial excitation ng ;.
There, we additionally indicate the coupling rate Q¢ harm/(27) = 1.0(1) kHz calculated
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Figure 4.8: For variable initial excitation amplitude at Ty we measure the coup-
ling rate Q¢ e (blue data points). From independent calibration measurements,
of the inter-site distance and motional mode orientations we calculate an idealized
coupling rate Q¢ /(27) ~ 1kHz for harmonic traps (red dashed line). For lower
initial excitation the data converges towards this rate, while for larger excitation
the rate increases up to Qc e 1im/(27) ~ 2.5kHz. As a guide to the eye we plot
a bounded growth model fit. While the fit uncertainties of the coupling rates
are small the values scatter significantly around the fitted systematic trend. We
attribute this to variations when setting the resonance between the two sites. Error
bars indicate the SEM.

from independent measurements of the inter-site distance and the motional-mode
orientations (red-dashed line). As a guide to the eye, we fit the data with a bounded
growth model

Qceft(70) = QC et tim — (Q0,eft tim — QL et 0)e ¥ 70 (4.2)

model with a coupling for the low-amplitude limit Q¢ ef0/(27) = 1.1(2) kHz, high-
amplitude limit Q¢ ef 1im/(27) = 2.6(1) kHz and scaling factor £ = 600(200) /quanta.
The data scatter significantly around this trend, we explain these deviations with ex-
perimental variations and drifts between measurements not accounted for by statistical
uncertainties of individual measurements. Especially a detuning out of the resonance
condition will always lead to a systematically higher coupling rate (see Section 2.5). In
our measurement, these variations affect the coupling rate stronger than the exchange
amplitudes described before. For large initial excitations, the coupling rate is on
the order of 27 x 2.6(1) kHz. Towards smaller initial excitations the rate approaches
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the calculated coupling rate of 2w x 1.0(1) kHz. This again matches the effect of
anharmonic contributions to the trapping potential that become more pronounced for
larger oscillation amplitudes.

In a last analysis (Figure 4.9) we compare the coupling efficiency with the relative
coupling rate Qc harm/€Qc e This is interesting as in the theoretical case of coupled
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Figure 4.9: To investigate similarities between the effect of anharmonic contri-
butions we plot the reconstructed coupling efficiency as a function of the relative
coupling rate Q¢ harm/€Qc e For the idealized harmonic case a detuning between
the sites leads to an increased coupling rate, while the coupling efficiency is reduced
KC.det = (20 narm/Qc.det)? (red dashed line). The data follows a trend similar
to this but shows a systematically higher coupling efficiency. Here, we cannot
exclude a systematic error of the reconstructed motional excitation leading to
systematically shifted coupling efficiencies. Error bars indicate the SEM.

harmonic oscillators a detuning of the oscillators leads to an increased coupling rate
Q¢ det and a decreased coupling efficiency k¢ det = (€2¢ harm/ chdet)Q (red dashed line
in Figure 4.9). Our data suggests a systematically higher coupling efficiency compared
to the effect caused by detuned oscillators, while following a similar trend. However,
in the experiment, we reach a coupling efficiency compatible with 100 % already for
a relative coupling rate of around 0.8. We assume that at this initial amplitude of
210(90) quanta the amplitude-dependent change in motional frequencies due to the
anharmonic contributions is small enough to not affect the coupling.

Summary

Our results support our theory that anharmonic contributions to the trapping potential
contribute significantly to our coupling results. We see that the effects, an increased
coupling rate and a decreased coupling efficiency, approach the theoretical values of
harmonic, coupled oscillators if we perform the experiments at reduced amplitude.
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This is explained by the anharmonic contributions, which result in amplitude de-
pendent motional frequencies of the oscillating ions. During the coupling, this leads
to a dephasing of the oscillators reversing the coupling. A possible experiment to
analyse this further would be changing the motional frequency during the coupling to
compensate for these changes. This could then, limited by dephasing effects, allow to
increase the coupling efficiency. Additionally, one could work on tuning the anhar-
monic contributions using designated control potentials. Here the number of control
electrodes will ultimately limit the number of tunable degrees of freedom. However,
in a long-term picture, it is envisioned to operate the trap in the regime of motional
states of single quanta. In this regime we expect the present anharmonic contributions
to be negligible. Already for lower amplitudes of around 100 quanta, we approach
close to the calculated coupling rate and 100 % coupling efficiency. Due to the present
heating rates on the order of 10 quanta/ms and decoherence timescales on the order of
(60—600) ps we currently favour to work at larger amplitudes and, by this, increased
coupling rates. This allows us to establish and improve control of the coupling with no
fundamental limitations to using these techniques in the single-quanta regime, which
should be reachable using established methods (see Section 2.4.2).
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4.3 Real-time multi-site coupling

In the previous Section, we demonstrated the coupling between two sites of our
array. In this Section, we extend this control to a sequential coupling between three
sites. This is a key requirement for real-time controllable interactions for quantum
simulations.

Figure 4.10: Experimental protocol to demonstrate real-time control over the
coupling between multiple sites. After global preparation (I), the coupling modes at
Ty and T are rotated towards each other and a coherent state is excited at site T
(IT). These sites are then coupled for a fixed duration tc2—¢ (III.1). Subsequently
the coupling mode at Ty is rotated towards T; in 100 ps (II1.2). Then Ty and Ty
are coupled for variable duration ¢c o_1 (II1.3), followed by local detection of sites
Ty and Ty (IV). Figure adapted from Hakelberg et al. (2019).

The experimental sequence (Figure 4.10) consists of two separate inter-site couplings:
After Doppler cooling, we tune the control potential to align the motional modes at
sites T2 and Tg. We then prepare a coherent state at T9 and couple the two sites
for a fixed duration ¢ ensuring maximum excitation transfer. In the next step,
we adiabatically rotate the motional mode at Ty towards T;. This rotation, just like
changes to motional frequencies, has to be adiabatic with respect to the motional
frequencies. For the data presented here, we use a ramping duration of 100 pns and
a duration of 10 ps when tuning in and out of resonance. However, in independent
calibration measurements, we found that with our current setup changes on timescales
of 20 ps were possible without additional decoherence (see Section 2.4.5). We then,
like in the previous Section, couple sites Ty and Ty for variable duration tco—1. To
track the evolution of the motional excitation we detect at sites Tg and T;. We
plot the reconstructed excitation amplitudes in Figure 4.11. To model the data, we
again fit Equation 4.1, for the first coupling only to the data for site Ty and for the
second coupling as a combined fit to the data of sites Ty and T;. Initially, we excite
a motional state of 6800(170) quanta at site T. During tc2—o = 200 ps from this
1060(25) quanta are transferred to To. The rotation does not change this amplitude
at Ty and creates no measurable additional excitation at T;. The second coupling
is qualitatively comparable to the previous two-site coupling. Motional excitation
is exchanged with a rate of Q¢ cg/(27) = 3.09(6) kHz and an exchange efficiency of
k = 33(3) %. Here we find a decoherence timescale of 7¢ gec = 380(35) ps. Like for
the two-site coupling, we additionally investigate the sum of excitations at sites T
and Ty. The deviations of the mean total excitation (grey data points in Figure 4.11)
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Figure 4.11: Experimental results of real-time control over the coupling between
multiple sites. During t¢ 2—o approximately 1000 quanta are transferred from Ty
to To (blue data points). The rotation of the motional mode at Ty does not change
this excitation (dashed lines). During tc o—1 To and T are coherently coupled and
exchange motional excitation with a rate of 2w x 3.09(6) kHz. We plot deviations
from the average total motional excitation at To and T1, Anet (grey data points)
to emphasize the conservation of motional excitation in the system. Error bars
(partially smaller than the marker size) indicate the SEM. Figure adapted from
Hakelberg et al. (2019).

show no residual trend. This shows in particular that sites Ty and T, are sufficiently
isolated from Ts, which is still excited to an amplitude of around 5820(170) quanta.

These results show that by employing the real-time control of the control potentials
in the trap we are able to concatenate coupling protocols to allow sequential inter-
site coupling. This does not affect the coupling parameters and is only limited by
the present effects due to large amplitudes in combination with the anharmonic
contributions to the trapping potential. As described in the previous Sections, this is
not a general limit, as established techniques should allow us to work in the single-
quanta regime, where anharmonic contributions become negligible. These results are
essential in view of scaling up our approach. As the trap design and the experimental
techniques are inherently scalable, the sequential coupling will be possible in the same
way in larger arrays.
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4.4 Global coupling and interference

In the previous Section, we described the sequential coupling between multiple sites
in our array. In this Section, we cover the simultaneous coupling of more-than-two
sites, here all three sites of our array. In future applications, this will allow to create
fully connected two-dimensional lattices with (real-time) tunable inter-site coupling
strength.

Here we perform two experiments coupling all three sites of our array simultaneously:
In the first experiment, we excite one site and track the evolution of this excitation
in the array. In the second experiment, we excite at two sites. The fixed initial
phase relation of the two excitations then leads to interference effects of the excitation
propagating between the sites.

4.4.1 Single site excitation

In the first experiment, we investigate global coupling with a single excitation.

Figure 4.12: Experimental protocol to demonstrate global coupling between three
sites. After global preparation (I), all coupling modes are rotated towards the
centre of the array and a coherent state is excited at site Ty (II). The sites are
then coupled for variable duration ¢co_1—2 (III), followed by local detection of all
sites (IV). Figure adapted from Hakelberg et al. (2019).

The experimental sequence (Figure 4.12) begins with Doppler cooling of single ions at
all three sites. We then ramp to a control potential where the coupling modes at all
three sites are oriented towards the centre of the triangle but detuned in frequency.
At site T9 we prepare a coherent state of motion using resonant excitation, while not
exciting at To and T;. We then couple the three sites, followed by motional state
detection for all three sites. To set the resonance conditions in the array, we first scan
the motional frequency at site To while observing the coupling to T;. By this, we can
tune these two sites into resonance. Consecutively we scan the motional frequency at
site Ty while observing the coupling to Ty, setting the second resonance condition.
Here, compared to the two-site coupling, the crosstalk of the frequency tuning control
profiles should be minimized, to not detune the first coupling while setting the second.
We verify that all frequencies are set correctly by iterating the protocol.

In Figure 4.13 we show the resulting data of the coupling reconstructed at all three
sites. We fit the trace of each site individually using Equation 4.1. Initially, we excite To
to 5370(130) quanta. This excitation is then simultaneously transferred to Ty and Ty
with approximately equal efficiency and coupling rate. We extract a maximal transfer
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Figure 4.13: Experimental results of global coupling between three sites exciting
at one site. The ion at Ty is initially excited to approximately 5000 quanta
(green data points). Around 1300 quanta are transferred, approximately equally
distributed to Ty and T; and back with a rate of 27 x 2.0(1) kHz (blue and orange
data points). We plot deviations from the average total motional excitation Afigey
(grey data points) to emphasize the conservation of motional excitation in the
system Error bars (partially smaller than the marker size) indicate the SEM. Figure
adapted from Hakelberg et al. (2019).

to Ty of np = 580(30) quanta and to T; of n; = 760(40) quanta. The individually
fitted oscillation rates are Qc e 0/(27) = 2.05(3) kHz, Qcer1/(2m) = 2.13(4) kHz,
and Qcef2/(27) = 1.98(3) kHz. We attribute the deviations between the individual
frequencies to the sequential measurement procedure where drifts in the motional
frequencies during the measurements alter the coupling rates. The data is described
by the expected behaviour where Ty and T; are driven by the common source (Ts)
with similar coupling strength and to similar amplitude. They, therefore, oscillate
in-phase and do not exchange excitation with each other. The same results would be
expected if there were no direct coupling between T; and To, i.e. a linear chain of
oscillators.
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4.4.2 Multi-site excitation and interference

In a second experiment, we investigate the evolution of multiple excitations in our
coupled three-site system. We employ an experimental sequence (Figure 4.14), similar
to the previous one, with an additional excitation at Ty, before the excitation at Ts.

Figure 4.14: Experimental protocol to demonstrate motional interference between
three sites. After global preparation (I), all coupling modes are rotated towards the
centre of the array and coherent states are excited at sites Ty and Ty successively
(II.1 & II.2). The sites are then coupled for variable duration tcg_1-2 (III),
followed by local detection of all sites (IV). Figure adapted from Hakelberg et al.
(2019).

Our experimental control system allows us to choose a fixed phase relation between
the excitation pulses. This phase relation is transferred to the oscillation of the ions.
It is important to note that due to the different frequencies of the uncoupled sites
the phase difference is not constant in time. It is, however, the same for successive
realizations of the experiment.

To configure the resonance condition, we employ a two-step process: First, we tune
the frequency at To maximizing the coupling to site T;. Then we tune the frequency at
Ty again observing the coupling to T;. We couple all three sites for variable tco_1—2
followed by detection at all sites in consecutive experiments. The resulting data
(Figure 4.15) shows oscillations of the motional excitations at all three sites. We model
these using sine functions with variable phase, amplitude, and frequency. We find
peak to peak oscillation amplitudes of (470(60), 390(30), 450(59)) quanta, frequencies
of 2mx(2.09(7), 1.80(6), 2.02(7)) kHz, and phases 2w x(—0.05(5), —0.16(3), 0.38(4))
(at sites Ty, T1, and Ta).

Compared to the previous experiment, using a single excitation, the resulting signal
is considerably more complex. The additional excitation, in combination with the
phase relation that is fixed for all realisations, leads to interference effects of the
coherent states propagating in the triangle. Here all three direct inter-site couplings
become relevant as the excitation is transferred alternately from and to all sites. This
is in distinct difference to a linear chain with nearest-neighbour interactions. It is
interesting to note that for this realization of the experiment we see no effect of
decoherence during the 1000 ps coupling duration. This could be explained in the
theory of networks of coupled oscillators where a stabilizing effect can be achieved for
specific phase conditions between oscillators (Dorfler and Bullo 2014). Here further
investigation will be needed.
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Figure 4.15: Experimental results demonstrating interference between all three
sites of the array. Both ions at Ty and T are initially excited to approximately
1000 quanta (blue and green data points) with a phase relation fixed between
experimental realisations. The excitation is coherently transferred between the
three sites due to this phase relation, allowing to observe interference of the
coherent states of motion. We fit the local excitation at each site with a sine

function with individual frequency of approx. 27 x 2kHz, amplitude and phase.

We plot deviations from the average total motional excitation Anye (grey data
points) to emphasize the conservation of motional excitation in the system Error
bars (partially smaller than the marker size) indicate the SEM. Figure adapted
from Hakelberg et al. (2019).
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4.5 Discussion

The results presented here are part of the course towards a fully-configurable two-
dimensional quantum simulator based on individually trapped ions. There, the
inter-site coupling presents an essential building block that was missing so far. The
demonstrated coupling between two sites is the key ingredient towards fully connected
lattices of trapped ions. It is the first realization of inter-site coupling in a two-
dimensional ion trap array approach and the techniques we developed. Due to the
motional heating rates, it is currently still advantageous to work with large coherent
states of motion, where the interaction could in principle be fully described by classical
mechanics. The large motional amplitudes of these states lead to a significant influence
of the anharmonic potentials in the trap, as expected from a qualitative simulation
presented in Section 2.5.1. We investigate this by varying the motional amplitudes
during the coupling, which allows us to extrapolate to the coupling in the quantum
regime, i.e. the tunnelling of single quanta. These extrapolations are in agreement with
the expected model of coupled harmonic oscillators. This confirms our assumptions
that our results can be extended to the regime of single quanta once the motional
heating rates have been reduced.

Furthermore, motional decoherence rates with typical timescales on the order of
several 100 ps limit the current length of coherent coupling experiments in our trap.
We perform additional Ramsey-like coherence measurements similar to the ones
described in Section 2.4.2: We excite at a motional state at one site, followed by a
coupling experiment transferring the excitation to a second site. We then perform
a second excitation pulse with variable phase at the second site to measure the
loss of coherence during the coupling. The measured coherence timescales of these
experiments are compatible with the decoherence observed for a waiting duration
equal to the coupling duration. We conclude that the coupling itself does not induce
any additional significant decoherence.

The following experiments investigate the scalability of the coupling. To demonstrate
the real-time control, we concatenate the two-site coupling using real-time shaping of
control potentials. In future applications, this will open up the ability to tackle not
only statically configured problems but also such where coupling strengths are tuned
or switched on/off during the evolution of the system. Already in Kiefer et al. (2019),
we employed this control to implement a phonon-assisted coupling between detuned
sites by a local modulation of the trapping potential (Bermudez et al. 2011).

In the last two experiments, we investigate the simultaneous coupling of all three
sites. This substantially increases the requirement on the control of the system since
all three sites have to be tuned to resonance during the coupling. The results show
that we are able to use control profiles of low cross-talk to couple multiple sites in our
array. These results are essential demonstrations as they show the scalability of our
techniques in the inherently scalable trapping architecture.

In future experiments, several improvements, some of which we started implementing,
will allow to progress further towards the envisioned quantum simulators. We replaced
our PMT by a spatially resolving individual sites and similar detection efficiencies,
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which is described in detail in Guth (2019). This allows us to detect the motional
state at all three sites simultaneously, thereby reducing the impact of systematic drifts
and allowing to resolve correlations between sites. The implementation of argon-ion
cleaning, as already planned and set up with the new apparatus, promises to reduce
the motional heating rates to a level where coherent tunnelling dominates in the
regime of single-quanta.
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5 Conclusion and QOutlook

In this thesis, we demonstrate key elements in the toolbox of two-dimensional quantum
simulations based on individually trapped ions. Additionally, we describe the design,
construction, and characterization of a new experimental setup. Our results presented
in Chapter 4 and published in Hakelberg et al. (2019) build strongly on our individual
control of trapping sites in our triangular arrays (Kalis et al. 2016; Mielenz et al.
2016). There, we especially investigated the inherent scalability of our trapping
architecture regarding the trap depth calculated up to infinitely sized arrays and
individual controllability of the electrical potential at each trapping site using control
electrodes embedded into the trap chip.

Here, we realize for the first time in a two-dimensional ion trap array resonant
inter-site coupling of the motional degrees of freedom of single trapped ions via
the common Coulomb interaction. This coupling, previously only realized in one-
dimensional arrangements (Brown et al. 2011; Harlander et al. 2011), is a long-sought
key ingredient of the envisioned quantum simulator approach. For our experiments,
we use coherent motional states of large amplitude [(200-7000) quanta] due to the
large motional heating rate of 10 quanta/ms in the trap. We investigate the effects
of this with regards to anharmonic contributions of the trapping potential and find,
in extrapolation to motional states of low amplitude, agreement with the model of
coupled harmonic oscillators. We conclude that our findings will be relevant also
in the quantum regime where single quanta of motional excitation are transferred
between sites. We measure coupling rates on the order of Q¢ ¢/(27) ~ (2-3) kHz
with extrapolations to Q¢ harm/(27) =~ (1-2) kHz in the single-quanta regime, suitable
for first quantum simulation experiments. Our measurements also require a new more
involved reconstruction of the motional states incorporating the site-specific effects of
anharmonic trapping potential and micromotion. While we find that the coupling does
not induce additional motional decoherence, the observed wide range of coherence
timescales of (60-600) ps depending, for instance, on experimental control potential
configurations, requires further investigation. We further extend our experimental
protocols to investigate the scalability of this coupling: First, we concatenate the
two-site coupling in real-time showing consecutive transfer of motional excitation in
the trap. Then we demonstrate the global coupling of all three sites of our array.
This increases the requirement on the control as all three sites have to be tuned to
resonance simultaneously. Using this global coupling we show the evolution of a single
excitation in the triangle and, by using two excitations with fixed phase relation, the
interference of coherent states of motion oscillating between the coupled sites.

The new experimental setup is compatible with the triangle trap array and will
allow for in-situ cleaning of the traps by argon-ion bombardment to reduce motional
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heating rates. In this apparatus, we successfully trapped single ions in a linear surface-
electrode trap. Additionally, in the new setup, we realize a hybrid system to generate
a magnetic quantization field at approximately 10.9mT. This allows the realization
of a first-order magnetic field insensitive qubit in the hyperfine levels of 2?Mg™. We
characterize this qubit and find a coherence timescale of 6.6(9) s, far above envisioned
experimental durations of up to several 10ms. We additionally use the qubit for a
first quantum sensing experiment of an oscillating magnetic field originating from
stray currents in the radio-frequency electrode. The stable qubit is of interest not
only for quantum simulations but also as a long-lived memory. While the realization
of first-order field-independent transitions is not new, previous realizations depend
on electric coils for generating the necessary magnetic field strengths. This comes
with a significant power consumption and thermal load were often the coils have to be
water-cooled. In our approach, only currents on the order of several 10 mA are needed
to compensate for residual drifts in the magnetic field strength. This will allow for
new applications with significantly reduced power and cooling requirements.

In future experiments building on our architecture, the effects of scaling the approach
can be investigated while additionally, first quantum simulation experiments become
in reach (see below). Subsequently to the results presented here we realized the
coupling of detuned sites via local modulation of the motional frequencies at the
difference frequency, phonon-assisted coupling proposed in Bermudez et al. (2011,
2012), which we published in Kiefer et al. (2019) and, which is described in detail in
Philip Kiefer’s dissertation (Kiefer 2019). The next major improvement, still working
with the same trap of three sites, will be reducing the motional heating rate by
argon-ion bombardment in the new experimental apparatus described in this work.
This technique has proven to allow reductions in the motional heating rate by two
orders of magnitude, in our case to below 10 % of the inter-site coupling rate, (Hite
et al. 2012). Reducing the current heating rates (on the order of 10 quanta/ms) to
about 0.1 quanta/ms will allow coupling experiments in the single-quanta regime. Here
less than 0.1 quanta of additional heating are expected for typical coupling timescales
of 2 /Q¢c = (0.5-1) ms. Working in this regime will allow us to fully exploit the
unique ability to couple internal and motional degrees of freedom established for
trapped ions, which we already used to demonstrate cooling to the motional ground
state in the triangle trap array (Kalis et al. 2016). Additionally, actively stabilizing
the radio-frequency voltage might reduce the observed motional decoherence rates
further (Johnson et al. 2016). Coupling close to the ground-state of motion will allow
the implementation of an effective spin-spin interaction mediated via the motional
Coulomb coupling (Porras and Cirac 2004), realized previously for two sites in a linear
trap (Wilson et al. 2014). This, in turn, can be used to simulate quantum-spin models
(Schmitz et al. 2009a) for instance, spin-frustration of the three sites of our array.
Here results in the field of superconducting qubits in a similar triangular architecture
(Roushan et al. 2017) might allow a comparison of different architectures. Future trap
arrays designed following the considerations in Section 2.3.4 could include, for example,
a ladder array of concatenated square plaquettes, i.e. (2 x N) sites, possibly further
shrinking the inter-site spacing to increase coupling strengths. Therein by successively
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filling up sites the system size can be increased ion by ion. Along these plaquettes,
the phonon-assisted coupling is envisioned to allow the simulation of synthetic gauge
fields Bermudez et al. (2011, 2012). The modulation techniques we use for this could
also be applied to implement a local squeezing operation (Burd et al. 2019; Wittemer
et al. 2019), which could be used to amplify effective spin-spin interactions (Ge et al.
2019). Loading more-than-one ion per site, as used here to measure motional-mode
orientations, can further boost the coupling strengths (Harlander et al. 2011) and,
by using different isotopes or atomic species, will allow sympathetic cooling during
experiments as proposed, for example, by Bermudez et al. (2013). Future arrays are
not bound to be periodic but can be designed at will to more closely model a desired
system, also extending in the third dimension, for example, in a two-layer configuration
(Schmied et al. 2009). Further experiments could be performed investigating the effects
of thermalisation (Clos et al. 2016) or transport processes (Bermudez and Schaetz
2016).
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