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A search for new phenomena with top quark pairs in final states with one isolated lepton,
either an electron or a muon, jets, and large missing transverse momentum is performed. The
search is performed using the Large Hadron Collider proton–proton collision dataset at a
centre-of-mass energy of

√
B = 13 TeV recorded by the ATLAS detector and corresponding to

an integrated luminosity of 140 fb−1. Event classifiers based on neural networks are optimised
to search for directly produced pairs of supersymmetric partners of the top quark (stop), as well
as to search for spin-0 mediators produced in association with a pair of top quarks and decaying
into dark-matter particles. A novel analysis approach is developed to achieve high sensitivity
over a wide region of the parameter space of the tested signal models. No significant excess
above the Standard Model background is observed, and limits at 95% confidence level are set
in the stop–neutralino mass plane and as a function of the mediator mass or the dark-matter
particle mass. Models with neutralinos from the direct stop decay with masses up to 600
GeV are excluded, while at small neutralino masses models are excluded for stop masses up
to 1090 GeV. Scalar (pseudoscalar) dark matter mediator masses as large as 250 (300) GeV
are excluded when the coupling strengths of the mediator to Standard Model and dark-matter
particles are both equal to one. At lower mediator masses, models with production cross
sections as small as 0.22 (0.26) times the nominal predictions are excluded.
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1 Introduction

Being the heaviest known particles in the Standard Model (SM), top quarks are thought to be key probes
for testing the existence of new particles in several extensions of the SM. Prominent examples of such
extensions are Supersymmetry (SUSY) [1–7] and models with Dark Matter (DM) particles which interact
with top quarks via a spin-0 mediator [8, 9]. In the proton–proton (??) collisions at the Large Hadron
Collider (LHC), both scenarios may lead to final states with a pair of top quarks and missing transverse
momentum produced by undetected new particles (CC̄ + �miss

T ). This final state is investigated in this note
in the search for new phenomena. Analysed events feature exactly one isolated charged lepton (electron
or muon,1 henceforth referred to as ‘lepton’ or ‘ℓ’) from the decay of an on-shell , boson, jets, and a
significant amount of missing transverse momentum ( ®?miss

)
), the magnitude of which is denoted by �miss

T .

Since the discovery of the Higgs boson at the LHC [10, 11], SUSY has been searched for with particular
interest as it may offer a solution to the hierarchy problem [12–15]. SUSY extends the SM by introducing
a supersymmetric partner for each SM particle, the two having identical quantum numbers except for a
half-unit difference in spin. In this theory, the hierarchy problem may be solved by the presence of a
light supersymmetric partner of the top quark, referred to as top squark or ‘stop’, which largely cancels
out divergent loop corrections to the Higgs boson mass [16–23]. The superpartners of the left- and
right-handed top quarks mix to form the mass eigenstates C̃1 and C̃2, with C̃1 being the lighter. A generic
'-parity-conserving2 minimal SUSY extension of the SM (MSSM) [7, 16, 24–26] predicts pair production
of SUSY particles and the existence of a stable lightest SUSY particle (LSP). In the MSSM models
considered in this search the LSP is assumed to be the lightest mass eigenstate of the superpartners of the
Higgs and neutral electroweak gauge bosons. This LSP, also referred to as the lightest neutralino or j̃0

1 ,
may be a DM candidate as it is stable and only interacts weakly with SM particles [27, 28]. This note
presents a search for direct pair production of C̃1 particles (C̃1 C̃1) in events with significant amount of �miss

T
from the two weakly interacting LSPs escaping detection and the decay products of two on- or off-shell
top quarks. The search for a spin-0 mediator produced in association with top quarks and subsequently
decaying into a pair of DM particles (CC̄+DM) is motivated by SM extensions which respect the principle of
minimal flavour violation resulting in the interaction strength between the spin-0 mediator and the SM
quarks being proportional to the quark masses via Yukawa-like couplings [29].

Searches for direct C̃1 pair production and for spin-0 mediators produced in associations with top quarks
and decaying into DM particles were reported by the ATLAS [30–33] and CMS [34–37] collaborations
using the full LHC Run-2 ?? recorded data set. This note presents an improved search in final states with
exactly one lepton which have been already analysed by ATLAS [31] with the same data set. This search
employs improved object reconstruction and identification algorithms, improved background simulations,
and new neural-network-based classifiers for the reconstruction of the hadronically-decaying top quark and
for the event discrimination.

2 Signal models and search strategy

Leading-order diagrams of the signal processes targetted in this search are shown in Fig. 1.

1 Electrons and muons from g-lepton decays are included.
2 A multiplicative quantum number, referred to as '-parity, is introduced to conserve baryon and lepton numbers, where '-parity
is 1(−1) for all SM (SUSY) particles.
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(c) CC̄ + DM

Figure 1: Diagrams illustrating direct C̃1 pair production with (a) two-body (C̃1 → C j̃
0
1 ) or (b) three-body (C̃1 → 1, j̃0

1 )
decays and (c) the production of DM fermions (j) in association with a pair of top quarks via a (pseudo) scalar
mediator q (0). In the SUSY diagrams, the charge-conjugate symbols are omitted for simplicity.

The C̃1C̃1 production is considered in a simplified SUSY model [38, 39] where the only light sparticles are
C̃1 and j̃

0
1 . Each stop can decay promptly either via the two-body process C̃1 → C j̃

0
1 producing an on-shell

top quark or via a three-body decay C̃1 → 1, j̃0
1 with an intermediate off-shell top quark. These are

assumed to be the only possible stop decays depending on the mass splitting Δ<(C̃1, j̃0
1) = <(C̃1) − <( j̃

0
1).

The two-body decays are allowed for Δ<(C̃1, j̃0
1) > <(C), while three-body decays are allowed for

<(,) < Δ<(C̃1, j̃0
1) < <(C). Decays at smaller Δ<(C̃1, j̃0

1) values, where both the top quark and the,
boson are off-shell have been explored in Ref. [31]. In this search, the C̃1 C̃1 production is tested with a
two-dimensional scan of the parameter space (<(C̃1), <( j̃0

1)).

The simplified benchmarkmodel for the CC̄+DMproduction [29, 40] assumes the existence of a (pseudo)scalar
mediator q (0) which can be produced in association with two top quarks and decay into a pair of SM-singlet
DM particles (j). The interactions of the mediator with SM particles are Yukawa-like. This model has
four parameters: the mass of the mediator <(q/0), the mass of the DM particle <(j), the strength of
the DM–mediator interaction 6j, and a universal scaling factor of the interactions of the mediator with
SM fermions 6@. To reduce the number of free parameters, 6j and 6@ are assumed to have the same
value 6 = 6j = 6@. Results are here presented as one dimensional scans of either <(q/0) or <(j). The
CC̄ + �miss

T final state is mainly sensitive to the mediator mass range <(q/0) < 2<(C), where the q/0 → CC̄

decay is kinematically not allowed. Within the same simplified model, DM particles may also be produced
in association with a top quark and a, boson (C,+DM). This production mode is expected to yield a
small additional contribution in the mass range <(q/0) < 2<(C). It is not considered in this search, but it
was studied in Ref. [33].

The search strategy is designed to retain sensitivity to a wide region of the signal parameter space by
partitioning the CC̄ + �miss

T final state into orthogonal and inclusive event categories and by classifying
events with neural networks (NNs). Event categories differ in the multiplicity of jets with 1-hadrons and in
the presence or lack of jets produced by hadronic decays of high-?T top quarks. Events from signals in
different regions of the parameter space populate these categories at different rates. For instance, events
with a pair of top squarks with high mass are predominantly accepted in categories with high-?T top quarks.
Moreover, events accepted in the same category from different signal models feature similar kinematic
properties. Background processes also populate event categories at different rates, leading to a varying
background composition across categories. These features are exploited by employing several NNs to
classify signal from background events. In each event category, one dedicated NN is trained with signal
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events from the full parameter space accepted in that category. With this analysis strategy, a large fraction
of signal events is retained and a good discovery sensitivity is achieved via a template fit to the data binned
as a function of the NN output values. As no category or classifier is optimised for a specific signal model,
the same template fit to data is sufficient to determine the presence of signal events from any point of the
parameter space.

The most important background processes for this search are top-quark pair production (CC̄), the associated
production of a top quark and a, boson (C,), the,+jets production and the production of a / boson in
association with a pair of top quarks and decaying into neutrinos (CC̄/ (→ aa)). Except for the irreducible
CC̄/ background, which has a small production cross section and cannot be easily discriminated from signal,
all other major backgrounds are determined in situ in each event category with events classified at low NN
output values. The resulting background model is then validated with events classified at an intermediate
range in NN output values where no significant potential signal contribution is expected. Each event
category is therefore split into three regions via orthogonal selections on the NN output value: a Control
Region (CR) at low values, a Validation Region (VR) at intermediate values, and a Signal Region (SR) at
high values. A combined binned fit to the data in all CRs and SRs is then used to assess the presence of
signal events. In this fit, the distributions of the observed data and of the expected backgrounds remain the
same, while the signal templates change according to the point of the parameter space under test. Dedicated
NNs are used for the search for top squarks and for the search for DM particles.

3 ATLAS detector and data collection

The ATLAS experiment [41] at the LHC uses a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 The detector consists of an inner
tracking detector (ID) surrounded by a thin superconducting solenoid providing a 2 T axial magnetic
field, electromagnetic (EM) and hadron calorimeters, and a muon spectrometer (MS). The ID covers
the pseudorapidity range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region
and typically provides four measurements per track, the first hit normally being in the insertable B-layer
(IBL) installed before Run 2 [42, 43]. It is surrounded by a silicon microstrip detector and a straw
tube transition-radiation tracking detector. Lead/liquid-argon (LAr) sampling calorimeters provide EM
energy measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central
pseudorapidity range (|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters
for both the EM and hadronic energy measurements up to |[ | = 4.9. The MS surrounds the calorimeters
and is based on three large superconducting air-core toroidal magnets with eight coils each. The field
integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. The MS includes a
system of precision tracking chambers and fast detectors for triggering. A two-level trigger system is used
to select events [44]. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate below 100 kHz. This is followed by a software-based trigger that
reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions. An extensive
software suite [45] is used in data simulation, in the reconstruction and analysis of real and simulated data,
in detector operations, and in the trigger and data acquisition systems of the experiment.

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of
Δ' ≡

√
(Δ[)2 + (Δq)2.
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The analysed data set consists of the full Run-2 ?? data set delivered by the LHC at
√
B = 13 TeV in the

period between 2015 and 2018. After the application of data-quality requirements [46], the total integrated
luminosity is (140.1 ± 1.2) fb−1. The uncertainty of 0.83% [47] is obtained using the LUCID-2 detector
[48] for the primary luminosity measurements, complemented by measurements using the inner detector
and calorimeters. All analysed events were recorded by triggers that accepted events with large �miss

T [49]
or with an electron [50] or muon [51]. The primary vertex in these events, defined as the reconstructed
vertex with the highest

∑
tracks ?

2
T, must have at least two associated tracks with ?T > 500 MeV.

4 Simulated events

Samples of Monte Carlo (MC) simulated events are used for the description of the SM processes, as well
as of the expected signals. Details of the simulation samples used, including the matrix element (ME)
event generator and its accuracy in the strong coupling constant (QCD accuracy), the parton distribution
function (PDF) set, the parton shower (PS) and hadronisation model, and the accuracy of the cross-section
calculation, are summarised in Table 1.

Table 1: Overview of the configurations used to simulate signal and background processes.

Process ME event generator ME QCD accuracy ME PDF Parton shower Cross-section
and hadronisation calculation

SUSY signals MadGraph 2.8.1, 2.9.9 [52] 0,1,2j@LO NNPDF2.3lo Pythia 8.240, 8.307 NNLO+NNLL [53–57]
DM signals MadGraph 2.7.3 0,1j@LO NNPDF2.3lo Pythia 8.244 NLO [58, 59]
CC̄ Sherpa 2.2.12 [60] 0,1j@NLO NNPDF3.0nnlo [61] Sherpa [62–66] NNLO+NNLL [67–73]

+2,3,4j@LO [74–77]
Single-top
C, PowhegBox v2 [78–81] NLO NNPDF3.0nlo Pythia 8.307 [82] NLO+NNLL [83, 84]
s- and t-channel PowhegBox v2 NLO NNPDF3.0nlo Pythia 8.230 NLO [85, 86]

++jets (+ = /,,) Sherpa 2.2.11 0,1j@NLO NNPDF3.0nnlo Sherpa NNLO [87]
+2,3,4j@LO

CC̄+ MadGraph5_aMC@NLO NLO NNPDF3.0nlo Pythia 8.210 NLO QCD+EW [88]
2.3.3 [52]

++ ′ Sherpa 2.2.1, 2.2.2 0,1j@NLO+2,3j@LO NNPDF3.0nnlo Sherpa

The samples produced withMadGraph5_aMC@NLO [52] and PowhegBox [78–81] used EvtGen [89]
for the modelling of 1-hadron decays. In these samples, Pythia [82] was used for the parton shower and
hadronisation with the A14 tune [90] and the NNPDF2.3lo set of PDFs [91]. In all samples, the effect of
multiple interactions in the same and neighbouring bunch crossings (pile-up) was modelled by overlaying
the simulated hard-scattering event with inelastic ?? events generated with Pythia 8.186 [92] using the
NNPDF2.3lo set of PDFs and the A3 set of tuned parameters [93]. All samples were processed with the
full simulation of the ATLAS detector [94] based on Geant4 [95].

SUSY samples were generated with MadGraph [52] at leading order (LO) with up to two additional
partons. The stop decays were simulated withMadSpin [96] which emulates kinematic distributions to a
good approximation without calculating the full ME. The simplified SUSY model was the same used in
Ref. [31]. The C̃1C̃1 production cross-sections were calculated to approximate next-to-next-to-leading order
in QCD, adding the resummation of soft gluon emission at next-to-next-to-leading-logarithm accuracy
(approximate NNLO+NNLL) [53–57]. The nominal cross-section and its uncertainty were derived using
the PDF4LHC15_mc PDF set, following the recommendations of Ref. [97].

DM samples were generated with 6 = 6j = 6@ = 1 using MadGraph at LO with up to one additional
parton and withMadSpin for the decay of top quarks. The kinematics of the mediator decay were found
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to not depend strongly on the values of the couplings; however, the particle kinematic distributions are
sensitive to the scalar or pseudoscalar nature of the mediator and to the mediator and DM particle masses.
The cross-sections were computed at next-to-leading order (NLO) in QCD [58, 59].

The productions of CC̄ and of ,+jets were simulated with the Sherpa 2.2.12 and Sherpa 2.2.11 [60]
generators, respectively, using NLO MEs for up to two additional partons, and LO MEs for up to
four additional partons calculated with the Comix [74] and OpenLoops [75–77] libraries. They were
matched with the Sherpa parton shower [62] using the MEPS@NLO prescription [63–66] using the
set of tuned parameters developed by the Sherpa authors. Production of the C, was modelled by the
PowhegBox v2 [78–81] generator at NLO in QCD using the five-flavour scheme. The diagram removal
scheme [98] was used to remove interference and overlap with CC̄ production. The uncertainty related to this
scheme was estimated by comparison with an alternative sample generated using the diagram subtraction
scheme [98, 99]. The production of a gauge boson with a top quark pair (CC̄, and CC̄/) was modelled
using theMadGraph5_aMC@NLO 2.3.3 [52] generator at NLO. Other sources of background events
that are considered in this search are diboson production (++ ′, where + = ,, /), Higgs boson production
in association with a top quark pair, C/ and C,/ productions, and the production of three and four top
quarks.

Further details on the simulation are provided in Table 1. One main difference from the simulations used in
Ref. [31] is the use of Sherpa instead of PowhegBox v2 for the CC̄ production as it provides an improved
modelling of events at high transverse momentum which is relevant for this search. A second difference is
the use of dynamic rather than fixed scales in the MEs used for the simulation of the C, production.

5 Event reconstruction

The event categorisation and discrimination is based on reconstructed objects in the event, leptons and jets,
including those containing 1-hadrons, and on the measured �miss

T . Depending on the quality and kinematic
requirements, reconstructed electron or muons are labelled as either baseline or signal, where the latter
is a subset of the former, passing tighter selection criteria. Baseline leptons are used when classifying
overlapping objects, to compute the missing transverse momentum, and for background rejection. Signal
leptons are used to construct discriminating variables. The momenta of hadronically-decaying top quarks
are reconstructed via dedicated algorithms.

Electron candidates are reconstructed from an isolated electromagnetic calorimeter energy deposit which
is matched to a track in the ID [100]. The pseudorapidity of the calorimeter energy cluster must satisfy
|[cluster | < 2.47. Baseline electrons are required to have ?T > 4.5 GeV and to satisfy loose likelihood
identification criteria. Furthermore, their longitudinal impact parameter (I0), defined as the distance
along the beam direction between the primary vertex and the track’s point of closest approach to the
beam axis, must satisfy |I0 sin \ | < 0.5 mm, where \ is the polar angle of the track. Signal electrons
must satisfy all the baseline requirements, have ?T > 20 GeV and have a transverse impact parameter (30)
with |30 |/f30 < 5, where f30 is the uncertainty in 30. Signal electrons are also required to be isolated
and satisfy tighter identification criteria. The isolation is defined as the sum of the transverse energy
or momentum reconstructed in a cone of size Δ' =

√
(Δ[)2 + (Δq)2 around the electron, excluding the

energy of the electron itself. The isolation criteria depend on the electron’s ?T.

Muon candidates are reconstructed by combining tracks in the ID with tracks in the MS or as stand-alone
MS tracks [101, 102] and are required to have |[ | < 2.7. Baseline muons are required to have ?T > 4 GeV,
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|I0 sin \ | < 0.5 mm, and to satisfy the ‘Medium’ identification criterion. In addition to all baseline
requirements, signal muons must have ?T > 20 GeV and |30 |/f30 < 3. Signal muons must also be isolated,
based on criteria similar to those used for electrons.

Particle-flow (PFlow) jets within |[ | < 4.5 are reconstructed using the anti-:C algorithm [103] with a radius
parameter ' = 0.4 [104], using neutral PFlow constituents and charged constituents associated with the
primary vertex as input [105]. They are referred to as ‘small-' jets’ hereafter. These jets are then calibrated
to the particle level by applying a jet energy scale derived from simulation with in situ corrections based on
collected data [106]. Jets with ?T > 20 GeV are selected. A cleaning procedure is used to identify and
remove jets arising from calorimeter noise or non-collision backgrounds. To suppress pile-up jets within
|[ | < 2.4, a discriminant called the ‘jet vertex tagger’ (JVT) is constructed using a likelihood method [107].
A similar discriminant, the ‘forward JVT’ (fJVT), is used for jets with |[ | > 2.5 [108]. PFlow jets within
|[ | < 2.5 identified as containing 1-hadrons are referred to as 1-tagged jets. Their identification is based on
the DL1r 1-tagging algorithm [109, 110] with a working point corresponding to a 1-tagging efficiency of
77%, measured in a sample of simulated CC̄ events. The corresponding rejection factors are approximately
200 and 6 for light-quark and gluon jets and 2-jets, respectively.

To reconstruct high-?T hadronic top quark decays, so-called ‘large-' jets’ are used [111]. These jets are
reconstructed using the anti-:C algorithm with ' = 1.0 using topological clusters of calorimeter cells
calibrated to the hadronic scale [112]. These jets are trimmed to remove energy deposits from pile-up and
the underlying event [113]. The energy and the mass of the large-' jets are calibrated with data [114, 115].
Large-' jets in |[ | < 2 are selected if they have a transverse momentum in the range [600, 2500] GeV and a
mass in the range [40, 600] GeV. Large-' jets with ?T < 600 GeV are not considered, as low-?T hadronic
top quark decays are reconstructed from small-' jets, as described in Section 5.1. A multivariate classifier
is used to identify the large-' jets from hadronic top decays using a working point with a top-tagging
efficiency of 80% [116, 117]. This classifier uses jet substructure observables as input. To improve
the identification of hadronic top decays, jets containing 1-hadrons are reconstructed inside the large-'
jet using a track-based jet reconstruction with a variable cone size [118] and are tagged with the DL1r
1-tagging algorithm.

The reconstruction of jets from hadronic decays of g-leptons (ghad−vis) [119, 120] is seeded from jets
reconstructed from topological clusters by the anti-:C algorithm with ' = 0.4. Tracks originating from the
primary vertex and satisfying impact parameter requirements, as well as selections based on a multivariate
discriminant, are associated to the ghad−vis if they are within a cone of Δ' < 0.2 around the jet axis.
Reconstructed ghad−vis are selected if they have one or three associated tracks with a total charge equal to
±1. They also need to have ?T > 20 GeV and to be reconstructed in the pseudorapidity ranges |[ | < 1.37
or 1.52 < |[ | < 2.5. Furthermore, reconstructed ghad−vis need to satisfy loose identification criteria aimed
at rejecting jets originating from quarks, gluons and electrons.

The missing transverse momentum ®?miss
)

[121] is reconstructed as the negative vector sum of the ?T
of all the selected electrons, muons and small-' jets. An extra track-based ‘soft term’ is built using
additional tracks associated with the primary vertex, but not with any reconstructed object, to improve the
performance of the ®?miss

)
reconstruction at high pile-up. An object-based missing transverse momentum

significance [122] is used to identify events in which the reconstructed ®?miss
)

comes from undetected or
weakly interacting particles rather than from detected particles with mis-measured energies.

Correction factors are applied to reconstructed objects to take account of differences in trigger, reconstruction,
identification and isolation efficiencies, as well as differences in energy scale and resolution, between data
and simulation. Ambiguities among selected objects are resolved via an overlap removal procedure similar
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to the one used in Ref. [31]. Given a set of baseline objects, the procedure checks for overlaps based on
shared tracks, ghost-matching [123], or a minimum distance Δ'H between pairs of objects.4 Small-' jets
with Δ' < 1.1 from a large-' jet are discarded and no overlap removal is performed between leptons and
large-' jets.

5.1 Resolved hadronic top decays

An NN-based algorithm, referred to as ‘top-NN’ hereafter, is used to identify multiplets of small-' jets
associated to hadronic decays of top quarks out of the combinatorics of selected jets, which may contain
also jets from additional radiation, pile-up and the underlying event. This algorithm targets resolved decays
in which the top quark ?T is such that the resulting jets are spatially separated and can be reconstructed
as individual small-' jets. The target ?T range is below the one for which the top quark decay can be
reconstructed as a large-' jet. The purpose of the top-NN is the reconstruction of the momentum of the
hadronically-decaying top quark in the event, which is later used for the event classification.

The top-NN evaluates all pairs and triplets of jets in an event. While a fully reconstructed resolved decay
would be associated to a triplet of jets, pairs are also considered to allow for cases in which one jet is outside
acceptance or for cases in which the two jets from a high-?T , boson are reconstructed as a single small-'
jet. Pairs and triplets are built from combinations of up to two 1-tagged jets and up to four not-1-tagged
jets, referred to as ‘light jets’ hereafter, in the event. Each multiplet must contain exactly one 1-tagged jet.
The top-NN takes as input the four momentum components of each jet in the multiplet after transformations
which remove symmetries and reduce the dimensionality of the inputs. These transformations include
a Lorentz boost into the multiplet rest frame and a rotation such that the 1-tagged jet is aligned along
the I-axis and the leading-?T light jet lays on the GI-plane with a positive ?G component. After these
transformations, six non-trivial jet momentum components together with the original multiplet ?T are used
as NN inputs. The top-NN is a binary feed-forward NN trained with Keras [124] with the Tensorflow
backend. The top-NN is trained with SUSY signal events from all simulated points of the parameter space
in order to cover a large spectrum in top quark ?T. The signal multiplets are those with jets kinematically
matched to the partons from the top quark decays, while all other multiplets from the combinatorics of jets
are background multiplets. In the training, weights are assigned such that both signal and background
multiplets are uniformly distributed in ?T. In each event, the top-NN evaluates all multiplets out of all
combinations of selected jets and assigns an output value to each of them. This output value is related
to the likelihood of a multiplet to be associated with a hadronic decay of a top quark. The multiplet
with the highest output value in each event is chosen as the hadronic top quark candidate. According to
simulation, the top-NN reaches the highest efficiency in finding the right multiplet in the range of top quark
?T between 200 and 600GeV. In this ?T range, the top-NN identifies the correct multiplet in about 70% of
the events in which a 1-tagged jet, correctly tagged, and at least one light jet are kinematically matched to
the hadronically decaying top quark. Above this range, the performance worsens as the decay products
are less likely to be reconstructed as individual small-' jets. These decays are better reconstructed with
large-' jets. Therefore, the top-NN is used to reconstruct the hadronic top candidate only in events without
a large-' jet with ?T > 600 GeV. These events are required to have the multiplet with highest output
value above a minimum threshold. This selection rejects events without any multiplet which resembles a
hadronically-decaying top quark while retaining close to all events with a real hadronically-decaying top
quark. This loose selection ensures that a good hadronic top quark candidate is reconstructed and can be
used for the event classification.

4 Rapidity H ≡ 1
2 ln �+?I

�−?I is used instead of pseudorapidity ([) when computing the distance Δ'H .
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6 Event classification

Events are collected by �miss
T and single lepton triggers and different thresholds on the reconstructed �miss

T
and signal leptons are applied in order to select events in the kinematic range where these triggers reach
high efficiency. Reconstructed events with �miss

T > 230 GeV are required to have been collected by the
�miss
T trigger. Events with �miss

T in the range [70, 230] GeV are instead required to have been collected
by a single lepton trigger. For these events, the signal electron (muon) associated to the lepton selected
at trigger level must have ?T > 27 (27.5) GeV and |[ | < 2.47(2.4). All events are also required to have
exactly one or three signal leptons and no additional baseline lepton or ghad−vis. Events with three signal
leptons are only used for the validation of the CC̄/ background.

Events are classified into orthogonal categories: the high-�miss
T events with �miss

T > 230 GeV and the
‘boosted’ events with a large-' jet. These categories target events with top quark decays at different
transverse momenta. In case of ambiguity, the selection for boosted events takes priority. Events are then
further categorised according to the number of 1-tagged jets and the presence of a top-tagged large-'
jet. The selections for these categories are summarised in Table 2. Events not accepted in any of these
categories are not further used in the analysis.

Table 2: Summary of the selections for each event category together with the definitions of the hadronic and leptonic
top quark candidates. Trigger, lepton and �miss

T selections are described in the text. Large-' jets are referred to as
‘LR’ for brevity.

Analysis Category High-�miss
T Boosted

1b 2b 1b-lep-0t 1b-had-0t 2b-0t 1b-lep-1t 1b-had-1t 2b-1t

#(LR jet) 0 ≥ 1
#(top-tagged LR jet) - 0 ≥ 1
#1−jet with Δ'(1,LR jet) < 1.1 - 0 ≥ 1 ≥ 1 0 ≥ 1 ≥ 1
#1−jet with Δ'(1,LR jet) > 1.1 - ≥ 1 0 ≥ 1 ≥ 1 0 ≥ 1

top-NN-tagged multiplet X -
#1−jet 1 ≥ 2 -
#light−jet ≥ 2 ≥ 1 -

tophad candidate top-NN multiplet LR jet
toplep candidate ℓ + j ℓ + 1 ℓ + 1 ℓ(+j) ℓ + 1 ℓ + 1 ℓ(+j) ℓ + 1

Event NN selection See Table 3

High-�miss
T events are categorised into ‘1b’ and ‘2b’ events according to the number of 1-tagged jets. A

minimum number of light jets is required such that a top-NN-tagged multiplet can be defined by at least
a pair of jets and an additional jet can be used for the reconstruction of the leptonically-decaying top
quark. In the 2b (1b) categories, the hadronic top quark candidate is the vectorial sum of the jets of the
multiplet with highest top-NN output value, while the leptonic top quark candidate is the vectorial sum of
the momenta of the lepton and the 1-tagged (light) leading-?T jet that is not associated to the hadronic top
quark candidate. In the 1b category, the leading-?T jet is used to build the leptonic top quark candidate to
retain a good kinematic description of the events in which the jet from the 1-quark in the leptonic top quark
decay is not correctly tagged.

Boosted events must have at least one large-' jet. In case of more, only the leading-?T one is considered for
the event selection and classification. These events are first categorised according to whether this large-'
jet is top-tagged (‘1t’) or not (‘0t’) and then according to the numbers of 1-tagged jets inside and outside the
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large-' jet. The ‘2b’ events have at least one 1-tagged jet inside the large-' jet (Δ'(1, large−' jet) < 1.1)
and at least one 1-tagged jet outside. The ‘1b-had’ events have at least one 1-tagged jet inside the large-'
jet and none outside. Finally, the ‘1b-lep’ events have at least one 1-tagged jet outside the large-' jet and
none inside. This classification defines six orthogonal boosted categories. In these events, the hadronic top
quark candidate is defined by the large-' jet momentum, while the leptonic top quark candidate is the
vectorial sum of the momenta of the lepton and the leading-?T 1-tagged jet outside the large-' jet. In case
this 1-tagged jet is not present, the leading-?T light jet, if present, is used.

Overall, eight orthogonal categories (two high-�miss
T and six boosted categories) in different kinematic

regimes and with different reconstructed objects are used to maximise the signal acceptance. In each
category, an NN-based event classifier either for the C̃1 C̃1 search (‘stop-NN’) or for the CC̄+DM search
(‘DM-NN’) is employed to discriminate signal from background events. In the boosted categories, only
stop-NNs are used since these categories are not expected to yield a sizeable fraction of CC̄+DM events.
Each NN is trained with all simulated events accepted in a given category from background processes and
signals from across the parameter space. For the stop-NNs, only signal events with two-body decays are
used in the training. For the DM-NNs, signal events with both scalar and pseudoscalar mediators are used
together. All events are weighted by their predicted cross section. The distribution of the output value of
either the stop-NN or the DM-NN in each category is then used to fit the observed data and assess the
presence of signal events across the parameter space. As signals with different parameters populate event
categories at different rates, events accepted in the same category have similar kinematic properties, but are
enhanced with events from signals in specific regions in the parameter space. For instance, C̃1 C̃1 events with
large Δ<(C̃1, j̃0

1) are accepted at similar rates in the boosted and high-�miss
T categories, while events with

small Δ<(C̃1, j̃0
1) are accepted almost exclusively in the high-�miss

T categories. When compared to more
complex approaches with NNs trained for specific sets of signals, this approach retains high classification
power across the parameter space with the simplicity of having only one distribution per event category to
fit.

The stop- and DM-NNs are binary feed-forward NNs. In each event category the sets of inputs are
the same for the stop- and DM-NNs, but these sets differ across categories. A set of ‘low-level’ inputs
is used by all NNs in all categories. It includes the momentum components of the hadronic and
leptonic top quark candidates, the momentum components of ®?miss

)
, and the momentum components

of the lepton and of the 1-tagged jets associated to the two top quark candidates.5 Transformations
on the plane transverse to the beam direction are used to remove rotational symmetries and reduce
the input dimensionality. Additional ‘high-level’ variables include the �miss

T significance, the top-NN
output value (only for the high-�miss

T categories), and kinematic variables such as the transverse mass

<) ( ®?ℓ) , ®?miss
)
) =

√
2| ®?ℓ

)
| | ®?miss

)
| (1 − cosΔq( ®?ℓ

)
, ®?miss
)
)) and the derived stransverse mass [125]:

<) 2( ®?1
) , ®?2

) , ®?miss
) ) = min

®@1
)
+ ®@2

)
= ®?miss

)

{
max

[
<) ( ®?1

) , ®@1
) ), <) ( ®?2

) , ®@2
) )

]}
,

where ®?8
)
is the transverse momentum of a visible particle and ®@8

)
is the transverse momentum of an undetec-

ted particle, assumed to be massless, which contributes to the �miss
T . The variants of <) 2 used in this search

are <) 2(1, 1, �miss
T ) and <) 2,min(1 + ℓ, 1, �miss

T ) = min
[
<) 2(11 + ℓ, 12, �

miss
T ), <) 2(11, 12 + ℓ, �miss

T )
]
,

where 1 indicates the 1-tagged (or light) jet associated to one of the two top quark candidates. The
distributions of these variables are expected to have endpoints around <(,) or <(C) in CC̄ events, while

5 In the high-�miss
T 1b category, the momentum components of the light jet associated to the leptonic top candidate are used. In

the boosted 1b-lep categories, the 1-tagged jet associated to the hadronic top quark candidate is omitted.
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reaching higher values in signal events with more undetected particles. The <) 2 variables are not used as
NN inputs in the boosted categories. In total, depending on the event category, the number of NN inputs
ranges between 19 and 26.

When comparing the classification power among different classes of signals in each event category, SUSY
signals at large stop masses are always the ones best classified and with output values close to unity, while
signals with small Δ<(C̃1, j̃0

1) or in the three-body regime are worst classified. Among DM signals, events
with a pseudoscalar mediators are always better classified than events with a scalar mediator for the same
mediator mass. Moreover, when considering mediators with the same parity, signals with small <(q/0)
are classified less optimally than signals with large <(q/0). To illustrate these features, Fig. 2 shows the
the expected distributions of events as a function of the NN output value in the high-�miss

T 2b category for
SM background processes as well as for classes of signal models. Given their different distributions, the
analysis retains sensitivity to all classes of signal events by performing a binned fit to the data distributed
as a function of the NN output value, as described in Section 7.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output

3−10

2−10

1−10

1

10

A
.U

. (
no

rm
al

is
ed

)

SM

1

0χ bW→1t
~

, 1t
~
1t

~

 [175,200] GeV∈) 
1
0χ,

1
t
~

m(∆, 1t
~
1t

~

 [200,500] GeV∈) 
1
0χ,

1
t
~

m(∆, 1t
~
1t

~

)> 500 GeV
1
0χ,

1
t
~

m(∆, 1t
~
1t

~

ATLAS Simulation

Preliminary

=13 TeVs

 2b
T

missHigh-E

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NN Output

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

A
.U

. (
no

rm
al

is
ed

)
SM

100 GeV≥+DM, m(a)tt

100 GeV≥)φ+DM, m(tt

+DM, m(a)<100 GeVtt

)<100 GeVφ+DM, m(tt

ATLAS Simulation

Preliminary

=13 TeVs

 2b
T

missHigh-E

Figure 2: Expected distributions of events as a function of the output value of the stop-NN (left) and of the DM-NN
(right) in the high-�miss

T 2b category. The distribution of the SM background processes is compared to classes of
signal models. In the left plot, C̃1 C̃1 models are grouped according to Δ<(C̃1, j̃0

1) and C̃1 decay mode. In the right plot,
CC̄+DM models with a scalar q or pseudoscalar 0 mediator are shown for mediator masses larger or smaller than
100GeV and <(j) = 1 GeV. Distributions are normalised to the same integral.

The stop-NN and DM-NN output values are used to split each event category into an SR, a CR and a
VR. The SR contains events at high output values with a potentially high purity of signal events. The CR
contains events at low output values with negligible contributions from potential signals. These events
are used to improve the modelling of the background normalisations and templates in situ in each event
category. The VR contains events in the intermediate range which are used to check the validity of the
background model derived at low output values when applied to background events at higher values. For
each SR, the lower threshold on the NN output value is set based on its binned distribution and on the
maximum of the signal-to-background ratio (B/1max

bin ) expected in each bin for all signals not excluded by
Ref. [31].6 As the B/1max

bin is monotonously increasing, the minimum threshold for the SR is chosen as the
maximum output value below which all bins have B/1max

bin < 0.1. The lower threshold for the VR is chosen
in the same way with B/1max

bin < 0.05, while ensuring an expected number of events suitable to validate the
background model. Events with NN output values below the VR lower threshold are accepted in the CR. In

6 For the DM signals, given the previously excluded cross sections, the expected B/1max
bin in each bin is evaluated assuming

6 = 0.5.
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some categories, a lower threshold is set for the CR such that events below that threshold are rejected and
not used for further analysis. These rejected events have background compositions not representative of the
background events in the SR and may contain multi-jet events. With this approach, all CRs, VRs and SRs
are orthogonal and span the full range of the NN output value above a minimum threshold. Table 3 reports
a summary of these selections, together with the signal acceptance efficiencies in the SRs.

Table 3: Summary of the selections on the stop-NN and DM-NN output values which define CRs, VRs and SRs.
Signal efficiency in SRs are also reported. They are computed as the fraction of signal events in a given category
with a NN output value in the range accepted in the SR. The quoted range is based on efficiencies estimated for
all signals across the simulated parameter space. In boosted categories, only efficiencies for C̃1 C̃1 signals with
Δ<(C̃1, j̃0

1) > 500 GeV are considered.

stop-NN DM-NN
Category CR VR SR CR VR SR

Range Range Range Eff. Range Range Range Eff.

High-�miss
T 1b [0.2, 0.64[ [0.64, 0.79[ [0.79, 1.0] 0.4-0.9 [0.3, 0.69[ [0.69, 0.87[ [0.87, 1.0] 0.3-0.4

High-�miss
T 2b [0.1, 0.56[ [0.56, 0.7[ [0.7, 1.0] 0.5-0.9 [0.3, 0.6[ [0.6, 0.76[ [0.76, 1.0] 0.6-0.8

Boosted 1b-lep-1t [0, 0.65[ [0.65, 0.8[ [0.8, 1.0] 0.5-0.9
Boosted 1b-had-1t [0, 0.65[ [0.65, 0.85[ [0.85, 1.0] 0.6-0.9
Boosted 2b-1t [0, 0.75[ [0.75, 0.95[ [0.95, 1.0] 0.6-0.8
Boosted 1b-lep-0t [0, 0.7[ [0.7, 0.85[ [0.85, 1.0] 0.6-0.8
Boosted 1b-had-0t [0.1, 0.75[ [0.75, 0.95[ [0.95, 1.0] 0.4-0.8
Boosted 2b-0t [0, 0.65[ [0.65, 0.8[ [0.8, 1.0] 0.6-0.9

7 Background estimation and statistical model

Dominant sources of background events are processes producing CC̄, single-top (including C,) and,+jets.
Despite its small cross section, the CC̄/ (→ aa) production constitutes another important background as it
yields events with signal-like kinematic properties. All these backgrounds, together with others with minor
contributions, are estimated from simulation with corrections determined from the fit of their predictions to
data. According to simulation, the fraction of background events in which the selected signal lepton is not a
real prompt lepton from a,-boson or g-lepton decay is small. These events are estimated from simulation
with a conservative systematic uncertainty. Multi-jet events are expected to yield a negligible contribution
in any category after the selection on the minimum NN output value and are therefore neglected in the
background estimation.

Events from CC̄ production are modelled via two classes: the semi-leptonic CC̄ events with up to one prompt
lepton (‘CC̄-1L’) and the fully-leptonic CC̄ events with at least two prompt leptons (‘CC̄-2L’). The CC̄-1L events
have the same final state as the signal events, but a lower �miss

T due to the presence of only one neutrino
from,-boson decays. The CC̄-2L events have an amount of �miss

T similar to that in signal events, but the
final state is different as the hadronic top quark candidate is produced by additional jet activity in the
event. Given the different kinematics and the higher susceptibility of the CC̄-2L events to the modelling of
additional radiation, the CC̄-1L and the CC̄-2L components are estimated separately. Their prediction is based
on the same simulation, but their in-situ determinations are independent.

The predicted event yields from CC̄, single-top and ,+jets are corrected in situ by fitting the observed
events in CRs, while testing the presence of signal events in the SRs. This fit is done with a binned
maximum-likelihood approach using the statistical analysis packages RooFit [126], RooStats [127] and
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HistFitter [128]. The statistical model is composed of observed and expected binned distributions in CRs
and SRs. In SRs, events are binned by the output values of either the stop-NNs or the DM-NNs, depending
on the type of signal being tested. In CRs, events are binned by <T multiplied by the lepton electric charge
(<T × @(ℓ)) as this variable allows the individual contributions of the CC̄-1L, CC̄-2L, and,+jets backgrounds
to be determined simultaneously. The <T variable is used because events with one leptonically-decaying
, boson (eg, CC̄-1L and,+jets events) are distributed differently from events with more (eg, CC̄-2L) as the
former feature an endpoint around <, , while the latter extend to higher values. The lepton charge is used
to discriminate between CC̄-1L and,+jets events by exploiting the difference in production cross section for
,+ and,− bosons. The contribution from single-top events is determined mainly in dedicated CRs. The
boosted-2b-1t and boosted-2b-0t CRs are split with a selection on <) 2,min(1 + ℓ, 1, �miss

T ) at 300GeV into
‘low-<) 2’ and ‘high-<) 2’ regions, with the high-<) 2 region being enhanced in single-top events. Given
the small number of events in the high-<) 2 regions, only their total event yields are considered in the fit.

Overall, the statistical model used for the C̃1C̃1 search includes ten CRs and eight SRs, as summarised in
Table 4. In the CC̄+DM search, only the high-�miss

T SRs are considered since no sizeable signal yield is
expected in the boosted SRs. Nonetheless, the boosted categories are still used to improve the determination
of the single-top background. Therefore the statistical model for the CC̄+DM includes the two high-�miss

T
SRs with their associated CRs and also the eight boosted CRs, the same used in the C̃1 C̃1 search. In these
fits, the normalisations of the CC̄-1L, CC̄-2L, single-top and,+jets contributions are scaled by independent
unconstrained fit parameters (normalisation factors or ‘NFs’), as reported in Table 4. Via these NFs and the
experimental and theoretical systematic uncertainties described in Section 8, the background predictions
based on simulation are corrected in situ with the data in CRs and then used to estimate the background
contributions in VRs and SRs. The samples of events in VRs are useful to validate the background
predictions since they have background compositions similar to those in SRs and only small potential signal
contributions. The observed and predicted distributions in CRs, VRs and SRs are shown in Section 9.

Table 4: Summary of the statistical model in terms of event categories, regions into which categories are divided,
observables used in the template fit and normalisation factors (‘NFs’) applied to background contributions in each
region. ‘NN’ stands for the NN output value. The background process on which these NFs act is indicated by the
name of the NF. All ten CRs and eight SRs are used in the fit for the C̃1 C̃1 search. The statistical model for the CC̄+DM
search differs as the SRs in the boosted categories are not used.

Category Fitted observable Normalisation Factors
CR SR NFHigh−met

top−1L NFBoosted
top−1L NFHigh−met

top−2L NFBoosted
top−2L NFHigh−met

,
NFBoosted

,
NFsingletop

High-�miss
T 1b <T × @(ℓ) NN X X X X

High-�miss
T 2b <T × @(ℓ) NN X X X X

Boosted 1b-lep-1t <T × @(ℓ) NN X X X X
Boosted 1b-had-1t <T × @(ℓ) NN X X X X

Boosted 2b-1t <T × @(ℓ) (low-<) 2) NN X X X XYield (high-<) 2)
Boosted 1b-lep-0t <T × @(ℓ) NN X X X X
Boosted 1b-had-0t <T × @(ℓ) NN X X X X

Boosted 2b-0t <T × @(ℓ) (low-<) 2) NN X X X XYield (high-<) 2)

The validation of the predictions for the irreducible CC̄/ (→ aa) background is done using events enhanced
in CC̄/ (→ ℓℓ). These events are selected with the same selection described in Section 6, except that exactly
three signal leptons and no additional baseline lepton are required. Out of these three, two leptons are
required to be of the same flavour and with opposite electric charge. The invariant mass of these two leptons
is also required to be compatible with the leptonic decay of a / boson, <ℓℓ ∈ [81, 101] GeV. In order to
select CC̄/ (→ ℓℓ) events with kinematic properties similar to those of the CC̄/ (→ aa) events accepted in

13



the SRs, the three-lepton events are categorised and classified as the one-lepton events using a modified
missing transverse momentum which includes the vectorial sum of the two leptons from the /-boson
decay.7 As shown in Fig. 3, the observed distributions of events as a function of the stop-NN output value
in the high-�miss

T three-leptons regions are in good agreement with predictions. These predictions are
purely based on theoretical predictions without data-driven corrections. Similar agreement is observed
also for the DM-NN output values. The three-lepton boosted regions are not considered as they do not
yield enough events to provide useful validation regions.
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Figure 3: Observed and expected distributions of the stop-NN output values in the high-�miss
T three-lepton events

with one (left) and two or more (right) 1-tagged jets. Only statistical uncertainties are shown and no data-driven
correction is applied to background predictions.

Data in the three-lepton categories are also useful to validate the accuracy of the simulations used in these
searches in modelling the distributions of the NN output values in signal-like events. This assessment
would have been otherwise not possible in samples of events without a potentially significant signal
contamination.

8 Systematic uncertainties

The main experimental systematic uncertainties on the signal and background predictions include
uncertainties on the determination of the energy scale and resolution of jets and of the �miss

T soft-term, as
well as on the modelling of the efficiencies in 1-tagging and top-tagging and in the (f)JVT selection. Other
systematic uncertainties include uncertainties on the modelling of leptons in terms of energy scale and
reconstruction, trigger, identification and isolation efficiencies. Uncertainties on the integrated luminosity
and on the reweighting of the simulation as a function of the number of interactions per bunch crossing in
data are also considered. The prediction of the small contribution of background events with a non-prompt
lepton is estimated with a 50% uncertainty on the total yield, although the estimation of this small
background bears minimal effect on the results of the searches.

Theoretical uncertainties on the differential cross section of the main sources of background are also
considered. For CC̄ and,+jets events, these include uncertainties related to factorisation and renormalisation

7 The �miss
T significance used to classify three-lepton events is not computed with the modified missing transverse momentum,

but rather with the original ®?miss
)

.
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scales, PDF uncertainties, uncertainties on the matching of partons between ME and PS, uncertainties on
the resummation scale, and uncertainties related to electroweak NLO corrections. For CC̄, uncertainties on
the fragmentation model are also considered. For,+jets, a relative uncertainty of 30% between the,+jets
predictions in event categories with one and two or more 1-tagged jets is assigned to cover uncertainties on
the production of a, boson in association with heavy-flavour quarks [129]. To match the NF scheme
used in the statistical model, these theoretical uncertainties are considered uncorrelated between CC̄-1L and
CC̄-2L events, as well as between the predictions in the high-�miss

T and boosted categories. Theoretical
uncertainties on the single-top production include uncertainties on the amount of initial-state radiation,
on PDF, and on factorisation and renormalisation scales. An uncertainty on the removal of the on-shell
contributions in the C, process is also accounted for as the difference in predicted yields when using the
diagram removal or the diagram subtraction prescriptions. For CC̄/ , uncertainties related to PDF and to
factorisation and normalisation scales are considered. Other minor background contributions, mostly ++
and CC+ besides CC̄/ (→ aa, ℓℓ), are predicted with a conservative uncertainty of 30% on the total cross
section [130, 131]. Theoretical uncertainties on signal predictions from factorisation and renormalisation
scales and PDF uncertainties are also accounted for.

In the statistical model, systematic uncertainties are associated to nuisance parameters (NPs) which are
constrained with Gaussian probability density functions. Statistical uncertainties on the simulated events
are also accounted for. The impact of these uncertainties on the sensitivity of the searches is discussed in
Section 10.

9 Results

Multiple types of fit, either for the C̃1C̃1 or the CC̄+DM search, have been performed to analyse the observed
data: first the ‘background-only’ fit with only data in CRs to validate the background modelling in VRs;
then the background-only fit with data in CRs and SRs to check the compatibility of the data in SRs
with only background contributions; and finally the ‘full’ fit in which data in CRs and SRs are fit with a
model which includes contributions from background processes as well as from a signal model. These
fits are performed separately for the C̃1 C̃1 and the CC̄+DM searches with their dedicated regions, all fit
simultaneously.

In the first background-only fit, background predictions were fit to data in all CRs and then applied via
the fit model to VRs, where predictions were found in agreement with data. After this validation of the
background modelling, the background-only fit with also data in SRs was performed. Observed and
expected distributions in CRs, VRs and SRs after such fit are shown in Figs. 4–9.8 Expected distributions
in SRs from benchmark signal models are also shown. In the C̃1 C̃1 search, the NFs of the CC̄, ,+jets
and single-top contributions are all compatible with unity. The NFs for the CC̄-1L (-2L) background are
1.10 ± 0.07 (1.00 ± 0.05) and 1.00 ± 0.05 (1.21 ± 0.12) in the high-�miss

T and boosted regions, respectively.
The NFs for the,+jets backgrounds are 1.1 ± 0.2 and 1.2 ± 0.1 in the same regions. The single-top NF is
1.4 ± 0.4, with the large uncertainty being in part due to the correlation with the uncertainty related to
the removal of the on-shell C, contributions. Similar values are obtained in the fit for the CC̄+DM search.
Compared to Ref. [31], the overall agreement between data and predictions is better due to improved
background modelling, namely the simulation of the CC̄ production with Sherpa and the simulation of the

8 Distributions in the boosted CRs as determined in the fit for the CC̄+DM search are not shown as they are similar to those
obtained in the fit for the stop search.
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C, production with dynamic scales. The results of the background-only fits with and without data in SRs
are statistically compatible with each other.

A good agreement between data and background predictions is seen in all CRs, VRs and SRs, although an
excess of events in data compared to predictions is seen in SRs with two 1-tagged jets in bins at high NN
output values. To quantify the level of agreement between data and predictions and the significance of this
excess, a profile-likelihood-ratio test [132] is performed on the result of the full fit, in which the statistical
model includes signal predictions. In the C̃1C̃1 search, no point in the considered parameter space leads to a
potential signal contribution determined to be different from zero at more than 2.3 standard deviations. The
points with highest significance are those at high <(C̃1) and low <( j̃0

1) as their distributions are expected
to be strongly peaked at high NN output values and predominantly accepted in the boosted 2b-1t category.
For the CC̄+DM search, no potential signal contribution is observed with significances from zero at more
than 2.1 standard deviations. The significance does not show a clear dependence on the mass or parity of
the mediator.

10 Interpretations

As no significant excess is observed, exclusion limits are calculated using the CLs prescription [133] at
95% confidence level (CL). Figure 10 shows the expected and observed exclusion contours as a function of
<(C̃1) and <( j̃0

1) for the C̃ → C j̃
0
1 or C̃ → 1, j̃0

1 scenarios. The difference between the observed and the
expected limits at high <(C̃1) is due to the excess of events in data at high NN output values, as discussed
in Section 9. The ±1fexp uncertainty band indicates how much the expected limit is affected by systematic
and statistical uncertainties. The results of this search are similar to those from Ref. [31] at high stop
masses where the sensitivity is driven by the statistical power of the recorded data set. However, this
search significantly improves the sensitivity for high neutralino masses covering the parameter region at
Δ<(C̃1, j̃0

1) ∼ <(C) which was not probed by the previous search. For signals with three-body decays
(<(,) < Δ<(C̃1, j̃0

1) < <(C)), this analysis achieves comparable sensitivity to Ref. [31] even though the
stop-NNs have not been trained for these signal events and in Ref. [31] an optimised event selection and an
NN-based discriminant were used. This result shows the benefit of the unified approach used in this search
to cover the full parameter space without designing SRs targetting specific parameter regions. Table 5
shows the main sources of uncertainties on the precision in determining a potential signal contribution.
Statistical uncertainties are the dominant source, followed by the theoretical uncertainties on the background
predictions.

The exclusion limits for the CC̄+DM search are shown in Fig. 11. These limits are computed as upper
limits at 95% CL on the ratio of the CC̄+DM production cross-section for the spin-0 mediator model to the
theoretical cross-section. Limits are shown either as a function of <(q/0) assuming <(j) = 1 GeV, or as
a function of <(j) assuming <(q/0) = 10 GeV. All limits are computed under the hypothesis that 6 = 1.
All signal uncertainties are included in the fit. The ±1f and ±2f uncertainty bands around the expected
upper limits account for all statistical and systematic uncertainties. The upper limits plotted as a function
of <(j) show a sharp weakening at <(j) = 5 GeV as this corresponds to the transition from the CC̄+DM
production with an on-shell to an off-shell mediator with <(q/0) = 10 GeV. The expected upper limits set
by this search supersede those from the previous search in the one-lepton final state [31] and also improve
on the combined limits from Ref. [33], in which the sensitivity is largely dominated by the search in the
two-lepton final state. The differences between expected and observed limits are due to the excess of events
in data in the high-�miss

T 2b SR in the bins at highest NN output values, as previously discussed. As shown
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Table 5: Ratios of the signal cross sections as determined in the fit to the expected signal cross sections ` = fsig
fit /f

sig
Th

for different signal models in the C̃1 C̃1 and CC̄+DM searches. Components of the total uncertainty f(`) from statistical
and major systematic uncertainties are also shown. The component from statistical uncertainties in data is estimated as
the uncertainty on ` when all nuisance parameters in the fit are fixed. Components from systematic uncertainties are
estimated as fsys (`) =

√
f2 (`) − f2

fix (`), where ffix (`) is the uncertainty when the nuisance parameters associated
to the systematic uncertainties are fixed. The components are reported as percentage relative to the total uncertainty
f(`). Correlations across components are not accounted for.

C̃1C̃1, <(C̃1, j̃0
1) GeV CC̄+DM, <(0, j) GeV

(1000, 600) (1200, 200) (50, 1) (200, 1)
` ± f(`) (total uncertainty) 0.27 ± 0.4 0.9 ± 0.5 0.14 ± 0.10 0.22 ± 0.18

Data statistical uncertainty 85 % 91 % 72 % 72 %
Background modelling 42 % 33 % 52 % 50 %
MC statistical uncertainty 24 % 23 % 31 % 36 %
Jet energy scale and resolution 21 % 13 % 29 % 28 %
Flavour tagging efficiency 17 % 11 % 20 % 19 %

in Table 5, the impact of statistical and systematic uncertainties on the sensitivity of the CC̄+DM search is
similar to that of the C̃1 C̃1 search.
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Figure 4: Observed and expected events as a function of <T × @(ℓ) in the CR (top) and of the stop-NN output value
in the VR (middle row) and the SR (bottom) in the high-�miss

T 1b (left) and 2b (right) stop regions. The expected
distributions are as determined in the background-only fit with data in CRs and SRs for the C̃1 C̃1 search. The hatched
area around the total SM prediction includes statistical and systematic uncertainties. The lower panels show the ratio
of the observed data to the expected SM events, as well as the ratio of the sum of the expected SM and signal events
to the SM events. In CRs, the last (first) bin contains overflows (underflows).
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Figure 5: Observed and expected event yields in the high-<) 2 CR in the boosted 2b-1t (left) and 2b-0t (right) stop
regions. The expected distributions are as determined in the background-only fit with data in CRs and SRs for the
C̃1 C̃1 search. The hatched area around the total SM prediction includes statistical and systematic uncertainties. The
lower panels show the ratio of the observed data to the expected SM events.
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Figure 6: Observed and expected events distributed as a function of <T × @(ℓ) in the low-<) 2 CR (top) and of the
stop-NN output value in the VR (middle row) and SR (bottom) in the boosted 2b-1t (left) and 2b-0t (right) stop
regions. The expected distributions are as determined in the background-only fit with data in CRs and SRs for the
C̃1 C̃1 search. The hatched area around the total SM prediction includes statistical and systematic uncertainties. The
lower panels show the ratio of the observed data to the expected SM events, as well as the ratio of the sum of the
expected SM and signal events to the SM events. In CRs, the last (first) bin contains overflows (underflows).
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Figure 7: Observed and expected events as a function of <T × @(ℓ) in the CR (top) and of the stop-NN output value
in the VR (middle row) and the SR (bottom) in the boosted 1b-had-1t (left) and 1b-lep-1t (right) stop regions. The
expected distributions are as determined in the background-only fit with data in CRs and SRs for the C̃1 C̃1 search. The
hatched area around the total SM prediction includes statistical and systematic uncertainties. The lower panels show
the ratio of the observed data to the expected SM events, as well as the ratio of the sum of the expected SM and
signal events to the SM events. In CRs, the last (first) bin contains overflows (underflows).
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Figure 8: Observed and expected events as a function of <T × @(ℓ) in the CR (top) and of the stop-NN output value
in the VR (middle row) and the SR (bottom) in the boosted 1b-had-0t (left) and 1b-lep-0t (right) stop regions. The
expected distributions are as determined in the background-only fit with data in CRs and SRs for the C̃1 C̃1 search. The
hatched area around the total SM prediction includes statistical and systematic uncertainties. The lower panels show
the ratio of the observed data to the expected SM events, as well as the ratio of the sum of the expected SM and
signal events to the SM events. In CRs, the last (first) bin contains overflows (underflows).
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Figure 9: Observed and expected events as a function of <T × @(ℓ) in the CR (top) and of the DM-NN output value
in the VR (middle row) and the SR (bottom) in the high-�miss

T 1b (left) and 2b (right) DM regions. The expected
distributions are as determined in the background-only fit with data in CRs and SRs for the CC̄+DM search. The
hatched area around the total SM prediction includes statistical and systematic uncertainties. The lower panels show
the ratio of the observed data to the expected SM events, as well as the ratio of the sum of the expected SM and
signal events to the SM events. In CRs, the last (first) bin contains overflows (underflows).
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Figure 11: Upper limit at 95% CL on the ratio of the CC̄+DM production cross-section to the theoretical cross-section
under the hypothesis of (left) a scalar or (right) a pseudoscalar mediator. Limits are shown as a function of <(q/0)
assuming <(j) = 1 GeV (top), or as a function of <(j) assuming <(q/0) = 10 GeV (bottom). All limits are
computed assuming 6 = 1. Limits from previous publications [31, 33] are also shown. Limits from this search as
well as those from Ref. [33] disregard C,+DM contributions to the signal yield.
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11 Discussion and conclusions

This note presents searches for the direct production of a pair of top squarks, and for the production of
a spin-0 mediator in association with a pair of top quarks and decaying into DM particles, using the
full Run-2 ?? data set recorded by ATLAS at

√
B = 13 TeV. These searches are conducted with events

compatible with the presence of a semileptonic decay of a pair of top quarks and with large �miss
T .

This note improves on the searches presented in Ref. [31] as a result of the development of a novel inclusive
analysis approach based on neural networks. In this approach, inclusive event categories are defined
using the multiplicities and kinematic properties of jets, 1-tagged jets and �miss

T . In each category, neural
networks are trained by considering potential signals across the parameter space under study, so that the
resulting signal regions are sensitive to wide ranges of the parameter space. A novel approach using neural
networks is also developed to reconstruct hadronic top quark decays.

Compared to Ref. [31], which uses the same data set, these searches are sensitive to wide ranges of
parameter space. In particular, the sensitivity to stop pair production for splitting between the stop and the
neutralino masses at about the top mass is significantly improved. The sensitivity to spin-0 mediators is also
improved across all the parameter space. In addition to the broader sensitivity, this novel analysis approach
offers the benefit that no dedicated signal region need be optimised for specific regions of the parameter
space. Moreover, with only one discriminant per category for all signal models under test the analysis is
simpler because the data and background distributions remain the same while different signal predictions
are tested. This also means the validation of the background modelling is more straightforward and the
interpretability of results for new signals is likely to be simpler and more effective. Another important
development included in this note is the improved modelling of top quark production both in pairs and via
single-top processes.

No statistically significant deviations from the SM expectation are observed and exclusion limits at 95%
confidence level are set. In the simplified models considered in this note, stops are excluded for masses
up to 1090GeV, while neutralinos are excluded for masses up to 600GeV. Compared to the parameter
space excluded by Ref. [31], the region with stop-neutralino mass splitting slightly above the top mass
and neutralino masses below 500GeV is now excluded, while the maximum excluded neutralino mass is
increased by about 80GeV. In the CC̄+DM search, when assuming the strengths of the couplings of the
mediator to DM and SM particles 6 = 6@ = 6j = 1, models with scalar (pseudoscalar) mediators with
masses up to 250 (300) GeV are excluded, while at lower mediator masses, models with production cross
sections as small as 0.22 (0.26) times the nominal predictions are excluded. These cross sections are about
half as large as the cross sections excluded in Ref. [31].
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Appendix

Table 6: Observed and expected event yields before and after fit in the high-�miss
T 1b regions for the C̃1 C̃1 search.

Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR high-�miss
T 1b VR high-�miss

T 1b SR high-�miss
T 1b

Observed events 26301 3070 4327

Fitted bkg events 26300 ± 200 3300 ± 100 4280 ± 60

Fitted CC̄ (2L) 6100 ± 300 1810 ± 80 2700 ± 100
Fitted CC̄ (1L) 10700 ± 500 470 ± 50 270 ± 20
Fitted single-top 3200 ± 900 300 ± 80 360 ± 90
Fitted,+jets 5600 ± 700 500 ± 100 460 ± 90
Fitted CC̄/ 63.0 ± 3.0 33.0 ± 1.0 140.0 ± 5.0
Fitted,/ 150 ± 40 10.0 ± 3.0 9.0 ± 3.0
Fitted Others 500 ± 100 130 ± 30 280 ± 70
Fitted Fakes 100 ± 60 30 ± 10 20 ± 10

Prefit SM events 25000 ± 2000 3000 ± 400 4000 ± 500

Prefit CC̄ (2L) 6100 ± 500 1700 ± 200 2600 ± 300
Prefit CC̄ (1L) 10000 ± 1000 500 ± 100 270 ± 40
Prefit single-top 2300 ± 400 230 ± 20 270 ± 30
Prefit,+jets 5300 ± 600 400 ± 200 400 ± 200
Prefit CC̄/ 65.0 ± 4.0 34.0 ± 2.0 144.0 ± 8.0
Prefit,/ 150 ± 50 11.0 ± 4.0 10.0 ± 3.0
Prefit Others 500 ± 100 120 ± 40 270 ± 80
Prefit Fakes 140 ± 70 40 ± 20 30 ± 20
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Table 7: Observed and expected event yields before and after fit in the high-�miss
T 2b regions for the C̃1 C̃1 search.

Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR high-�miss
T 2b VR high-�miss

T 2b SR high-�miss
T 2b

Observed events 35795 2675 4110

Fitted bkg events 35800 ± 200 2630 ± 60 4090 ± 60

Fitted CC̄ (2L) 9500 ± 400 1500 ± 60 2620 ± 100
Fitted CC̄ (1L) 19200 ± 800 660 ± 40 500 ± 40
Fitted single-top 4000 ± 1000 290 ± 70 400 ± 100
Fitted,+jets 1900 ± 500 90 ± 40 140 ± 40
Fitted CC̄/ 82.0 ± 3.0 27.0 ± 1.0 197.0 ± 8.0
Fitted,/ 140 ± 40 10.0 ± 3.0 8.0 ± 3.0
Fitted Others 500 ± 100 60 ± 10 160 ± 40
Fitted Fakes 120 ± 70 10.0 ± 6.0 20 ± 10

Prefit SM events 35000 ± 3000 2500 ± 300 4000 ± 500

Prefit CC̄ (2L) 10100 ± 900 1400 ± 100 2500 ± 400
Prefit CC̄ (1L) 19000 ± 2000 600 ± 100 510 ± 100
Prefit single-top 3300 ± 300 220 ± 40 400 ± 100
Prefit,+jets 2200 ± 800 100 ± 100 170 ± 100
Prefit CC̄/ 83.0 ± 5.0 26.0 ± 2.0 200 ± 10
Prefit,/ 150 ± 50 10.0 ± 4.0 8.0 ± 3.0
Prefit Others 500 ± 100 50 ± 20 150 ± 50
Prefit Fakes 170 ± 90 15.0 ± 7.0 30 ± 10
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Table 8: Observed and expected event yields before and after fit in the boosted 2b-1t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated when reaching to zero event yield.

Channel CR boosted 2b-1t low-<) 2 CR boosted 2b-1t high-<) 2 VR boosted 2b-1t SR boosted 2b-1t

Observed events 4183 127 53 18

Fitted bkg events 4180 ± 80 110.0 ± 7.0 70 ± 20 12.0 ± 1.0

Fitted CC̄ (2L) 510 ± 70 4.0 ± 0.7 10.0 ± 3.0 2.9 ± 0.5
Fitted CC̄ (1L) 3400 ± 100 42.0 ± 4.0 50 ± 10 4.0 ± 0.8
Fitted single-top 130 ± 50 47.0 ± 9.0 5.0 ± 1.0 1.2 ± 0.3
Fitted,+jets 26.0 ± 7.0 7.0 ± 2.0 1.3 ± 0.4 0.2 ± 0.1
Fitted CC̄/ 7.8 ± 0.5 0.4 ± 0.1 1.3 ± 0.3 2.0 ± 0.2
Fitted,/ 1.3 ± 0.4 0.4 ± 0.1 0.01 ± 0.01 0.0 ± 0.0
Fitted Others 100 ± 20 8.0 ± 2.0 2.9 ± 0.9 1.7 ± 0.4
Fitted Fakes 20 ± 10 0.9 ± 0.5 0.3 ± 0.1 0.1 ± 0.0

Prefit SM events 4000 ± 500 110 ± 40 80 ± 30 11.0 ± 2.0

Prefit CC̄ (2L) 370 ± 60 2.9 ± 0.6 9.0 ± 3.0 2.0 ± 1.0
Prefit CC̄ (1L) 3400 ± 500 42.0 ± 7.0 60 ± 30 4.0 ± 2.0
Prefit single-top 90 ± 40 50 ± 30 3.0 ± 2.0 1.1 ± 0.7
Prefit,+jets 30 ± 10 8.0 ± 3.0 1.5 ± 0.6 0.2 ± 0.2
Prefit CC̄/ 8.1 ± 0.6 0.4 ± 0.1 1.3 ± 0.3 1.9 ± 0.2
Prefit,/ 1.4 ± 0.4 0.4 ± 0.1 0.01 ± 0.01 0.0 ± 0.0
Prefit Others 90 ± 30 7.0 ± 2.0 3.0 ± 1.0 1.5 ± 0.5
Prefit Fakes 30 ± 20 1.2 ± 0.6 0.4 ± 0.2 0.1 ± 0.0

Table 9: Observed and expected event yields before and after fit in the boosted 2b-0t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 2b-0t low-<) 2 CR boosted 2b-0t high-<) 2 VR boosted 2b-0t SR boosted 2b-0t

Observed events 3526 206 93 74

Fitted bkg events 3520 ± 60 220 ± 10 90.0 ± 6.0 73.0 ± 6.0

Fitted CC̄ (2L) 550 ± 60 11.0 ± 2.0 33.0 ± 4.0 47.0 ± 5.0
Fitted CC̄ (1L) 2230 ± 100 48.0 ± 4.0 27.0 ± 3.0 6.0 ± 1.0
Fitted single-top 400 ± 100 90 ± 20 14.0 ± 3.0 9.0 ± 2.0
Fitted,+jets 160 ± 40 50 ± 10 11.0 ± 3.0 5.0 ± 2.0
Fitted CC̄/ 4.8 ± 0.3 0.1 ± 0.1 0.5 ± 0.1 1.7 ± 0.2
Fitted,/ 12.0 ± 4.0 2.5 ± 0.8 0.4 ± 0.1 0.2 ± 0.1
Fitted Others 90 ± 20 10.0 ± 3.0 3.5 ± 0.9 3.9 ± 1.0
Fitted Fakes 20 ± 10 1.4 ± 0.8 0.2 ± 0.1 0.4 ± 0.2

Prefit SM events 3300 ± 200 240 ± 100 80 ± 20 60 ± 10

Prefit CC̄ (2L) 450 ± 40 10.0 ± 2.0 28.0 ± 6.0 36.0 ± 7.0
Prefit CC̄ (1L) 2200 ± 200 49.0 ± 7.0 28.0 ± 7.0 9.0 ± 6.0
Prefit single-top 350 ± 50 100 ± 90 12.0 ± 5.0 9.0 ± 5.0
Prefit,+jets 190 ± 80 60 ± 20 10+10

−10 5.0+6.0−5.0
Prefit CC̄/ 4.8 ± 0.4 0.1 ± 0.1 0.6 ± 0.2 1.9 ± 0.2
Prefit,/ 12.0 ± 4.0 2.4 ± 0.8 0.4 ± 0.2 0.2 ± 0.1
Prefit Others 90 ± 30 10.0 ± 3.0 3.0 ± 1.0 4.0 ± 1.0
Prefit Fakes 30 ± 10 2.0 ± 1.0 0.3 ± 0.2 0.5 ± 0.3

37



Table 10: Observed and expected event yields before and after fit in the boosted 1b-had-1t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-had-1t VR boosted 1b-had-1t SR boosted 1b-had-1t

Observed events 3093 50 24

Fitted bkg events 3130 ± 50 47.0 ± 6.0 20.0 ± 1.0

Fitted CC̄ (2L) 290 ± 40 5.0 ± 3.0 4.7 ± 0.7
Fitted CC̄ (1L) 2070 ± 80 23.0 ± 5.0 4.2 ± 0.5
Fitted single-top 270 ± 70 7.0 ± 2.0 2.6 ± 0.7
Fitted,+jets 390 ± 30 8.8 ± 0.9 4.3 ± 0.6
Fitted CC̄/ 4.7 ± 0.3 0.8 ± 0.1 1.8 ± 0.2
Fitted,/ 14.0 ± 4.0 0.4 ± 0.1 0.0 ± 0.0
Fitted Others 70 ± 20 2.2 ± 0.5 2.4 ± 0.6
Fitted Fakes 20 ± 10 0.4 ± 0.3 0.2 ± 0.1

Prefit SM events 3000 ± 300 40 ± 10 17.0 ± 3.0

Prefit CC̄ (2L) 220 ± 70 4.0+5.0−4.0 3.0 ± 2.0
Prefit CC̄ (1L) 2100 ± 200 24.0 ± 9.0 5.0 ± 2.0
Prefit single-top 200 ± 10 5.0 ± 3.0 1.9 ± 1.0
Prefit,+jets 350 ± 20 8.0 ± 2.0 3.0 ± 1.0
Prefit CC̄/ 4.8 ± 0.4 0.8 ± 0.1 1.8 ± 0.2
Prefit,/ 15.0 ± 5.0 0.4 ± 0.1 0.0 ± 0.0
Prefit Others 70 ± 20 2.0 ± 0.6 2.2 ± 0.7
Prefit Fakes 30 ± 10 0.6 ± 0.3 0.3 ± 0.1
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Table 11: Observed and expected event yields before and after fit in the boosted 1b-had-0t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-had-0t VR boosted 1b-had-0t SR boosted 1b-had-0t

Observed events 2223 96 23

Fitted bkg events 2210 ± 50 111.0 ± 8.0 21.0 ± 3.0

Fitted CC̄ (2L) 140 ± 20 24.0 ± 4.0 8.0 ± 2.0
Fitted CC̄ (1L) 570 ± 30 24.0 ± 6.0 0.1 ± 0.1
Fitted single-top 210 ± 40 13.0 ± 3.0 2.9 ± 0.7
Fitted,+jets 1180 ± 60 40.0 ± 3.0 5.0 ± 2.0
Fitted CC̄/ 2.2 ± 0.2 1.0 ± 0.1 0.6 ± 0.1
Fitted,/ 40 ± 10 1.6 ± 0.5 0.1 ± 0.0
Fitted Others 60 ± 10 7.0 ± 2.0 5.0 ± 1.0
Fitted Fakes 4.0 ± 2.0 0.4 ± 0.2 0.1 ± 0.1

Prefit SM events 2000 ± 200 90 ± 20 19.0 ± 8.0

Prefit CC̄ (2L) 120 ± 20 21.0 ± 7.0 6.0 ± 4.0
Prefit CC̄ (1L) 590 ± 40 20+20

−20 0.2 ± 0.1
Prefit single-top 180 ± 70 11.0 ± 5.0 3.0 ± 2.0
Prefit,+jets 1000 ± 100 30 ± 10 5.0+6.0−5.0
Prefit CC̄/ 2.2 ± 0.2 1.0 ± 0.1 0.6 ± 0.1
Prefit,/ 40 ± 10 1.7 ± 0.5 0.1 ± 0.0
Prefit Others 60 ± 20 7.0 ± 2.0 4.0 ± 1.0
Prefit Fakes 5.0 ± 3.0 0.5 ± 0.3 0.2 ± 0.1
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Table 12: Observed and expected event yields before and after fit in the boosted 1b-lep-1t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-lep-1t VR boosted 1b-lep-1t SR boosted 1b-lep-1t

Observed events 2429 32 39

Fitted bkg events 2430 ± 70 40 ± 10 36.0 ± 3.0

Fitted CC̄ (2L) 280 ± 40 11.0 ± 3.0 21.0 ± 3.0
Fitted CC̄ (1L) 1640 ± 70 17.0 ± 9.0 5.0 ± 1.0
Fitted single-top 140 ± 40 2.9 ± 0.9 2.0 ± 0.5
Fitted,+jets 280 ± 30 5.5 ± 0.9 4.0 ± 0.5
Fitted CC̄/ 2.9 ± 0.3 0.2 ± 0.1 1.4 ± 0.1
Fitted,/ 10.0 ± 3.0 0.3 ± 0.1 0.2 ± 0.1
Fitted Others 70 ± 20 1.5 ± 0.5 2.5 ± 0.6
Fitted Fakes 9.0 ± 5.0 0.1 ± 0.1 0.3 ± 0.1

Prefit SM events 2300 ± 200 40 ± 30 30 ± 10

Prefit CC̄ (2L) 260 ± 60 9.0 ± 4.0 17.0 ± 8.0
Prefit CC̄ (1L) 1600 ± 200 30+30

−30 5.0+8.0−5.0
Prefit single-top 110 ± 10 3.0 ± 1.0 1.6 ± 0.9
Prefit,+jets 260 ± 20 4.6 ± 0.9 3.4 ± 0.5
Prefit CC̄/ 3.0 ± 0.3 0.2 ± 0.1 1.4 ± 0.1
Prefit,/ 11.0 ± 3.0 0.4 ± 0.2 0.2 ± 0.1
Prefit Others 60 ± 20 1.5 ± 0.5 2.3 ± 0.7
Prefit Fakes 13.0 ± 7.0 0.2 ± 0.1 0.4 ± 0.2
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Table 13: Observed and expected event yields before and after fit in the boosted 1b-lep-0t regions for the C̃1 C̃1 search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-lep-0t VR boosted 1b-lep-0t SR boosted 1b-lep-0t

Observed events 12705 259 225

Fitted bkg events 12700 ± 200 290 ± 10 230 ± 10

Fitted CC̄ (2L) 1900 ± 200 120 ± 10 160 ± 10
Fitted CC̄ (1L) 5700 ± 300 61.0 ± 4.0 19.0 ± 1.0
Fitted single-top 1500 ± 400 34.0 ± 8.0 20.0 ± 5.0
Fitted,+jets 3100 ± 200 56.0 ± 7.0 22.0 ± 2.0
Fitted CC̄/ 6.3 ± 0.7 0.2 ± 0.1 1.4 ± 0.4
Fitted,/ 120 ± 40 3.1 ± 0.9 1.0 ± 0.3
Fitted Others 340 ± 80 10.0 ± 2.0 15.0 ± 4.0
Fitted Fakes 40 ± 20 1.0 ± 0.6 0.9 ± 0.5

Prefit SM events 12000 ± 1000 240 ± 30 200 ± 20

Prefit CC̄ (2L) 1600 ± 200 100 ± 10 130 ± 20
Prefit CC̄ (1L) 6100 ± 800 65.0 ± 8.0 19.0 ± 3.0
Prefit single-top 1100 ± 200 26.0 ± 6.0 17.0 ± 7.0
Prefit,+jets 2700 ± 200 40 ± 20 16.0 ± 9.0
Prefit CC̄/ 6.5 ± 0.8 0.2+0.2−0.2 1.5 ± 0.5
Prefit,/ 120 ± 40 3.1 ± 1.0 1.1 ± 0.4
Prefit Others 320 ± 100 9.0 ± 3.0 15.0 ± 5.0
Prefit Fakes 60 ± 30 1.4 ± 0.7 1.3 ± 0.7
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Table 14: Observed and expected event yields before and after fit in the high-�miss
T 1b regions for the CC̄+DM search.

Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR high-�miss
T 1b VR high-�miss

T 1b SR high-�miss
T 1b

Observed events 40315 5644 1222

Fitted bkg events 40300 ± 300 5800 ± 200 1200 ± 30

Fitted CC̄ (2L) 9600 ± 500 3600 ± 200 620 ± 40
Fitted CC̄ (1L) 19000 ± 1000 530 ± 60 51.0 ± 10.0
Fitted single-top 4000 ± 2000 400 ± 100 90 ± 20
Fitted,+jets 6000 ± 1000 700 ± 200 230 ± 40
Fitted CC̄/ 75.0 ± 3.0 97.0 ± 4.0 82.0 ± 5.0
Fitted,/ 160 ± 50 13.0 ± 4.0 2.6 ± 0.8
Fitted Others 700 ± 200 300 ± 80 120 ± 30
Fitted Fakes 200 ± 100 50 ± 30 8.0 ± 4.0

Prefit SM events 39000 ± 4000 5400 ± 700 1100 ± 100

Prefit CC̄ (2L) 9100 ± 700 3300 ± 400 570 ± 90
Prefit CC̄ (1L) 20000 ± 2000 600 ± 200 60 ± 30
Prefit single-top 3600 ± 700 380 ± 40 80 ± 20
Prefit,+jets 5400 ± 800 600 ± 200 160 ± 70
Prefit CC̄/ 75.0 ± 5.0 97.0 ± 6.0 82.0 ± 6.0
Prefit,/ 170 ± 50 13.0 ± 4.0 2.7 ± 0.9
Prefit Others 600 ± 200 280 ± 90 110 ± 30
Prefit Fakes 200 ± 100 70 ± 30 10.0 ± 5.0
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Table 15: Observed and expected event yields before and after fit in the high-�miss
T 2b regions for the CC̄+DM search.

Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR high-�miss
T 2b VR high-�miss

T 2b SR high-�miss
T 2b

Observed events 22033 3579 2420

Fitted bkg events 22000 ± 200 3700 ± 100 2430 ± 50

Fitted CC̄ (2L) 7600 ± 300 2500 ± 100 1420 ± 70
Fitted CC̄ (1L) 10700 ± 500 710 ± 70 260 ± 30
Fitted single-top 2200 ± 700 300 ± 80 310 ± 70
Fitted,+jets 1000 ± 300 100 ± 30 90 ± 40
Fitted CC̄/ 62.0 ± 3.0 46.0 ± 2.0 186.0 ± 8.0
Fitted,/ 70 ± 20 5.0 ± 2.0 2.7 ± 0.9
Fitted Others 310 ± 80 80 ± 20 130 ± 30
Fitted Fakes 110 ± 60 30 ± 20 18.0 ± 10.0

Prefit SM events 22000 ± 2000 3600 ± 400 2400 ± 300

Prefit CC̄ (2L) 7400 ± 600 2300 ± 300 1400 ± 200
Prefit CC̄ (1L) 11000 ± 1000 800 ± 200 300 ± 60
Prefit single-top 1800 ± 200 270 ± 80 300 ± 100
Prefit,+jets 1100 ± 300 120 ± 80 110 ± 60
Prefit CC̄/ 61.0 ± 3.0 45.0 ± 4.0 190 ± 10
Prefit,/ 70 ± 20 5.0 ± 2.0 2.8 ± 1.0
Prefit Others 280 ± 90 80 ± 20 120 ± 40
Prefit Fakes 130 ± 70 40 ± 20 20 ± 10
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Table 16: Observed and expected event yields before and after fit in the boosted 1t CRs for the CC̄+DM search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-had-1t CR boosted 1b-lep-1t CR boosted 2b-1t low-<) 2 CR boosted 2b-1t high-<) 2

Observed events 3093 2429 4183 127

Fitted bkg events 3110 ± 50 2430 ± 60 4190 ± 80 108.0 ± 7.0

Fitted CC̄ (2L) 290 ± 50 290 ± 50 520 ± 90 4.0 ± 0.9
Fitted CC̄ (1L) 2080 ± 80 1640 ± 80 3400 ± 100 44.0 ± 4.0
Fitted single-top 230 ± 70 120 ± 40 110 ± 50 44.0 ± 9.0
Fitted,+jets 400 ± 30 290 ± 30 27.0 ± 7.0 8.0 ± 2.0
Fitted CC̄/ 4.6 ± 0.4 2.9 ± 0.3 7.7 ± 0.5 0.4 ± 0.1
Fitted,/ 14.0 ± 4.0 10.0 ± 3.0 1.3 ± 0.4 0.4 ± 0.1
Fitted Others 70 ± 20 70 ± 20 90 ± 20 8.0 ± 2.0
Fitted Fakes 20 ± 10 11.0 ± 6.0 30 ± 20 1.0 ± 0.6

Prefit SM events 3000 ± 300 2300 ± 200 4000 ± 500 110 ± 40

Prefit CC̄ (2L) 220 ± 70 260 ± 60 370 ± 60 2.9 ± 0.6
Prefit CC̄ (1L) 2100 ± 200 1600 ± 200 3400 ± 500 42.0 ± 7.0
Prefit single-top 200 ± 20 110 ± 10 90 ± 30 50 ± 40
Prefit,+jets 350 ± 20 260 ± 20 30 ± 10 8.0 ± 3.0
Prefit CC̄/ 4.8 ± 0.4 3.0 ± 0.3 8.1 ± 0.6 0.4 ± 0.1
Prefit,/ 15.0 ± 5.0 11.0 ± 3.0 1.4 ± 0.4 0.4 ± 0.1
Prefit Others 70 ± 20 60 ± 20 90 ± 30 7.0 ± 2.0
Prefit Fakes 30 ± 10 13.0 ± 7.0 30 ± 20 1.2 ± 0.6

Table 17: Observed and expected event yields before and after fit in the boosted 0t CRs for the CC̄+DM search.
Uncertainties include statistical and systematic uncertainties. Uncertainties on the fitted yields are symmetric by
construction, where the negative error is truncated at zero.

Channel CR boosted 1b-had-0t CR boosted 1b-lep-0t CR boosted 2b-0t low-<) 2 CR boosted 2b-0t high-<) 2

Observed events 2223 12705 3526 206

Fitted bkg events 2210 ± 50 12700 ± 200 3510 ± 60 220 ± 10

Fitted CC̄ (2L) 150 ± 20 1900 ± 300 570 ± 90 12.0 ± 2.0
Fitted CC̄ (1L) 570 ± 30 5800 ± 400 2300 ± 100 48.0 ± 4.0
Fitted single-top 180 ± 40 1300 ± 400 400 ± 100 90 ± 20
Fitted,+jets 1210 ± 60 3200 ± 200 170 ± 50 50 ± 10
Fitted CC̄/ 2.2 ± 0.2 6.3 ± 0.7 4.8 ± 0.3 0.1 ± 0.1
Fitted,/ 30 ± 10 120 ± 40 12.0 ± 4.0 2.5 ± 0.8
Fitted Others 60 ± 20 340 ± 90 90 ± 20 10.0 ± 3.0
Fitted Fakes 4.0 ± 2.0 50 ± 20 20 ± 10 1.6 ± 0.9

Prefit SM events 2000 ± 200 12000 ± 1000 3300 ± 200 240 ± 100

Prefit CC̄ (2L) 120 ± 20 1600 ± 200 450 ± 40 10.0 ± 2.0
Prefit CC̄ (1L) 590 ± 40 6100 ± 800 2200 ± 200 49.0 ± 7.0
Prefit single-top 180 ± 80 1100 ± 200 350 ± 70 100 ± 90
Prefit,+jets 1000 ± 100 2700 ± 200 190 ± 80 60 ± 20
Prefit CC̄/ 2.2 ± 0.2 6.5 ± 0.8 4.8 ± 0.4 0.1 ± 0.1
Prefit,/ 40 ± 10 120 ± 40 12.0 ± 4.0 2.4 ± 0.8
Prefit Others 60 ± 20 320 ± 100 90 ± 30 10.0 ± 3.0
Prefit Fakes 5.0 ± 3.0 60 ± 30 30 ± 10 2.0 ± 1.0
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Figure 12: Observed and expected events as a function of the stop-NN output value in the high-�miss
T 1b (left) and 2b

(right) CRs. The expected distributions are as determined in the fit for the C̃1 C̃1 search. The hatched area around the
total SM prediction includes statistical and systematic uncertainties. The lower panels show the ratio of the observed
data to the expected SM events.
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Table 18: Lists of input features for the stop- and DM-NNs in each event category. Inputs are defined in text. † The
?T of the CC̄ + �miss

T system is before Lorentz boost.

Category High-�miss
T Boosted

1b 2b 1b-lep-1t (-0t) 1b-had-1t (-0t) 2b-1t (-0t)

�miss
T � X X X X X

Significance X X X X X
tophad ?G X X X X X

?H X X X X X
?I X X X X X
� X X X X X
top-NN output X X

toplep ?I X X X X X

� X X X X X
CC̄ + �miss

T ?T
† X X X X X

lepton ?G X X X X X
?H X X X X X
?I X X X X X
� X X X X X

1-jet in tophad ?G X X X X
?H X X X X
?I X X X X
� X X X X

1-jet in toplep ?G X X X X X

?H X X X X X
?I X X X X X
� X X X X X

Δ'(1, 1) X X X X X
<) (ℓ, �miss

T ) X X X X X
<) 2(1, 1, �miss

T ) X X
<) 2,min(1 + ℓ, 1, �miss

T ) X X

46



NN Output

0

500

1000

1500

2000

2500

3000

3500
E

ve
nt

s
Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 2b-1t 

T2Low-m

0 0.2 0.4 0.6
NN Output

0.8

1

1.2

D
at

a/
S

M NN Output

0

500

1000

1500

2000

2500

3000

3500

E
ve

nt
s

Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 2b-0t 

T2Low-m

0 0.2 0.4 0.6
NN Output

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

NN Output

0

500

1000

1500

2000

2500

3000E
ve

nt
s

Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 1b-had-1t 

0 0.2 0.4 0.6
NN Output

0.8

1

1.2

D
at

a/
S

M NN Output

0

200

400

600

800

1000

1200

1400

1600

1800

E
ve

nt
s

Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 1b-had-0t

0.2 0.4 0.6
NN Output

0.8

1

1.2

1.4

D
at

a/
S

M

NN Output

0

500

1000

1500

2000

2500

3000

E
ve

nt
s

Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 1b-lep-1t 

0 0.2 0.4 0.6
NN Output

0.8

1

1.2

D
at

a/
S

M NN Output

0

2000

4000

6000

8000

10000

12000

14000

16000

E
ve

nt
s

Data SM

)νν ll,→Z(tt -2Ltt

-1Ltt Single-top

W+jets Others

ATLAS Preliminary
-1=13 TeV, L = 140 fbs

CR boosted 1b-lep-0t

0 0.2 0.4 0.6
NN Output

0.9

1

1.1

D
at

a/
S

M

Figure 13: Observed and expected events as a function of the stop-NN output value in the boosted 2b (top) and 1b
(middle row) and 1b-lep (bottom) CRs. Plots on the left are for 1t regions and plots on the right are for 0t regions.
The expected distributions are as determined in the fit for the C̃1 C̃1 search. The hatched area around the total SM
prediction includes statistical and systematic uncertainties. The lower panels show the ratio of the observed data to
the expected SM events.
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Figure 14: Observed and expected events as a function of the DM-NN output value in the high-�miss
T 1b (left) and 2b

(right) CRs. The expected distributions are as determined in the fit for the CC̄+DM search. The hatched area around
the total SM prediction includes statistical and systematic uncertainties. The lower panels show the ratio of the
observed data to the expected SM events.
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