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Abstract

The analysis presented in this thesis expects to provide the first observation of the op-
posite sign WW with an associated photon process and to measure its fiducial cross section.
The analysis uses proton-proton collision data collected between 2015 and 2018 using the
ATLAS detector at a center of mass energy of 13 TeV corresponding to an integrated lu-
minosity of 139 inverse fb. Only events where one W boson decays to an electron and the
other W boson decays to a muon are considered. Significant deviations from the measured
opposite sign WW with an associated photon production cross section and the Standard
Model (SM) prediction can provide evidence for beyond the Standard Model (BSM) physics.
In addition, any deviation from the SM prediction can be parameterized in the framework
of an effective field theory (EFT) and limits can be placed on these EFT parameters. The
results of the EFT measurement are beyond the scope of this thesis and will be presented
in another thesis. The majority of the background events arise from processes with prompt
photons including tt with an associated photon and Z boson production with an associated
photon. The analysis also considers backgrounds from non-prompt photons from electrons or
hadrons. To improve the measurement sensitivity, a BDT (boosted decision tree) is trained
using several well modeled input variables. The BDT combines the information from the
input variables into a single variable: the BDT score. The opposite sign WW with an associ-
ated photon fiducial cross section and statistical significance are calculated by performing a
binned maximum likelihood fit using the BDT output distribution. The expected statistical
significance of the measurement is 7.2 o and the expected fiducial cross section is 10.5 + 14%
(cross section) £ 15% fb (measurement). Where the cross section uncertainty is associated
with the determination of the fiducial volume and the measurement uncertainty is associated

with the determination of the signal strength using the binned maximum likelihood fit.
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Chapter 1

Introduction

The analysis presented in this thesis seeks to provide the first observation of the WinF”y
process and measure it’s fiducial cross section using data the proton-proton collision data
collected at a center of mass energy (1/s) of 13 TeV by the ATLAS detector in the period
from 2015 to 2018.

Chapter 2 will introduce the standard model (SM) and the WinFV production process
as well as describe how Monte Carlo methods can be used to provide a theoretical prediction
that can be compared to data. Chapter 3 will describe the Large Hadron Collider (LHC) and
the ATLAS detector used to collect this data. Chapter 4 will describe the data collected by
the ATLAS detector used in the analysis presented in this thesis. Chapter 5 will describe the
MC simulation samples used for the theoretical prediction for the WiW¥7 process as well
as other processes that act as backgrounds to the W=W ¥~ process. Chapter 6 describes the
procedure used to reconstruct the particles in the underlying interaction from the raw data
from the ATLAS detector and the simulated ATLAS detector for MC samples. Chapter
7 describes the systematic uncertainties that are included in the MC simulated samples
resulting from uncertainties in the underlying theoretical prediction as well as the result of
detector resolution, noise, and efficiencies. Chapter 8 describes the requirements used to

select events enriched in the WiWquy process and the backgrounds that pass those same



cuts, defining the ei;ﬁv signal region. Chapter 9 describes how each of the backgrounds
to the ei/ﬁfy signal region are estimated and validated. Chapter 10 describes the boosted
decision tree (BDT) that is used to combine information from many variables into a single
variable that encodes all of the relevant information in the input variables to separate the
WiWqE’y signal and the various backgrounds. Chapter 11 describes the binned maximum
likelihood used to fit the BDT output distribution, providing the fiducial cross section for the
W=W ¥~ process and the statistical significance of the measurement. Chapter 12 summarizes
the measurement procedure and presents the expected results.

Due to the fact that the analysis has not been given permission to unblind, we cannot
look at the data in the Signal Region and only provide the expected results. Permission to
unblind will be given once the independent effective field theory component of the analysis
has been reviewed. Upon unblinding, significant deviations from the measured W=W ¥~
cross section and the Standard Model prediction provide can provide evidence for beyond
the Standard Model (BSM) physics. In addition, any deviation from the SM prediction can
be parameterized in the framework of an effective field theory (EFT) and limits can be placed
on these EFT parameters. The results of the EFT measurement are beyond the scope of

this thesis and will be presented in another thesis.



Chapter 2

The Standard Model Prediction

2.1 The Standard Model

The world around us can be characterized by the matter that makes up our universe and
the forces that allow matter to interact. The known forces are the familiar gravitational
and electromagnetic forces and the less familiar, but no less important, strong and weak
interactions. These forces are described by two pillars of modern physics: general relativity
and the Standard Model (SM) [1, 2, 3, 4]. General relativity is concerned with the nature of
spacetime and gravitational interactions. While gravity plays a large role in our everyday life,
it has a negligible effect at the smallest scales that can be probed with modern technology.

The Standard Model is a gauge field theory within the framework of quantum field the-
ory (QFT) based on the symmetry group SU(3) ® SU(2) ® U(1) [5, 6, 7, 8]. QFT extends
quantum mechanics to the relativistic regime and allows for the creation and destruction
of particles and the concept of quantum fields. Electroweak interactions are described by
the SU(2) ® U(1) group and quantum chromodynamics (QCD) or the strong interaction is
described by SU(3) group. The electroweak interaction is composed of the electromagnetic
(U(1)) and weak interactions (SU(2)) responsible for transmutation of nuclei during ra-

dioactive decay. In addition to the electroweak and strong interactions, the Standard Model



predicts the existence of the Higgs boson that is responsible for giving mass to the particles
of the Standard Model through spontaneous symmetry breaking [9, 10, 11, 12]. The Higgs
potential exists as part of the electroweak interaction and gives mass to many of the Stan-
dard Model particles. The strong interaction overcomes the repulsive electromagnetic force
between protons in atoms and holds nuclei together. The Standard Model provides accurate
predictions related to interactions at the smallest scales that can be experimentally probed,
particularly those that arise in high energy collisions produced within the ATLAS [13] de-
tector by the Large Hadron Collider (LHC) [14]. One of the predictions of the SM is the
rare production of W*W T~ events.

The quantized gauge fields of the Standard Model exist in 4 dimensional Minkowski
spacetime exhibit local gauge invariance with respect the SU(3) ® SU(2) ® U(1) symmetry
groups. Fields are associated with the generators of the groups of the Standard Model. By
quantizing these fields, particles arise as well as interactions between particles. The particles
predicted by the Standard Model are given in Figure 2.1.

Each particle is distinguished by a set of quantum numbers that determine the properties
and interactions that each particle partakes in. One of the most fundamental quantum num-
bers is called spin. Fermions have half-integer spin and bosons have integer spin. Fermions
make up the matter of the universe while bosons mediate the forces that allow the particles
to interact. The other quantum numbers that we will discuss determine whether or not
the particles are charged under a particular interaction. For example, electrons have electric
charge; therefore, they interact through the electromagnetic force. In the same way, particles
of the Standard Model can carry a charge related to the weak and strong interactions. These
interactions are mediated through the exchange of a boson associated with the interaction.
Particles that carry electric charge can interact by exchanging photons, particles that carry
weak charge can interact by exchanging W= and Z bosons, and particles charged under the
strong interaction can interact by exchanging gluons, or mesons built from the combination

of two gluons. These bosons can be exchanged only between particles that carry quantum



numbers associated with, or are charged under, the particular interaction. The Standard
Model is a non-Abelian quantum field theory. The implication of this is that the bosons
can interact with each other and with themselves. For example the charged massive W*
bosons carries electric charge so they can interact by exchanging photons. The W* bosons
are also charged under the weak interaction so they can interact with other W bosons.
This self-interaction is of particular importance to the study of the production of W*W ¥~
as will be discussed later in this chapter.

Fermions can be either leptons or quarks. Leptons have non-zero quantum numbers for
the weak isospin that is associated with the SU(2) interaction and hypercharge which is
associated with the U(1) interaction so they can interact by exchanging photons and the
massive W and Z bosons. Quarks carry quantum numbers for weak isospin, hypercharge,
and color charge so they partake in the same interactions as the leptons but also interact

via the strong interaction through the exchange of gluons.
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Figure 2.1: Particles of the Standard Model.

The leptons and quarks come in three generations, each with the same quantum numbers



but a different mass. While this difference seems slight, the difference can be significant when
studying the decay products in high energy experiments. Since the mass of a particle is tied
to the energy of the particle, the heavier generations will decay to the lower generations.
The mass of the particles can also have other effects. For example muons are basically heavy
electrons but, due to the increased mass, they do not interact as strongly with matter. This
allows muons to pass through material much more easily than electrons.

In addition to matter that is made up of the particles presented in Figure 2.1, there exists
anti-matter that are themselves separate particles. Anti-matter is distinguished from matter
by having opposite charge and parity quantum numbers. For example, positive electrons
or positrons are anti-electrons. When an anti-particle and a particle interact, they can be
be annihilated and converted to energy that then produces new particles. In the same way
a particle and anti-particle pair can be produced under certain situations, for example, a
photon interacting with the atoms can produce an electron/positron pair. In this thesis, anti-
particles are often distinguished by placing a bar over the particle. For example ¢t represents
a top quark and an anti-top quark. Other times, the anti-particle is not distinguishable for
the particle (e.g. photons) and other times, the anti-particle will just be designated by the
sign (i.e. e’ for positrons).

The latest particle to be discovered and last particle to be predicted by the Standard
Model is the Higgs boson that was discovered by both the ATLAS and CMS detectors at the
LHC [15, 16]. The Higgs boson is responsible for spontaneously breaking the symmetry of

the Standard Model, leading to the weak force mediators and the fermions acquiring mass.

2.1.1 Lagrangians and Groups

In high energy physics experiments, particles are accelerated to high energies and collided
or scattered off of each other and the final state particles are measured in a detector. The
evolution of a system from one state to another is governed by the Hamiltonian, H, of the

system and the amplitude to go from the initial state |a) at time T} to the final state |b) at



time T is given by

<b‘€—iH(Tf—Ti)

a) (2.1)

HT=T) g called the scattering

In the limit that Ty — T; goes to infinity, the operator e~
matrix, S. Hence, the scattering matrix maps the initial state to the final state and the
scattering amplitude is given by the matrix element (b|S|a). To make predictions about the
final states that will be generated by high energy collisions, we need the Hamiltonian of the
system.

While we ultimately want the Hamiltonian governing the interaction in high energy col-
lisions, a theory is often specified by its Lagrangian instead and then the Hamiltonian is
obtained by performing a Legendre transformation. This is due to the fact that any phys-
ical theory should be invariant under spacetime translations and Lorentz transformation.
By Noether’s theorem, transformations that leave the Lagrangian invariant correspond to
conservation laws [17]. The conservation laws associated with spacetime translations and
Lorentz transformations are the conservation of four-momentum and angular momentum.
By applying simple requirements to the terms constructed of fields used to construct the
Lagrangian, both of these symmetries can be guaranteed and these conservation laws will
hold. The transformations that leave a system invariant are examples of symmetries and each
symmetry can be represented by a group. The group associated with spacetime translation
and Lorentz transformations is called the Poincare group. Theories are often constructed by
specifying the symmetries of the system and then constructing the Lagrangian from fields
that transform according to the group associated with the symmetry.

A group G is defined as a set of group elements g and an operation that transforms an
element into another element of the set. An example would be the set of integers under
addition. Adding two integers together yields another integer. This is an abstract concept
that does not seem to have much to do with physics. To arrive at something with a physical
meaning, we need to choose a representation for the elements of a group. A representation,

R, is an operation that assigns each element of a group to an operator Dy(g) that acts on



some bases. Typically, the representation is taken to be a matrix. In this case, the basis
that the matrices acts on is an n dimensional vector space with elements ¢ = (¢1, e @)

that are transformed by the representation of the group element:

¢' = (Dg(9));¢’- (2.2)

In this thesis, the Einstein summation convention is used, meaning that repeated indices
imply a sum over that index. Further, Greek indices are summed over the four spacetime
coordinates while roman indices sum of only the three spatial coordinates. If the group
is taken to be SO(3), the group elements can be interpreted as the set of matrices that
generate rotations in three dimension space. If we consider very small rotations 6, close to

the identity, Equation 2.2 can be written approximately as
R(O) ~1+0,Tx (2.3)

where Ty are called the generators of the group. For the case of the SO(3) group, the
generators correspond to the commonly seen rotation matrices in three dimensions. If the
generators of the group commute, the group is said to be Abelian; otherwise, the group is said
to be non-Abelian. The Standard Model and the SO(3) groups are examples of non-Abelian
groups.

We can see that the groups of the Standard Model represent symmetries or invariants of
the physics of the universe. Since the Standard Model is a local gauge theory, the parameter
0 in Equation 2.2 is an arbitrary function of spacetime. The representation of these groups
are then used to construct terms that enter the Lagrangian. Once the Lagrangian has
been determined, we can then start to make predictions. The next sections discuss the
representations and implications of the SU(3) ® SU(2) ® U(1) local gauge symmetry of the
Standard Model.



2.2 Electroweak Interactions and the Higgs Mechanism

The electroweak interaction of the Standard Model is composed of the electromagnetic and
weak interactions and is described by the SU(2) ® U(1) group. There are four generators
associated with the electroweak interaction: three for SU(2) and 1 for U(1). Each generator
is associated with a gauge boson that acts as a force mediator for the interaction. For
a particle to partake in the associated interaction, it must have a non-zero value for the
associated quantum number. For the SU(2) interaction, the quantum number is called weak
isospin. For the U(1) interaction, the quantum number is called hypercharge.

The representation of the group is provided by fermion fields that are grouped in a

doublet:

U= (2.4)

where ¥; and Wy represents a field for a left-handed and right-handed field, respectively.
The handedness of a particle is related to the spin of the particle. The right and left-handed

fermions transform under the U(1) gauge group:
Upp — [1—ig'YB(2)] T g (2.5)

where Y is the group generator, ¢ is the coupling strength and 3(s) is an arbitrary function
of spacetime and represents the infinitesimal parameter associated with the transformation
from the identity as seen in Equation 2.3. On the other hand, only the left-handed fermion

field transforms according to the SU(2) gauge group:
Uy, — [1—igTia’ (2)] ¥y (2.6)

where T; are the group generators, g is the coupling strength, and «(x) is an arbitrary



function of spacetime and is the parameter associated with the infinitesimal transformation
from the identity. Since the SU(2) interaction treats particles differently depending on the
handedness of the particle, the interaction is referred to as chiral. Neutrinos are predicted
by the Standard Model to be only exist as left-handed particles.

The SU(2) ® U(1) Lagrangian is given by

1 vV AQ 1 v T, -
Low = = AL ALy — 7 B" By, + Wiy D, V. (2.7)

where Al are the three field strength tensors associated with the SU(2) interaction, B"”
is the field strength tensor associated with the U(1) interaction, and D, is the covariant
derivative. The covariant is given by

D, =09, —igT, A, — ig’.lYBM (2.8)

2
where g is the coupling strength for the SU(2) interaction, ¢ is the coupling strength for the
U(1) interaction, T} are the generators for the SU(2) interaction, Y is the generator for the
U(1) interaction, A% are the three gauge fields associated with the weak isospin quantum
number associated with the SU(2) interaction, B" is the gauge field associated with the
hypercharge quantum number associated with the U(1) interaction. These weak isospin and
hypercharge quantum numbers can be thought of as similar to the familiar electric charge.
Generally, the field strength tensor is given by

F,=0,A

uv pnt iy

- 0,A, —iglA,, A (2.9)

where A" is the gauge field associated with the interaction and g is the coupling strength.
When the generators of the group associated with the group do not commute, the extra
term in the field strength is non-zero and allows the gauge fields for the interaction to self-

interact. The U(1) group is Abelian while the SU(2) group is non-Abelian. As a result of the
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non-Abelian nature of the SU(2) interaction, the associated gauge bosons can self-interact.
The gauge fields associated with the SU(2) ® U(1) symmetry group are massless and
therefore cannot correspond to the electroweak force mediators introduced in Section 2.1.
Instead, the massive physical gauge bosons that are reconstructed in high energy physics
experiments are given by a linear combination of the massless SU(2) ® U(1) gauge fields.
The mechanism that gives mass to particles and causes the mixing of the SU(2)®U(1) gauge
fields is called spontaneous symmetry breaking that occurs due to the Higgs mechanism.
The Higgs mechanism involves introducing a Higgs field and an associated potential to

the Standard Model Lagrangian. The Higgs field is a doublet of complex scalar fields:

¢ = (2.10)

Terms associated with the Higgs field and a double well potential
1
ﬁHiggs = Du(bTDu(b - §>‘2(‘¢|2 - 772)2 (2.11)

where D, is the covariant derivative given by Equation 2.8 are then added to the Lagrangian
given in Equation 2.7. The potential has a continuous set of minimum given by the condition
|¢|> = °. The expectation value for the potential will then be (¢) = 1. Due to the non-
zero expectation value, the system will chose one of the minima and the symmetry of the
electroweak interaction is spontaneously broken. By making a convenient choice for the
arbitrary phase of the Higgs field and expanding the Higgs field about the minima, the

Higgs field can be written as

0
6= (2.12)
n+ 7

where h is a real scalar field that can then be interpreted as a displacement from the min-
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ima. Using Equation 2.12; to compute DuquD“ ¢ results in three linear combinations of the
SU(2)®@U(1) gauge fields that have mass terms in the electroweak Lagrangian and one linear
combination that does not have an associated mass term. The linear combinations of the

SU(2) @ U(1) gauge fields are given by

~ = Bcosf, + Assinb,, (2.13)
7 = Bcosb,, + Az cosb, (2.14)
1
W = —(A4, Tid,) (2.15)

V2

where 6y, is referred to as the weak mixing angle or the Weinberg angle and must be
determined through experimental measurements, v corresponds to the massless photon, Z
corresponds to the massive neutral Z boson, and W corresponds to the massive charged
W= bosons. The W™ and Z bosons can be identified as the mediators of the weak interaction
and the 7 is can be interpreted as the force mediator for the electromagnetic interaction.
The fermions of the Standard Model also gain mass through an interaction, called the
Yukawa interaction, to gain mass. The mass terms for the fermions that are added to the

Standard Model Lagrangian are given by:

Lyitann = —L2 (610, + (8,61 W) (216)

where m is the mass of the fermion that must be determined experimentally. The Standard
Model predicts that all neutrinos are left-handed. Since the Yukawa interaction is between

left-handed and -right-handed fermion fields, neutrinos are predicted to be massless by the

Standard Model.
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2.3 Quantum Chromodynamics (QCD)

The strong interaction or quantum chromodynamics (QCD) is described by the non-Abelian
SU(3) symmetry group. There are eight generators associated with the SU(3) group and
each generator is associated with a gluon, the force mediator for the strong interaction.
Due to the non-Abelian structure of the strong interaction, gluons can self-interact just like
the W* bosons of the weak interaction. The fields that transform according to the SU(3)
symmetry group are called quarks. As mentioned in Section 2.1, there are three generations
of quarks and each generation contains two flavors of quarks. Quarks are the only particle to
partake in the strong interaction and carry a quantum number called color or color charge.
The colors can be either red, green, blue, anti-red, anti-green, or anti-blue. Quarks can only
exist in a colorless state. Since each quark only carries one color, quarks are only found in
bound states called hadrons. Mesons are formed by two quarks and baryons, like protons,
are bound states of three quarks.

The QCD Lagrangian is given by
1 a uv — (s
Locp = _ZF,uyFa + q;(i7" (D) — m;)q; (2.17)

where the i** quark field is given by ¢; and the associated mass of the quark is given by m,.

The covariant derivative appearing in Equation 2.17 is given by
D, =0, —igA,T" (2.18)

where ¢ is the strong coupling constant, T are the generators of the SU(3) interaction and
G® are the gauge fields associated with the strong interaction.

Unlike photons and the weak interaction force mediators, the strength of the strong force
increases with distance. As the distance increases, the potential energy will eventually be

high enough that it is energetically more favorable for another quark/anti-quark pair to be
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Figure 2.2: CTEQG6 parton distribution function. Each curve represents a probability distribution for the
fraction of the momentum for each flavor of quark considered: u, d, s, ¢ (4FS)

produced from the vacuum, forming additional hadrons. If the energy imparted to a pair
of quarks is great enough, the number of quarks created in this manner can form a jet of

strongly interacting particle.

2.4 Parton Distribution Functions (PDF)

The data analyzed in this thesis is generated by measuring the final state particles using the
ATLAS detector produced by colliding two protons together at high energy. Protons are
bound states of two up quarks and a down quark, called valence quarks. When a collision

between two protons occurs, the quarks or gluons in the protons interact. The resulting
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final state depends on the flavor of the quarks or gluons in the interaction as well as the
momentum transfer Q. The quarks available to be part of the interaction include the two
up and down valence quarks and quarks that result from QCD radiation called sea quarks.
This means that the quarks that can enter into the interaction is not limited to the up and
down quarks and gluons present in the proton but also the other quark flavors. In order
to provide theoretical predictions on what final states will arise from the collision of two
protons, the probability that a quark of a given flavor will interact with momentum transfer
@” is needed. This is provided by the parton distribution function (PDF). An example of
the CTEQG6 PDF set is given in Figure 2.2. Note that the PDF displayed only provides
information of the four lightest quark flavors. This is referred to as the four flavor scheme.
A process that requires a bottom quark in the proton can still be modeled in this situation
by assuming that a gluon is involved with the interaction and produces a bb pair and one of
the bottom quarks is involved in the interaction. PDF sets that consider the bottom quark

as well as the four lightest quark flavors use the five flavor scheme.

2.5 WiW:F'y prediction

Measurements of triboson processes, including WinF% provide an essential test of the
Standard Model of particle physics. In the Standard Model, the electroweak interaction
is based on the non-Abelian SU(2) ® U(1) gauge group and provides precise predictions
for the interactions between the electroweak force carriers (the W= and Z bosons and the
v) with each other and with themselves. Studies of the production of triboson processes
provides a window into this non-Abelian structure of the Standard Model. Any significant
deviation from the Standard Model prediction could provide evidence of new physics or
physics beyond the Standard Model (BSM). Any deviations from the Standard Model can
also be parameterized in the framework of an effective field theory (EFT). Limits can then

be placed on the anomalous couplings.
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Examples of the WEW ¥~ process is illustrated in Figure 2.3. Additional Feynman di-
agrams for the W¥W T~ process are included in Appendix B. From the example Feynman
diagrams, we see that the WiW$7 process has contributions from quartic gauge couplings
(first diagram) as well as triple gauge couplings (second diagram). This analysis focuses on
quartic gauge couplings. The 14 operators associated with anomalous quartic gauge cou-
plings (aQGC) that the WEW T~ process is sensitive to are indicated in Figure 2.1 in the
columns for WW~Z and WW~~. These correspond to the quartic gauge coupling in first
diagram in Figure 2.3. The limit setting procedure and expected results for the limits on the

aQGC parameters are beyond the scope of this thesis and will be included in another thesis.

we

Figure 2.3: Feynman diagrams for the ISR WiW%y process. (Left) Feynman diagram depicting the
production of W*W ¥ involving the TGC, (Middle) Feynman diagram depicting the production of WEW Ty
involving the QGC, and (Right) Feynman diagram depicting the production of WinF'y for the fermion-
mediated process.

Table 2.1: Dimension-8 operators O}, separated into Mixed (M), Longitudinal(S) and Transverse (T)

WWWW | WWZZ | WWrZ | WWry | ZZZZ | ZZZy | ZZvy | Zyyy | YYvY
05,0051 x x X
On,0:0m,1,.0M,6,0 0,7 X X X X X X X
OIVI,27OM,37OM,4,ONI,5 X X X X X X
O071,0,07,1,072 X X X X X X X x x
075,016,077 X X X X X X X x
Or18,0r9 X X X X X

A previous search for WEW T~ was performed at ATLAS using 20.3 fb~"! of data collected
by the ATLAS detector using proton-proton collision collided at a center of mass energy
(v/5) of 8TeV and limits were placed on the WEWT~/W*Z~ cross section as well as aQGC

parameters [18].
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Chapter 3

The ATLAS Detector at the LHC

3.1 LHC

Located approximately 100 m below the ground on the border of France and Switzerland near
Geneva, CERN (Conseil Europeen pour la Recherche Nucleaire) operates the LHC (Large
Hadron Collider), a circular hadron collider and the world’s most powerful particle accelera-
tor [14]. At points along the 27 km circumference of the ring housing the LHC, protons (and,
for special runs, lead ions) are collided at interaction points that are surrounded by detectors
that collect the flurry of particles resulting from the high energy collisions so that the events
can be reconstructed, studied, and hopefully understood. The data used in the analysis pre-
sented in this thesis represents 139 fb ™! of proton-proton collisions at a center-of-mass energy
(v/s) of 13 TeV collected at one such detector: the ATLAS (A Toroidal LHC ApparatuS)
detector [19]. Other detectors located at other interaction points of the LHC include: CMS
(Compact Muon Solenoid) [20], ALICE (A Large Ion Collider Experiment) [21], and LHCb
(Large Hadron Collider Beauty) [22]. The layout of the CERN complex along with the LHC
and the different associated experiments can be seen in Figure 3.1.

The LHC uses electromagnetic fields to steer and accelerate proton beams in opposite

directions around the LHC ring. Protons are injected into the LHC ring after having been
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Figure 3.1: The CERN complex located on the border of the France and Switzerland, near Geneva. The
LHC and the many experiments operated by CERN are indicated. Of particular note is the ATLAS detector,
which was used to collect the data used to perform the analysis described in this thesis.

accelerated to an initial energy of 450 GeV by a series of other accelerators: LINAC2, PS
Booster, PS, and the SPS. To keep the proton beams circulating around the LHC, super-
conducting dipole magnets steer the proton beams using approximately 8 T magnetic fields.
Superconducting radio frequency cavities operated at a frequency of 400 MHz accelerates
proton beams in opposite directions around the LHC until they reach a final energy of
approximately 6.5TeV [23]. To limit the number of collisions between the protons in the
circulating beams and air particles, the beams are kept within a vacuum tube kept at a
pressure of approximately 10™"° mbar. Since the vacuum is not perfect, some stray collisions
still occur.

After reaching the target energy, the proton beams are focused using superconducting
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quadropole magnets and collided at the LHC interaction points. Each proton beam contains
2808 equally spaced bunches, or groups or protons, resulting in collisions every 25ns (50 ns
for the data taken in 2015). The expected number of collisions produced per unit time is
given by:

dN

E = £0-total (31)

where the instantaneous luminosity (£) is measured in units of the number of events per unit
area per unit time and the hard scattering cross section (o), which can be thought of as the
probability for a hard scattering event to occur, is measured in the units of area. Integrating
Equation 3.1 over the operation time of the ATLAS detector at a particular center of mass

energy quantifies the amount of data collected

Nevents = Latotal (32)

in terms of the total number of hard-scattering events (collisions with a large momentum
transfer) produced and the total or integrated luminosity L. The standard unit for L and o
is the barn (b = 10 *¢m?) and the inverse barn (b™"), respectively. Due to the small scale
that the experiments at the LHC probe, the femtobarn (fb) and inverse femtobarn (fb™)
are more commonly used. The total integrated luminosity collected by the ATLAS detector
between 2015 and 2018 is measured using the LUCID-2 ATLAS sub-detector [24, 25] and
found to be 139fb~" 4 1.7% [26]. Replacing the total hard scattering cross section with the
cross section of a particular process, for example WiWqE% in Equation 3.2 yields the total
expected number of events for that process

Ny, = Lo (3.3)

+

W W T

produced during the data taking period corresponding to L. From Equation 3.2 and Equa-
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tion 3.3, it is clear that, for rare processes (small expected cross sections), a large (and
accurately measured) luminosity or a long data taking period is required to study the pro-
cess. In addition to hard-scattering interactions that can produce events of interest to this
thesis, many soft-scattering interactions where the total momentum transfer is low often
occur in the same bunch crossing. These additional interactions are called pile-up and can

interfere with the collision of interest.

3.2 ATLAS

The data used in this thesis was collected between 2015 and 2018 using the ATLAS detector,
located at one of the four main interaction points of the LHC. The ATLAS detector [13],
illustrated in Figure 3.2, is a cylindrical detector measuring 44 m long and 25m high and
composed of three detector systems, each with there own purpose, technology, and sub-
detectors/components. Each detector component is a set of sensors arranged in cylinder
(barrel and endcap) that encloses the previous detector component. The sub-detectors in-
clude the inner detector that uses a dense array of sensors to identify the origin (primary
vertex) of an event of interest, identifying locations for additional collisions (secondary ver-
tices) and measure the momentum of the particles produced in the collision of interest.
Surrounding the inner detector is a solenoid magnet that produces a 2T magnetic field that
bends the trajectories of charged particles as they traverse the inner detector, allowing their
momentum and charge to be measured. The middle layer of the ATLAS detector contains
the electromagnetic and hadronic calorimeters. The calorimeters measure the energy of the
particles that leave the inner detector and help separate strongly interacting particles (pions,
etc.) from electrons and photons. Surrounding the calorimeters is a combination of the muon
spectrometer and 3 superconducting toroid magnets: one barrel and two endcap magnets.
Since muons interact more weakly than other particles (other than neutrinos), these parti-

cles often leave the calorimeter before being completely absorbed and pass through the muon
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spectrometer and toroid magnet system. The toroid magnets produce a strong magnetic field
that bends the trajectories of muons, complementing the information of the momentum and
charge of muons provided by the inner detector and colorimeters. Supporting the operation of
the ATLAS detector are many off-detector services that include monitoring, cooling, power,
triggering, data readout and more. Only with all of these components working properly can

data needed to probe interesting physics be collected.

25m
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Figure 3.2: The ATLAS detector. The three main sections of the ATLAS detector are the inner detector,

the calorimeter, and the muon spectrometer. Additional details about each sub-detector are given in the
text.

3.2.1 Detector coordinate system and related quantities

The ATLAS detector used a right handed coordinate system illustrated in Figure 3.3. The
origin is taken to be at the center of the detector and the expected origin for events entering
the detector. The z-axis lies along the beam direction, the x-axis points towards the center
of the LHC, and the y-axis points up. The azimuthal angle (¢) is measured from the positive

x-axis around the z-axis. Since the ATLAS detector is azimuthally symmetric, distributions
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of ¢ are expected to be flat but still useful for describing the distance between particles. The
polar angle (6) is measured from the positive z-axis but is rarely used to characterize the

properties of a particle. Instead, the pseudorapidity

n = —Intan (g) (3.4)

or, for massive particles, rapidity

1 E+p,
=1 .

is used since particles being studied are relativistic and these quantities are invariant under
Lorentz transformations, where 6 is not. The relationship between 7 and 6 is illustrated in
Figure 3.4. The ATLAS detector is forward/backward symmetric so distributions of 1 are
expected to be symmetric for n > 0 and n < 0 so the absolute value is often used instead.

The distance between particles is given by

AR = \/A¢* + An? (3.6)

As mentioned in Section 2.4, the proton is made of three quarks, each quark carrying a
fraction of the energy imparted to the proton as a whole. For this reason, the component of
momentum in the z-direction is not known but the momentum in the transverse plane (x-y
plane) is approximately 0 before the collision. For this reason, quantities used to define par-
ticles momentum and direction are often specified in the the transverse plane. For example,
the transverse momentum <pT = /P2 + pi) Due to the conservation of momentum, the
total momentum in the transverse plane is expected to be zero. Any momentum imbalance
(deviation from 0), referred to as ”missing transverse energy”, (FE®) is associated with neu-
trinos that escape without interacting with the detector. The following sections will describe

the components of the ATLAS detector that allow experiments to measure the coordinates
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and variables mentioned in this section.
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Figure 3.4: relationship between the polar angle, 6, and pseudorapidity

3.2.2 Inner detector

The inner detector (ID) [19] occupies a cylindrical volume centered on the interaction point

(IP) that is enclosed by a solenoid magnet that immerses the ID in a 2T magnetic field.

Within this volume are three sub-detectors: the silicon pixel detector, the SCT (silicon strip
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tracker), and the TRT (transition radiation tracker). These sub-detectors are sensitive to
charged particles and, together, provide measurements within |n| < 2.5. Each detector is
composed of a barrel component illustrated in Figure 3.5 and an endcap component illus-
trated in Figure 3.6. The high density of silicon pixels and silicon strips within the inner
detector provide highly granular information on the path charged particles follow through
the inner detector and provide information on the origin of the event of interest (primary ver-
tex) and the origin of any additional interactions (pile-up) or subsequent decays (secondary
vertices) that might occur at the same time. The coordinates of the reconstructed primary
vertex are specified using the longitudinal impact parameter (Z;sinf) and the transverse
impact parameter (dy). The TRT provides a high number of 1D measurements that enhance
the tracking capabilities (momentum measurement) provided by the silicon detectors. The
magnetic field bends the trajectory of charged particles, allowing the charge and momentum
to be determined. The remainder of this section describes the detector technology employed

in each sub-detector.

Pixel detector

The pixel detector [27] is the detector nearest the interaction point. The high resolution
and high granularity information provided by the pixel detector allows for precision tracking
and the determination of the primary vertex. The pixel detector is composed of 4 layers
of sensors (the innermost layer is referred to the insertable b-layer (IBL)) [28, 29] arranged
in concentric cylinders centered on the interaction point. Typically, each layer provides
one 3D point measurement of the position of a charged particle that traverses the range
covered by the pixel detector. The barrel component of the pixel detector covers the range
within |n| < 1.4 and the endcap extends this to |n| < 2.5. Each layer is composed of densely
placed, high resolution semi-conductor silicon sensors. Each sensor is arranged in pixels with
dimensions: 50 pm (R-¢ plane) x 250 pm (z direction) for the IBL and 50 pm (R-¢ plane)

x 40 pm (z direction) for the remaining three layers. A voltage is applied across the sensor,

24



r R =1082mm

TRT <

L R = 554mm
( R=514mm

R =443mm
SCT{

R=371mm

L R =299mm

R=122.5mm
Pixels R =88.5mm

R =50.5mm

R =33.25mm

R=0mm

Figure 3.5: Barrel region of the ATLAS inner detector

producing a charge depletion region in the material. When a charged particle traverses the
charge-depletion region, charge is deposited and the material becomes ionized. The deposited
charge is amplified by the voltage applied across the sensor and pushed towards the readout

component.

Silicon strip tracker (SCT)

Surrounding the silicon pixel detector [30] is the silicon strip detector (SCT). The sensors in

the SCT are similar to the sensors in the pixel detector but are not placed as densely and
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Figure 3.6: Endcap region of the ATLAS inner detector.

the sensors are composed of strips rather than pixels. The width of the strips are 80 pm.
To provide a measurement of the position of charged particles that traverse the SCT, each
strip sensor is paired with another strip sensor placed at an angle of 40 mrad relative to the
paired sensor. There are four paired-layers of sensors in the barrel and nine paired-layers in
the endcap. The SCT provides measurements of charged particles traversing the SCT in the

range |n| < 2.5.

Transition radiation tracker (TRT)

The transition radiation tracker (TRT) [31, 32, 33] is composed of a large number of straw
tubes filled with ionizable gas. In the barrel region, the straw tubes are parallel to the
beam pipe; in the endcaps, the straw tubes are perpendicular. Each tube is composed of
an gold-plated tungsten wire surrounded by a thin tube 4 mm in diameter. The gas in each
tube is composed primarily of Xenon and a smaller amount of carbon dioxide. When a
charged particle traverses the TRT, the charged particle ionizes the gas in the straw tubes.
The deposited charge is amplified by a bias applied between the central wire and the tube,

causing an "avalanche” of charge to flow towards the wire in the center of the tube. The
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time required for the charge to reach the central wire is used to infer how close the charged
particle came to the central wire. The TRT typically provides 36 position measurements in
the R-¢ plane for a charged particle traversing the TRT within || < 2.0. Due to the high
number of position measurements, the TRT improves the tracking capability (momentum

resolution) provided by the other detectors in the inner detector.

3.2.3 Calorimeters

The calorimeter system [34] used in the ATLAS detector illustrated in Figure 3.7 occupies the
detector volume between the solenoid magnet enveloping the inner detector and the muon
spectrometer. The calorimeter system is intended to completely absorb all of the energy of
all particles produced in collisions expect for weakly interacting particles such as muons and
neutrinos before they can leave the calorimeter system. By absorbing all of the energy before
particles can exit the calorimeter system, the total energy of the event can be measured in the
transverse plan, allowing conservation of momentum to be employed to calculate the ”missing
transverse energy.” The calorimeter system provides energy measurements as a function of
n and ¢ withing |n| < 4.9. There are two separate sub-detectors comprising the calorimeter
system: the electromagnetic (EM) calorimeter and the hadronic calorimeter. Both types of
calorimeter are sampling calorimeters. Sampling calorimeters use alternating layers of an
absorbing material and an active material. The absorbing layers interact with the particle,
removing a fraction of the energy and inducing a shower of secondary particles in the layer
of the active material. A fraction of the energy contained in the shower of electromagnetic
radiation is measured (sampled) using the material in the active layer. Combining the
information from each layer in the calorimeter, the energy of the incident particle can be
inferred. The EM calorimeter is built of alternating layers of an absorbing material optimized
to absorb the energy of particles that interact via electromagnetic interactions and layers of
an active material, in this case , liquid argon. The hadronic calorimeter is built of alternating

layers of absorbing material specialized in interacting with particles that interact via the
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strong interaction and layers of an absorbing material (either liquid argon or scintillating
tiles depending on whether the calorimeter is in the forward region (endcap) or the barrel
region.

Complementing the EM calorimeter and the hadronic calorimeter are the liquid argon
forward calorimeter and a liquid argon pre-sampler. The forward calorimeter covers the
range 3.1 < |n| < 4.9 and extends the pseudorapidity coverage of both the EM calorimeter
and the hadronic calorimeter to |n| of 4.9. The placement of the forward calorimeters is given
in Figure 3.8. The electromagnetic pre-sampler covers the range |n| < 1.8 and provides an
energy measurement that compensates for energy loss due to material in front of the EM

calorimeter.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic
end-cap (EMEC)

LAr eleciromagnetic
barrel
LAr forward (FCal)

Figure 3.7: The electromagnetic and hadronic calorimeters of the ATLAS detector.
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Figure 3.8: The forward calorimeters and electromagnetic and hadronic endcap calorimeters of the ATLAS
detector.

Electromagnetic calorimeter

The EM calorimeter [35, 36] is the calorimeter system closest to the interaction point and
provides energy and position measurements within the range || < 3.2. There are barrel,
referred to as the liquid argon electromagnetic calorimeter barrel (LAr EM calorimeter),
and endcap, referred to as the liquid argon electromagnetic endcap (EMAC), components.
These will be referred to as the EM calorimeter in this thesis. The primary purpose of the
EM calorimeter is to measure the energy of electrons and photons. An important parameter
describing the EM calorimeter is interaction length. Interaction length is the distance that a
particle must traverse through a material for the particles energy to be reduced by a factor
of 1/e. Since electrons have a shorter interaction length than hadrons, the EM calorimeter is
placed closer to the interaction point than the hadronic calorimeter. Electrons and photons
that interact with the lead absorbing material induce a shower of electromagnetic radiation
(secondary particles) that ionize the liquid argon that makes up the active material. The ions
are collected with the help of an electric field, becoming a current in the readout electronics.

The EM calorimeter is separated into angular segments of 0.003 x 0.025 in the 7-¢ in the
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barrel region and decreasing granularity as the distance from the interaction point increases
to 0.1 x 0.1 in the furthest layers of the endcap. In this way, detailed positional information
that can be matched to tracks in the inner detector are made available in the early layers
and the final layers can work to contain residual energy of incident electrons or photons. A
typical section of the EM calorimeter is illustrated in Figure 3.9. The accordion shape of the
EM calorimeter allows for multiple position measurements to be made at different depths in
the same segment. (3 within the region |n| < 2.5 and 2 in the region 2.5 < || < 3.2

The region within 1.36 < |n| < 1.52, where the barrel and endcap components of the EM
calorimeter meet, is referred to as the ”crack region.” Electrons and photons reconstructed in
this region are often rejected since the performance of the EM calorimeter is greatly degraded

in this region.

Hadronic calorimeter

Enveloping the EM calorimeter is the hadronic calorimeter [37, 38]. In this thesis the different
components of the hadronic calorimeter illustrated in Figure 3.7 will be referred to collectively
as the hadronic calorimeter unless otherwise stated. Different technology is employed in the
barrel and endcap hadronic calorimeters. In the barrel region (and extended barrel) the
hadronic calorimeter uses steel as the absorbing material and scintillating tiles for the active
material. In the endcap component of the hadronic calorimeter, the absorbing material is
copper and the the active material is liquid argon. Particles that interact strongly with the
absorbing material induce showers of secondary particles in the scintillating tiles that are
readout. Information from these layers are combined and used to reconstruct showers of
strongly interacting particles consistent with quarks or gluons. The hadronic calorimeter
provides energy measurements within || < 3.2. The barrel component covers the range
In| < 1.7 and the endcap extends this to cover the range 1.7 < |n| < 3.2. The hadronic
calorimeter in the barrel region contains three layers that are separated into segments ranging

from 0.1 x 0.1 in 7, ¢ in the first (inner-most) layer to 0.2 x 0.2 in the third (outer-most)
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Figure 3.9: A typical segment of the electromagnetic calorimeter of the ATLAS detector.

layer.

3.2.4 Muon system

The muon system [39, 40] illustrated in Figure 3.10 is the final layer of the ATLAS detector.
Unlike other particles resulting from collisions at the LHC, muons are weakly interacting and
typically only lose a fraction of their energy traversing the inner detector and calorimeter

system. To take advantage of the fact that muons are the only particles (except for neutrinos)
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Figure 3.10: The muon system of the ATLAS detector.

exiting the calorimeter system of the ATLAS detector, the muon system is constructed
around the calorimeter system and is used to measure the momentum and charge of muons
which offer a very efficient way to identify events of interest. The muon system works in a
similar manner as the inner detector and uses a strong magnetic field to bend the trajectory of
charged particles (muons in this case) as they traverse a set of granular detectors. Combining
information from the inner detector and the muon spectrometer allows for tracks to be
matched, increasing the momentum resolution for muons. To increase the quality of the
objects that we consider in this analysis, muons are required to have tracks in the muon
spectrometer and for those tracks to be matched to tracks in the inner detector.

The muon system can be logically divided into three components: a set of eight air-core

toroid magnets [41] placed axially around the calorimeter system, the muon spectrometer
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and the muon trigger system which are built on and around the toroid magnets. The muon
spectrometer provides measurements of muon momentum and charge while the muon trigger
system is a dedicated set of detectors that provide information with a very small latency
that is used to identify events of interest (those with high energy muons) used for triggering.

The muon spectrometer is composed of three layers of detectors that are composed of
monitored drift tubes (MDTs) and cathode strip chambers (CSCs). The magnetic field
produced by the large toroid magnets is used to bend the trajectory of muons, allowing
their charge and momentum to be inferred. The MDTs and CSCs are placed in concentric
cylinders before, between, and after the the coils of the toroid magnets in the barrel region.
In the endcap region, these are located before and after the endcap magnets.

The MDT chambers cover the region within || < 2.7 except for the region 2.0 < || < 2.7
where the first layer is replaced by CSCs. The MDTs are tubes with a diameter of 29.970 mm
that contain pressurized gas and a central anode wire that is kept at a potential difference
relative to the enveloping cathode tube. When muons traverse the gas in the tube, the gas
becomes ionized and swept towards the central wire to be readout.

The forward region (|n| > 2.0) is characterized by high particle density which results in
a large particle flux and high track density. The MDTs can safely handle a particle flux of
about 150 Hz/ cm?. In the forward region, this limit is exceeded. To preserve the momentum
resolution of the MS found in the barrel region, the first layer of the MS in the region
2.0 < |n| < 2.7 are replaced by CSCs. The CSCs are multiwire proportional chambers. A
set of anode wires are sandwiched between two sets of cathode strips. One set of cathode
strips runs parallel to the anode wires and the other set run perpendicular to the plane
containing the anode wires. When a charged particle traverse the CSC, the gas is ionized.
By interpolating the charge between neighboring cathode strips, the position coordinate in
both directions in the plane of the detector can be inferred. Using the additional information
provided by the CSCs compared to the MDTs, ambiguities between multiple tracks in the

detector can be resolved.
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The muon trigger system covers the range |n| < 2.4. The resistive plate chambers (RPCs)
cover the barrel region in |n| < 1.05 and thin gap chambers (TGCs), which are similar to
CSCs, extend this to the endcaps in |n| < 2.4. The RPCs and TGCs have lower precision
than the MDTs and the CSCs but provide quicker readout and provide information on the
number and an estimate of their energy.

RPCs are chambers with anode and cathode plates. When a muon traverses the chamber,
the gas is ionized. The ions are swept to the positive side while being pushed from the

negative side, producing a current in the readout electronics.

3.2.5 Trigger and readout

The LHC produces collisions every 25ns in the ATLAS detector which corresponds to a rate
of 40 MHz. If the data from the ATLAS detector was recorded every collision, the amount
of data being recorded would exceed 10TBs™'. Since the bandwidth available for detector
readout as well as the amount of storage space available to CERN is limited, this rate of
data collection is not feasible and must be reduced.

The solution to this problem starts with the realization that the vast majority of the
collisions produced in the ATLAS detector are uninteresting soft collisions and can be ig-
nored. To reduce the amount of data that is required to be collected to a manageable level
while simultaneously minimizing the number of interesting events that are left unrecorded,
ATLAS employs a two layer trigger (event screening) system [42].

The trigger system is required to determine whether or not the ATLAS detector should
be readout on the time scale of the time between collisions. Once the data from the ATLAS
detector is readout, more time can be taken to decide if the event should actually be recorded
for offline analysis. This two step process matches what is used in the ATLAS detector.

The first level of the trigger system is implemented using custom electronic circuits that
use a subset of the data provided by the muon and calorimeter systems to quickly determine

if something worth looking at more closely is present. If something of interest is found by
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the low level trigger, the ATLAS detector is readout and passed to the high level trigger
(HLT). The low level trigger system reduces the 40 MHz rate of collisions at the interaction
point to about 80 kHz.

The HLT is software running on a dedicated server farm that performs partial reconstruc-
tion of the event using algorithms similar to what is used in offline analysis. The decision to
keep an event or not is based on whether or not the event matches one of the HLT triggers,
which define signatures of interest to the ATLAS physics program. The HLT further reduces

the rate at which events are recorded to 1 kHz.
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Chapter 4

Data Samples

4.1 Data sample

The data used to perform the analysis presented in this thesis was collected by the ATLAS
detector during the period from 2015 to 2018. The data set corresponds to an integrated
luminosity of 139fb™' 4 1.7% of proton—proton collision data at a center-of-mass energy of
Vs = 13TeV. To maintain the quality of the data used, only data collected while the LHC
and ATLAS detector were fully operational are considered. Only events collected while the
time between collisions was 25 ns are considered for use. This includes part of the data set
collected during 2015 and the entire data set collected from 2016 to 2018.

Events are recorded for offline analysis if they match a set of requirements that define one
of the high level triggers described in Section 3.2.5. Events used in this thesis are required to
pass the trigger requirements for at least one of the single-electron and single-muon triggers
that are described in References [43, 44, 45, 46].

The single-electron triggers select events where there is a track in the inner detector
matched to a cluster in the calorimeter system. A likelihood discriminate is trained to identify
electrons using the track and cluster information. Based on the output of the likelihood

discriminate, electrons are classified as either ”LooseLH”, ”MediumLH”, or ”TightLH”.
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These classifications correspond to the likelihood that the electron is correctly identified,
with loose electrons being most likely to be mis-identified and tight electrons being the most
likely to be correctly identified. In 2015 the single-electron triggers required electrons to
satisfy the medium identification requirements and have Ep > 24 GeV. During the period
from 2016 to 2018, electrons had to satisfy the tight identification requirements, be isolated
from nearby objects, and have Ep > 26 GeV. Electrons can be more reliably identified
when they have a high pr. Two other triggers were implemented that were optimized to
efficiently select electrons with high py: one selects electrons with Ep > 60 GeV that satisfy
the medium identification requirement and another selects electrons with Ep > 120 GeV in
2015 and Ep > 140 GeV from 2106 to 2018.

The single-muon triggers select events that have tracks in the inner detector and the
muon spectrometer. Similarly to the single-electron triggers, the single-muon triggers make
use of likelihood discriminates that classify muons if they satisfy a tight, loose, or medium
identification and isolation requirements. In 2015 the single-muon triggers required muons
to have pr > 20GeV and to satisfy a loose isolation requirement. During the period from
2016 to 2018, the single-muon triggers required that muons have py > 26 GeV and satisfy
a medium isolation requirement. To make use of the fact that muons can be more reliably
classified at high pp, an additional single-muon trigger is used to select muons with py >

60 GeV regardless of isolation classification.
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Chapter 5

Object Reconstruction

This chapter describes the procedure used to reconstruct the particles produced in a collision
from the raw data collected by the ATLAS detector as well as other requirements on events
and reconstructed objects used in the analysis present in this thesis. The requirements on
reconstructed objects follow the standard recommendations provided by the ATLAS CP
(combined performance) groups for collision data collected by ATLAS in the period from
2015 to 2018.

This thesis considers five different types of physics objects that are reconstructed from
the raw data collected by the ATLAS detector. These include: electrons, (¢*), photons (v)

miss

i), jets (j) and missing transverse energy (Et ). The remainder of this chapter

muons (p
will describe how these objects are reconstructed and the requirements used to define them.

The ATLAS detector is composed of many different subdetectors. The choice and place-
ment of the subdetectors was driven by the need to be able to accurately and efficiently
measure the charge, momentum and energy of different particles as well to distinguish differ-
ent particles with sufficient accuracy. The interaction of different particles with each of the
ATLAS subdetectors is illustrated in Figure 5.1. Electrons are light, charged leptons and

leave tracks in the inner detector and shower primarily in the electromagnetic calorimeter.

Photons leave a similar signature in the electromagnetic calorimeter but do not leave tracks
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in the inner detector. Muons are basically heavy electrons that interact weakly with the
ATLAS detect compared to other particles and so are the only charged particles to reach the
muon spectrometer. Hadrons primarily interact with the hadronic calorimeter, leaving jets
of strongly interacting particles as their energy is deposited into the hadronic calorimeter.

The relatively long lifetime of b hadrons that result in a displaced vertex and other small dif-

miss

ferences allows them to be efficiently identified. Et represents the transverse momentum

imbalance in an event.
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Figure 5.1: Illustration of the interactions of different particles with the different ATLAS subdetectors.

Physics objects such as electrons, muons, and jets are reconstructed by analyzing the

raw information provided by the ATLAS detector and all of its subdetectors. Reconstructed
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objects can be identified with varying degrees of certainty depending on the requirements,
or working point, used to define the particle. Different working points offer different true
positive and false negative rates. Particles that are correctly identified and arise from the
primary interaction are called prompt while those that are incorrectly identified or incorrectly
identified as coming from the primary interaction are referred to as nonprompt. Nonprompt
objects can either originate from the decay of a particle produced in the primary interaction,
arise from pileup collisions, or the particle can misidentified. The working point used by an
analysis depends on the phase space where the measurement is performed and the size of the
nonprompt backgrounds expected. Working points with high true positive rates are often
referred to as "tight” working points and those with low true positive rates are referred to as
"medium” or "loose” working points. For the analysis presented in this thesis, working points
are selected to provide small false positive rates so that additional background estimation

and validation for these extra backgrounds is not required.

5.1 Electrons

Electrons are reconstructed from energy deposited in the electromagnetic calorimeter matched
to tracks in the inner detector. A likelihood (LH) discriminant is trained using several vari-
ables including the shape of the shower in the electromagnetic calorimeter, the ratio of the
energy deposited in the calorimeter to the momentum measured from the matched track in
the inner detector to separate prompt and nonprompt electrons. Higher values of the LH
discriminant are associated with a higher background rejection efficiency (lower false positive
rate) but lower signal acceptance efficiency (true positive rate). Discrete working points are
defined by requiring the LH output to be greater than some value. The discrete working
points are referred to as LooseLH, MediumLH, and TightLH. Where the TightLH working
point provides the highest background rejection efficiency (lowest false positive rate). In this

analysis, electrons are required to pass the TightLH identification requirement. To reject
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nonprompt electrons (jets faking an electron signature, photon conversion, etc.), electrons
are required to be isolated from other physics objects. Similar to the identification working
points, there also exist isolation working points. For this analysis, we require electrons to
pass the PLVTight (prompt lepton veto tight) working point. Electrons are required to have
pp > 20GeV and 0 < |n| < 1.37 or 1.52 < |n| < 2.47. The region between 1.37 < |n| < 1.52
is referred to the calorimeter crack region and is excluded due to the poor electron identifi-
cation efficiency in this region. To reject electrons originating from the decay of a secondary
particle (W, Z, heavy flavor hadron, etc.), electrons considered in this analysis are required
to be consistent with the primary collision. The ratio of the transverse distance from the
beam line to the primary vertex, referred to as the transverse impact parameter, and its

uncertainty

dySignificance = |dy|/o(dy) (5.1)

is required to be less than 5.0. Additionally, the difference between the track origin and the
primary vertex, |AZysin(#)], is required to be less than 0.5 mm. MC correction scale factors
calculated by comparing MC simulation to data are used to correct differences between MC

simulation and data [47].

5.2 Muons

Muons are reconstructed from tracks in the muon spectrometer and the inner detector [48].
Muons are weakly interacting particles and are the only charged particle to escape the
calorimeter system. For this reason, muons are more reliably identified compared to elec-
trons. To reject mis-identified muons, originating primarily from pion and kaon decay, muons
are required to pass the Medium identification requirement. The Medium identification re-
quirement ensures that there are hits in the muon spectrometer and that the hits in the muon

spectrometer and the inner detector are compatible. To reject nonprompt muons, muons
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considered in this analysis are required to be isolated from other objects. This is accom-
plished by requiring muons to pass the PflowTight FixedRad isolation working point [49]
and muons are required to have |dySignificance| < 3.0 and |AZysin(f)] < 0.5 mm. The
analysis only considers muons with pp > 20 GeV that fall with |n| < 2.5. MC correction
scale factors calculated by comparing MC simulation to data are used to correct differences

between MC simulation and data [50].

5.3 Photons

Photons have a similar signature in the electromagnetic calorimeter to electrons. The main
difference between electrons and photons as seen by the detector is that photons are not
charged so they do not leave tracks in the inner detector. Photons are reconstructed from
energy deposited in the electromagnetic calorimeter. To ensure that photons considered in
this analysis are properly identified, photons are required to pass the Tight identification
working point [51]. When photons interact with the material, the photons can convert to an
electron-positron pair. If this occurs within the inner detector, the photon can leave tracks
in the inner detector, just like an electron. Photons are required to not have a hit in the
inner b-layer. If there are hits in other layers of the inner detector but the decay vertex is
reconstructed, the photon is still considered. Photons are also required to be isolated from
other objects by requiring they pass the FixedCutTight isolation requirement [51]. Photons
considered in this analysis are required to to have pp > 20 GeV and fall within || < 2.37
but not in the calorimeter crack region within 1.37 < |n| < 1.52. MC correction scale factors
calculated by comparing MC simulation to data are used to correct differences between MC

simulation and data [47].

42



5.4 Jets

Hadrons interacting in the hadronic calorimeter manifest as showers of hadronic particles
that leave energy deposits in the calorimeters. Since hardrons can also be charged, the
information collected by the calorimeter system can be combined with information from the
inner detector in the range |n| < 2.5. Jets are reconstructed using the anti-k, algorithm [52]
with a radius parameter R = 0.4. The input to the anti-k, algorithm are objects provided
by the particle flow (PFlow) [53] algorithm within |n| < 2.5 and are referred to as particle
flow or PFlow objects. In the forward region, |n| > 2.5, the input to the anti-k, algorithm
is information from the calorimeter system. These objects approximate individual particles
and are formed by combining information from the inner detector and calorimeters. A
discriminant is trained to reject jets from pileup in the central region of the detector called
the JVT (jet vertex tagger) discriminant [54]. Jets with pr < 60 GeV and within |n| < 2.4
are required to have a JVT > 0.59. Additionally, jets are required to have pp > 20 GeV
and be within the range |n| < 2.5. MC correction scale factors calculated by comparing MC

simulation to data are used to correct differences between MC simulation and data [55].

5.5 b-jets

Hadrons containing b quarks have a relatively long lifetime that results in a displaced vertex
and allows jets originating from hadrons containing a b quark to be identified efficiently.
Since the branching ratio of the top quark to a b quark (¢t — W*b) is effectively 100%,
being able to identify or tag a jet as originating from a hadron containing a b quark is very
useful for identifying processes with top quarks. In this analysis, jets tagged as b-jets are
referred to as b-jets and are a subset of the jets previously discussed. Hence, b-jets pass
all the requirements discussed in Section 5.4. In addition to the jet requirements, b-jets
are required to be tagged as a b-jet by the D11r algorithm [56] at the 85% working point

which corresponds corresponds to a true positive rate of 85% for identifying b-jets. The
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DL1r algorithm is a neural network trained on the output of several other discriminants that
makes use of information related to the long lifetime of b hadrons such as the presence of a

displaced vertex and the decay of the b hadron.

5.6 Missing transverse momentum

miss

Missing transverse momentum, Et , represents the momentum imbalance in an event due
to neutrinos that do not interact with the detector. F™™ is reconstructed by taking the
negative sum of the momentum of all reconstructed objects that have been discussed so
far (electrons, muons, jets) as well as an additional term referred to as the soft term that
contains all of the tracks associated with the primary collision that are not accounted for in
the reconstructed objects [57, 58]. The soft term accounts for the objects that do not pass

the pt requirements for reconstructed objects.

5.7 Overlap removal

To avoid assigning energy deposits in the calorimeter system or tracks in the inner detector to
more than one object, the standard overlap removal algorithm is applied to the reconstructed

objects described in this chapter:

1. If there exists an electron and a muon in an event and the electron and muon are

reconstructed using the same track in the inner detector, then the electron is removed.

2. If there exists an electron and a jet in an event, and the jet is within AR < 0.2 of the
electron, then the jet is removed. If the jet is between 0.2 < AR < 0.4 of the electron,

then the electron is removed.

3. If there exists a muon and a jet in the event and the jet is within AR < 0.2 of the
muon and the jet and muon are reconstructed using no more than two of the same

tracks in the inner detector, then the muon is removed; otherwise, the jet is removed.
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4. If there exists an electron or muon and a photon in the event and the photon is within

AR < 0.4 of the one of the leptons, then the photon is removed.

5. If there exists a photon and a jet in an event and the jet is within AR == 0.4 of the

photon, then the jet is removed.
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Chapter 6

Monte Carlo Simulated Samples

6.1 Monte Carlo simulated samples

In addition to data collected by the ATLAS detector, Monte Carlo (MC) simulated samples
are also produced, representing the theory prediction that we compare to data collected
by the ATLAS detector. These MC samples can be divided into separate categories: the
WiWﬂ signal sample and samples for processes that are backgrounds to, or mimic, the
signal process. The background processes can be further divided into samples for processes
that have the same final state as W= W ¥~ and those that do not. The processes that have the
same final state as the signal enter the region where we perform the measurement of W= T+
naturally. MC typically models these processes well, allowing us to use the samples directly
in the statistical analysis after being validated properly. Processes that do not have the same
final state can still contribute to the WiWqE’y background through detector effects and by
the algorithms that are used to reconstruct physics objects mis-identifying the object. These
processes are typically not well modeled by MC simulation and require additional effort to
correct the modeling before they can be used during the statistical analysis.

The reconstruction algorithms employed in ATLAS to reconstruct the underlying event

are not perfect. There are residual effects related to selection efficiencies, energy resolution
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and energy scale. For this reason, the MC simulated events cannot be directly compared
to data but must be first transformed to take into account the various detector effects.
This is accomplished by simulating the ATLAS detector [59] modeled using the GEANT4 [60]
simulation software package. There are two types of simulation: full simulation and fast
simulation. Fast simulation is faster, but uses a simplified model of the electromagnetic and
hadronic calorimeters and full simulation [61] uses GEANT4 to model the entire detector. This
substitution can affect the modeling of jets and EF™. The particles in each MC event then
traverse the simulated detector, producing simulated ATLAS data that can be processed
using the same reconstruction software as real data.

Differences between reality (data) and simulation (MC) are accounted for by using a set
of corrections derived by comparing data to MC simulation for well understood processes as
well as a set of variations that parameterize how different detector effects could affect the
resulting events. The correction factors that are applied to MC simulation account for several
effects including: the efficiency of the requirements that we apply to events and objects in
those events, the resolution of the detector, and systematic offsets that can affect observable
quantities.

Each MC simulated sample is re-weighted such that the total number of events for each
simulated process is given by Equation 3.2, relating the theoretical cross section and the
experimentally derived integrated luminosity.

For the data collected by the ATLAS detector, each event is accompanied by additional
interactions in the same bunch crossing or neighboring bunch crossings, referred to as pile-up,
that obfuscate the event of interest by introducing extra tracks in the inner detector or energy
deposits in the calorimeter system. To properly compare MC simulated events and data,
the effect of pile-up is accounted for by simulating this process using the PYTHIA8 software
package and the A2 [62] tune and overlaying this onto each MC simulated sample. Since
the pile-up conditions in the ATLAS detector change over time, the pile-up contribution is

re-weighted to match the average number of pile-up events observed during the operation of
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the ATLAS detector.

6.1.1 WiW%y signal sample

The W*W ¥~ signal process is simulated at NLO in QCD using SHERPA 2.2.11 [63] and the
NNPDF3.0 NNLO PDF set. Up to two additional light-flavor jets are simulated at LO
in QCD and added to the NLO W*W ¥~ process. The W*W T+ signal sample includes all
process that contribute to the fvfr~ final state. This includes contributions from processes
other than W*W¥~ such as ZZ~ where one Z boson decays to Z — 7577 — e*uFv and
the other decays to neutrinos or jets as well as events from WiWi'y—i—jets where the two W
bosons have the same charge. The cross section for the WW ¥ signal sample is 441.4 fb.

Since the analysis presented in this thesis seeks to study the WiWqE’y process only;
a set of requirements are applied at the level of the generator, defining a fiducial region
enriched in WEW Ty events. Once the W=W ¥~ measurement is performed, the result will
be extrapolated to the fiducial region rather than the total phase space included in the
generated sample.

The fiducial volume is defined such that it contains the events selected by the cuts applied
after event reconstruction defining the signal region where W*W ¥~ is measured. Photons
are required to have pp > 20GeV and be within |n| < 2.37. Since charged leptons can
radiate photons, photons are rejected if there is an electron within AR < 0.2 of the photon
or a muon within AR < 0.1 of the photon. Leptons are required to have pr > 20 GeV and
be within |n| < 2.50. Since leptons can arise from the decay of jets, leptons are discarded
if there is a jet with pp > 20 GeV and |n| < 4.5 within AR < 0.1 of the lepton. Electrons
arising from the decay of 7 leptons are considered as well as electrons of muons directly from
the W boson decay. The fiducial volume is defined as having at least one photon and an
opposite-flavor, opposite-charge electron-muon pair satisfying the requirements above. To
account for the pr requirement associated with the single-electron and single-muon triggers,

one lepton is required to have pp > 25GeV. After applying the fiducial volume selection,
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the fiducial cross section is found to be 10.54fb T172% due to PDF uncertainties and T1597%
due to scale uncertainties. The PDF uncertainty is found by varying the PDF set used and

the scale uncertainty is found by varying the renormalization and factorization scales.

6.1.2 Prompt photon background MC samples

There are three process that contribute a significant amount to the background for the

WEW T~ process and have a prompt (not nonprompt or fake) photon: tty, Zv, and V Z~.

tty: tty and tW~

The tty and tW+ are collectively referred to as ttvy in this thesis since the ¢t process and
the tW~ process only differ by an additional b-jet in the final state.

The largest background for this analysis comes from t¢¢y. The only difference between the
signal process and ¢t is the additional jets from the top decay. Two separate tty samples are
produced and combined: one where the associated photon arises from the initial interaction
and one where the photon arises from the top quark decay or subsequent decay products.
The tty process is simulated using MADGRAPH5_aMC@NLO 2.7.3 [64] and the NNPDF3.0
NLO [65] PDF set. The event generator is interfaced with PyTHIA 8.240 [66] using a custom
parameter tune referred to as the Al4 parameter tune [67]. PYTHIA8 models the parton
shower, hadronization, and fragmentation of the underlying event. Top quarks are decayed
using MADSPIN [68, 69] to preserve spin correlations. The other heavy flavor quarks (bottom
and charm) are decayed using the EVTGEN v1.6.0 software package. The tt7y process where
the photo arises from the initial interaction is simulated at NLO in QCD. The t{y process
where the associated photon is radiated from the decay products of the top quarks or W
bosons is simulated as tf at LO in QCD and a photon is required to come from the decay of
the top quarks or subsequent decay products.

The simulation of W+ is handled in a similar manner as the ¢ty process: one sample

is produced where the photon arises from the initial interaction and one sample where the

49



photon arises from the decay of the top quark or the W boson or their subsequent decay prod-
ucts. The tW~ process is simulated using MADGRAPH5_ aMC@NLO and the NNPDF2.31o
PDF set at LO in QCD. MADGRAPH is interfaced to PYTHIA 8.240 using the A14 parameter
tune to handle the parton shower, hadronization and fragmentation of the underlying event

and the decay of heavy-flavor quarks is handled by the EVTGEN software package.

Zy

Z is the second largest background to the WiWqE'y signal process. Events from Z~ mimic
the WEW T~ process when the Z boson decays to 7 leptons which then decay to an electron
and a muon. The Z~ process is simulated using SHERPA 2.2.8 and the NNPDF3.0 NNLO
PDF set. Two or three light-jets are simulated at LO in QCD and combined with the NLO
Z~ process. Events where the Z boson is off-shell (¢/7) are also included. The photon in the
event can originate from the initial interaction or can be radiated from the charged particles

in the event.

VZ~: WZ~ and ZZ~

The V Z~ process contains contributions from Winy and a much smaller contribution from
Z7.

W=*Z~ events can enter the signal region when the W and Z boson decay to opposite-
flavor leptons and one of the leptons associated with the Z decay is not reconstructed. The
W=Z~ process is simulated using SHERPA 2.2.11 and the NNPDF3.0 NNLO PDF set. Up
to two light-flavor jets are simulated at LO in QCD and combined with the NLO WiZﬂy
process. The photon associated with the event can arise from either the initial interaction
or be radiated from the charged particles associated with the event.

Z 7~ contributes a very small amount to the WiW:F’y background and is combined with
the W*Z~ process throughout this thesis. The ZZ~ process can mimic the W=W ¥~ signal

process in a similar manner to the WiZ'y process except that two leptons are required to

50



not be reconstructed. The ZZ~ process is simulated using SHERPA 2.2.5 and NNPDF3.0
NNLO PDF set. Up to three light-flavor jets are simulated at LO in QCD and combined
with the NLO ZZ~ process. The photon associated with the event can arise from either the

initial interaction or be radiated from the charged particles associated with the event.

6.1.3 Nonprompt photon background MC samples

Some processes can mimic the signal when an electron or a jet is reconstructed as a photon.
These processes have corresponding process with a prompt photon: tt, WW, WZ, and
Z+jets. Since MC does not typically model nonprompt processes well, the MC estimates
for these backgrounds are corrected using data-driven MC correction scale factors that are
discussed in Section 9.3 and Section 9.4 respectively. In this section we will mention how

the underlying MC samples are produced.

VV: WW, WZ

The WW and W Z processes are collectively referred to as V'V or diboson throughout this
thesis. The diboson process corresponds to the signal (WiW:FV), and the W*Z~ and ZZ~
background processes without a prompt photon; therefore, these processes can mimic the
signal in the same way as the corresponding prompt photon process as long as a nonprompt
photon is present. The mechanism that produces the nonprompt photon depends on the
process. For WZ — uie:Fei, the electron that has the same charge as the muon from the
W boson decay can either be reconstructed as a photon or the electron can radiate a photon
and only the radiated photon is reconstructed. For the other diboson processes, the only
significant mechanism that produces nonprompt photons is jets faking photons.

The V'V process is simulated at NLO in QCD using SHERPA 2.2.2 and the NNPDF3.Onnlo
PDF set. Up to one additional light-flavor jets are simulated at LO in QCD and added to
the NLO WinFv process. The virtual QCD correction were provided by the OPENLOOPS 1

library [70, 71, 72]. Off-shell W and Z contributions are included so the process simulated
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is llvv, and ¢0lv. The case where there are four, one or zero leptons produced are not

considered in this thesis since their contribution is found to be negligible.

tt: tt and tW

The tt and the tW processes are collectively referred to as tf in this thesis. These backgrounds
differ from the ¢ty process by the absence of a prompt photon; therefore, ¢ can mimic the
WEW T~ signal in the same way that t#y does as long as there exists a nonprompt photon.
The only significant mechanism for nonprompt photons to be produced with tf events is
through jets faking a photon.

The tt process is simulated at NLO in QCD using POWHEG-Box v2 [73, 74, 75, 6]
and the NNPDF3.0NLO PDF set. MADGRAPH is interfaced to PYTHIA 8.230 using the
A14 parameter tune to handle the parton shower, hadronization and fragmentation of the
underlying event and the decay of heavy-flavor quarks is handled by the EVTGEN v1.6.0
software package.

The tW process is simulated at NLO in QCD using POWHEG-BOX v2 in the 5-flavor
scheme and the NNPDF2.31o0 set of PDFs. MADGRAPH is interfaced to PYTHIA 8.230 using
the A14 parameter tune to handle the parton shower, hadronization and fragmentation of
the underlying event and the decay of heavy-flavor quarks is handled by the EVTGEN v1.6.0
software package. Diagram removal is used to remove interference and overlap between the

tt and tWW samples.

Z+jets

The Z+jets process corresponds to the Zv process without a prompt photon; therefore,
Z+jets events can mimic the W*W ¥~ signal as long as a nonprompt photon is present. The
only significant mechanism for nonprompt photons to be produced with ¢t events is through
jets faking a photon.

The Z+jets process is simulated at NLO in QCD using SHERPA 2.2.1 and the NNPDF3. Onnlo
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PDF set. While the sample is produced at NLO in QCD, the NNLO cross section is avail-
able [77] and is used to normalized the Z+jets sample to the NNLO prediction. Up to two
partons are simulated at NLO in QCD and up to four partons are simulated at LO in QCD

using the Comix [78] and OPENLOOPS 1 libraries.
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Chapter 7

Experimental Systematic

Uncertainties

The theoretical prediction from MC simulation, the modeling provided by the ATLAS detec-
tor, and the reconstruction of data and MC introduce several sources of uncertainty into the
analysis of ATLAS data. To properly compare MC simulation representing the theoretical
prediction and ATLAS data, these different uncertainties need to be estimated and included
in the statistical analysis. This is accomplished by generating variations for each source of
uncertainty and including them as independent nuisance parameters when the measurement

is performed.

7.1 MC prediction uncertainties

The theoretical prediction provided by MC is an estimate that often makes many assump-
tions. The effect of these assumptions and approximations is provided by PDF set variations,
variations of the renormalization and factorization scales, variation of parameters associated
with the parton shower, and comparing MC simulated samples generated using different gen-
erators that make different assumptions. These uncertainties are referred to as theoretical

uncertainties. In the analysis presented in this thesis, theory uncertainties are included for
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the W*W T~ signal process as well as for the &y and Z~ processes since they comprise the
majority of the background to the W*W T~ process.

The uncertainty due to initial-state-radiation (ISR) was estimated by comparing the
nominal ¢ty sample with two additional samples, which have the same setting as the nominal
one, but with the Var3c up or down variation of the A14 tune, which corresponds to the
variation of ag for initial state radiation (ISR) in the A14 tune.

To evaluate the renormalization and factorization scale uncertainties, the two scales were
varied simultaneously by factors 2.0 and 0.5. To evaluate the PDF uncertainties for the
nominal PDF, the 100 replicas for NNPDF2.310 were taken into account.

The renormalization and factorization scale uncertainties are estimated using the internal
SHERPA 2.2.11 weights by varying up and pp separately up and down by a factor of 2 with
respect to the nominal weight. The effect of varying pup and up is estimated simultaneously
on the Matrix-element calculation and the parton shower. Similarly, the PDF systematic
effects are estimated using the internal SHERPA 2.2.11 weights of the PDFALHC resulting in
30 nuisance parameters.

An exact approach as in WiW:F'y was used to estimate the renormalization, factorization

scale and PDF uncertainties.

7.2 Experimental systematic uncertainties

The uncertainties arising from inaccuracies in the simulation of the ATLAS detector, as well
as the uncertainties associated with the reconstruction of objects making up the underly-
ing event in data and MC such as the resolution of the detector, are taken into account
by producing different MC samples that are produced under different assumptions about
the operation of the ATLAS detector. These uncertainties are referred to as experimental
uncertainties. In this way, all uncertainty other than the Poisson statistical uncertainty on

data is applied to MC simulation.
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There are two types of systematic uncertainties: those that affect only the weight as-
sociated for each event and those that affect the reconstructed event itself and must be
represented as a completely new sample with events containing potentially different recon-
structed objects. The latter kind of systematic uncertainties are associated with uncertainties
that affect the four-vectors of the events and can result in the objects associated with the
event being reconstructed as different objects, not reconstructed at all, or objects that were
previously removed being reconstructed.

The remainder of this section will describe groups of systematic uncertainties and how

they are produced.

7.2.1 Luminosity

The uncertainty on the integrated luminosity collected from 2015 to 2018 that is used in
the analysis presented in this thesis is 1.7% [26]. The uncertainty is obtained by performing
beam-separation scans [24] and the information collected by the LUCID-2 ATLAS sub-

detector [79]. Further details on the luminosity measurement can be found in Reference [26].

7.2.2 Uncertainty in pileup modeling

Pileup is accounted for by simulating additional soft interactions and overlaying these onto
MC simulated samples. The distribution of the number of interactions per event in the MC
simulated samples is re-weighted to match the distribution of the number of interactions
per event observed in data for each data taking period. The distribution of the number of
interactions per event used is for the re-weighting procedure is varied by its uncertainty to
generate alternative event weights [80] that are propagated through the analysis and used

as systematic uncertainties in the W¥W 7T~ signal strength measurement.
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7.2.3 Lepton systematic uncertainties

There are several sources of uncertainty associated with reconstructed electrons and muons
in MC simulation. For electrons, the systematic uncertainties that are considered are related
to the trigger, identification, isolation, and reconstruction efficiency. For muons, these same
systematic uncertainties are considered as well as systematic uncertainties associated with
the inner detector (ID), the muon spectrometer (MS), momentum scale, as well as a track-
to-vertex-association (TTVA) impact parameter selection.

MC simulation is corrected by applying scale factors that are derived using the tag-and-
probe method [81, 48] applied to sets of events that are selected to be enriched in events from
the well understood Z — ee and Z — puu processes. These events are selected by taking
advantage of the large Z+jets cross section as well as the fact that the reconstructed di-
lepton mass (my,) will be close to the Z boson mass if the leptons originated from the decay
of a Z boson. One of the leptons, referred to as the tag lepton, is required to pass a strict set
of requirements so that it can be identified correctly with a high likelihood. The other lepton
in the event is referred to as the probe lepton. By studying the the probe lepton, selection
efficiencies can be studied and scale factors can be obtained that correct MC simulation as a
function of different lepton kinematic variables to match the same distributions in data [82,
49].

Uncertainties are obtained by varying the selection requirements and the uncertainty on
non-Z events that are included in the set of selected events. Uncertainties on the lepton
momentum scale is obtained by performing the event selection after varying the lepton
momentum up and down by 1o and the uncertainties on the lepton momentum resolution

are obtained by repeating the event selection after smearing the lepton momentum [50, 83].

7.2.4 Photon systematic uncertainties

Photon identification and isolation efficiencies are measured in data [84] and scale factors

are calculated by taking the ratio of the efficiencies in data and MC simulation as a function
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of photon kinematic variables. Photon efficiencies are calculated using a set of events that
are enriched in events where a photon is radiated from an electron in Z — e“eT decays.
Photon efficiencies are also estimated by exploiting the similarity between showers in the
electromagnetic (EM) calorimeter for electrons and photons to extrapolate from results ob-

tained by studying Z — eTe¥

events without a radiated photon to photons. Systematic
uncertainties are obtained by varying these scale factors up and down by their associated
uncertainties. Systematic uncertainties related to the energy scale and resolution of photons

are calculated together with the energy and scale resolution of electrons.

7.2.5 Jet systematic uncertainties

Systematic uncertainties on jets are separated into three categories: jet energy resolution,
jet energy scale, and jet vertex tagger systematic uncertainties. Systematic uncertainties

related to b-tagging are discussed in the next section.

Jet energy scale (JES)

The procedure used to calculate the jet energy calibration or jet energy scale and its associ-
ated systematic uncertainties is described in Reference [85, 55]. There are several different
categories of effects that contribute the JES uncertainty including those uncertainties result-
ing from: modeling and statistical uncertainties from extrapolating from the central region,
jet flavor composition, effects due to pileup interactions, detector response, b-jet energy scale,
and more. Each of these categories of systematic uncertainties are often due to more than

one physics process and are calculated using a variety of different methods.

Jet energy resolution (JER)

There are 13 separate systematic uncertainties related to the jet energy resolution. These
systematic uncertainties are obtained by producing alternative samples after smearing the

jet energy in the MC samples [86].
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Jet vertex tagger (JVT)

An systematic uncertainty associated with the jet vertex tagger (JVT) [54] requirement
used when selecting jets is obtained by varying the parameters associated with tracking and

vertexing in the inner detector by the relevant detector resolution.

7.2.6 b-tagging systematic uncertainties

The largest background when studying W*W T~ is from tty. To differentiate between
WEWTy and tty, it is very efficient to veto events that contain a jet the has been tagged
as arising from the decay of a b-hadrons, referred to as b-jets. Since b-hadrons have a longer
decay length than light flavor jets, they can be differentiated. The act of classifying a jet as
originating from a b-hadron is called b-tagging and, in this analysis, is performed using the
D11r algorithm. The efficiency (true positive rate) and mis-tag rate (false positive rate) for
the b-tagging algorithm are measured in data using the methods described in References [87,
88, 89]. Systematic uncertainties on the b-tagging efficiency and mis-tag rate are obtained
by varying the inputs to the b-tagging algorithm. The b-tagging algorithms make use of a
large number of different variables, many of which are correlated. To reduce the number of
components to be varied to produce systematic uncertainties and to de-correlate the input
variables, primary component analysis (PCA) is used and only a subset of the most impor-
tant components are kept, forming a lower dimensional space. Systematic uncertainties are

obtained by varying the components of this lower dimensional space.

7.2.7 Missing transverse energy (ET"™) systematic uncertainties

The E¥ is reconstructed [90] from the vector sum of several terms corresponding to elec-
trons, muons, photons, and jets. The uncertainties due to these different reconstructed
miss

objects are propagated through the E1™ calculation and so the effect of these uncertainties

on the E¥™ calculation are accounted for in those systematic uncertainties. The only term
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miss

that is not taken into account by other systematics is due to the soft-term in the £t calcu-
lation. The uncertainty on the soft-term is estimated by comparing the ratio of the soft-term
and the hard-term in MC simulation and data [91]. One systematic uncertainty is obtained
by taking the average deviation of the ratio from one as an overall uncertainty. Two other
systematic uncertainties are obtained by comparing the E™ and E; 5 resolution between

data and MC simulation.
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Chapter 8

Event Selection

8.1 eiu$7 Signal Region

The WiW$7 signal process can produce different final states in the ATLAS detector depend-
ing on whether the W bosons decay leptonically (W= — ¢*1) or hadronically (W* — j7).
The different final states can then be distinguished by the number of leptons in the final
state. The final states with one or zero leptons suffer from very high backgrounds; therefore,
only the two lepton final state is considered. The two lepton W¥W T~ final state can be
classified into three different channels based on the flavor of the leptons: ete™, ei;ﬁ, and
1. Processes that resemble the same-flavor final state produce an overwhelming number
of events compared to the opposite-flavor channel; therefore, only the ei,tﬁ channel is con-
sidered. It is also possible that the leptons have the same charge but this process is more
rare than the same-charge process and is not considered as signal in this analysis.

In this analysis, the W W T~ process is studied in the W=WTy — eiwﬁu channel.
This final state is characterized as having an opposite-charge electron muon pair and two
neutrinos that are correlated with an imbalance in the transverse momentum measured in

the ATLAS detector.

Processes that can mimic the W*W T~ final state include: tty, Z7v, and W*Z~. The
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tty final state differs from the W=W ¥ final state by the presence of b-jets. These events
can be largely vetoed by rejecting events with b-tagged jets. The Zv process can mimic the
WiW:F’y final state when the Z boson decays to 7 leptons that then decay to an electron
and a muon plus neutrinos. The W*Z~ process can mimic the W*W ¥~ final state when
the W and Z bosons decay to opposite flavor leptons (e and 1) and the lepton with the same
charge as the W boson is not reconstructed.

Other processes can mimic the W¥W 7T~ final state due to electrons or jets being mis-
identified as photons or from nonprompt photons. The processes that mimic the WinF”y
final state due to jets faking prompt photons correspond to the signal and backgrounds with
prompt photons but without the prompt photon. Processes that mimic the WinF’y final
state due to electrons faking photons arise almost entirely to diboson events and W Z in
particular. In this case, the WZ decays to u“eTe™ and the electron with the same charge
as the W boson fakes a photon. Since the nonprompt photon arises from the Z boson, the
reconstructed mass of the electron and photon will be close to the Z boson mass. This is
useful for removing this particular background.

A signal region (SR) is defined to maximize the number of W*W ¥~ while minimizing
the number of background events. From the preceding discussion, the e ;T signal region
can be defined as having one opposite-charge electron-muon pair, where one lepton has a
pr > 27 GeV to satisty the trigger requirements discussed in Chapter 4, missing transverse
momentum, no b-jets, and remove events where the reconstructed electron-photon mass
(m(e, 7)) is consistent with the Z boson mass. The full cuts defining the e*;Fy SR are
given in Table 8.1. Distributions of kinematic variables for the electron, muon, and photon
are given in Figure 8.1 and yields for the same region are given in Table 8.2. From the yields,
we see that ¢ty and Z~ contribute the majority to the WiW{y background in the ei,ﬁv
SR and that there are smaller contributions from nonprompt photon sources, namely those
with photons originating from jets faking photons. The validation and estimation of these

backgrounds will be the subject of the next chapter.

62



ety SR
Leading lepton pp > 27 GeV
EP™ > 20 GeV
im (e,y) — my| >5GeV
N(b-jets) == 0 with 85% b-tag working point

Table 8.1: ei,qu'y SR definition.

WEW¥~ | Signal 237.2 + 2.0
tty 398.1 + 3.1
Zry prompt v | 141.5 + 14.4
V2 28.3 + 0.4
tt 25,8+ 1.9
Zjets jet — 11.6 = 8.5
lvly 104 £ 1.1
4247 329 £ 1.1
ceee e 43 +0.2
Total 890.0 £ 17.3

Table 8.2: Yields in the e* 4T+ SR. Uncertainty is statistical only.
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Chapter 9

Background Estimation and

Validation

9.1 Estimate of the tty fake process

The largest background to the W*W ¥~ process is due to ¢tfy. The most significant difference
between WEW T~ and tty is the presence of b-jets in the ¢y process that are absent in the
WiW:F'y process. Requiring that all events with a b-tagged jet are vetoed from the ei,tﬁv
SR greatly reduces the contribution from tty. To select a set of events that is enriched in
tty events and does not overlap the set of events selected for the ei/ﬁfy signal region, we
can require a single b-jet and define the tty control region. The full list of requriements
defining the ¢ty control region is given in Table 9.1. Distributions of kinematic variables for
the electron, muon, and photon are given in Figure 9.1 and yields for the same region are
given in Table 9.2. From the yields, we see that the ¢ty control region requirements select a

set of events that is enriched in ty with the other contributions being mostly from ¢t.
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tty CR
Leading lepton py > 27 GeV
EF™ > 20 GeV
Im (e,y) — my| >5GeV
N(b-jets) == 1 with 85% b-tag working point

Table 9.1: tty CR definition.

WEW¥~ | Signal 17.5 + 0.6
tty 1500.5 + 6.0
Zy prompt -y 205 £ 7.1
V Z~ 3.6 + 0.2
tt . 87.5 + 3.5
iy jet = 1.0 + 0.3
777 2.2+ 0.3
e €7 0.4 + 0.1
Total 1633.3 + 10.0

Table 9.2: Yields in the ¢ty control region. Uncertainty is statistical only.
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Figure 9.1: Kinematic distributions in the ei,qu’y SR. Uncertainty is statistical only.
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9.2 Estimate of the Z~ fake process

The second largest background to the W*W T~ process after ¢y is due to Zv. The leptonic
decay of Z bosons is typically characterized by two same-flavor opposite-charge leptons. For
Z~ to satisfy the e* T signal region requirements, the Z boson decays to two tau leptons
that in turn decay to an electron muon pair. Requiring the events satisfying the e=pTy
signal region requirements have an opposite-charge electron muon pair removes almost all
events from Z7. To select a set of events that is enriched in Zv events and does not
overlap the set of events selected for the ei/ﬁfy signal region, we require events to have
an opposite-charge same-flavor lepton pair, defining the Z~ control region. Since the cross
section times branching ratio for the WZ — e*¢*¢T decay is much smaller than for the
Z — ,ui/ﬁ and Z — eFet decays, the requirement on the reconstructed electron-photon
mass can be dropped. The requirements defining the Z~v control region are given in Table 9.3.
Distributions of kinematic variables for the leptons and photon are given in Figure 9.2 and
yields for the same region are given in Table 9.4. From the yields, we see that the Z~

control region requirements select a set of events that is enriched in ¢y with almost no other

contributions.

Z~ CR
Leading lepton p; > 27 GeV
EF™ > 20 GeV
m (Lly) <100 GeV
N(b-jets) == 0 with 85% b-tag working point

Table 9.3: Z~ CRs definition.

WEWT | Signal 41.3 £ 0.8
tty 37.3 £ 0.9
Zy prompt v | 24222.9 + 196.9
VZ~y 31.7 £ 0.5
Zjets jet = v 178.9 4+ 53.5
Total 24519.6 + 204.1

Table 9.4: Yields in the Z~ SR. Uncertainty is statistical only.
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Figure 9.2: Kinematic distributions in the ei,uqcfy SR.
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9.3 Estimate of the e — ~ fake process

In the e/ signal region, it is possible for electrons to either be reconstructed as photons
or the electron can radiate a photon and only the photon is reconstructed. Events where this
occurs are referred to as e — « fake events. In MC simulation, events arise from the e — ~
fake process if there is an electron at truth level or if there is a truth electron that is not
reconstructed within AR < 1.0 of the photon. The events selected from MC simulation in the
e 11Ty signal region as well as those that are removed by the Z veto, |m(ey)—m(Z)| < 5GeV
requirement are given in Table 9.5. From the yields, we can see that the majority of the
events that arise from the e — 7 fake process originate from diboson (V'V') processes and

that the Z veto is very efficient at removing these events from the e* ¥ signal region.

Region
PIOCESS F® Ty SR | VV CR
tt 2.6 = 0.6 04 +02
Zjets 1.0 £ 0.7 2.0 &£ 2.0
oeee 3.9+£02 | 81403
12447 30511 71.3 £22

Total | 39.3 4 1.3 | 82.54 & 3.0

Table 9.5: Yields identified as arising from the e — ~ fake process in MC simulation in the eiu%y signal
region and the diboson control region. Uncertainty is statistical only.

9.3.1 e — ~ fake estimate

The e — v fake background is estimated using MC simulation that has been corrected by
data driven MC correction scale factors. The correction scale factors are derived in the
Z — e*ef and Z — ei’y control regions defined in Table 9.6. The Z — e*eT control region
is designed to be enriched in events from Z — e*eT and the Z — e~ control region is
designed to be enriched in events from Z — eTe™ where one of the photons is reconstructed
as a photon.

MC correction scale factors are obtained by taking the ratio of the e — + fake rate (FR)
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Z — eTet CR | Z — ety CR
N(e) ==

N(y) ==
Im(ee) —m(Z)| <30GeV | |m(ey) —m(Z)| < 30GeV

Leading e pp > 27 GeV
N(b-jets) ==0

Table 9.6: Definitions for the Z — eTeT and Z — eify control regions used to measure the e — ~ fake MC
correction scale factors.

measured in MC and scaling this to match the fake rate measured in data:

- FRData
~ FRuc

SF 9.1)

This means that if the MC simulation predicts that 1 event enters the e*uT~ signal region
through the e — v fake process but the e — v fake rate in MC simulation is half of the
e — v fake rate in data, we need to scale the predicted number of e — ~ fake events by
2 to get an accurate estimate. The e — ~ fake rates are measured in the Z — e“eT and
Z — ei’y control regions defined in Table 9.6 and are given by

N(eFeT)

FR =~ )
N(e™)

(9.2)

as a function of the photon pr and 7. The binning used is p(y) = {20, 25, 35,45,60} GeV
and |n(v)| = {0,0.5,1.0,1.52,2.0,2.37}. Since the analysis does not consider electrons and
photons in the crack region (1.37 < |n| < 1.52), scale factors for this n range are also not
considered.

The number of Z and non-Z events are determined by making use of the fact that
the m(e“e¥) distribution in the Z — eeT control region and the m(e7) distribution
in the 7 — ei’y control region have different shapes for Z and non-Z processes. The Z
process is modeled by Breit-Wigner distribution convoluted with a crystal ball and the non-

Z events are modeled by a 4™ order Bernstein polynomial. The width of the Breit-Wigner
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is fixed to the Z width and the mean of the Crystal Ball is fixed to 0, but all other model
parameters are free in the fit. After fitting the parameterized distributions to the m(e*e¥)
and m(eiv) distributions in MC simulation and data and integrating the result, results in
the measurement of the number of Z and non-Z events.

Figure 9.3 shows an example of the resulting fit in the Z — e*ef and Z — ei’y control
regions using MC simulation and data. The distribution of events from Z decay are given
by the curve labeled ”Signal” and the distribution of other processes are given by the curve
labeled ”Background.” Comparing the sum of the two curves, labeled ”Total” in the figure,

to data shows good agreement, indicating that the parametric models successfully model the

two distributions.

chi*2 (11 d.o.f.) = 541.381 chi*2 (11 d.o.f.) = 56.782
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Figure 9.3: Result of performing the template fit described in the text. (Top Left) Template performed in

the Z — eeT control region using data. (Top right) Template performed in the Z — eeT control region

using MC. (Bottom Left) Template performed in the Z — eify control region using data. (Bottom Right)
Template performed in the Z — ei'y control region using MC.

The MC correction scale factors obtained using Equation 9.2, Equation 9.1, and the

measured number of events arising from Z decay are given in Table 9.7.
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e — 7y scale factors

above 60 | 1.32 | 0.98 | 1.11 | - | 0.95 | 0.98
45 - 60 1.24 1 1.06 | 1.05 | - | 0.90 | 1.05
pr|GeV] 35 -45 1.25 1 1.09 | 1.05 | - | 0.98 | 1.06
25 - 35 1.12 1 1.25 | 1.22 | - | 0.81 | 0.98
20 - 25 070 | 1.13 | 1.19 | - | 0.96 | 1.01
a

I~ 0O (e} D~

< N 4| E

KD. — i ] I N

[a) 1 1 I~ a |

! e @ on |9

@] (@) — — — &\

n

Table 9.7: Measured e — v scale factors.

9.3.2 Systematic uncertainties

Several systematic uncertainties on the e — ~ fake estimate are considered. The number of
events in the Z — eTe™ and Z — ey control regions obtained by the template fit are varied
up and down by the uncertainty on the measured number of events to produce alternative
e — ~ fake estimates. When the template fit is performed, assumptions are made about
the shape of the background distribution. To include the effect of these assumptions on
the e — v fake estimate, new MC correction scale factors are produced after replacing the
4™ order Bernstein polynomial with a 5" order Bernstein polynomial. An assumption is
also made about what events should be considered in the template fit. Nominally, only
events with m(ee) or m(ey) within 30 GeV of the Z mass are considered. To account for
this choice, additional e — v fake MC correction scale factors are produced after increasing
and decreasing the distance from the Z mass by 5GeV. The variations on the e — ~ fake
estimate are propagated through the remainder of the analysis and taken into account when

the measurement of the W=W ¥~ signal strength is performed.

9.3.3 Validation of the e — ~« fake estimate

Contributions to the W=W ¥~ background in the e* ;i signal region from the e — ~ fake

process are small due to the efficiency of the Z veto, |m(e,y)—m(Z)| < 5 GeV. Inverting this
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requirement selects a set of events that are enriched in e — v fake events that are orthogonal
to the events selected by the e® ;¥ signal region requirements. The new region is referred to
as the diboson control region or the V'V control region. The full list of requirements defining
the diboson control region are given in Table 9.8. Distributions of kinematic variables for
the electron, muon, and photon are given in Figure 9.4 and yields for the same region are
given in Table 9.9. The e — v and jet — = processes have been corrected using data driven
MC correction scale factors have been applied to correct for mis-modeling between data and
the MC prediction. The jet — ~ data driven MC correction scale factors are derived in
a similar way to the e — v fake MC correction scale factors and will be discussed in the
next section. The agreement between data and the estimate provided by MC simulation is
reasonable given the uncertainties on the backgrounds, suggesting that our estimate for the

e — «y process is sufficient.

VV CR
Leading lepton py > 27 GeV
EFs > 20 GeV
Im (e,7y) —my| <bGeV
N(b-jets) == 0 with 85% b-tag working point

Table 9.8: VV CR definition.

WEW¥~ | 15.10 + 0.75

VZy 2.44 + 0.52
7y 3.56 + 2.47
thy 31.06 & 3.41

jet — 3.86 £ 1.52
e — 7y 88.52 £ 6.48

Total | 144.54 £ 8.53
data | 146

Table 9.9: Yields in the diboson control region. Uncertainty includes statistical uncertainties as well as all
systematic uncertainties included in this analysis presented in this thesis.
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Figure 9.4: Distributions of various variables for events in the diboson control region. The uncertainties
indicated in the figures includes statistical uncertainties as well as all systematic uncertainties included in
this analysis presented in this thesis.
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9.4 Estimate of the jet — ~ fake process

Events where the photon arises due to hadronic decay or where a jet is mis-identified as a
photon are refereed to as jet — ~ fake events or jet fakes throughout this thesis and are a
background to the W*W T~ process. The contribution from events arising from the jet — ~
fake process is estimated by applying data-driven MC correction scale factors calculated in

a region enriched in jet — 7 events to the MC estimate for the jet — ~ process.

9.4.1 Origin of jet — « events

Events entering the e* 1T~y SR from jet — ~ fakes originate from processes similar the signal
and backgrounds with prompt photons (tty, Z+, WiW{y, and W*Z 7v) except that there is
no prompt photon (¢t, Zjets, and VV'). MC samples for processes without a prompt photon
are used to estimate the contribution from jet — 7 fakes. Sample overlap removal is applied
between the prompt and non-prompt MC samples so that these samples are orthogonal and
events where the photon arises from ISR or FSR are contained in the prompt photon samples
(e.g. tty) and photons arising from other sources are contained in the other sample (¢¢). The
yields for the samples used for the jet — ~ fake estimate before any scale factors have been
applied are given in Table 9.10. The generators used to produce each MC estimate can affect

how well the MC models the jet — + fake process and are indicated in Table 9.11.

Process ‘ Yield

tt 23.0 £ 1.8
12444 0.4 + 0.1
12447 2.3 £ 0.3
lvly 104 + 1.1
Zjets | 104 £ 8.5

Total | 46.7 £ 8.7

Table 9.10: Yields for the jet — v background in the ei;ﬁﬂy SR. Uncertainty is statistical only.
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jet — ~v Process ‘ Type ‘ Generator

tt I favor PowHEG-BoX v2 +PYTHIA 8.230
tW cavy Havo PowHEG-Box v2 +PyTHIA 8.230
Zjets . SHERPA 2.2.2
4% Light flavor SHERPA 2.2.1

Table 9.11: Summary of the processes used estimate the jet — v fake contribution as well as the generator
used to produce the sample.

9.4.2 jet — ~ estimate in the Zjets control region

Contributions to the W= W ¥~ background in the e* ;T signal region from the jet — ~ fake
process are small but this is not due to any specific requirement so there is not an easy way
to form a jet — v fake control region near the et iy signal region. Instead, we note that the
requirement that m(€¢~) < 100 GeV defining the Zv control region is used to veto jet — =
fake events. The Zjets control region is defined by inverting the m(¢¢v) requirement of the

Z~ control region. The full list of requirements defining the diboson control region are given

in Table 9.12.

Zjets CR

Leading lepton p; > 27 GeV
EFs > 20 GeV
m (£0y) >100 GeV
N(b-jets) == 0 with 85% b-tag working point

Table 9.12: Zjets CRs definition.

Assuming that the mechanism that causes jets to fake photons is independent of the
flavor of the leptons in the event, the jet — ~ fake process can be studied in a region with
two same-flavor opposite-sign leptons and be extrapolated to the signal region with a =0T
pair. Data-driven MC correction scale factors are measured as a function of the photon py

and n by taking the ratio of the number of events in MC simulation to the number of events
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Figure 9.5: Distributions of various variables for events in the Zjets control region. The uncertainties
indicated in the figures includes statistical uncertainties as well as all systematic uncertainties included in
this analysis presented in this thesis.

in data:

N(Data) — N (prompt MC)

F pumy
o N(jet — v MC)

The measured jet — v MC correction scale factors are given in Figure 9.6.
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Figure 9.6: Data-driven jet — v fake MC correction scale factors calculated in the Zjets CR. The uncer-
tainty is statistical only.

9.4.3 jet — v systematic uncertainties

The systematic uncertainties applied to the jet — ~ fake estimate include:
e The statistical uncertainty on the jet — v MC correction SF's

e A 30% overall uncertainty estimated from an alternative method for estimating con-

tributions from jet — v events.

To account for potential differences between flavor/generator, uncertainties are applied sep-
arately to light flavor/Sherpa (Zjets, VV') and heavy flavor/MadGraph (¢t, tWW) and uncor-

related.

9.4.4 Validation of the jet — ~ fake estimate

Distributions of kinematic variables for the electron, muon, and photon are given in Figure 9.7
and yields for the same regions are given in Table 9.13. From the figures and yields, we see
that the Zjets control region has approximately of the 50% events from the Z~ process and
50% of the events from the jet — ~ fake (Zjets in this case) process. Since the modeling of

the Z~ process is validated in the Zv CR, we can consider any mis-modeling in the Zjets
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control region to be the result of mis-modeling in the jet — ~ fake process. The e — v and
jet — ~ processes have been corrected using data driven MC correction scale factors which
have been applied to correct for mis-modeling between data and the MC prediction. The
e — v data driven MC correction scale factors are derived in a similar way to the jet — ~
fake MC correction scale factors as discussed in the previous section. The agreement between
data and the estimate provided by MC simulation is reasonable given the uncertainties on

the backgrounds, suggesting that our estimate for the jet — ~ process is sufficient.

WEWTy | 275.74 + 12.36
VZy 108.67 + 22.11
Zy 30397.30 + 3250.70
tty 393.11 + 34.52
jet =~ | 14011.90 + 5276.79
e— 7 404.48 + 29.89
Total | 45591.20 + 6352.26
data ‘ 45570

Table 9.13: Yields in the Zjets control region. Uncertainty includes statistical uncertainties as well as all
systematic uncertainties included in this analysis presented in this thesis.
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Figure 9.7: Distributions of various variables for events in the Zjets control region after the MC correction
scale discussed in this section have been applied. The uncertainties indicated in the figures includes statistical
uncertainties as well as all systematic uncertainties included in this analysis presented in this thesis.
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Chapter 10

Machine Learning

To increase the sensitivity of the analysis, a Boosted Decision Tree (BDT) algorithm is used
to combine information from many different variables to produce a new variable (the BDT
output) to use during the fitting procedure. The BDT is trained using the XGBoost [92]
package using events in the ei/ﬁ'y signal region. To produce the BDT output that will be
used during fitting, the BDT is applied to events in the e T~ signal region.

The remainder of the section defines the events used to train the BDT, the variables for

each event, the BDT hyperparameters, and the validation of the BDT.

10.1 XGBoost Hyperparameters

XGBoost has several hyperparameters that can be set to create different models. This section

describes the hyperparameters that are used to define the BDT for this analysis.

e Max tree depth
The maximum tree-depth determines the maximum number of splits (set of sequential
cuts) that each tree can achieve during the training. Increasing the maximum depth

increases the model complexity.

e L2 Regularization
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The L2 regularization is used to add a regularization term to the function to be opti-
mized. If the L2 regularization value is non-zero, an additional term is added to the

function to be minimized during the training of the form:
1 T
—L2-
5 ww

where w is the vector of weights for each tree. This term penalizes models with large

weights and helps to effectively reduce the model complexity.

Number of trees
The number of trees used in the training. Increasing the number of trees increases the

model complexity.

Learning Rate
The learning rate multiplies the gradient after each training step. This reduces the

impact of each event in the optimization process.

Event subsample

The event subsample is the fraction of events used by each tree during training.

Variable subsample

The variable subsample is the fraction of variables that each tree can use.

Min child weight

The min child weight is the smallest number of events that can exist in a leaf node.

These parameters define the BDT complexity.

10.2 Processes used when training the BDT

The BDT is trained using events from Monte Carlo simulation. The ¢ty and Z~ backgrounds

used to train the BDT are not scaled using the ¢ty and Zv normalization factors measured
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in Section 11. The e — v and jet — v background estimates are scaled by the MC correction

scale factors described in Section 9.3.1 and Section 9.4.2, respectively.

Background ‘ Type
WW Ty
Wity
VZy MC
tty
Zn
jet = v
e— 7y

Scaled MC

Table 10.1: Summary of the processes used to train the BDT as well as the type of estimate used.

10.3 Event weights used for training

Events with negative weights are used in the BDT training. However, the absolute value
of the event weights are used and then signal and background processes are re-weighted to

their expected number of events. The event weight used during training is given by:

= Ju,] - Wi
> |wil

w; " =
Taking the absolute value of the event weights can cause the shape of the distribution of
variables used to train the BDT to change. .

Additionally, an extra scale factor is applied to the background events, such that the
total number of background events is equal to the number of signal events. Since there are
more background events than signal events, this prevents the BDT from assigning a low
BDT score to signal events. For example, if there were 99 background events and 1 signal

event, the BDT could obtain 99% accuracy by labelling all signal events as background.
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10.4 Obtaining the BDT output

Before training, each event is assigned a random number between 1 and 5. Based on the
random number, events used to train the BDT are split into five folds. Each BDT is trained
on % - 100% = 80% of the events and applied to the remaining 20% of the events. This
procedure is repeated five times. The BDT score obtained by applying the BDT to events
not used to train the BDT is used to perform the likelihood fit described in Chapter 11.
This procedure ensures that the analysis does not suffer from bias when applying the BDT

to events used in training.

10.5 Hyperparameter tuning

Each BDT is trained such that the area under the ROC (Receiver operating characteristic)
curve, referred to as the AUC, is optimized. The ROC curve is obtained using the BDT
output to calculate the probability that each event in a given set is a signal or background
and plot the true positive rate against the false-positive rate. These rates are defined as

follows:

True Positives

True Positive Rate =
True Positives + False Negatives

False Positives

False Positive Rate =
False Positives + True Negatives

Integrating the ROC curve yields the AUC, which has a probabilistic interpretation: the
AUC is the probability that a randomly selected signal event will have a higher BDT score
than a randomly selected background event. So, the larger the AUC, the better the training
will be. The AUC is a substitute for the expected significance. Since the AUC does not
consider systematic uncertainties, a higher AUC does not necessarily imply a higher expected

significance.
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10.6 Feature Importance

The feature importance of a variable is defined as the improvement in accuracy due to that
variable. It is calculated by averaging the relative improvement in purity due to splitting
on a variable over all trees defining the model. This quantity is used to understand which

variables contribute the most to separating signal and background.

10.7 Variable Selection

The BDT is trained using ten variables. The variables used to train the BDT are selected
using the algorithm described next. When training a BD'T with n variables, the n variables
are selected by first training the BDT using m variables such that m > n, ranking the
variables by feature importance, removing the variable with the lowest feature importance,
and then repeating until there are only n variables left. Note: when variables are being
selected, the model hyperparameters: event subsample, and column subsample, are set to 1.

This helps to prevent highly correlated variables from being selected.

10.8 ei,u:F'y Signal Region Training

This section describes the hyperparameters used to define the BDT, the input variables, and
the validation of the BDT and input variables by applying the BDT to a control region and
comparing the results with data.

The hyperparameters used to define the BDT are given in Table 10.2. A description of

each of the hyperparameters is given in Section 10.1.

10.8.1 BDT Training Variables

The variables used to train the BDT in the ei;ﬁ'y signal region as well as the feature

importance of each variable for a single BDT are given in Table 10.1. The correlation between
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Parameter Value

max tree depth 4
L2 regularization 1
Number of trees 120
learning rate 0.1
event subsample 0.5
variable subsample | 0.5
min child weight 1

Table 10.2: The hyperparameters used to define the BDT trained in the et p 'y signal region.

the input variables for the signal events can be seen in Table 10.3 and the correlation between

the input variables for the background events can be seen in Table 10.4.

variable feature importance
pr(jet 1) 0.19
AR(jet 1, jet 2) 0.13
mr(ep) 0.11
N (jets) 0.11
pr(f 1) 0.10
m(ep) 0.09
mp(0 1) 0.08
m(epy) + m(ey) 0.07
Im(ey) —m(Z)] 0.06
m(epuy) 0.06

Figure 10.1: Variables used to train the BDT in the ei,u{y signal region and each variables feature

importance for the one BDT.

Description of variables used in the training:

njets is the number of jets passing the jets selection criteria in the event.

pr(jet 1) is the transverse momentum of the jet with the largest transverse momentum
in the event. If there are no jets in the event, pr(jet 1) is set to -99. The BDT can use this

as a flag indicating that the event has no jets.
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pr(lep 1) is the transverse momentum of the lepton (e or p) with the largest transverse

momentum in the event.
m(ep) is the mass of the sum of the 4-vectors of the two leptons in the event.
m(ep~y) is the mass of the sum of the lepton and photon 4-vectors.

m(euvy) + m(evy) is the sum m(euy) and m(ey). Each mass term represents the mass of

the object resulting from adding the indicated objects 4-vectors.

|m(ey) —m(Z)| is the absolute difference between m(ey) and 90 GeV. m(ey) is the mass

of the object resulting from adding the electron and photon 4-vectors.

myp (L1, EFP™%) is the transverse mass of the 4-vector sum of the lepton (e or ) with the

miss

largest transverse momentum in the event and Ey

miss

my(ep, Er is the transverse mass of two leptons in the event and EF™ 4-vectors.

AR(jj) is the AR between the two leading jets in the event. If there are 0 or 1 jets in
the event, AR(jj) is set to -99. The BDT can use this variable as a flag that indicates that

the event has 0 or 1 jets.
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N(jets) 1.00 | 0.04 | 0.05 | 0.58 | 0.15 | 0.03 | 0.07 | 0.08 | 0.83 | 0.06
mp (€1, ER™) 0.04 | 1.00 | 0.91 | 0.04 | 0.61 | 0.43 | 0.35 | 0.29 | 0.03 | 0.12
mr(ew, ET) 0.05|0.91 | 1.00 | 0.06 | 0.52 | 0.25 | 0.23 | 0.20 | 0.04 | 0.10

pr(jetl) 0.58 | 0.04 | 0.06 | 1.00 | 0.29 | 0.07 | 0.12 | 0.13 | 0.49 | 0.10
pr(1) 0.15| 0.61 | 0.52 | 0.29 | 1.00 | 0.73 | 0.72 | 0.66 | 0.13 | 0.41
m(epu) 0.03 | 0.43 ] 0.25 | 0.07 | 0.73 | 1.00 | 0.79 | 0.66 | 0.02 | 0.31
m(euy) 0.07 1 0.35]0.23 | 0.12 | 0.72 | 0.79 | 1.00 | 0.96 | 0.06 | 0.69
m(epy) +m(ey) | 0.08 | 0.29 | 0.20 | 0.13 | 0.66 | 0.66 | 0.96 | 1.00 | 0.07 | 0.83
AR(57) 0.83 | 0.03 | 0.04 | 0.49 | 0.13 | 0.02 | 0.06 | 0.07 | 1.00 | 0.06

Im(ev) —m(Z)] | 0.06 | 0.12 | 0.10 [ 0.10 | 0.41 | 0.31 | 0.69 | 0.83 | 0.06 | 1.00

)

miss

Im(ey) —m(Z)]

mep (01, EIT“iSS)
m(epy) +m(ey)

mT(elLL’ E
m(epy)

S
S
&
<

N(jets)
pr(jetl)
pr(f1)
m(ep)

Table 10.3: Correlation between input variables used to train the BDT for the signal events in the et why
signal region.

N(jets) 1.00 | 0.04 | 0.05 | 0.52 | 0.11 | 0.07 | 0.06 | 0.05 | 0.81 | 0.06
mr (01, Ep™) 0.04 | 1.00 | 0.90 | 0.00 | 0.59 | 0.44 | 0.30 | 0.24 | 0.05 | 0.10
mr(ep, Ep™) 0.05 | 0.90 | 1.00 | 0.01 | 0.50 | 0.29 | 0.21 | 0.18 | 0.06 | 0.08

pr(etl) 0.52 | 0.00 | 0.01 | 1.00 | 0.20 | 0.04 | 0.06 | 0.06 | 0.44 | 0.07
pr(01) 0.11 | 059 | 0.50 | 0.20 | 1.00 | 0.69 | 0.67 | 0.61 | 0.10 | 0.38
miep) 0.07 | 0.44 | 0.20 | 0.04 | 0.69 | 1.00 | 0.74 | 0.61 | 0.07 | 0.27
m(epy) 0.06 | 0.30 | 0.21 | 0.06 | 0.67 | 0.74 | 1.00 | 0.96 | 0.05 | 0.68
m(epy) +m(ey) | 0.05 | 0.24 | 0.18 | 0.06 | 0.61 | 0.61 | 0.96 | 1.00 | 0.04 | 0.80
AR(jj) 0.81 | 0.05 | 0.06 | 0.44 | 0.10 | 0.07 | 0.05 | 0.04 | 1.00 | 0.04

Im(ey) —m(Z)] | 0.06 | 0.10 | 0.08 | 0.07 | 0.38 | 0.27 | 0.68 | 0.80 | 0.04 | 1.00

)

miss

T

14)

(s}

mp (01, E%liss)
mT(elu7 E
m(epy)

m(epy) +m(ey
|m(ey) —m(Z)]

=
=
Qi
<

N(jets)
pr(jetl)
pr(f1)
m(

Table 10.4: Correlation between input variables used to train the BDT for the background events in the
ei/dﬁfy signal region.
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Overlay plots comparing signal and background distributions of the input variables used
to train the BDT are shown in Figure 10.2. Stacked plots of each input variable used to train

the BDT are shown in Figure 10.3. The BDT output distribution is given in Figure 10.4
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Figure 10.2: Shape comparison between signal and backgrounds for the variables used to train the BDT
in the e* j " signal region. Uncertainty is statistical only.
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Figure 10.3: Distributions of the various variables for events in the et ut signal region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with Asimov data and is described in
Section 11.2.2. 92
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Figure 10.4: Distributions of the BDT score applied to the events in the e*pT~ signal region (Left)
pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and systematic
uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with Asimov data and
is described in Section 11.2.2.
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10.9 BDT validation

Since the signal region is blinded, we validate the variables used to train the BDT in the
ei,qufy signal region by considering the agreement between data and MC for the BDT dis-
tribution in each of the control regions and validation region. Pre-fit and post-fit BDT
distributions are given in Figure 10.5 for the Diboson validation region, Figure 10.6 for the
tty control region, Figure 10.7 for the Zv control region, Figure 10.8 for the Zjets control
region. Reasonable agreement between data and MC is observed. Here, pre-fit and post-fit

refer to the results of fitting the control regions to data as described in Section 11.2.1.
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Figure 10.5: Distributions of the BDT score applied to the events in the Diboson validation region (Left)
pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and systematic
The post-fit result is obtained from the binned maximum likelihood fit with the control

uncertainties.
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Figure 10.7: Distributions of the BDT score applied to the events in Z+v control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is
described in Section 11.2.1.
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Figure 10.8: Distributions of the BDT score applied to the events in Zjets control region (Left) pre-fit
(right) post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertain-
ties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions to data
and is described in Section 11.2.1.
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Chapter 11

Statistical Analysis and Results

The measurement of the Winny cross section is performed by multiplying the predicted
WEW T cross section by measuring the signal strength (t, which represents the ratio between
the measured W=W ¥~ cross section and the WEW T~ cross section predicted by theory. The
signal strength is determined by performing a binned maximum likelihood fit to the output
of the BDT distribution in the e*nF~ signal region and the control regions simultaneously.
The likelihood function is constructed and the binned maximum likelihood fit is performed

using TRExFitter [93] software package.

11.1 The likelihood function

11.1.1 Single bin likelihood function

Since the theoretical cross section times the experimentally determined integrated luminosity
gives the expected number of events for a particular process, we can measure the cross section
by counting the number of signal events in a particular region and comparing this to the

number of events predicted by theory. The probability to measure n events when the expected
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number of events is given by v = (n) is given by a Poisson distribution:

P(nlv) = Eew. (11.1)

The expected number of events is given by the sum of the expected number of signal events,
(s), that we want to measure and the expected number of background events, (b), that we

are not interested in:

v = (s) +Z<b)i (11.2)

where the sum runs over the different background processes considered. The signal process
is parameterized by multiplying the expected number of signal events by the signal strength,

which is left unconstrained during the fitting procedure:

v = uls) + Z(b)i. (11.3)

A signal strength of 1 corresponds to the SM prediction given by the MC simulation. Other
values correspond to departures from the SM prediction. Formally, the signal strength can
be written as the ratio of the measured cross section (proportional to the number of events)

to the predicted cross section:

measured

_ TwrwTy
H= predicted
wEwTy

(11.4)

To measure the signal strength, a likelihood function is constructed using Equation 11.1 with
the parameterized expectation value given in Equation 11.3:

(pefs) + 225 (00i)" —(uisy+35:00)

L(ujn) = L4212

(11.5)
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Finding the value of the signal strength that maximizes the likelihood function in Equa-

tion 11.5 provides the measured value of .

11.1.2 Multi-bin likelihood function

When the expected number of signal events is small or on the order of the expected number
of background events, it is necessary to include more information into the likelihood function
than is present in the total number of events. Differences in the shape of the distribution of
a variable for signal and background processes can be included in the likelihood function by
binning the distribution in a histogram, forming the single bin likelihood function given in
Equation 11.5 for each bin, and then multiplying the individual likelihood functions together

to form a multi-bin likelihood function:

Liuln) =[] (pds)i + 22, (0))" o ()43, (8),) (11.6)

i
where the sum runs over the histogram bins included. Additional information on the shape

and normalization of the background processes in the signal region is included in the likeli-

hood function by including bins for control regions enriched in those processes.

11.1.3 Systematic uncertainties

The expected number of signal and background events per bin is provided by MC simulation
that includes several sources of uncertainties as described in Chapter 7. Performing the
binned maximum likelihood fit while neglecting these systematic uncertainties leads to a
potentially overly optimistic estimate, called the statistical only estimate. Except in the
low statistics limit, the sources of systematic uncertainties will influence the results of the
measurement and must be taken into account. The systematic uncertainties are included

in the likelihood function by parameterizing the expected number of signal and background
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events as a function of a set of constrained parameters:

s(e) = pis) [ [ (1 + ew6r) (11.7)
b(ar) = (b) [ (1 + edy,) (11.8)

k

where 0, is the magnitude of uncertainty k£ and «y, is a free parameter associated with
uncertainty k. As an example, an 20% uncertainty on the expected number of events for the
signal would correspond to 6 = 0.2. The free parameters associated with each systematic
uncertainty is determined simultaneously with the signal strength. Since the free parameter
for each systematic uncertainty must be measured during the likelihood fit procedure but
are not of interest to the actual measurement, they are referred to as nuisance parameters.

For each nuisance parameter, a Gaussian constraint multiplies the likelihood function:

N(a) = e” (11.9)

The likelihood function now has the form:

Lipln, o) = H ((s(@)); +n%:j<b(a)>j)”ie(H<s(a)>i+zj<b(a)>j) HN(ak) (11.10)

where s(a) and b(«) are given by Equation 11.7.

11.1.4 Treatment of systematic uncertainties

There are different types of uncertainties: uncertainties that affect the shape of the distribu-
tion of an observable or variable, uncertainties that affect the number of events expected in
a region of interest, referred to as acceptance uncertainties, uncertainties that affect the to-
tal number of predicted events, referred to as normalization uncertainties, and uncertainties

that are a combinations of shape, acceptance, and normalization uncertainties.
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Some uncertainties can affect one specific sample, for example, theoretical uncertainties
associated with a particular MC sample. Others can affect all MC samples, for example,

detector systematic uncertainties.

Symmetrization

Each uncertainty is used to construct an up and down variation of the nominal prediction.
A Gaussian constraint is associated with each uncertainty where the width is determined by
the size of the uncertainty. The mean of the Gaussian distribution is set to be the nominal
estimate so that there are no pulls unless data provides evidence for a different value. Since
the nominal estimate is not guaranteed to be exactly at the center of the up and down varia-
tions, the uncertainties are symmetrized. There are two types of symmetrization used in the
analysis presented in this thesis: two-sided symmetrization and one-sided symmetrization.
One-sided symmetrization is used when there is only a single variation provided (as opposed
to separate up and down variations). In this case, the variation is taken as the up variation
and the down variation is formed by reflecting the up variation across the nominal estimate.
Two-sided symmetrization is used when separate up and down variations are provided. In
this case, the up variation is constructed by taking the average deviation of the two uncer-
tainties. The down variation is constructed by reflecting the up variation across the nominal

variation.

Pruning

There are over a hundred systematic uncertainties considered in the statistical analysis of
ATLAS data presented in this thesis. Each systematic uncertainty is associated with an
independent nuisance parameter in the likelihood fit used to perform the measurement of
the WinF'y signal strength that needs to be determined during the fitting procedure. To
simplify the likelihood fit, nuisance parameters associated with systematic uncertainties are

removed if there impact on the yield of shape is less than 0.5%. Similarly, nuisance param-
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eters associated with statistical uncertainties per bin that are less that 0.5% are removed.
A study was performed to insure that removing these nuisance parameters has a negligible

effect on the measurement of the W*W ¥~ signal strength.

11.1.5 Background normalization nusiance parameters

An unconstrained parameter in the likelihood fit, like the signal strength, corresponds to a
constrained nuisance parameter with infinite uncertainty. This allows the measured number
of events for the corresponding process to be determine entirely by data. When the number
of events in data is large and the measurement is performed in a region dominated by
the process associated with the unconstrained nuisance parameter, the uncertainty on the
number of events is bounded by the uncertainty on the number of events in data, v/N. While
these conditions do not hold for the W*W ¥~ process in the ei;ﬁv signal region, it is true for
several backgrounds to the W*W T~ process. To take advantage of this, nuisance parameters
denoted by [ multiply the expected number of background events in Equation 11.7 for major
backgrounds in the same way that the signal strength multiplies the expected number of
signal events and the binned BDT output distributions in the associated control regions
are included in the likelihood fit. For backgrounds that do not have an associated control
region § == 1. The 8 nuisance parameters along with the a nuisance parameters introduced
earlier are combined into vectors and are collectively denoted by € = (a, 3). The likelihood

function now has the form:

Liuln, 0) = H ((s(@))i + 22 Bifb(a)) ;)™ o (ls(@) i+, B5(b(@)),) H N(ay) (11.11)

. TLI!
% : k

where (3; is an unconstrained parameter for the tty, Z~, and e — v fake backgrounds and 1

for all others.
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11.1.6 MC uncertainty nuisance parameters

The expected number of events for a process is given by the sum of the event weights

=> w (11.12)

where the index 7 runs over all events considered and w; corresponds to the weight associated
with each event. Since the number of expected events follows a Poisson distribution, the

uncertainty is given by the sum-of-squares of the event weights:

= > w} (11.13)

Similarly, the total number of events in a region or bin of a histogram is given by the sum
of the expected number of events for each process and the uncertainty is given by the sum-
of-squares of the event weights for all events from all processes. Since the number of MC
events produced is finite, the uncertainty on the expected number of events is not zero and
must be accounted for.

The MC statistical uncertainty is accounted for in the likelihood function by multiplying
the expected total number of events per bin by a nuisance parameter denoted by 7 con-
strained by a Gamma constraint I'(y). The vector of nuisance parameters is now given by

0 = (o, 8,7). The final form of the likelihood function is given by:

L(pn.0) =] <%n1> (v, HN ) (11.14)

%

where

(M?a ﬁ H 1+ak51k) +Zﬁ]< i H 1—|—Oé zyl (1115>
k J l

103



11.2 Expected results

Currently, the analysis is blinded meaning that the analysis is waiting for approval to use data
in the e 7 signal region to extract the measured W*W T~ signal strength and associated
cross section; therefore, the results presented here will include only the expected results.
The expected results are obtained in two steps: first, a binned maximum likelihood fit is
performed using data in the control regions to obtain the best-fit values for all nuisance
parameters. Using the best fit values of all of the nuisance parameters, an Asimov data
set is constructed using the expected signal and background distributions after all of the
nuisance parameters have been fit to their best fit values. The maximum likelihood fit is
then repeated using the Asimov data set instead of data and including the e*p ¥~ signal
region. The best fit values for the signal strength and nuisance parameters obtained by
performing the binned maximum likelihood fit using the Asimov data set will be one by
construction. The measured statistical significance and uncertainty on the measured signal
strength represent the expected values for these quantities. When approval to unblind is
given, the binned maximum likelihood fit will be performed using data in all regions and the
expected results will be updated with the measured results.

The expected WEW T~ signal strength is measured by maximizing the likelihood function
given in Equation 11.14 that is constructed using the binned BDT output distribution in the
ei/ﬁ”y signal region and the tty, Zv, and V'V control regions with respect to the Asimov
data. The regions, distribution, and number of bins used is summarized in Table 11.1. The
processes considered in each control region is summarized in Table 11.2.

Table 11.1: Overview of the regions included in the fit.

Region Distribution Number of Bins  Type

e“uFy SR BDT 6 Signal
tty CR BDT 6 Control
Z~ CR BDT 6 Control
VV CR BDT 6 Control
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Classification ‘ Type ‘ Name

Signal | MC | W Ty
MC Vi
jet —
Background tty
Free floating MC Zy
e—

Table 11.2: Summary of processes included in the likelihood fit.

11.2.1 Control region fit to data

This section describes the results of the binned maximum likelihood fit performed using
data in the control regions. The measured nuisance parameters, including the tty, Zv,
and e — 7 normalization factors will later be used to construct the Asimov data set used
when performing the binned maximum likelihood fit with the signal region used to extract
the expected statistical significance and the expected uncertainty on the signal strength.
Performing the fit in the ¢ty Zv, and VV CRs with data also helps to validate the fit
procedure.

The expected number of events and uncertainty on the total number of events as well as
for each process before the likelihood fit has been performed are referred to as pre-fit yields
and pre-fit uncertainties. The expected number of events and associated uncertainties after
the nuisance parameters have been set to their best fit values are referred to as post-fit yields
and post-fit uncertainties. The pre-fit and post-fit BDT output distributions in the ttvy, Z~,
and V'V CRs are compared in Figure 11.1 for the ¢ty CR, Figure 11.2 for the Z~ CR, and
Figure 11.3 for the VV CR. Similarly, the pre-fit and post-fit yields in the tty, Zv, and V'V
CRs are given in Table 11.3 through Table 11.5. The pre-fit and post-fit distributions and
yields are similar, indicating that the background estimations agree well with data. One
difference between the pre-fit and post-fit results is the magnitude of the uncertainty on the
number of events, specifically Z~ and tty. This result is due to the fact that the control

regions for tty and Z~ have large number of events and the regions are mostly pure in the
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process of interest, resulting in an uncertainty determined primarily by the uncertainty on

the number of events, v V.
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Figure 11.1: Pre-fit (left) and post-fit (right) distributions for the ¢ty CR. Uncertainty is from both
statistical and systematic uncertainties.

‘ Pre-fit ‘ Post-fit

WEWTy | 1752 & 217 17.07 + 2.01
VZy 3.53 + 0.78 3.46 + 0.73
Z 20.54 £ 11.15 | 21.21 £ 5.75
ty 1500.28 £ 57.15 | 1532.27 + 69.20
jet = | 125.78 £53.92 | 139.95 & 56.37
e— 9.53 £ 1.13 9.53 £ 1.46
Total | 1677.18 & 82.09 | 1723.49 + 42.21
data | 1724 | 1724

Table 11.3: Pre and post-fit event yields in the ¢ty CR. Uncertainties include statistical and systematic
uncertainties.

The nuisance parameters are either: « nuisance parameters associated with systematic
uncertainties, # nuisance parameters associated with the background normalization, or ~

nuisance parameters associated with the MC statistical uncertainty for each bin.
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Pre-fit Post-fit
WHW Ty 41.26 £ 2.02 40.98 =+ 2.00
VZ~ 31.57 £ 6.49 31.46 £ 6.40
Z 24208.40 + 2783.95 | 23392.00 + 172.78
tty 37.28 £ 5.16 35.39 £ 3.95
jet =y 198.89 + 92.75 188.58 + 67.63
e— 19.50 + 6.54 19.36 + 5.10
Total | 24536.90 & 2786.90 | 23707.80 + 157.84
data | 23707 23707

Table 11.4: Pre and post-fit event yields in the Z+ CR. Uncertainties include statistical and systematic

uncertainties.

‘ Pre-fit Post-fit
W*W7Fy | 1510 £ 0.75 | 15.05 & 0.75
VZy 244 + 052 | 244 £ 050
Z 348 £241 | 528 +£1.98
ttry 30.02 +3.30 | 29.49 £ 2.69
jeb = | 386+152 | 415+ 133
e— 7 87.66 + 6.41 | 88.65 & 12.42
Total | 142.56 & 8.41 | 145.06 + 11.96

data

146

146

Table 11.5: Pre and post-fit event yields in the V'V CR. Uncertainties include statistical and systematic

uncertainties.
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Figure 11.2: Pre-fit (left) and post-fit (right) distributions for the Zy CR. Uncertainty is from both
statistical and systematic uncertainties.

The measured value of the unconstrained parameters: tty, Zv, and e — v background
normalization factors are presented in Figure 11.4. The MINOS function is used to calculate
the uncertainties on the unconstrained normalization factors. The measured values are all
effectively one indicating that the normalization for the pre-fit background estimate agrees
well with in these data regions.

The measured nuisance parameters associated with the systematic uncertainties are pre-
sented in Figure 11.5 through Figure 11.14.

Since all of the nuisance parameters associated with the systematic uncertainties are all
constrained by a unit Gaussian they are centered on zero. Nuisance parameters with a post-
fit value other than one are said to be pulled. The dotted line in the figure represents a pull
of one. A pull can be considered significant if the pull is greater than 1 standard deviation,
given by the vertical line in the Figure 11.5, from 0. Significant pulls can indicated mis-
modeling in the estimation of a process but this is not always the case. Here, we see that
there are no significant pulls.

Finally, the measured nuisance parameters associated with the MC statistical uncertainty
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Figure 11.3: Pre-fit (left) and post-fit (right) distributions for the V'V CR. Uncertainty is from both
statistical and systematic uncertainties.

in each bin are given in Figure 11.15. Here we see there are bins with a large uncertainty on
the expected number of events in that bin. This large uncertainty is due to finite number
of MC events produced for the Zv and Zjets processes and the fact that there exist events

with larger than average event weight that inflate the MC statistical uncertainty.

11.2.2 Asimov fit

The Asimov fit is performed by fitting the signal and control regions to an Asimov data set
using the expected number of signal and background events per bin after all of the nuisance
parameters have been set to the best fit values obtained by performing the binned maximum
likelihood fit using data in the control regions presented in Section 11.2.1. The pre-fit and
post-fit distributions of the e*uF~y SR are given in Figure 11.16. The pre-fit and post-fit
yields in the e* 1T~ SR are given in Table 11.6. The measured signal strength and the other
unconstrained background normalization factors are given in Figure 11.4. The uncertainty

on the expected signal strength is found to be 15%.
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Figure 11.4: Normalization factors for the ¢ty and Z+v processes as determined by the fitting procedure
described in the note.
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Figure 11.5: Post-fit values obtained for the nuisance parameters associated with the jet systematic un-
certainties considered in the likelihood fit.
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Figure 11.6: Post-fit values obtained for the nuisance parameters associated with the E1 " systematic
uncertainties considered in the likelihood fit.
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Figure 11.7: Post-fit values obtained for the nuisance parameters associated with the flavor tagging sys-
tematic uncertainties considered in the likelihood fit.
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Figure 11.8: Post-fit values obtained for the nuisance parameters associated with the lepton systematic
uncertainties considered in the likelihood fit.
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Figure 11.9: Post-fit values obtained for the nuisance parameters associated with the photon systematic
uncertainties considered in the likelihood fit.
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Figure 11.10: Post-fit values obtained for the nuisance parameters associated with the systematic uncer-
tainties considered in the likelihood fit.
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Figure 11.11: Post-fit values obtained for the nuisance parameters associated with the luminosity system-
atic uncertainty considered in the likelihood fit.
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Figure 11.12: Post-fit values obtained for the nuisance parameters associated with the signal modeling
systematic uncertainties considered in the likelihood fit.
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Figure 11.13: Post-fit values obtained for the nuisance parameters associated with the background sys-
tematic uncertainties considered in the likelihood fit.
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Figure 11.14: Post-fit values obtained for the nuisance parameters associated with the data driven sys-
tematic uncertainties considered in the likelihood fit.
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Figure 11.16: Pre-fit (left) and post-fit (right) distributions for the ei,u:F'y SR. Uncertainty is from both
statistical and systematic uncertainties.

‘ Pre-fit Post-fit
WiW:F’y 237.14 £ 11.19 | 237.97 £+ 34.69
VZy 27.84 + 5.68 27.85 4+ 5.64
Zy 144.76 £+ 25.71 | 145.13 £ 13.32
tty 411.82 + 36.32 | 411.39 + 29.00
jet = 68.59 4+ 34.11 | 67.55 £ 23.77
e —y 4212 + 3.14 42.27 £+ 6.46

Total | 932.27 & 62.98 | 932.15 + 29.07

Table 11.6: Pre and post-fit event yields in the et 1 SR. Uncertainties include statistical and systematic
uncertainties.

To understand what individual systematic uncertainties have the largest impact on the
measurement, for each nuisance parameter, the fit is repeated four additional times after
fixing the value of the nuisance parameter to +1o of pre-fit and post-fit uncertainty with

respect to the nominal value of 0. The impact is then calculated as:

Ap = " = o (11.16)
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where i, is the value of i obtained from the nominal fit and p* is the value of y obtained for
each the four additional fits mentioned above. If the impact of a nuisance parameter is large,
this indicates that the measurement is sensitive to that nuisance parameter and that nui-
sance parameter contributes significantly to the uncertainty on the measured signal strength.
Conversely, a nuisance parameter that has a negligible impact on the signal strength, has a
negligible impact on the measurement. The impact of each nuisance parameter is presented
in Figure 11.17.
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Figure 11.17: Expected NP rankings for the WiW%y normalization factor obtained in the Asimov fit.

To better understand the origin of the uncertainty on the measured signal strength, the
uncertainty on the measured signal strength due to different categories or groups of nuisance

parameters is calculated as the impact given in Equation 11.16 divided by the signal strength
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from the nominal maximum likelihood fit:

*

Al B — o
Ho Ho

(11.17)

In this analysis the systematic uncertainties are grouped according to the sections in Chap-
ter 5. The uncertainty due to each category is calculated by performing a fit where the
nuisance parameters for the category are fixed to their best-fit values, and then subtracting
the resulting uncertainty in the measured signal strength in quadrature from the uncertainty
from the nominal fit. In addition to the impact due to groups of uncertainties, the sys-
tematic uncertainty due to all systematics as well as the statistical uncertainty are given
in Table 11.7. We see that the largest sources of systematic uncertainty to the analysis is
related to jets. This makes sense in light of the fact that the primary difference between the

largest background to the WW ¥~ process, ttv, is due to the presence of b-tagged jets.

SubCategory Uncertainty (Ap/p[%)])
Jets 5.0
MC statistics 3.9
Background modeling 3.6
Flavor tagging 3.1
Data-driven 2.7
Leptons 2.4
Photons 2.3
Luminosity 1.8
Signal modeling 1.6
Pile-up 1.0
MET 1.0
Total systematic uncertainty 10.3
Data statistics 10.9
Normalization factors 4.3
Total statistical uncertainty 11.9

Table 11.7: The impact for each group of systematic uncertainties. The groups are grouped according to
the sections in Chapter 5
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After the maximum likelihood fit has been performed, we can form the test statistic

~

A(6) = In L(p,6) (11.18)

L(i6)

where L(fi, é) represents the maximum likelihood result when p and all nuisance parameters

~
~

are fit simultaneous (i.e. the nominal fit result) and L(u, @) represents the maximum like-
lihood results obtained when p is set to a particular value. Hence, the test statistic A is a
function of the signal strength and the value of the nuisance parameters must be obtained for
cach value of . The test statistic A follows a x> distribution with one degree of freedom in
the asymptotic regime. This allows us to compare the different values of p. The significance
of a particular value of ;1 measured in standard deviations from the measured result is given

by the formula
Z =+/—2ln\(u,0). (11.19)

Of particular interest is the comparison between the nominal fit result and the background
only case (u == 0). Comparing these two points yields the significance of the measurement.
A scan of the likelihood function about the minimum achieved during the fitting procedure
is given in Figure 11.18. The statistical significance can be obtained using Equation 11.19
for the value of —In A(u, @) when p == 0. The expected statistical significance calculated
with and without systematic uncertainties and is presented in Table 11.8. The expected
statistical significance is above the 50 discovery threshold in high energy physics experiments
for a process. This analysis expects to provide the first observation of the WiWqE’y process.
the expected fiducial cross section is 10.5;“11_;2% (theory) £+ 15% fb (experiment). Where
the theory uncertainty is associated with the determination of the fiducial volume and the

experimental uncertainty is associated with the determination of the signal strength.
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Figure 11.18: Scan of the likelihood function about the minimum achieved during the Asimov fit.
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Table 11.8: The expected significance with and without systematic uncertainties for the Asimov fit.
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Chapter 12

Conclusion

In this thesis, a search for the Standard Model (MS) WiW:F’y triboson process in the e* ity
channel was presented. The analysis used 139fb™" of proton-proton collision data collided
at center of mass energy (y/s) of 13 TeV collected by the ATLAS detector. The WEWTy
process was studied using events with two opposite-sign, opposite-flavor leptons (e or u)
in association with exactly one photon with transverse momentum greater than 20 GeV.
Various backgrounds were estimated using either data-driven methods or simulated MC
samples. A BDT was trained using the XGBoost package and applied to events in the e* ity
Signal Region to increase the search sensitivity. The BDT distribution was used for the
binned maximum likelihood fit to calculate the expected signal strength and its fiducial
cross-section. The expected statistical significance of the measurement is 7.2 o, providing
the first observation of the WiWqE’y process at the LHC. The expected fiducial cross section
is 10.5fg:%2 (theory) + 15% fb (experiment). Where the theory uncertainty is associated
with the determination of the fiducial volume and the experimental uncertainty is associated
with the determination of the signal strength.

Upon unblinding, significant deviations from the measured W*W ¥~ cross section and
the Standard Model prediction provide can provide evidence for beyond the Standard Model

(BSM) physics. In addition, any deviation from the SM prediction can be parameterized
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in the framework of an effective field theory (EFT) and limits can be placed on these EFT
parameters. The results of the EFT measurement are beyond the scope of this thesis and

will be presented in another thesis.
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Appendix A

Additional plots

This section summarizes the different regions considered in the analysis presented in this

thesis. Table A.1 provides the definitions for each of the different regions. For each control

or validation region, the cuts that make the region orthogonal to the ez ¥~ SR are given in

bold. For each region, yields and pre-fit and post-fit distributions for several variables are

provided. Information on the fit and the BDT are provided in a later section of this thesis.

Cut ety SR | tiy CR Z~ CR Zjets CR VV CR
Leptons et et eTeT or p*uT | eTeT or pFpuT et
N(7) 1 1 1 1 1
Leading lepton pp | > 27 GeV | > 27 GeV > 27 GeV > 27 GeV > 27 GeV
Epss > 20 GeV | > 20 GeV > 20 GeV > 20 GeV > 20 GeV
Im(e,y) —my| >5GeV | >5GeV - - < 5 GeV
m(£0y) - - <100 GeV | > 100 GeV -
N(b-Jets) 0 1 0 0 0

Table A.1: Definition of each region considered in the analysis. Cuts that cause each region to be orthogonal
to the signal region are given in bold.

A.1 Additional eip$7 plots and tables
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Figure A.1: Distributions of the BDT score applied to the events in the ei/fF'y signal region (Left)
pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and systematic
uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with Asimov data and
is described in Section 11.2.2.

Pre-fit
WEWFy | 237.14 + 11.19
VZry 27.84 + 5.68
Z 144.76 + 25.71
tty 411.82 =+ 36.32
jet = 68.59 £ 34.11
e— 42.12 + 3.14
Total | 932.27 & 62.98

Table A.2: Pre-fit event yields in the et w7y signal region. Uncertainties include statistical and systematic

uncertainties.

Post-fit
WEW T | 237.97 + 34.69
VZy 27.85 + 5.64
Zy 145.13 & 13.32
tty 411.39 + 29.00
jet = | 67.55 + 23.77
e— 42.27 + 6.46
Total | 932.15 + 29.07

Table A.3: Post-fit event yields in the et u Ty signal region. Uncertainties include statistical and systematic

uncertainties.
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Figure A.2: Distributions of the various variables for events in the e* ¥~ signal region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with Asimov data and is described in
Section 11.2.2. 137
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Figure A.3: Pre-fit (left)and post-fit (right) distributions of cos(f) = tanh(n) of the photon (top) and
the stransverse mass, mp2 (bottom). The uncertainties indicated in the figures include both statistical and
systematic uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with Asimov
data and is described in Section 11.2.2.
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Figure A.4: Distributions of the BDT score applied to the events in iy control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is
described in Section 11.2.1.

A.2 Additional ttv plots and tables
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Table A.4: Pre-fit event yields in the ##7y control region. Uncertainties include statistical and systematic

uncertainties.

Table A.5: Post-fit event yields in the t#y control region. Uncertainties include statistical and systematic

uncertainties.

Pre-fit

WEWFy | 1752 + 217
VZy 3.53 + 0.78
Zy 21.02 & 11.41
thy 1552.31 + 59.14
jet = | 125.78 £ 53.92
e— 9.62 & 1.14
Total | 1729.78 + 83.62
data | 1724

Post-fit

WEWFy | 17.60 + 3.28
VZ~y 3.53 £ 0.75
Zy 21.21 + 5.72
ty 1551.03 £ 67.13
jet =~ | 126.17 £ 51.83
e— 9.65 + 1.48
Total | 1729.18 & 41.15
data ‘ 1724
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Figure A.5: Distributions of the various variables for events in the tfvy control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is
described in Section 11.2.1.
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Figure A.6: Distributions of the BDT score applied to the events in the V'V control region (Left) pre-fit
(right) post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertain-
ties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions to data
and is described in Section 11.2.1.

A.3 Additional V'V plots and tables
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Pre-fit
WEW¥~ | 15.10 + 0.75

VZy 2.44 £ 0.52
V' 3.56 + 2.47
ttry 31.06 + 3.41

jet = vy 3.86 + 1.52
e—v 88.52 £ 6.48

Total | 144.54 £ 8.53
data | 146

Table A.6: Pre-fit event yields in the V'V control region. Uncertainties include statistical and systematic
uncertainties.

Post-fit
WEWFy | 15.15 + 2.26
VZy 2.44 £ 0.50
Z 3.66 & 1.31
tty 30.96 + 2.72
jet — 3.88 + 1.19
e— 7 88.81 + 12.62

Total | 144.91 & 11.91
data | 146

Table A.7: Post-fit event yields in the V'V control region. Uncertainties include statistical and systematic
uncertainties.
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Figure A.7: Distributions of the various variables for events in the V'V control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is
described in Section 11.2.1. 144
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Figure A.8: Distributions of the BDT score applied to the events in Zjets validation region (Left) pre-fit
(right) post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertain-
ties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions to data
and is described in Section 11.2.1.

A.4 Additional Zjets plots and tables
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Pre-fit

WEW T~
VZy

Zry

tty

jet = v
e — 7y

275.74 £ 12.36
108.67 £ 22.11
30397.30 £ 3250.70
393.11 £ 34.52
14011.90 £ 5276.79
404.48 £ 29.89

Total

| 45591.20 + 6352.26

data

| 45570

Table A.8: Pre-fit event yields in the Zjets validation region. Uncertainties include statistical and system-

atic uncertainties.

Post-fit

WEW ¥y
VZy

Z

tty

jet — v
e —ry

275.45 £ 12.09
108.61 £+ 21.89
29524.40 + 889.24
395.28 £ 28.79
13958.90 4 5212.42
409.30 £ 60.13

Total

| 44672.00 + 5187.86

data

| 45570

Table A.9: Post-fit event yields in the Zjets validation region. Uncertainties include statistical and sys-

tematic uncertainties.
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Figure A.9: Distributions of the various variables for events in the Zjets validation region (Left) pre-fit
(right) post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertain-
ties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions to data
and is described in Section 11.2.1. 147
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Figure A.10: Distributions of the various variables for events in the Zjets validation region with two
electrons (Left) pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and
systematic uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with the
control regions to data and is described in Section 1{4X1.
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Figure A.11: Distributions of the various variables for events in the Zjets validation region with two
muons (Left) pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and
systematic uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with the
control regions to data and is described in Section 1{l4)1.
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Figure A.12: Distributions of the BDT score applied to the events in Z~ control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is

described in Section 11.2.1.
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A.5 Additional Z+ plots and tables
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Pre-fit

WEW T~ 41.26 + 2.02
VZy 31.57 + 6.49
Zy 24773.20 + 2848.90
thy 38.57 + 5.34
jet = vy 198.89 £+ 92.75
e— 7 19.69 =+ 6.60
Total | 25103.20 4 2851.84
data | 23707

Table A.10: Pre-fit event yields in the Zv control region. Uncertainties include statistical and systematic

uncertainties.

Post-fit
WEWTy 41.37 + 6.07
VZy 31.56 + 6.43
Zy 24775.00 + 173.87
tty 38.37 + 4.04
jet =~ | 197.75 £ 69.14
e—7 19.94 + 5.33
Total | 25104.00 + 158.66
data | 23707

Table A.11: Post-fit event yields in the Z~ control region. Uncertainties include statistical and systematic

uncertainties.
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Figure A.13: Distributions of the various variables for events in the Zv control region (Left) pre-fit (right)
post-fit. The uncertainties indicated in the figures include both statistical and systematic uncertainties. The
post-fit result is obtained from the binned maximum likelihood fit with the control regions to data and is
described in Section 11.2.1. 152
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Figure A.14: Distributions of the various variables for events in the Zv control region with two electrons
(Left) pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and systematic
uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions
to data and is described in Section 11.2.1.
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Figure A.15: Distributions of the various variables for events in the Zv control region with two muons

(Left) pre-fit (right) post-fit. The uncertainties indicated in the figures include both statistical and systematic
uncertainties. The post-fit result is obtained from the binned maximum likelihood fit with the control regions

to data and is described in Section 11.2.1.

154




Appendix B

Feynman diagrams
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Figure B.1: Feynman diagrams for the LO WiWqE'y process produced with MADGRAPH.
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Figure B.2: Feynman diagrams for the LO WiWI’y process produced with MADGRAPH.
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Figure B.3: Feynman diagrams for the LO WiWRy process produced with MADGRAPH.
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Figure B.4: Feynman diagrams for the LO WiW¢7 process produced with MADGRAPH.
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