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Summary of thesis

This thesis will present the results of several projects that each represent a specific stage in
the life cycle of gravitational waveform model development.

This thesis is split into two parts. Part I is about gravitational waveform development
projects. Part II is about numerical methods and software development. The material
presented in Part II all started as components of larger GW research projects. However these
numerical methods and software patterns each had features that potentially had application
to other areas of GW research or beyond.

Part I will begin with Chapter 1 that presents the foundations of GW theory and the
many frameworks and tools that exist to enable contemporary GW research. Chapter 2 will
present a new GW model for neutron star black hole binary systems. Chapter 3 will present
a new catalogue of numerical relativity (NR) simulations of binary black holes that will be
used to construct an improved precessing GW model. Chapter 4 will present the results of
investigations into GW model and NR accuracy requirements for third generation detectors
and what is necessary to enable the next generation of GW models.

Part II will begin with Chapter 5 that presents new linear modelling techniques that have
been applied to GW modelling efforts. Chapter 6 will present the development of a repository
of NR simulations for the LVC and the associated continuous integration framework. Finally
Chapter 7 will present the development of a web-based service that has been used to perform
on demand analysis of NR simulations.

The beginning of the title of this thesis, Full stack development, is assumed from full

stack web developers and reflects the idea that this thesis presents material from low level
numerical methods up to high level parameter estimation.
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Collaborative work

The following sections of this thesis contain work that has been co-authored with others, are
results of collaborative work or builds upon work started by others:

• Chapter 2 presents the gravitational waveform model PhenomNSBH. This work was
led by Edward Fauchon-Jones and Jonathan Thompson. The main contributions
by Edward Fauchon-Jones were initial prototyping and development of the model,
implementation in LALSuite and paper writing. The material presented in Chapter 2
has been published in [264].

• Chapter 3 presents a new catalog of numerical relativity simulations produced by
BAM. This work was initially led by Edward Fauchon-Jones. The main contributions
by Edward Fauchon-Jones were managing the simulations, preparing workflow en-
vironments for running BAM, and paper writing. Contributions were made to the
planning for all chapters, with specific contributions to introductory material and
detailed descriptions of the simulations. The material presented in Chapter 3 is cur-
rently in preparation for publication as part of a larger work that includes more detailed
convergence analysis and mismatch analysis against waveform models [120].

• Chapter 5 presents a numerical method for fitting rational functions to data. This
work was originally published as part of a larger work on producing new fits for quasi-
normal mode data [184]. Edward Fauchon-Jones contributed to the development
of this method and to the section of the publication that describes this method and
relevant supporting text that describes this method.
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Chapter 1

Foundations

This thesis is presented as an anthology of various related projects, each describing con-

tributions to the research area of model development for gravitational waves generated by

compact binary coalescence. There are three key research questions that are considered.

How can neutron star black hole gravitational wave models be improved? How can precess-

ing binary black hole models be improved? What model improvements need to be made for

data analysis at next generation sensitivities? To address these questions this thesis is split

into two parts. Part I presents three projects, each designed to address one of these questions.

Part II presents several tools that were developed to facilitate the projects of Part I. Each of

the tools described in Part II are intended to be used at different stages in the lifecycle of

a gravitational wave model. However each tool also has the potential for use beyond their

intended scope and as such were decoupled from the research described in Part I.

Chapter 2 addresses the first research question by presenting a new model for the

merger of neutron star black hole systems, building on previous theoretical work, alongside

new expressions and construction patterns, including a new black hole ringdown model

developed using the method described in Chapter 5. Chapter 3 describes a new collection

of numerical relativity simulations produced in a workflow using the analysis tool described

in Chapter 7. The primary purpose of these simulations is to support the development of

a new phenomenological precessing gravitational wave model, and addresses the second

research question. To address the final research question, Chapter 4 presents results of the

applicability of a current binary black hole model for a future gravitational wave detector.

The numerical relativity data used for analysis in Chapter 2 and Chapter 4 was processed

using the numerical relativity validation system described in Chapter 6. For the rest of

Chapter 1 material on the foundations of gravitational wave model development will be

presented to support the rest of this thesis.

1.1 General relativity

At the turn of the 20th century great change was taking place to redefine our understanding

of the laws of nature. Building on the work of many scientists from the end of the 19th
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Chapter 1. Foundations

century, most notably the work of Hendrik Lorentz and Henri Poincaré, Albert Einstein

developed the theory of special relativity [111]. This axiomatised two ideas, the Relativity

principle and the Principle of Constant Speed of Light. While a great achievement in itself

that addressed many issues with similar theories of the time, it did not directly address the

concept of gravity. Over the subsequent decade Einstein sought to incorporate gravity in

a theory of relativity. Once again progress was made over this decade by many scientists

including the influential work on relativity by Hermann Minkowski. Inspired by the work of

Bernhard Riemann on differentiable manifolds from the previous century, Einstein published

a series of papers in 1915 [113, 115, 112, 114] which were followed up in greater detail

in Einstein’s exposé of this work the following year [116]. Together these works formed

Einstein’s theory of general relativity.

General relativity re-established gravity not as a force but a result of curvature of a

differentiable manifold that represents the three dimensions of space and single dimension

of time as a single object called spacetime. Through this new mathematical framework in

which to perform calculations involving gravity, general relativity has been used to explain

previous anomalies such as the advance of the perihelion of Mercury [112] and successfully

passed experimental tests such as the deflection of light by the Sun observed during a total

eclipse in 1919 [110].

The body of work surrounding general relativity is vast. This thesis is concerned with

gravitational waves which is just one of the many branches of general relativity. Even the

mathematical foundations of general relativity are too much to recapitulate here. However

the bare necessities that are required to support this thesis will be summarized in the rest

of this section. This will be mostly based on the excellent pedagogical treatment of general

relativity by Sean Carroll [90]. Gravitation by Charles Misner, Kip Thorne, and John

Wheeler [199] or General Relativity by Robert Wald [277] are great alternatives that often

provide more mathematical details to complement [90].

General relativity is built on a four-dimensional Lorentzian manifold M equipped with a

symmetric metric tensor gµν and endowed with a Levi-Civita connection. The set (M, gµν)

then represents spacetime. For this thesis the convention (−,+,+,+) will be used for

the metric signature. The metric is of fundamental importance to calculations within GR

including the determination of causality and computation of path lengths on the manifold

M . In general the components of gµν will be intractable as will be seen in Sec. 1.5, however

an important instance is the metric of flat spacetime otherwise know as Minkowski space

that has the metric

gµν = ηµν ≡













−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1













. (1.1)

It is often useful to express the metric in terms of the line element which is much more

compact,

ds2 = gµνdx
µdxν . (1.2)
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1.1. General relativity

Depending on the level of rigour that is applied to this object, it can be interpreted in

different ways. However a useful interpretation is as an infinitesimal distance ds induced

by infinitesimal changes dxµ along the coordinates xµ. Because of the line element’s

interchangeability with the metric, it is often also referred to casually as the metric.

The geometrical concept of curvature is of central importance to GR and is represented by

the Riemann curvature tensor Rρ
σµν . The metric alone is not sufficient to define curvature.

To define curvature within GR a covariant derivative ∇µ is required which acts on a vector

V ν according to

∇µV
ν = ∂µV

ν + Γν
µλV

λ. (1.3)

where the symbols Γν
µλ are known as connection coefficients. The Riemann curvature tensor

Rρ
σµν may then be defined through the equation

∇µ∇νV
ρ −∇ν∇µV

ρ = Rρ
σµνV

σ. (1.4)

This equation can be interpreted as the parallel transport of the vector around a loop and as

such encodes in the Riemann tensor the curvature of the manifold.

While in general there is no unique definition of the covariant derivative on a manifold,

the Levi-Civita connection that is chosen for GR does allow it to be defined uniquely. It

requires the following,

Γλ
µν − Γλ

µν = 0, (torsion-free)

∇ρgµν = 0. (metric compatible)

With these requirements imposed the connection coefficients may be expressed in terms of

the metric

Γσ
µν =

1

2
gσρ (∂µgνρ + ∂νgρµ − ∂ρgµν) , (1.5)

and when written in this form the connection coefficients are known as the Christoffel

symbols. The Riemann tensor can then be expressed in terms of partial derivatives and

Christoffel symbols

Rρ
σµν = ∂µΓ

ρ
νσ − ∂νΓ

ρ
µσ + Γρ

µλΓ
λ
νσ − Γρ

νλΓ
λ
µσ. (1.6)

At the heart of GR is the relationship beautifully captured by John Wheeler, “Space

tells matter how to move. Matter tells space how to curve” [199]. Matter is encoded

mathematically in the energy-momentum tensor Tµν and spacetime is represented by the

Einstein tensor

Gµν = Rµν −
1

2
Rgµν , (1.7)

Rµν = Rλ
µλν , (1.8)

R = Rµ
µ, (1.9)
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Chapter 1. Foundations

where Rµν is the Ricci curvature tensor and R is the Ricci scalar. The relationship between

these objects is finally expressed in the Einstein field equations (EFE),

Gµν = 8πTµν . (1.10)

Taking the trace of the field equations by contracting with the metric shows thatR = −8πGT

where T ≡ Tµ
µ. This allows the field equations to be re-expressed as

Rµν = 8π

(

Tµν −
1

2
Tgµν

)

. (1.11)

While this is not particularly interesting by itself, in the context of gravitational waves

it exposes a particularly appealing form of the field equations. Much of the theory of

gravitational waves is concerned with calculations in vacuum, where Tµν = 0. The vacuum

Einstein field equations then reduce to the particularly simple form

Rµν = 0. (1.12)

In the rest of this chapter the theory described in this section will be used to introduce the

concept of gravitational waves.

1.2 Foundations of gravitational waves

As Einstein completed his general theory of relativity he began to explore how candidate

gravitational fields might propagate in GR [117, 118]. The results demonstrated not only

that gravitational fields could propagate as plane waves, but also how a gravitational wave

(GW) could be generated from a physical system, and the effect a GW would have on

mechanical systems. This section will summarize the theory of how GWs manifest in GR

and the theoretical systems that can generate them.

1.2.1 Emergence of gravitational waves

Consider a spacetime that deviates by a small amount from flat Minkowski spacetime. This

can be written as a small perturbation hµν , where |hµν | ≪ 1, to Minkowski spacetime,

gµν = ηµν + hµν . (1.13)

Substituting this expression into the EFE Eq. (1.10) and expanding to linear order in hµν

gives the linearized EFE,

∂ρ∂µhνρ + ∂ρ∂νhµρ − ∂ρ∂ρhµν − ∂µ∂νh

− ηµν∂
ρ∂σhρσ + ηµν∂

ρ∂ρh = 16πTµν . (1.14)
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1.2. Foundations of gravitational waves

By introducing the trace-reversed perturbation,

h̄µν = hµν −
1

2
hηµν , (1.15)

and imposing the Lorentz gauge condition,

∂ν h̄µν = 0, (1.16)

the linearized EFE reduce to a much simpler system in h̄µν ,

∂ρ∂ρh̄µν = −16πTµν . (1.17)

The simplified form of the linearized EFE Eq. (1.17) is the wave equation. The first

task is to understand what gravitational fields propagating in vacuum look like. The vacuum

solutions can easily be verified to be the complex homogeneous solutions of the wave

equation,

h̄µν = Aµνe
ikρxρ

, (1.18)

where the wave vector kµ is a null vector kµkµ = 0 and can be written as kµ = (ω, ki)

to emphasize that the time component of the vector represents the frequency of the wave

solution. In vacuum it can be shown that the additional transverse-traceless (TT) gauge

conditions h̄ = 0 and h0µ = 0 are consistent with the Lorentz gauge condition Eq. (1.16).

Applying these gauge conditions implies that h ≡ h̄,A0µ = 0, and for the solution Eq. (1.18)

to satisfy the Lorentz gauge condition it is necessary that,

Aµνk
µ = 0. (1.19)

Without loss of generality the wave vector can be chosen to point along the spatial z-axis

kµ ≡ (ω, 0, 0, k3) = (ω, 0, 0, ω), where the second equality is because kµ is null. Expanding

Eq. (1.18) in this context,

0 = Aµνk
µ,

= A0νk
0 +A3νk

3, (1.20)

= A3νω, (1.21)

which implies that A3ν = Aν3 = 0. All together the TT gauge vacuum solution simplifies

to,

hµν =













0 0 0 0

0 A11 A12 0

0 A12 −A11 0

0 0 0 0













eiω(z−t) =













0 0 0 0

0 h+ h× 0

0 h× −h+ 0

0 0 0 0













. (1.22)

The final form of the solution for the perturbation hµν expresses the important results that

vacuum solutions are characterized by only two independent components, h+ and h×, that
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Chapter 1. Foundations

are called polarizations.

1.2.2 Gravitational wave generation in linearized general relativity

Having demonstrated that it is possible for gravitational waves to propagate through space-

time vacuum the next task is to understand what sort of systems could produce gravitational

waves. The following results summarize the work surrounding the quadrupole formula, for

more details please see [90, 128]. Starting from Eq. (1.17) in the non-vacuum case the

general solution can be written as,

h̄µν(t,x) = 4

˚

Tµν(t− |x− y|,y)
|x− y| d3y, (1.23)

where the 4-vector is explicitly separated into its temporal and spatial components xµ ≡
(t,x) ≡ (t, xi). If the characteristic velocity of the volume is not fast such that |v/c| ≪ 1

and the solution is observed at large distances such that r ≡ |x − y| is approximately

constant, Eq. (1.23) can be simplified to,

h̄µν(t,x) =
4

r

˚

Tµν(t− r,y)d3y. (1.24)

The energy-momentum tensor must be conserved ∂µT
µν = 0. Using this it can be shown

that [128],

∂2
t

(

T ttxixj
)

= ∂k∂l

(

T klxixj
)

− 2∂k

(

T ikxj + T kjxi
)

+ 2T ij , (1.25)

where indices (i, j, k, l) are used for spatial tensor components and summation is performed

over spatial indices (k, l). The energy-momentum tensor is of order of the perturbation

hµν which means that its tensor indices can be raised and lowered with ηµν . It follows

that the spatial components of the energy-momentum tensor satisfy Tij ≡ T ij . The spatial

components of Eq. (1.24) can then be written as,

4

r

˚

Tij(t− r,y)d3y =
2

r

˚

(

∂2
t (T

ttyiyj) + 2∂k(T
ikyj + T kjyi)

− ∂k∂l(T
klyiyj)

)

d3y,

(1.26)

=
2

r

˚

∂2
t (T

ttyiyj)d3y +

‹

2nk(T
ikyj + T kjyi)dS

−
‹

nk∂l(T
klyiyj)dS,

(1.27)

=
2

r

∂2

∂t2

˚

T tt(t− r,y)yiyjd3y, (1.28)

where the surfaces integrals induced by the divergence theorem vanish because at the

assumed large distance r the surface will be in vacuum. In the assumed slow motion

approximation the T tt component of the energy-momentum tensor is approximately the

mass density ρ. The second moment of mass tensor or quadrupole moment tensor can be
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1.2. Foundations of gravitational waves

defined as,

Iij(t) =

˚

ρ(t,x)xixjd3x. (1.29)

In the limit of observing the solution at infinite distance and assuming slow motion of

the source, the general solution of the linearized EFE can then be written as Einstein’s

quadrupole formula,

h̄ij(t,x) =
2

r

∂2

∂t2
Iij(t− r). (1.30)

The quadrupole formula is important because it provides information about the types of

sources that can produce GWs. It indicates that GWs come from sources of accelerating

mass that have a non-vanishing quadrupole moment. For example a spinning spherical body

with uniformly distributed mass produces no GW because its quadrupole moment is zero.

In contrast the quadrupole moment for a binary system does not vanish and so does produce

GWs. Consider such a binary system as a pair of point particles with equal mass in a circular

orbit of radius R in the xy-plane. The Newtonian trajectories of the first body r1 and the

second body r2 can be written as,

r1 = R







cos(Ωt)

sin(Ωt)

0






, r2 = −R







cos(Ωt)

sin(Ωt)

0






, (1.31)

where the orbital frequency of a circular binary is given by Ω =
√

M/4R3, and the mass

density of the system can be written as,

ρ(t,x) = Mδ(x3)
(

δ(x1 − r1,1)δ(x
2 − r1,2) + δ(x1 − r2,1)δ(x

2 − r2,2)
)

. (1.32)

The spatial quadrupole moment components can then be calculated as,

I11 = MR2(1 + cos(2Ωt)), (1.33)

I22 = MR2(1− cos(2Ωt)), (1.34)

I12 = I21 = MR2 sin(2Ωt), (1.35)

Ii3 = I3i = 0, (1.36)

which implies the quadrupole time derivatives are,

∂2I11
∂t2

= −4MΩ2R2 cos(2Ωt), (1.37)

∂2I22
∂t2

= 4MΩ2R2 cos(2Ωt), (1.38)

∂2I12
∂t2

= −4MΩ2R2 sin(2Ωt). (1.39)

The resulting spatial component solutions of the trace-reversed perturbation can then be
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written as,

hij =
8

r
MΩ2R2







− cos(2Ωt) − sin(2Ωt) 0

− sin(2Ωt) cos(2Ωt) 0

0 0 0






(1.40)

This expression for GWs is not the end of the story. What has been described here

are conservative dynamics assuming Newtonian physics. This does not yet describe the

characteristic inspiral of a relativistic binary system. Einstein went on to explain this feature

as a result of the orbit losing energy as GW are emitted. However since the presentation

of the quadrupole formula new methods have been applied to go beyond the Newtonian

approximations required to derive Eq. (1.40) and these will be explored in Sec. 1.6.

1.3 Detecting gravitational waves

Since 1975 the Hulse-Taylor pulsar [156] has provided indirect evidence for gravitational

waves through radio observations. In 2015 direct observations of gravitational waves were

made with ground-based detectors. What sort of a device constructed on Earth could be used

to observe a gravitational wave described by Eq. (1.22)? In this section this question will

be addressed. The results will motivate the types of candidate sources that could generate

GWs detectable on Earth which will be explored in Sec. 1.4.

1.3.1 Detector response to gravitational waves

The results of Sec. 1.2 demonstrate that in general gravitational waves will be plane waves

composed of a plus and cross polarisation h+(t) and h×(t). Sec. 1.2 also implies that it is

theoretically possible to detect the effect of these polarisations by observing the change in

proper distance between points as gravitational waves travel through. As a simple example

consider the metric of a GW in the transverse-traceless gauge, where the plane wave is

propagating along the z axis and only the effect of the h+ polarisation is considered,

ds2 = −dt2 + (1 + h+)dx
2 + (1− h+)dy

2 + dx2. (1.41)

If the change in just the x axis is considered then the proper length L ≡ L0 +∆L is given

by the integral from the origin out to the coordinate length L0,

L(t) =

ˆ L0

0

√

gµνdxµdxν =

ˆ L0

0
dx

√

1 + h+ = L0

√

1 + h+ (1.42)

≈ L0(1 + h+). (1.43)

This implies that the relative change in proper length is equal to the h+ polarisation of the

GW. This simple argument used the fact that GW amplitudes are very small to expand the

square root term. It is also assumed that the long-wavelength approximation [244] is valid.

This means that the wavelength of GWs is much larger than the coordinate length L0 such
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that the GW polarisations are approximately equal and constant over the path integral.

Measuring such changes over a single path would require at least one incredibly accurate

clock, which limits the types of measurements that could be made. However interferom-

etry provides a mechanism to overcome this barrier, a Michelson interferometers [197].

A Michelson Interferometer effectively measures the relative changes in proper distance

∆L/L0 ≈ h+ between two paths without the need for any clock. Based on this idea the

first generation of GW interferometers LIGO [4, 46, 254], VIRGO [28, 29], GEO 600 [48],

and TAMA [50] were constructed. Since then second generation detectors have been built

and begun operation with Advanced LIGO [47, 3] and Advanced VIRGO [30, 31] making

the first direct detection of gravitational waves and now KAGRA [255, 56] has also joined

the second generation of ground based GW detectors. While GEO 600 has by construction

not been able to reach the same levels of sensitivity as the primary two LIGO detectors, it

has continued to successfully operate and has received many upgrades and acts a a critical

pathfinder for the primary detectors [190, 189, 32, 106]. For the rest of this thesis the output

time dependant signal from a GW detector will be symbolized as d(t).

The small amplitude approximation is extremely well satisfied for GWs observed by these

ground based detectors with typical gravitational wave amplitudes of ∼ 10−21 [237]. While

the long-wavelength approximation is mostly satisfied, for higher frequency signals > 1kHz

is has been shown that this approximation can lead to errors greater than 2% [62, 228].

While it is important to consider the validity of the long-wavelength approximation as

ground based GW detectors are improved and upgraded, for this thesis it will be assumed

that the long-wavelength approximation is valid for all results discussed.

GWs will not in general be aligned with detectors in such a way as to only observe a

single polarisation. In general the detector output d(t) will contain the detector response or

antenna response which will be a combination of the two polarisations,

h(t) ≡ hresp(t) ≡ F+h+(t) + F×h×(t) (1.44)

where the coefficients (F+, F×) are called antenna pattern functions. These depend on the

three dimensions of orientation a GW source can have with respect to a detector, its relative

location in the sky and the rotation about the line of sight between the source and detector.

For an L-shaped detector like the current generation of ground based GW detectors the

antenna pattern written in spherical polar coordinates (θ, φ) and line-of-sight polarisation ψ

becomes,

F+(θ, φ, ψ) =
1

2

(

1 + cos2 θ
)

cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ,

F×(θ, φ, ψ) =
1

2

(

1 + cos2 θ
)

cos 2φ sin 2ψ + cos θ sin 2φ cos 2ψ. (1.45)

In Chapters 2 and 3 sections of the results are obtained using this antenna pattern. For

a more detailed discussion and derivation of the antenna patterns for L-shaped detectors

please see [237].

– 10 –



Chapter 1. Foundations

Part of this thesis is also concerned with the third generation detector Einstein Tele-

scope [224, 152, 27]. This detector is designed to use a triangle topology. The triangle will

be equilateral and each length of the triangle will be used twice to form three Michelson

interferometers. The detector response for a single interferometer in the array of three

takes exactly the same form as Eq. (1.44) and the antenna pattern functions Eq. (1.45) how-

ever an L-shaped detector with the same arm length will be more sensitive by a factor of

2/
√
3 [27, 237]. This antenna pattern is used indirectly to produce injections for the study

presented in Chapter 4. Please see [27, 234] for full details of the antenna pattern for ET.

1.3.2 Sensitivity of gravitational wave interferometers

Sec. 1.3.1 presented an idealised version of detecting GWs with ground based detectors.

However in general there are many other sources of unwanted noise that corrupt the signal

from the large Michelson interferometers. A non-exhaustive list of sources of noise includes

seismic noise from ground vibrations that can be generated from objects like cars driving

around detectors, thermal noise from heat in the mirrors and suspension systems, quantum

noise sources of shot noise and radiation pressure, and gravity gradient noise from small

changes in the gravitational field due to objects moving around the detectors [3]. In the

absence of gravitational waves the output d(t) will just be a time series of noise n(t) which

is the additive result of all the various sources of noise. In theory the noise is considered

to be stationary and Gaussian. In this thesis there is no analysis of actual detector data

and as such these assumptions can be satisfied. However in practice this is not true and

great care is taken to characterize the non-stationary and non-gaussian nature of noise in

GW detectors [6, 205, 25]. The noise can be represented by its one-sided power spectral

density (PSD) which can be defined as the fourier transform of the ensemble average of the

auto-correlation of the noise R(τ) [191]

1

2
Sn(f) ≡











ˆ −∞

−∞
R(τ)e2πifτdτ, f � 0

∞, f < 0

(1.46)

R(τ) ≡
ˆ ∞

−∞
n(t+ τ)n(t) dt. (1.47)

In practice when working with actual data there is only one data time series and different

methods have been developed to estimate the PSD, such as averaging methods [278, 2] and

methods that fit models to numerical PSD instances [182].

For this thesis several different PSDs will be used to perform calculations for different

detectors. Several PSDs are presented in Fig. 1.1 that show the evolution of the sensitivity

of ground based GW detectors and the projected sensitivity of future detectors. This

includes all PSDs that are used in this thesis. Some of these PSDs are analytical fits to

legacy data [235, 33] while more recent PSD estimates are calculated using the GWINC

model [178] based on recent experimental measurements [61] that includes estimates for the
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Figure 1.1: Comparison of sensitivity curves for multiple generations of detectors. The
green line is the Advanced LIGO, Zero Det, High Power simulated sensitivity curve [249],
the orange line is a legacy projection of the Advanced LIGO sensitivity curve [235, 33], the
blue and red lines are the ET-B and ET-D sensitivity options for Einstein Telescope [151, 152]
and the thin grey line is the amplitude of the strain for a fiducial BBH system at a distance
of 100Mpc where each BH has mass 10M⊙.

noise sources previously discussed.

The Advanced LIGO, Zero Det, High Power simulated sensitivity curve [249] is used

for analysis in Chapters 2 and 3. Advanced LIGO makes use of a signal recycling mirror

(SRM) between the main interferometer arms and the output photodetector. This component

can be calibrated or detuned to change the frequency at which the detector is most sensitive.

Zero Det means that the SRM is not detuned and as such the peak sensitivity of the detector

is not changed by the SRM. The ET-D sensitivity option for Einstein Telescope [152] is

used in Chapter 4. The older ET-B sensitivity option was based on a single interferometer

detector with broadband response like Advanced LIGO. The more recent and improved

ET-D sensitivity option incorporates new and updated noise sources and is based on a

xylophone-design where the detector is composed of two interferometers, one sensitive to

low-frequency and one sensitive to high-frequency.
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Chapter 1. Foundations

Throughout this thesis, unless otherwise stated, calculations will be performed in geo-

metric units where G = c = 1. However, momentarily these can be reintroduced to the EFE

to perform an order of magnitude analysis of the GWs emitted by a conservative Newtonian

system Eq. (1.40). The GW frequency and spatial amplitude of such a system become,

f ≡ Ω

2π
=

√

GM

8π2R3
, |h| = 8

r

G

c4
MΩ2R2 =

2G2M2

rc4R
. (1.48)

For a fiducial system of two objects each of mass M = 10M⊙ ∼ 1031kg and orbiting with

a radius 10 times their Schwarzschild radius R = 10rs ∼ 105m, and observed at a distance

of r = 100Mpc ∼ 1024m, the GW frequency and strain will be,

f =

√

10−11 · 1031
8π21015

∼ 102s−1, |h| = 2 · 10−22 · 1062
1024 · 1032 · 105 ∼ 10−21. (1.49)

These order of magnitude estimates suggest that ground based gravitational wave detectors

as described in this section should be able to detect GW from such systems. In particular

binary systems that are comparable to stellar-mass. These types of systems will be explored

next in Sec. 1.4.

1.4 Sources of gravitational waves

The results of Sec. 1.2 provided a mechanism by which GWs can be created. Sec. 1.3

established how GWs can be detected and importantly the range of frequencies over which

GW can be detected with ground-based detectors. Motivated by these results it becomes

clear that candidate sources of GWs that could be detectable on Earth are accelerating objects

that are stellar mass in size, ranging from masses comparable to our own host star up to

∼ 100M⊙. There are a wide range of astrophysical objects that fulfil these criteria. For this

thesis the focus will be on a subset of compact binary coalescence (CBC) type systems and

their remnants. These sources will be described in detail in this section.

Before introducing these relevant sources, other important sources of GWs for current

generation ground based detectors will be briefly summarized. GW burst events that emit

detectable levels of GWs are expected to come from a wide range of phenomena including

gravitational collapse of stellar cores leading to supernovae explosion, transient change in the

rotational frequency of neutron stars known as pulsar glitches, and neutron stars collapsing

into black holes. Some of these types of events have associated GW models while others

do not. Currently no GWs from burst events have been detected [17, 21, 16]. Continuous

waves (CW) are predicted to come from spinning neutron stars that have an asymmetry with

respect to their rotational axis. These waves are expected to have approximately constant

frequency but at a much lower amplitude than other sources of GWs. Searches for these

types of events requires analysis of weeks worth of data, much longer than most other GW

events that last seconds. Currently there is no evidence of continuous wave signals in data

from current generation detectors [15]. Finally there is the stochastic gravitational wave
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background (SGWB) which is the combined effect of many gravitational waves from low

amplitude astrophysical sources such as very distant CBC events and cosmological sources

like the early expansion of the universe. No evidence of the SGWB was found in current

data [23].

1.4.1 Binary black hole systems

A binary black hole (BBH) system is composed of two black holes in a gravitationally bound

quasi-circular orbit. Unless otherwise stated, for this thesis the secondary black hole (BH)

with properties labelled with a 2 is the larger black hole to be consistent with the conventions

of the BAM code, which will be discussed in Sec. 1.5. At any instance a BBH system can

be fully described by the masses of the two black holes m1 and m2, their positions c1 and

c2, linear momenta p1 and p2, and their dimensionful spin angular momenta S1 and S2.

Dimensionless spin vectors χi = Si/m
2
i are also often used.

An important conserved quantity in general relativity is the total angular momentum

J which can be represented as the sum of orbital angular momentum L and spin angular

momentum S1 and S2. For a given spacetime it is possible to calculate J [38, 66], however

S1 andS2 cannot be unambiguously defined. SimilarlyL cannot be unambiguously defined,

unlike its classical analogue, the Newtonian orbital angular momentum LN which is the

sum of the cross product of the position and linear momenta. Even though LN originates in

classical mechanics, as it defines the instantaneous orbital plane of a binary system it is still

useful in general relativity and will be used throughout this thesis. One approximate method

to calculate the spin angular momenta of the individual black holes is briefly summarised in

Sec. 1.5.4, and as such provides an approximate method to define orbital angular momentum

in general relativity.

For this thesis the focus is primarily on GWs emitted by CBC systems like this. A

gravitational wave from a non-eccentric BBH system can be parameterized by eight intrinsic

parameters θin,

θin =

















m1

m2

S1

S2

















Mass of primary object

Mass of secondary object

Dimensionful spin angular momentum of primary object

Dimensionful spin angular momentum of secondary object.

(1.50)

These are simply representations of the mass and angular momentum parameters of the Kerr

metric for each black hole. All CBC systems also have to be parameterized by 8 extrinsic

parameters θex that describe the relative location and orientation of the system with respect

to an observer, and the moment in time that the spins of each component black hole are
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specified,

θex =









































dL

α

δ

ι

ψ

t0

φ0

ω0









































Luminosity distance

Right ascension

Declination

Inclination angle

Polarization angle

Reference time

Reference orbital phase

Reference orbital frequency

(1.51)

Some of these extrinsic parameters have already appeared in the detector antenna patterns

described by Eq. (1.45). The parameterization θ = θin ∪ θex is not unique, and different

combinations of parameters are often used instead such as the mass ratio q ≡ m2/m1, chirp

mass M ≡ (m1m2)
3/5/(m1 +m2)

1/5, and time and phase of coalescence (tc, φc).

A CBC system typically evolves through three stages as it emits gravitational waves. The

inspiral stage occurs first, while the separation between the component bodies is large. The

merger stage is a transition period when the two bodies plunge towards each other and merge.

The final stage is ringdown where the non-axisymmetric body resulting from the merger

transitions to equilibrium as it emits its final gravitational waves. For CBC systems that

involve at least one BH, if the two objects merge then it is expected to result in a perturbed Kerr

BH. The perturbed Kerr BH will emit a GW evolving as exponentially damped oscillations

with characteristic dimensionless complex frequencies called Quasi-Normal Mode (QNM)

frequencies that describe the central frequency of the oscillations and the rate at which the

GWs decay. These GWs are typically decomposed into spheroidal harmonics [176]. The

spheroidal harmonic functions of the spheroidal decomposition, together with the QNM

frequencies, are collectively called the QNM solutions of Teukolsky’s equations [263]. The

QNM solutions are identified by three indices, l, m, and n. The indices l and m are

equivalent to the indices of regular spherical harmonic functions, and n is the overtone

index indicating the different resonant QNM frequencies.

There are lots of ways that BBH systems can be classified, such as systems where each

component black hole has the same mass, or the component black holes have no spin.

However two classes of BBH systems that have been very important for the first era of GW

astronomy are non-precessing or aligned-spin BBH systems and precessing systems.

For a non-precessing systems the component spins Si are both parallel to the orbital

angular momentum L, and as a result the Newtonian orbital angular momentum LN. For

such systems the direction of all angular momenta remain fixed and the component black

holes orbit in a fixed plane. For precessing systems at least one of the component spins will

point in a direction that is not parallel to the orbital angular momentum. The directions of

L, LN and J no longer remain fixed and L will precess around J .

Modelling GWs from either of these classes of systems is a challenge. Several combina-
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tions of parameters have been discovered that capture the dominant characteristics of GWs

emitted by these systems. For example the effective spin parameter [36],

χeff ≡ m1(χ1 · L̂) +m2(χ2 · L̂)

m1 +m2
, (1.52)

is closely related to the leading order spin effects in the phase of a binary system in post-

Newtonian theory [102, 220], which will briefly be discussed in Sec. 1.6. There is also

a dimensionless precession spin parameter [242] that is a combination of in-plane spin

components, and has been used in models for precessing systems,

χp ≡
max(A1S1⊥, A2S2⊥)

2A2m2
2

, (1.53)

Si⊥ ≡ Si − (Si · L̂)L̂, (1.54)

A1 ≡ 2 +
3m2

2m1
, A2 ≡ 2 +

3m1

2m2
. (1.55)

Identifying and using these combinations of parameters has enabled the development of

approximate but accurate GW models for CBC systems and will be explored further in

Sec. 1.6.

1.4.2 Neutron star black hole systems

A neutron star black hole binary (NSBH) system is composed of one black hole and one

neutron star (NS) that are in a gravitationally bound orbit. These types of CBC system are

described by all the same physical attributes as a BBH system and parameterization of GWs

emitted by these systems also include all of the intrinsic and extrinsic parameters for BBH

as defined in Eqs. (1.50) and (1.51). However there is an added complexity from the neutron

star, where the matter of a neutron star is distributed over a non-singular point. Neutron

stars typically have a radius of ∼ 10km.

The matter distribution within a neutron star can be approximated by the spherically

symmetric Tolman-Oppenheimer-Volkoff equations [267, 268, 210]. These equations de-

pend on an equation of state (EoS) that is a relationship between the pressure and density

within the NS. For a particular EoS and density ρc given at the center of a NS, the Tolman-

Oppenheimer-Volkoff equations can be integrated out to a radius R where the pressure drops

to zero, which bounds matter with total mass M . The compactness C of a NS is defined as

the ratio of its radius R and mass M .

As a result of the matter distribution of neutron star, they experience tidal forces which

can deform the neutron star and can lead to tidal disruption events where the tidal forces are

so great that the neutron star is pulled apart. The amount that a neutron star is able to deform

due to an external gravitational field is quantified by a dimensionless tidal deformability

– 16 –



Chapter 1. Foundations

parameter,

Λ =
2

3

k2
C5

, (1.56)

where k2 is the tidal Love number [188, 126, 153].

The set of parameters θ = θin ∪ θex ∪ {Λ} are then sufficient to parameterize GW

emitted by NSBH systems. The phenomenology of NSBH will be explored in more detail

in Chapter 2 where a new model for GW from NSBH systems will be presented.

1.5 Simulating gravitational waves

There are very few exact solutions to the EFE Eq. (1.10) and no exact solutions exist for BBH

systems. The only way to explore more general solutions of the ten non-linear, coupled,

partial differential equations is to use numerical methods and high-performance computing

which is the objective of the field of numerical relativity. Because measurable GWs are

only emitted by relativistic systems numerical relativity has been a crucial component of

simulating GW sources that are theoretically measurable by current ground based detectors.

In particular simulating the coalescence of two inspiraling black holes was a key challenge

for early numerical relativity research and is still an active area of development today.

During the 20th century simulations of BBH systems using numerical relativity were

seen as the only way to get accurate information about the late-time evolution of such systems

and ultimately the only way to produce gravitational waves from such systems. Since this

time, in parallel to the developments in NR, progress has also been made in post-Newtonian

and effective-one-body approximations. The developments in these two approximations has

resulted in GW waveforms that are very accurate up until very late times in BBH evolution

and some of this work will be summarized in Sec. 1.6. However numerical relativity is

still the only way to evolve a BBH system through its merger to form a single black hole

experiencing ringdown, and as such the only way to simulate accurate GWs of such systems

at the late-inspiral and merger stages of their evolution.

The earliest attempt to simulate two interacting bodies using numerical relativity in the

framework of geometrodynamics was by Hahn and Lindquist in 1964 [138]. However it

wasn’t until the next decade when head-on collisions of two black hole resulting in merger

were simulated [252, 119]. These frameworks were all restricted to simulating systems with

various levels of symmetry. Various efforts to simulate the inspiral and merger of BBH

systems were carried out at the end of the 20th century [95]. However it was not until 2005

when Frans Pretorius produced the first non-axisymmetric BBH simulation through merger

and ringdown [223]. While the simulation was short compared to today’s standards, with

the binary system performing only a single orbit before merger, it marked a major turning

point for numerical relativity.

Since then many independent numerical relativity codes have been able to simulate BBH

systems for many orbits and add support for more complex configurations such as highly
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spinning black holes. The data products from numerical relativity have been crucial for the

field of gravitational waves, including as input to developing approximate GW models, to

calculate remnant properties of binary mergers, and used directly for GW injection studies.

The numerical relativity code BAM [83, 84, 157] was used to produce NR simulations

of BBH systems for this thesis. For the remainder of this section the numerical methods

used by BAM to simulate compact binary coalescences of BBH systems will be described,

starting with the reformulation of the EFE in a form that is amenable to computation, how

the apparent horizons of the black holes are tracked, and finally how GWs are extracted

from these simulations. For a more detailed description of the methods used by BAM please

see [83, 84, 157].

1.5.1 Initial value problem

Many methods have been developed to solve the EFE numerically with the earliest methods

solving for the full four-dimension metric gµν [138]. The class of methods that has been most

widely used for simulating binary systems are the 3+1 decompositions of the EFE. Before

considering the 3+1 reformulation of the EFE the metric first needs to be decomposed. This

can be achieved by considering a foliation of the spacetime.

To define a foliation, consider a spacetime (M, gµν), and a smooth scalar field t(xµ)

defined on the manifold M . Three-dimensional submanifolds Σs are defined such that for

all s ∈ R

Σs = {m ∈ M |t(m) = s}. (1.57)

If everywhere the scalar field t has a non-zero gradient then Σs1 will not intersect with Σs2

for s1 �= s2. The set of non-intersecting submanifolds

S = {Σs|∀s ∈ R}, (1.58)

then represents a foliation of the spacetime, and each element of S is called a slice of the

foliation [135].

That a foliation exists for a given spacetime is not guaranteed. Moreover it is required

that the slices are spacelike for a 3+1 decomposition. For this thesis the spacetimes that are

simulated with BAM can always be foliated by spacelike submanifolds. In general spacetimes

simulated with a 3+1 decomposition will be of a type known as globally hyperbolic which

amongst their properties do admit spacelike foliations. Intuitively the different slices of a

spacelike foliation represent different time steps of evolving a spatial system.

With a foliated spacetime in hand an aim of the 3+1 decomposition is to consider how a

three-dimensional purely spatial metric γij on the slices of the foliations evolves. Note that

Roman indices i, j as used to distinguish the spatial coordinates from spacetime coordinates.

A simplified geometric argument can be made to relate γij to the four-dimensional metric

gµν which is visualized in Fig. 1.2.

Consider a slice Σt1 and a slice an infinitesimal time later Σt1+dt. The proper time
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Figure 1.2: Geometric visualization of the four-dimensional line element ds decomposed
into it’s temporal and spatial components as is done for a 3+1 decomposition. nµ is the
normal vector to a slice Σt1 . Given a scalar field t and lapse α, it can be shown that
nµ = −α∇µt.

for a normal observer following a normal to Σt1 such that there is no spatial displacement

can be written as dτ = α(xµ)dt where α(xµ) is introduced to relate the coordinate time to

proper time. This function is called the lapse. In general a normal observer will not follow

lines of constant spatial coordinates. For an observer with constant spatial coordinates xµ

the position of a normal observer starting at the same spatial coordinates can be written

as xµ − βi(xµ)dt where βi(xµ) is introduced to describe the relative velocity of normal

observers and constant spatial observers. This vector is called the shift. An infinitesimal

displacement dxµ can then be written in terms of the purely spatial and temporal parts as

dxµ = (αdt, dxi + βidt). The four-dimensional line element can then be written down as

ds2 = −α2dt2 + γij(dx
i + βidt)(dxj + βjdt), (1.59)

where the first additive expression is the temporal displacement perpendicular to the slice
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and the second expression is the spatial line element within the slice. The four functions

(α, βi) represent the gauge freedom of GR. For a more rigorous derivation of this 3+1 metric

decomposition please see [38, 65, 66].

The EFE are second-order differential equations in the metric gµν or equivalently in the

3+1 decomposition second-order in γij . However it is more convenient to recast these as a

set of first-order equations. To facilitate this the extrinsic curvature Kij can be introduced

in the form given by [38]

Kij = − 1

2α

(

∂γij
∂t

− γi
k∇kβj − γj

k∇kβi

)

, (1.60)

The EFE can now be theoretically written as a set of first-order differential equations in

(γij ,Kij).

With the metric decomposed and all the necessary definitions established it is now

possible to discuss the candidate 3+1 reformulations of the EFE. The first widely used

3+1 decomposition of the EFE was developed by Arnowitt, Deser and Misner [53] and

subsequently refactored by York [281] that are now referred to as the ADM equations. These

equations consists of two constraint equations, the momentum constraint and Hamiltonian

constraint equations, and evolution equations for (γij ,Kij). While an important theoretical

stepping stone, it was found that these equations are unstable for evolving systems relevant

for GW research and code implementations typically crash.

A modification to the standard ADM equations was developed by Shibata and Naka-

mura [247] and Baumgarte and Shapiro [64] which are commonly referred to as the BSSN

equations. In this modification the standard ADM variables (γij ,Kij) are replaced by the

BSSN variables with the introduction of a conformal factor ψ(xµ),

φ ≡ lnψ, (1.61)

K ≡ γijKij , (1.62)

γ̃ij ≡ ψ−4γij , (1.63)

Ãij ≡ ψ−4Aij , (1.64)

Γ̃i ≡ γ̃jkΓi
jk = −∂j γ̃

ij , (1.65)

where the trace-free part of the extrinsic curvature is defined as Aij = Kij − γijK/2.

Evolution equations for BSSN variables (φ,K, γ̃ij , γ̃ij , Ãij , Γ̃
i) are derived from the The

ADM equations to form the BSSN system where unlike the ADM variables the BSSN

variables are not independent. The ADM and BSSN equations were directly compared in

many studies [64, 63, 40, 39, 177, 42] with different choices of the gauge functions (α, βi)

and initial conditions. It was consistently demonstrated that this modification leads to long-

term stable evolutions in contrast to the ADM system that typically crashed after a very short

evolution time.

While the explicit form of the BSSN equations introduce several other non-independent
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variables with an overspecified set of evolution equations in effect both the ADM and BSSN

reformulations provide the necessary equations to evolve the spatial tensors (γij ,Kij). BAM

uses the BSSN system. For a concise summary of the ADM and BSSN systems please see

the comparison study [64].

To complete the definition of the initial value problem initial data also needs to be defined

on an initial slice. The strategy used by BAM is to apply the conformal transverse-traceless

(CTT) approach [281] where Conformal flatness is assumed for the metric γ̃ij = ηij and

maximimal slicing such that K = 0. The momentum constrain can then be solved for the

trace-free part of the extrinsic curvature Aij as Bowen-York data [77]. The Hamiltonian

constraint can then be reduced to an elliptical equation in the conformal factor ψ. This

can be solved by puncture data [79] which is an extension of the Brill-Lindquist data [81]

for black holes with arbitrary momenta and spin. Finally the gauge functions for BAM are

chosen to be (α, βi) = (ψ−2, 0) [84]. Initial values for all the BSSN variables can now be

defined and this completes the specification of the initial value problem.

1.5.2 Evolving moving punctures with adaptive mesh refinement

To evolve the initial data BAM uses theχ-method of the moving-puncture approach [88, 142].

The puncture solution for the conformal factor is not a real analytic function as it has

singularities at the locations of the black holes. To address this a new conformal factor

χ ≡ ψ−4 is defined [88] and an evolution equation for χ replaces the evolution equation for

φ. In addition the gauge functions are determined by the 1+log slicing condition [74] and

the Gamma-driver conditions [43].

The system is evolved numerically using the method of lines [238, 239] with a fourth

order finite-difference Runge-Kutta scheme. Instead of a uniform cartesian grid covering the

entire spatial computational domain, a Berger-Oliger adaptive mesh refinement method is

used [67]. This consists of a hierarchy of L+1 levels of nested three dimensional Cartesian

grids with uniform spacing on each level given by hn∀n ∈ {0...L},

hn =
h0
2n

. (1.66)

As these nested grids are finite in size they are also referred to as boxes. On the finest level

L the grid is centred on the motion of the smallest black hole. At some chosen level M ,

a second grid is introduced such that each black hole has one grid that follows its motion.

Note that it is possible to require L = M . When a level N is reached such that the two grids

on level N + 1 tracking the motion of the black holes would overlap, a single grid is used

with grid spacing hN that is large enough to cover the nested grids following each black

hole. All levels n � N remained fixed and centred on the origin of the coordinate system.

The grid on any given level is composed of N3
n grid points, Nn grid points in each

dimension. The number of grid points Nn on each level can be freely chosen however they

should be chosen such that they can always contain any nested grids. For a BAM simulation,

the grid spacing on the finest level hL is specified along with the number of grid points on
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the finest level NL. For a typically exploratory BAM simulation, NL = 80 and hL is chosen

to satisfy some auxiliary requirements. Examples of such requirements will be presented in

Chapter 3. Higher resolutions runs are then performed once a simulation configuration has

been found. In higher resolution runs the number of grid points is increased, for example

NL ∈ {96, 120, 144}, and the grid spacing is decreased such thatNL×hL is left unchanged.

The number of grid points for all moving box levels n ∈ {N + 1, ..., L} is the same. As

such it is typical to refer to a run simply by its NL number, for example if NL = 96 then

this would be called a 96-point run. hL is also required to fully qualify the resolution of a

simulation and may be denoted as d.

1.5.3 Tracking properties of apparent horizons

Gravitational waves are not the only useful properties that can be gained from an NR

simulation. The physical quantities of mass and spin of each of the black holes are also

important. In order to extract these properties for each component black hole of a BBH

system, these need to be defined as quasi-local properties that only depend of a finite

spacetime region around each black hole [260].

Quasi-local definitions of the mass and spin can given by integrals over the apparent

horizons surrounding each black hole. Given a slice Σ and a closed two-dimension sub-

manifold S of Σ with outward facing normal si, S is an apparent horizon if the expansion,

H(xk) ≡ ∇is(x
k)i +Kij(x

k)s(xk)is(xk)j −K(xk), (1.67)

is zero for all xi ∈ S [41, 38]. Quasi-local definitions of the apparent horizon masses MAH

and dimensionful spin vectors SAH can then be defined for each black hole in a binary

system as given by [108, 89]. These apparent horizon properties will be used in Chapter 3

when analysing a new set of NR simulations.

BAM uses the fast flow algorithm to find apparent horizons on each slice as the initial

data is evolved [41, 136]. A candidate apparent horizon solution h(θ, φ) is decomposed into

spherical harmonics. The expansion coefficients are then heuristically chosen initially to

describe a sphere embedded in the current slice that should surround the apparent horizon

that is being searched for. An iteration scheme is then applied to the expansion coefficients

until they have converged to the desired tolerance.

1.5.4 Extracting gravitational waves

For BAM GW information is calculated using the Newman-Penrose (NP) formalism [202,

218]. Within this framework a set of scalar fields can be defined called the Weyl scalars.

The complex valued Weyl scalar Ψ4 is of particular relevance because it is related to the

– 22 –



Chapter 1. Foundations

complex representation of GW strain h(t) by two time derivatives,

Ψ4(t) =
∂h(t)

∂t
, (1.68)

h(t) ≡ h+(t)− ih×(t). (1.69)

Ψ4 can be conveniently constructed just from the ADM variables along with the choice of

null-tetrad required to engage with the NP formalism.

The relationship between Ψ4 and GW strain is only strictly valid in the infinite radius

limit. However BAM does not perform simulations on an infinite grid. Instead Ψ4 is

calculated on a set of concentric spherical shells at user defined radii. For the simulations

produced for this thesis these radii are at {50, 60, 70, 80, 90}M which are typical values

for other BAM simulations. In theory the information of Ψ4 on each shell can be used to

extrapolate Ψ4 to radial infinity. However extrapolation has its own challenges. Instead it is

typical for Ψ4 to be used from the largest extraction radii of finest grid level that GWs are

extracted on. This is typically the first fixed boxed grid level M .

Converting Ψ4 to strain is not as trivial as performing two time integrals as Eq. (1.68)

would suggest. A naive application of two time integrals will typically result in non-linear

drifts in the result. In part this is as a result of the finite extraction radius, however it has also

been attributed to the unavoidable discretization schemes used to simulate the spacetime.

An empirical solution to this problem is the method of fixed-frequency integration [231]. In

this method the time integrals are performed in the frequency domain,

h̃(f) =



















Ψ̃4(f)

(2πf0)2
, f � f0

Ψ̃4(f)

(2πf)2
. f > f0

(1.70)

In the fixed-frequency integration method the frequency parameter f0 is chosen to be the

lowest physical GW frequency for the system.

1.6 Modelling gravitational waves

Simulating GWs with NR is the most accurate method to produce GWs for BBH systems.

However it is slow often taking months to simulate a single system configuration. To make

most GW analysis practicable it is necessary to have approximate GW models that can be

evaluated in much less time. In this section some of the methods of modelling GWs will

be summarized. Both NR and GW modelling are crucial to GW research. This thesis will

demonstrate that it is the syntheses of both of these approaches to generating artificial GWs

that enables fast and accurate detection and parameter estimation of GWs.

In the Newman–Penrose formalism briefly discussed in the previous Sec. 1.5.4 the Weyl

scalar Ψ4 was presented along side its important complex valued representation of the GW
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strain field as two time derivatives of the two GW strain polarizations. Similar to other

areas of physics like electromagnetism, this field can be decomposed using a multipole

expansion. It has been shown that appropriate expansion functions are the spin weight -2

spherical harmonics [202]. Suppressing the contextually irrelevant GW parameters and the

full expansion can be written as [265, 232],

h(t, r, θ, φ) = h+(t, r, θ, φ)− ih×(t, r, θ, φ) (1.71)

=
M

r

∞
∑

ℓ=2

ℓ
∑

m=−ℓ

hℓm(t− r)−2Yℓm(θ, φ). (1.72)

The objective of GW modelling then reduces to the task of approximating the complex valued

expansion coefficients hℓm. These coefficients are called multipole moments, however they

are very commonly referred to as modes and less commonly just moments. All names will

be used interchangeably throughout this thesis. The complex modes are typically further

decomposed into amplitude and phase parts,

hℓm(t,θ) = Aℓm(t,θ)e−iφℓm(t,θ). (1.73)

For non-precessing CBC systems the (ℓ, |m|) = (2, 2) mode contains a large amount

of the gravitationally radiated power and as such had been the focus of much of the GW

modelling community. While work still continues on improving the accuracy of models of

the (2,2) mode, several models have also now been produced that capture the higher mode

ℓ = |m| and sub-dominant mode ℓ �= |m| content of GWs, as will be shown throughout the

rest of this section.

1.6.1 Post-Newtonian methods

Beyond Einstein’s quadrupole formula that was presented in Sec. 1.2, the collection of

post-Newtonian (PN) methods were the first approximations that provided a more detailed

description of the dynamics of multiple bodies in GR and the GW they emit. These methods

assume that the motion of the bodies being modelled are slow with respect to the speed of

light, and are perturbative expansions in the small parameter v/c. These methods are used to

address three key challenges, the conservative dynamics of multiple interacting bodies that

include the evolution of properties like spin angular momentum, the radiation-reaction part

of the dynamics that describe the effect of gravitational radiation emitted by these multi-body

systems on the dynamics of these systems, and expression for the GW strain emitted by these

systems. With the direct association of the orbital phase with the GW phase this amounts to

PN expressions for the GW amplitude.

Expressions for the various properties that post-Newtonian theory has been applied to

have been calculated to different perturbative orders. PN expressions are usually expressed

as having a PN order which is half the maximum order of the perturbation parameter v/c.

However, there are different but equally valid ways of performing PN expansions up to a
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given order. Additionally because PN expansions are asymptotic expansions, increased PN

order does not guarantee a better approximation. For a complete review of the current status

of PN theory and current state of the art PN orders please see the Living Review article by

Luc Blanchet [69].

The different strategies for PN expansions gives rise to multiple PN approximants for

GWs. A summary of these can be found in the comparison study by Buonanno et al. [86].

The particular PN approximants that are used in this thesis are the TaylorT2 amplitude

model up to 3PN order [69] (now known up to 3.5PN order [122]) that incorporates spin-

orbit corrections up to 1.5PN order and quadratic spin corrections up to 2PN order [54],

and the TaylorF2 phase model that incorporates spin-independent corrections up to 3.5PN

order [86, 69], linear spin-orbit corrections up to 3.5PN order [73] and quadratic spin

corrections up to 2PN order [219, 54, 198].

1.6.2 Effective-one-body methods

As you get closer to merger in a CBC system the slow motion, weak field approximations

used in the perturbative expansion of PN methods break down and the results are no longer

accurate. The effective-one-body (EOB) methods were created to address this issue, and

to enable construction of complete waveforms all the way through merger also known as

inspiral-merger-ringdown (IMR) models that can accurately generate waveforms through

the entire life of a CBC system and not just the inspiral stage.

The EOB method is based on high PN order expressions, and as such can be divided into

the same three classes as PN theory, methods for conservative dynamics, radiation-reaction,

and expressions for gravitational waveforms. The expressions for the PN conservative

dynamics that describe two massive objects are resummed to describe the dynamics of a test

particle in a deformed Kerr metric. The radiation-reaction expressions are often resummed

as Padé approximants. The GW strain expressions are refactored and a new resummation

procedure was developed.

To be able to create an accurate model past merger, the ringdown stage was modelled

by taking results from BH perturbation theory briefly described in Sec. 1.4.1 to produce

waveforms that model a perturbed Kerr BH. These are then attached to the inspiral-merger

waveform with a Heaviside step function. Even the most accurate EOB models still break

down at some point and lose accuracy to NR. To solve this issue as the EOB methods

have developed, expressions with free coefficients have been incorporated which are then

calibrated to NR.

Results of standard EOB models are time domain waveforms where as GW data analysis

is typically carried out in the frequency domain. To evaluate EOB waveforms requires

the evolution of the dynamics to be computed unlike the PN waveforms which can be

evaluated pointwise at a specific GW frequency. Both of these features can add significant

computational cost to model evaluation. To address this issue the reduced order models

(ROM) method [226] was developed. Based on a singular value decomposition of fine
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sampling of a model evaluation across it’s parameter space, a ROM can create fast frequency

domain implementations of time domain models.

The state of the art EOB models that have been used for the first and second observing

runs of the Advanced LIGO and Advanced VIRGO detectors are a ROM of the aligned spin

model SEOBNRv4 [71] and the precessing model SEOBNRv3 [211] .

1.6.3 Phenomenological models

The PN and EOB methods start from the basic physics of GR, construct approximations

to system dynamics and eventually end up producing waveforms. The phenomenological

models remove the intermediate steps of this process and instead directly model waveforms

with rational and non-linear functions over physical parameters such as mass and spin. In the

original phenomenological approach [34] an input data was constructed from NR waveforms

hybridized (see Sec. 1.6.4) with PN approximants and then fourier transformed. These input

waveforms were constructed across a range of q ∈ [1, 4] non-spinning parameters. The

amplitude and phase of this data set were then fit using a multi-level approach. On the first

level each waveform was fit with a ansatz that was piecewise in frequency. Then the fitted

coefficients of this ansatz for each waveform in the input data set formed a new data set. On

the second level this new data set was fitted with a linear polynomial. The second level fit

is combined with the first level ansatz to produce the final model.

Since the introduction of the first phenomenological model many new models have

been developed that incorporate higher mode content and can accurately model precessing

GWs. However the multi-level process has remained mostly unchanged, with significant

improvements being made through the development of better ansatz and combining the

piecewise parts of the different frequency bands. Collectively these are often call Phenom

models.

The Phenom models are frequency domain models that can be evaluated pointwise, and

they are simple non-linear functions, which means they are fast to evaluate. This makes them

ideal for GW data analysis. However unlike the PN and EOB approaches to the inspiral,

these models require input GW data which is why accurate NR has been crucial to the

development of the Phenom family of models. The current state of the art Phenom model

is PhenomPv3HM [165] which is a precessing model that includes higher order modes and

sub-dominant modes.

1.6.4 Hybridization

An important approach to constructing complete IMR waveforms is hybridization. PN and

EOB waveforms (with and without calibration to NR) can provide inspiral waveforms up to

sufficiently late times before merger. NR can supply waveforms sufficiently early in time

before merger but computational costs prohibit simulations from very early times that are

trivial for PN and EOB models. Waveforms generated using both PN or EOB and NR can

be fused together to form a complete hybrid waveform.
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In this thesis hybrid waveforms are used in the analysis of PhenomNSBH in Sec. 2

and to predict NR accuracy requirements for third generation detectors in Sec. 4. The

definition for hybrid waveforms used in this thesis is given below, which follows the procedure

described in [87] for single mode hybridization, and uses the piecewise bounds as defined

by [34, 35, 207].

A hybrid waveform hhy(t) can be defined by piecewise construction from component

waveforms hins and hNR. These two components are an inspiral waveform, typically a PN

or EOB approximant, and NR waveform. Choose a region t ∈ [t0, t1] with respect to the

time range of the NR waveform, and define the hhy(t) as,

hhy ≡























ei∆φhins(t+∆t), t < t0

w−
t0,t1

(t)ei∆φhins(t+∆t) + w+
t0,t1

(t)hNR(t), t0 < t < t1

hNR(t). t1 < t

(1.74)

The window functions w±
t0,t1

(t) used for this thesis are the Planck taper functions [194],

w+
t0,t1

(t) ≡































0, t < t0
1

exp

(

t1 − t0
t− t0

+
t1 − t0
t− t1

)

+ 1

, t0 < t < t1

1. t1 < t

(1.75)

w−
t0,t1

(t) ≡ 1− w+
t0,t1

(t) (1.76)

The time shift ∆t is the parameter that minimizes the integral of the difference of the GW

frequency between each component over the interval t ∈ [t0, t1],

ˆ t1

t0

(ωNR(t)− ωins(t+∆t))2 dt, (1.77)

and the phase shift ∆φ is the parameter that minimizes the integral of the difference of the

GW phase between each component over the same interval with the time shift applied,

ˆ t1

t0

(φNR(t)− φins(t+∆t) + ∆φ)2 dt. (1.78)

The times t0 and t1 can be chosen freely from the time interval where the two component

waveforms overlap. They will typically be chosen by considering properties of the compo-

nent waveforms. For example t0 might be chosen a fixed number of GW cycles after the

start of hNR and t1 a fixed number of GW cycles after t0.
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1.7 Analysing gravitational waves

Sec. 1.3 demonstrated that it is theoretically possible to observe a GW signal but that because

of the many other sources of noise in candidate detectors the observed signal data d(t) will

be a combination of a GW signals antenna response h(t) and detector noise n(t)

d(t) = h(t) + n(t). (1.79)

Processing of data d(t) naturally motivates two questions. Is there a GW signal contained in

the data? What are the most likely parameters of a candidate GW signal in the data? There

can be lot of overlap between these two questions, but in general knowing that there is a GW

signal in the data doesn’t have to mean you know the most likely parameters, and similarly

knowing the most likely parameters does not guarantee that there is an actual GW signal in

the data.

The first question is the concern of GW search pipelines [259, 270]. This thesis is not

about GW searches, however some of the theory used by search pipelines is used in modelling

gravitational waves. As such this will be briefly discussed in Sec. 1.7.1 to introduce the theory

of matched filtering. The second question is the concern of GW parameter estimation [275].

Parameter estimation methods are used in Sec. 4 and so the theory of Bayesian inference

will be introduced in Sec. 1.7.2.

1.7.1 Matched filtering

Matched filtering [148] is an efficient method of identifying signals buried in noisy data if you

know the shape of the signal you are looking for. The method performs a cross-correlation

c(τ) between data d(t) and a filter K(t)

c(τ) ≡
ˆ ∞

−∞
K(t+ τ)d(t)dt =

ˆ ∞

−∞
K̃∗(f)d̃(f)e−2πifτdf (1.80)

= 2Re

ˆ ∞

0
K̃∗(f)d̃(f)e−2πifτdf. (1.81)

The objective is to find an optimal filter that maximizes the cross-correlation for some value

of τ . It has been shown [266, 236, 237] that an optimal filter is given by the GW signal h(t)

buried in the data divided by the PSD of the noise where by convention it is divided by the

two-sided PSD [191] Sd
n(f) ≡ Sn(f)/2,

K̃opt(f) =
h̃(f)

Sd
n(f)

= 2
h̃(f)

Sn(f)
. (1.82)

In general the exact shape of the signal will not be known ahead of time. In this case

large sets of candidate optimal filters are generated called template banks and all the filters

can be applied to the data to observe if any induce a significant correlation. If the optimal

template h(t) is replaced with a general template g(t) then the matched-filter SNR ρm [44]
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can be written as

ρm(τ) =

4Re

ˆ ∞

0

g̃∗(f)d̃(f)e−2πifτ

Sn(f)
df

√

4Re

ˆ ∞

0

g̃∗(f)g̃(f)

Sn(f)
df

=

〈

ge−2πifτ |d
〉

‖g‖ , (1.83)

where the noise weighted inner product for real valued functions h(t) and g(t) is defined as

〈h|g〉 ≡ 4Re

ˆ ∞

0

h̃∗(f)g̃(f)

Sn(f)
df, (1.84)

‖h‖ ≡
√

〈h|h〉 (1.85)

where the notation for the norm ‖h‖ is used to distinguish the norm with respect to the

noise weighted inner product from the point-wise absolute value of the waveform |h|. The

cross-correlation variable τ is degenerate with the coalescence time tc for compact binaries

and so it is typical to remove the exponential expression and simply define the matched-filter

SNR as a single value ρm = 〈g|d〉/‖g‖.

For waveform modelling the noise weighted inner product provides a natural method

to evaluate the closeness of different waveforms. The match M or faithfulness F between

two waveforms h(t) and g(t) is defined as noise weighted inner product of the normalized

waveforms ĥ ≡ h/‖h‖ and ĝ ≡ g/‖g‖ maximized over extrinsic parameters coalescence

time tc and phase φc

M(h, g) ≡ F ≡ max
φc,tc

〈

ĥ(φc, tc)|ĝ
〉

. (1.86)

This is used extensively during GW model development to compare with accurate GW

signals such as from NR or to compare to other GW models. The match is often expressed

as the mismatch M ≡ 1 − M . Another measure that is also used is the effectualness E
which is the noise weighted inner product now maximized over all parameters of the model

E(h, g) ≡ max
θ

〈

ĥ(θ)|ĝ
〉

. (1.87)

In practice the noise weighted inner product and expressions that use it will not integrate

over the entire range f ∈ [0,∞]. While in most contexts the integration range will be

described separately, it is sometimes useful to indicate the range in expressions. This is

done using a subscript tuple of the bounds, for example the norm evaluated over f ∈ [f0, f1]

would be written as ‖h‖(f0,f1).

1.7.2 Parameter estimation

One of the main GW data analysis tasks is estimating the parameters of any candidate GW

signal in detector data. This task is normally performed within the framework of Bayesian

inference. Given a model for GWs h(θ), the question of what are the most likely parameters
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θ if you have some detector data d can be written as,

P (θ|d, h) ∝ L(d|θ, h)P (θ|h), (1.88)

which is interpreted as the probability P (θ|d, h) of parameters θ given the observed data d

and model h is proportional to the probability L(d|θ, h) of the data given parameters θ and

model h weighted by the probability P (θ|h) of the parameters given the model.

The last probability P (θ|h) is called the prior and is an essential concept in Bayesian

inference that enables prior knowledge of parameters to be incorporated into future analysis.

Often the prior is simply a uniform distribution over certain parameters, for example the prior

probability of the signal phase φ0 is typically chosen to be uniform between φ0 ∈ [0, 2π]M⊙.

However the prior does depend on the model being used. If an aligned spin model is being

used then the priors on the spin component magnitudes should in general be different than

the priors on the spin magnitudes for a precessing model. This is to correctly encode prior

knowledge of isotropic spins for each component object [275].

The probabilityL(d|θ, h) is known as the likelihood. The probability that data d contains

a GW signal h(θ) is equivalent to saying that the residual of the data with respect to the

candidate GW signal should be Gaussian. The likelihood function for Gaussian noise is

known and so the likelihood can be written as,

L(d|θ, h) ≡ exp

(

−‖d− h(θ)‖2
2

)

. (1.89)

In general the posterior distribution P (θ|d, h) cannot be written down analytically. As

such the process of parameter estimation through Bayesian inference is to estimate the

posterior distribution through numerical methods. For GW parameter estimation two of the

primary numerical methods are the Markov Chain Monte Carlo (MCMC) method using the

Metropolis-Hasting [196, 146] algorithm and Nested sampling [250, 251]. For more details

of GW parameter estimation using these method please see [275, 25].
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Modelling gravitational waves from

neutron star black hole coalescences

2.1 Introduction

Stellar-mass compact-binary coalescences have been the source of all current gravitational-

wave (GW) observations made by the Advanced LIGO [3] and Advanced Virgo detec-

tors [30]. The data collected during the first and second observing runs is publicly avail-

able [271, 99], and analyses of it have been published in several GW catalogues [19, 276,

203, 204]. The compact-binary mergers expected to be observed by current ground-based

detectors come in three varieties: black-hole binaries (BBHs), neutron-star binaries (BNSs),

and binaries that consist of one black hole and one neutron star (NSBHs). The majority of

GW signals detected so far comes from BBH mergers, with two detections, GW170817 [20]

and GW190425 [26], inferred to be from BNS mergers. Although the GW signals from these

two events are also consistent with NSBH mergers, e.g., [101, 169], this class of merger has

yet to be unambiguously observed.

To extract physical information from GW signals, template waveforms constructed from

theoretical models are compared with the data using a Bayesian framework. Much of the

previous waveform modelling efforts have focused successfully on BBHs — for examples

of recent BBH waveform models, see SEOBNRv4HM [100], PhenomPv3HM [163, 165], and

surrogates NRSur7dq4 [273] and NRHybSur3dq8 [274]. These BBH waveform models

do not capture the changes to the waveform morphology introduced when one or both of

the binary companions is a neutron star (NS). One effect is a shift to the waveform phase

that arises from tidal deformation of the NS during the inspiral of the two bodies [126].

This shift has been the focus of recent research into BNS waveform modelling efforts, and

has produced several available models: TEOBResumS [201], SEOBNRv4T [154, 257, 173],

and the NRTidal models [103, 104, 105]. These phase corrections have been sufficient in

observations to date, because disruption of the NSs produces changes in the GW amplitude

at high frequency [98, 269, 80], where the detectors have been largely insensitive to the

merger and post-merger BNS signal [131, 109].
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In signals from NSBH systems, the phase shift during the inspiral stage due to NS tidal

deformation is present, but it is unlikely that it will be observable with current detectors [216].

Further, and in contrast to BNS signals, merger and post-merger dynamics in NSBH systems

are potentially accessible to current ground-based detectors due to these systems’ potential

for higher total masses, which can shift the GW signal at merger to a more sensitive part of

the frequency band. As the mass-ratio of the system increases, the merger morphology of

the waveform can range from total disruption of the NS, in which case the amplitude of the

waveform is exponentially suppressed at high frequency [280], to non-disruptive signals for

which the waveform is comparable to a BBH waveform, where the high-frequency amplitude

is governed by the ringdown of the companion black hole (BH) [130]. Observations

of the merger signal in an NSBH could allow us to place tighter constraints on the NS

equation of state (EOS) [170, 171, 214] and identify its source as an NSBH binary. Of

the waveform models existing currently, LEA [172] and the upgraded LEA+ models are the

only existing NSBH waveform models that include an NSBH-specific merger morphology

and are calibrated against NSBH NR waveforms. While effective in their shared calibration

range, their parameter space coverage is limited, in particular only to mass ratios between 2

and 5.

The aim of this chapter is to produce a new NSBH model called PhenomNSBH that

combines an approximate reparameterization of the NSBH amplitude model described by

[213] with the state-of-the-art tidal phase model described in [105]. As with previous

work, the new model supports a spinning BH with spin vector parallel to the orbital angular

momentum of the system and a non-spinning NS. Furthermore, the previous amplitude

modelling efforts are simplified by replacing dependence on the NS EOS with a single tidal

deformability parameter. This change is essential to allow the new model to be used for

parameter estimation. With these changes to the amplitude model and the integration of an

improved phase description, the new model is valid over a larger parameter space and it is

capable of generating accurate waveforms from equal mass up to mass-ratio 15. At high

mass ratios, the NS merges with the BH before disrupting, and the GW signal approaches

that of an equivalent BBH. As will be shown in Sec. 2.3, beyond mass-ratio 8 a BBH model

will be sufficient for observations with a signal-to-noise ratio less than 300. The material in

this chapter has been published in [264].

In Sec. 2.2 the waveform model PhenomNSBH presented in this chapter is described

and outlined, which is implemented as IMRPhenomNSBH in the open-source LIGO-Virgo

algorithms library, LALSuite [180], which is the collection of collaboration reviewed and

approved codes for official LIGO-Virgo analysis. To assess the PhenomNSBH model, it is

compared against numerical-relativity (NR) data for various NSBH systems in Sec. 2.3,

presenting alongside the same comparisons for other relevant waveform models, and the

regions of parameter space where an NSBH model will be necessary to prevent measurement

biases are identified. This chapter concludes with Sec. 2.4, where the results are summarized

and directions for future work are discussed. In the remaining sections of this chapter

geometric units are used such that G = c = 1.
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2.2 Modelling neutron star-black hole waveforms

In this section a model for the GW signal emitted by an NSBH binary system is presented

that consists of a non-spinning NS and a BH with spin angular momentum SBH parallel

to the orbital angular momentum L of the system. Such a system may be parameterized

by four intrinsic parameters: M , the total mass of the system, M = MBH +MNS, where

MBH and MNS are the component masses of the BH and NS, respectively; q, the mass ratio

of the system where q = MBH/MNS ≥ 1; χ, the dimensionless spin of the BH given by

χ = SBH · L̂/M2
BH; and Λ, the dimensionless NS tidal deformability parameter [126, 153]

defined in terms of the quadrupolar Love number, k2, and compactness C = MNS/RNS of

the NS,

Λ =
2

3

k2
C5

, (2.1)

as previously described in Sec. 1.4.2. These four parameters are encapsulated in the vector

θ = (M, q, χ,Λ). Note that, unlike BBH models, the total mass M cannot be separated

as a scaling factor due to the scale-dependent effects that arise in the waveform from the

presence of the NS.

A model of the complex strain in the frequency domain is required, h̃(f ;θ, ϑ, ϕ), where

the extrinsic parameters (ϑ, ϕ) represent the orientation of the system with respect to a

distant observer. The strain may be written as an expansion in spin-weighted spherical

harmonics −2Yℓm(ϑ, ϕ). For the first step in this preliminary model, following previous

phenomenological models [233, 159, 164, 213], focus is only on the dominant (ℓ, |m|) =
(2, 2) multipole moments, i.e.,

h̃(f ;θ, ϑ, ϕ) =
∑

ℓ,m

h̃ℓm(f ;θ)−2Yℓm(ϑ, ϕ)

≈
∑

m=±2

h̃2m(f ;θ)−2Y2m(ϑ, ϕ). (2.2)

The h̃22 multipole moment is further decomposed in terms of an amplitude A and phase φ,

h̃22(f ;θ) = A(f ;θ)e−iφ(f ;θ), (2.3)

and note the relationship h̃2−2(f) = h̃∗22(−f), where ∗ denotes complex conjugation.

Higher multipoles are also necessary for unbiased parameter measurements for systems with

q ≥ 3 [272, 162]. A quadrupole-only model is however sufficient to capture the broad

phenomenology of the signal from an NSBH system including the effects of tidal disruption,

and for all of the conclusions that are drawn in this chapter. Further extensions will be

discussed in Sec. 2.4.

In the text that follows, a detailed outline is presented for how the amplitude and phase

are modelled for an NSBH system.
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2.2.1 Waveform evaluation workflow

2.2.1.1 Amplitude model

To create an amplitude model for PhenomNSBH the NSBH amplitude description of Pannarale

et al. in [213] is used as a starting point. This model describes an amplitude based on the

aligned-spin BBH waveform amplitude of PhenomC [233], which depends on three intrinsic

parameters (M, q, χ) and an explicit choice of a NS equation of state (EOS). Four choices

of EOS were used in its calibration, listed in order of increasing softness, i.e., decreasing

tidal deformability: 2H, H, HB, and B [230]. Given an EOS and NS gravitational mass MNS

(assuming MNS ≤ MBH), the amplitude model of Pannarale et al. integrates the Tolman-

Oppenheimer-Volkoff equations [267, 268, 210] to find the NS radius RNS associated with

its gravitational mass. From the mass and radius, the NS compactness is computed via

C = MNS/RNS and the baryonic mass Mb,NS from Eq. (8) of [129].

While determination of the NS EOS may be possible after several detections [174], it is

more practical for the new waveform model to not be directly dependent on the EOS . To this

end, the dependency of the amplitude model on the EOS is replaced with a dependency on

the dimensionless tidal deformability Λ, outlined in Sec. 2.2.3. With these augmentations

made to the original amplitude model, a working amplitude for an aligned-spin NSBH

system is obtained, with dependence on the four intrinsic parameters (M, q, χ,Λ). Based

on the workflows provided in Ref. [215, 213], the amplitude model is evaluated using the

following steps:

1. Calculate the NS compactness C

Evaluate Eq. (2.29) to calculate compactness C(Λ) of the NS.

2. Calculate the tidal disruption frequency ftide

Evaluate Eq. (2.5) to calculate the tidal disruption frequency ftide(q, χ, C).

3. Calculate the baryonic mass ratio Mb,torus/Mb,NS

Evaluate Eq. (2.8) to calculate the baryonic mass ratio of the NS. This model depends

only on the torus remnant baryonic mass Mb,torus and the baryonic mass Mb,NS of

the isolated NS at rest through expressions of the form Mb,torus/Mb,NS. As such it is

not necessary to calculate an explicit value for Mb,NS, which was required by [213].

4. Calculate remnant BH properties (χf ,Mf )

Evaluate Eq. (2.10) to calculate the final spin χf (η, χ,Λ) and final mass Mf (η, χ,Λ)

of the remnant black hole, where η = q/(1 + q)2 is the symmetric mass ratio.

5. Calculate the remnant BH quantities (fRD, Q)

Evaluate Eqs. (2.13) and (2.14) to calculate the ringdown frequency fRD(Mf , χf )

and quality factor Q(χf ).

6. Calculate merger-type dependent quantities

Calculate the merger-type dependent quantities (ǫtide, ǫins, σtide, f̃0, f̃1, f̃2) using the
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conditions on ftide, fRD, and the magnitude of Mb,torus, and expressions provided in

Table 2.1.

7. Calculate non-merger-type dependent quantities

Evaluate Eq. (2.28) to calculate the phenomenological parameters γ1, δ1, and δ2.

Evaluate Eqs. (2.23) and (2.26) to calculate the phenomenological correction param-

eters γ′1 and δ′2, respectively. While δ1 and δ′2 are not explicitly dependent on any

merger-type dependent quantities, they are not required if the onset of tidal disruption

happens before the ringdown frequency is reached.

8. Evaluate the amplitude

Evaluate the amplitude A(f ;θ),

A(f) = APN(f)ω
−

f̃0,0.015+σtide

(f)

+ γ′1f
5/6ω−

f̃1,0.015+σtide

(f)

+ARD(f)ω
+

f̃2,0.015+σtide

(f), (2.4)

where the windowing functions ω±
f0,d

(f) are defined by Eq. (2.27), which differ from

the hybridization windowing functions w±
t0,t1

(t) defined by Eqs. (1.75) and (1.76),

and APN and ARD are defined by Eqs. (2.22) and (2.24), respectively. All explicit

parametrization in the component functions of the amplitude A have been suppressed

for legibility.

A more detailed description of the amplitude model workflow is given in Sec. 2.2.2. For

full details of the amplitude model, along with the different merger types, please see Sec. IV

of Ref. [213].

2.2.1.2 Phase model

In addition to a proper amplitude description, a model is needed for the GW phase φ for

the NSBH coalescence in such a way that it provides an accurate description within a large

region of the parameter space and incorporates tidal effects imprinted in the signal. As a

BBH baseline, the frequency-domain phase approximant from PhenomD [159, 164] is used.

This model allows for a description of BBH systems up to mass ratios of q ≤ 18 and aligned-

spin components up to |χ| ≤ 0.8. This BH baseline is augmented with tidal effects modelled

within the NRTidal approach [103, 104], using the newest version as described in Ref. [105].

The NRTidal phase model includes matter effects in the form of a closed-form, analytical

expression, combining post-Newtonian knowledge with EOB and NR information. While

this model was designed to be an accurate phase model for BNS systems, recent work [131]

has shown that it is also a valid description in the NSBH limit.
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2.2.2 Amplitude development

The high level evaluation workflow described in Sec. 2.2.1 provides a convenient overview of

PhenomNSBH. In this section the individual parts that compose the amplitude of PhenomNSBH

will be presented in more detail and explanations of why these parts were constructed.

To begin, the compactness of the NS is determined from the input tidal deformability,

as described in detail in Sec. 2.2.3. The tidal disruption frequency ftide is then computed,

which approximates the frequency at which the external quadrupolar tidal force acting on

the NS from the companion BH is comparable in magnitude to the self-gravitating force

maintaining the NS. This follows from the initial parameters of the binary according to

[129, 248]

ftide =
1

π
(

χMBH +
√

r̃3tide/MBH

) , (2.5)

r̃tide = ξtideMBH
(1− 2C)

µ
, (2.6)

where µ = qC and ξtide is the largest positive real root of the following equation,

0 = ξ5tide − 3µξ4tide + 2χ
√

µ3ξ7tide − 3qξ2tide + 6qµξtide − 3qµ2χ2. (2.7)

Next, the ratio of the baryonic mass of the torus remaining after merger to the initial

baryonic mass of the NS, Mb,torus/Mb,NS, is determined according to fits from [129],

Mb,torus

Mb,NS
= 0.296ξtide(1− 2C)− 0.171qCr̄ISCO, (2.8)

where r̄ISCO is the radius of the innermost stable circular orbit of a unit-mass BH [60],

r̄ISCO =
[

3 + Z2 − sign(χ)
√

(3− Z1)(3 + Z1 + 2Z2)
]

,

Z1 = 1 +
(

1− χ2
)1/3

[

(1 + χ)1/3 + (1− χ)1/3
]

,

Z2 =
√

3χ2 + Z2
1 . (2.9)

The fit for Mb,torus was recently updated in Ref. [132]; incorporating it in the amplitude

model would require recalibrating the NSBH amplitude model itself as a whole and is left

for future work.

The final mass, Mf , and final spin, χf , of the remnant BH after merger are calculated us-

ing NSBH-specific fits for the remnant properties parameterized by tidal deformability [282],

F (η, χ,Λ) = FBBH(η, χ)
1 + p1(η, χ)Λ + p2(η, χ)Λ

2

(1 + [p3(η, χ)]2Λ)
2 , (2.10)

pk(η, χ) = pk1(χ)η + pk2(χ)η
2, (2.11)

pkj(η, χ) = pkj0χ+ pkj1. (2.12)
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M
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non-disruptive

(no torus remnant)

mildly disruptive

(torus remnant)

mildly disruptive

(no torus remnant)

disruptive

(torus remnant)

ftide ≥ fRD ftide < fRD

Mb,torus = 0 Mb,torus > 0 Mb,torus = 0 Mb,torus > 0

ǫtide ω+
x1,d1

(xND) [x1=−0.0796251, d1=0.0801192] 0.0 0.0

ǫins 1.0 1.29971− 1.61724xD

σtide ω−
x2,d2

(x′
ND) [x2=−0.206465, d2=0.226844] (ω−

x2,d2
(x′

ND)+ 0.137722− 0.293237x′
D)/2 0.137722−0.293237x′

D

f̃0 f̃RD ǫinsf̃RD [(q − 1)f̃RD + ǫinsftide]/q ǫinsftide

f̃1 f̃RD ǫinsf̃RD [(q − 1)f̃RD + ftide]/q ftide

f̃2 f̃RD − −

Table 2.1: Summary of merger type dependent components of the amplitude model. For
the definitions of xND, x′ND, xD and x′D, see Eqs. (2.18)-(2.21) in Sec. 2.2.2. Note that all
applications of window functions ω± for merger-type dependent quantities are a factor of
two smaller to correct for a typographical error in [213]. The adjusted ringdown frequency
is defined as f̃RD = 0.99 × 0.98fRD for Λ > 1 and f̃RD = 0.98fRD for Λ = 0 with a
smooth interpolation given by Eq. (2.17).

The remnant model FBBH is the model for the final mass and spin of a BBH coalescence

described in [161], and the coefficients pkji for the final mass Mf and final spin χf can be

found in the supplementary material for [282]. Once the final mass and spin are determined,

the ringdown frequency fRD and quality factor Q are calculated via,

fRD =
Re(ω̃)

2πMf
, (2.13)

Q =
Re(ω̃)

2Im(ω̃)
, (2.14)

where ω̃ is a fit to the (l,m, n) = (2, 2, 0) Kerr quasi-normal mode frequency given in

[184],

ω̃(κ) = 1.0 + 1.5578e2.9031iκ

+ 1.9510e5.9210iκ2 + 2.0997e2.7606iκ3

+ 1.4109e5.9143iκ4 + 0.4106e2.7952iκ5, (2.15)

κ(χf ) =
√

log3(2− χf ). (2.16)

The amplitude ansatz in Eq. (2.4) uses the merger-type-dependent frequencies f̃0, f̃1, and

f̃2 to blend the post-Newtonian, pre-merger, and merger-ringdown amplitude contributions
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together. These frequencies are determined based on the conditions in Table 2.1. Not listed

are the specific functional form of the various component functions xND, x′ND, xD and x′D
of the merger-type dependent quantities given in [213]. The non-disruptive fitting functions

xND and x′ND also require the scaled ringdown frequency f̃RD calculated according to

f̃RD =







0.99× 0.98fRD, Λ > 1

(1− 0.02Λ + 0.01Λ2)× 0.98fRD, Λ ≤ 1,
(2.17)

xND =

(

ftide − f̃RD

f̃RD

)2

− 0.571505C

− 0.00508451χ, (2.18)

x′ND =

(

ftide − f̃RD

f̃RD

)2

− 0.657424C

− 0.0259977χ, (2.19)

xD =
Mb,torus

Mb,NS
+ 0.424912C

+ 0.363604
√
η − 0.060559χ, (2.20)

x′D =
Mb,torus

Mb,NS
− 0.132754C + 0.576669

√
η

− 0.0603749χ− 0.0601185χ2

− 0.0729134χ3. (2.21)

The amplitude component function for the inspiral, APN, is given by the Fourier trans-

form of the time-domain amplitude given in Eq. (3.14) of [233] using the stationary phase

approximation,

APN(x) =

√

2π

3ẋ
√
x
8ηx

√

π

5

6
∑

k=0

Akx
k/2, (2.22)

where x = ω2/3, ω is the orbital angular frequency of the binary, and ẋ is computed using

the TaylorT4 expansion [85]; see [233] for the expansion coefficients Ai.

The phenomenological correction parameter γ′1 for the pre-merger region is calculated

according to,

γ′1 =







1.25, Λ > 1

1− 0.5Λ− 0.25Λ2, Λ ≤ 1.
(2.23)

The merger-ringdown component function ARD is defined by [213],

ARD(f) = ǫtideδ1
σ2

(f − fRD)2 + σ2/4
f−7/6, (2.24)

σ = δ′2fRD/Q, (2.25)
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where the phenomenological correction parameter δ′2 is calculated according to,

δ′2 =















A

2
ω−
x3,d3

(

ftide − f̃RD

f̃RD

)

, Λ > 1

δ2 − 2 (δ2 − b0) Λ + (δ2 − b0) Λ
2, Λ � 1

(2.26)

with A = 1.62496, x3 = 0.0188092, and d3 = 0.338737, b0 = 0.81248 and ω±
f0,d

(f) is a

hyperbolic tangent windowing function,

ω±
f0,d

(f) =
1

2

[

1± tanh

(

4(f − f0)

d

)]

. (2.27)

Note that the factor of 1/2 multiplying the windowing function ω−
x3,d3

in Eq. (2.26) corrects

a typographical error in [213]. The PhenomC phenomenological parameters δ1, δ2 and γ1

are given as an expansion in symmetric mass-ratio and spins by,

δ1, δ2, γ1 ∼
∑

i+j∈{1,2}

ζijηiχj , (2.28)

with the coefficients ζij in the δ1, δ2, and γ1 fit parameters given in [233]. Also imposed

are the additional constraints that δ1, γ1 ≥ 0 and δ2 ≥ 10−4 to ensure that the amplitude

function Eq. (2.4) remains positive for all regions of parameter space that PhenomNSBH is

expected to be used in. It is necessary to invoke these constraints on these coefficients in the

non-spinning limit for q > 25 and q > 15 for spinning cases. In this region the model no

long remains sensible and comparisons between other BBH waveforms break down. This

constraint on the coefficients motivates the suggested upper bound placed on the mass ratio

for the parameter space of the model.

2.2.3 Replacing Equation of State

Removing explicit EOS-dependence from the NSBH amplitude model is achieved by finding

the compactnessC of the NS from its tidal deformability parameterΛ using the fit determined

in Ref. [279] with an additional piecewise component for Λ ≤ 1 from [193],

C(Λ) =



















a0 + a1 log Λ + a2(log Λ)
2, Λ > 1

0.5 + (3a0 − a1 − 1.5)Λ2

+ (a1 − 2a0 + 1)Λ3,
Λ ≤ 1,

(2.29)

where a0 = 0.360, a1 = −0.0355, and a2 = 0.000705. Fig. 2.1 shows how the compactness

values yielded by this fit compare to those directly obtained from the EOS information

presented in [172] by integrating the Tolman-Oppenheimer-Volkoff equations [267, 268,

210].

As the original model was calibrated only to a specific set of EOSs, replacing EOS-
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Figure 2.1: Comparison between the NS compactness as calculated from the EOS informa-
tion presented in [172] and the NS compactness fit from [279] which has a root-mean-squared
relative percentage error of 1.95% and maximum relative percentage error of 4.52%.

dependence with the fit in Eq. (2.29) will invariable introduce some error to the amplitude

model. The effects of this error on the model are conservatively estimated in the following

way.

The error in the fit model is given pessimistically as a 6% error in the computed value

of C across realistic NS EOSs [279]; for the EOSs used in the calibration of the amplitude

model, the error in the fit is bounded by 5%. The mapping in Eq. (2.29) is inverted and then

the spread in Λ produced around a given Λ0 is computed by varying the compactness within

the 6% error bounds. Matches are then computed across the parameter space of PhenomNSBH

between two waveforms with all parameters equal except the tidal deformability, which is

fixed at Λ0 for one waveform and allowed to vary between the bounds determined from the

compactness error for the other. After sampling waveforms across the model’s parameter

space, a maximum mismatch of ∼ 10−3 is found for the pessimistic 6% error estimate in

the fit.

2.3 Analysis of model

To quantify the effectiveness of the model at reproducing NSBH waveforms, it is compared

against a selection of NR NSBH waveforms produced by the SXS collaboration [130, 93, 131]

with simulation parameters listed in Table 2.2. To carry out these comparisons, it is useful
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Name SXS Name q MBH MNS χNS Λ Merger Type

q1a0 SXS:BHNS:0004 1 1.4 1.4 0 791 Disruptive
q1.5a0 SXS:BHNS:0006 1.5 2.1 1.4 0 791 Disruptive
q2a0 SXS:BHNS:0002 2 2.8 1.4 0 791 Disruptive
q3a0 SXS:BHNS:0003 3 4.05 1.35 0 607 Mildly Disruptive
q6a0 SXS:BHNS:0001 6 8.4 1.4 0 525 Non-disruptive
q1a2 SXS:BHNS:0005 1 1.4 1.4 -0.2 791 Disruptive
q2a2 SXS:BHNS:0007 2 2.8 1.4 -0.2 791 Disruptive

Table 2.2: SXS waveforms [130, 93, 131] and their parameters used for comparisons and in
making the hybrids. Along with the name given in the SXS public catalog, an abbreviated
name given to each waveform in this chapter is also listed.

to introduce the notion of the overlap between two waveforms h1 and h2,

〈h1|h2〉 = 4Re

ˆ f2

f1

h̃1(f)h̃
∗
2(f)

Sn(f)
df, (2.30)

which is the functional inner-product introduced in Sec. 1.7 weighted by the detector noise

power-spectral density, Sn(f), taken for this chapter to be the Advanced LIGO zero-detuned,

high-power (AZDHP) noise curve [249], which is the current goal for the detector’s design

sensitivity. By maximizing the normalized overlap over phase (φc) and time (tc) shifts to

h1, one determines the faithfulness with which h1 represents h2,

F = max
φc,tc

〈h1(φc, tc)|h2〉
‖h1‖‖h2‖

. (2.31)

As an initial test of the model, PhenomNSBH is compared against the LEA+ model [172].

The original LEAmodel was constructed as a phenomenological NSBH model from baseline

PhenomC [233] and SEOBNR [262] BBH waveform models. Additions to the BBH models

were made to include tidal PN terms during the inspiral, and a taper was applied to the

merger contributions of the waveform that was calibrated against NSBH NR waveforms.

The LEA+ model was introduced as an improvement to the LEA model by substituting a

reduced-order model of SEOBNRv2 [261] for the underlying BBH waveform. The LEA+

model is calibrated for NS masses ranging between 1.2 − 1.4M⊙, mass-ratios q ∈ [2, 5],

and BH spins −0.5 ≤ χ ≤ 0.75. To perform the comparison, waveforms are generated

across the overlapping parameter spaces covered by the calibration ranges of LEA+ and

PhenomNSBH and the faithfulness between waveforms generated using identical parameters

is computed. The results show good agreement between the models, with F > 0.99. The

comparison only deviates noticeably when χ < −0.4, where the faithfulness drops to 0.98.

2.3.1 Comparison to numerical relativity

NR simulations typically cover the last orbits before coalescence. For the NSBH NR

waveforms that are considered in validating the model, the typical starting GW frequency
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Sim Name PhenomNSBH PhenomD PhenomDNRT SEOBNRv4NRT SEOBNRv4T LEA+

q1a0 0.988 (0.978) 0.911 (0.834) 0.986 (0.972) 0.988 (0.976) 0.997 (0.994) -
q1.5a0 0.997 (0.994) 0.955 (0.906) 0.998 (0.995) 0.998 (0.995) 0.999 (0.997) -
q2a0 0.999 (0.997) 0.973 (0.931) 0.994 (0.983) 0.994 (0.983) 0.997 (0.994) 0.999 (0.997)
q3a0 0.994 (0.990) 0.984 (0.971) 0.929 (0.841) 0.930 (0.842) 0.983 (0.963) 0.994 (0.994)
q6a0 0.999 (0.998) 0.999 (0.999) 0.893 (0.842) 0.893 (0.842) 0.983 (0.966) -
q1a2 0.894 (0.844) 0.809 (0.701) 0.885 (0.822) 0.888 (0.826) 0.900 (0.850) -
q2a2 0.986 (0.974) 0.947 (0.900) 0.992 (0.985) 0.994 (0.988) 0.985 (0.969) 0.964 (0.944)

Table 2.3: The computed faithfulness between the seven SXS NSBH numerical rela-
tivity waveforms and the waveform approximants PhenomNSBH, PhenomD, PhenomDNRT,
SEOBNRv4T, SEOBNRv4NRT, and LEA+. Two sets of matches are computed. The first uses
the Advanced LIGO zero-detuning, high-power noise curve and second, in parentheses,
uses a flat noise curve. The frequency range used to compute the matches cover the entire
bandwidth of the NR data.

is between 300–400 Hz and covers between 10 and 16 orbits before merger. Currently

Advanced LIGO and Virgo are sensitive to signals starting around 20Hz, which for a true

signal will include on the order of 103 orbits prior to merger, and therefore the NR waveforms

used here are missing a large portion of the inspiral signal [208]. This issue is addressed by

constructing hybrid waveforms for comparison against the model; the results of a comparison

against hybrid waveforms can be found in Sec. 2.3.2. First, a comparison is made against

the NR data directly in order to assess the accuracy of the model during the late-inspiral and

merger.

The results from comparing directly with the NR waveforms are given in Table 2.3, and

the faithfulness is computed over the frequency range covered by each NR waveform. Results

from using the AZDHP (design) noise curve are provided, as well as a flat noise curve (in

parentheses). The faithfulness of several other waveform models is also computed to gauge

the systematic uncertainty that is incurred by using them. Specifically, comparisons are also

made against the NSBH model LEA+ [172], an inspiral NSBH model SEOBNRv4T [154, 257],

a BBH model PhenomD [159, 164] and two inspiral BNS models PhenomDNRT [104, 105,

159, 164] and SEOBNRv4NRT [104, 105, 71] 1.

In Ref. [131] the authors analyse the same NR waveforms and the same models. Similar

results are also found in this chapter and are plotted in Fig. 2.2. Although that work focuses

on the agreement between the model and NR by studying the de-phasing, here the focus is

on computing the faithfulness, which is directly related to the loss in signal-to-noise ratio in

matched-filter based searches, and takes into account both phase and amplitude differences.

Of the seven NR simulations considered in this chapter, five are binary systems without

any spin on either body (see Table 2.2 for a list of the non-spinning waveforms and their

parameters). The two cases including spin, q1a2 and q2a2, are simulations where the NS

1The approximant names in the LALSuite code for LEA+, PhenomD, PhenomDNRT, SEOBNRv4T
and SEOBNRv4NRT are Lackey_Tidal_2013_SEOBNRv2_ROM, IMRPhenomD, IMRPhenomD_NRTidalv2,
SEOBNRv4T and SEOBNRv4_ROM_NRTidalv2, respectively.
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Figure 2.2: Comparisons between NR waveforms and various models. The left-most plots
show h̃(f) for each NR case over the last few orbits before merger, along with frequency-
domain representations of the signal using various approximants. The right-most plots
display the accumulated time-domain phase error between the NR phase and each approxi-
mant over the length of the NR data, and the approximant signals are aligned by time- and
phase-shifts to the NR data over a few GW cycles near the start of each NR simulation. Only
the q3a0 case falls within the parameter space coverage of the LEA+ model.

is spinning with a dimensionless spin magnitude of 0.2 in a direction anti-parallel to the

orbital angular momentum. The amplitude model used for the PhenomNSBH is not calibrated

for spinning NSs, and so these two NR waveforms allow for an exploration of the viability

of the model when the NS is spinning. No direct comparisons are made to NR where

the BH is spinning as no such simulations are currently publicly available. The amplitude

model used in this chapter was calibrated against NSBH NR waveforms with a spinning BH.

Furthermore, based on the faithfulness comparisons with LEA+, which is also calibrated to

and validated against NSBH NR waveforms with a spinning BH, it is expected for the model

to also perform well where the BH is spinning.

For q1a2, when compared against the BBH model PhenomD the match is 0.809 (0.701)

for the AZDHP (flat) noise curve. Including tidal effects in the model does improve the

match where a match of ∼ 0.89 (∼ 0.84) is found for the AZDHP (flat) noise curve. For

q2a2, the match is not as bad as q1a2 but the results are, in general, worse than the non-
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Sim Name PhenomNSBH PhenomD PhenomDNRT SEOBNRv4NRT SEOBNRv4T LEA+

q1a0 0.9996 (0.9996) 0.9906 (0.9936) 0.9985 (0.9989) 0.9992 (0.9994) 0.9968 (0.9982) -
q1.5a0 0.9994 (0.9997) 0.9930 (0.9952) 0.9991 (0.9993) 0.9979 (0.9984) 0.9973 (0.9981) -
q2a0 0.9987 (0.9990) 0.9954 (0.9966) 0.9989 (0.9993) 0.9969 (0.9978) 0.9970 (0.9976) 0.9997 (0.9998)
q3a0 0.9995 (0.9997) 0.9956 (0.9975) 0.9990 (0.9993) 0.9975 (0.9984) 0.9993 (0.9995) 0.9990 (0.9990)
q6a0 0.9974 (0.9981) 0.9964 (0.9972) 0.9946 (0.9974) 0.9957 (0.9972) 0.9977 (0.9988) -
q1a2 0.9969 (0.9978) 0.9405 (0.9508) 0.9949 (0.9967) 0.9962 (0.9972) 0.9965 (0.9975) -
q2a2 0.9991 (0.9992) 0.9806 (0.9837) 0.9985 (0.9992) 0.9988 (0.9990) 0.9982 (0.9989) 0.4515 (0.6070)

Table 2.4: The computed faithfulness between the seven SXS NSBH numerical relativity
hybrid waveforms. These have been hybridized with the TEOBResumSmodel with a start fre-
quency of 20Hz. Comparisons are made against the waveform approximants PhenomNSBH,
PhenomD, PhenomDNRT, SEOBNRv4T, SEOBNRv4NRT, and LEA+. Two sets of matches are
computed. The first uses the Advanced LIGO zero-detuning, high-power noise curve and
second, in parentheses, uses a flat noise curve. The frequency range used to compute the
matches cover the entire bandwidth of the hybrid waveforms, down to a lower frequency
bound of 20 Hz.

spinning cases. Interestingly, PhenomD and LEA+ are found to perform comparably for this

case with matches of ∼ 0.95 (∼ 0.90) and ∼ 0.96 (∼ 0.94) for the AZDHP (flat) noise

curve, respectively.

Reference [131] showed that the NR phase error is smaller than the systematic modelling

error in the originalNRTidal phase approximant model. Similarly, the analysis in this chapter

finds a noticeable phase difference between the phase description employed in PhenomNSBH

and the NR data. These results suggest that further improvements such as a new phase

calibration to NSBH NR simulations or the inclusion of spin-dependent f-mode resonance

shifts near merger [154] may be important to include. In the next Section, however, is it

shown that the measured dephasing is not an issue for Advanced LIGO at design sensitivity.

2.3.2 Comparison to hybrid numerical-relativity waveforms

The comparisons performed above are now repeated, but now hybridized NR waveforms are

used to test the accuracy of the models for realistic signals including the thousands of inspiral

cycles prior to merger. To do this, hybrid waveforms are produced, attaching the SXS NSBH

waveforms listed in Table 2.2 to the tidal inspiral approximant TEOBResumS [201], following

the hybridization procedure outlined in [155, 104]. These hybrids have a starting frequency

below 20Hz and allow us to test the models in a realistic observational scenario where a

current-generation ground-based detector would also be sensitive to the full inspiral from

20Hz; for the faithfulness integrals low frequency cutoff of 20Hz is used. The accuracy of

the hybrid construction method has been verified and it is found that the mismatch of a given

hybrid with respect to itself subject to varying the hybridization parameters is O(10−4).

The results of the faithfulness calculations are listed in Table 2.4. In general it is found

that the matches are very high, even when comparing the NSBH hybrids against BBH

models, with the exception of the spinning NSBH waveform q1a2. At the total masses

considered here, the signal-to-noise ratio (SNR) detectable in Advanced LIGO is dominated

– 44 –



Chapter 2. Modelling gravitational waves from neutron star black hole coalescences

by the long inspiral, and as a result inaccuracies in the waveform model during merger

contribute much less to the total SNR. Note also that, as the hybrids were constructed with

the TEOBResumSmodel as the inspiral approximant, it is encouraging that strong agreement

is found between models with different tidal inspiral approximants.

2.3.3 Importance of NSBH-specific contributions

The distinguishing difference in the model of an NSBH waveform from a BBH waveform is

its behaviour close to merger, where strong tidal effects lead to de-phasing of the binary from

the standard BBH phase and may lead to disruption of the NS, thereby greatly tapering the

amplitude. As the total mass of the NSBH system for this model is expected to be relatively

low (not exceeding ∼ 45M⊙), these effects will occur at high frequencies where current

ground-based detectors are not highly sensitive. One must then ask how important these

effects are to the overall model of the waveform for current and future detectors, and how

distinguishable the NSBH-specific effects are from BBH or BNS systems.

To estimate the importance of tidal effects and disruption for the detectability of an

NSBH signal, the SNR is computed at which the NSBH waveform deviates from other

waveform approximants covering the parameter space for these merger types; in particular,

comparisons are made against both PhenomNSBH with Λ = 0 to simulate a purely BBH

waveform and PhenomDNRT, which contains the same phase model as PhenomNSBH but has

a taper applied to the high-frequency merger content of the waveform.

Given an NSBH signal with four internal degrees-of-freedom (M, q, χ,Λ), the SNR

ρ associated with a 90% confidence region in parameter space for detection is related to

the faithfulness F between the NSBH signal (here produced by PhenomNSBH) and another

waveform approximant via [59]

F = 1− 3.89

ρ2
. (2.32)

Initially a series of NSBH waveforms are computed using fixed intrinsic parameters, MNS =

1.35M⊙, χ = 0, Λ = 400, and the mass ratio is allowed to vary between 1 and 8.

This ensures that all merger types captured by the amplitude model are evaluated in the

comparison.

The SNR resulting from these comparisons is plotted in Fig. 2.3. Focusing first on

the distinguishability SNR between PhenomNSBH and PhenomDNRT, it is seen that the two

models will be easier to distinguish with a modestly loud signal in an Advanced LIGO-type

detector as the mass ratio of the system increases. In the NSBH system, the mass scale

is fixed by the NS mass and therefore as q increases, so too does the total mass M . This

increase in M will push the merger regime of the system into a lower (and more sensitive)

frequency band in the detector, making the high-frequency taper applied to the NRTidal

model more apparent in the faithfulness calculation. At lower q in the disruptive regime of

the NSBH system, the taper applied to the NRTidal model mimics the disruption at high

frequency in the NSBH waveform. Furthermore, these differences between the two models

occur at such high frequency that the lack of sensitivity in the detector makes them hard to
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distinguish.

When looking at the comparison between PhenomNSBH with and without tidal effects

(i.e., comparing against a BBH waveform), the inverse behaviour with changing q is observed.

Even though the disruptive mergers of comparable-mass NSBH binaries lie outside the most

sensitive frequency ranges of ground-based detectors, the differences in the waveforms due

to tidal effects in the inspiral still allow us to distinguish between BBH and NSBH systems

above SNR of 28. This observation is consistent with GW170817 [20] that had an SNR of

32.4 and allowed us to bound the mass-weighted tidal deformability Λ̃ away from zero. As

the mass ratio increases, tidal effects scale away as q−4 in the phase and the NSBH signal

becomes hard to differentiate from a BBH signal in the non-disruptive regime; the only

differences between the two models are the properties of the remnant quantities after merger.

1 2 3 4 5 6 7 8

q

101

102

103

ρ

Disruptive
Mildly disruptive
Non-disruptive

PhenomNSBH vs. BBH limit
PhenomNSBH vs. PhenomDNRT
PhenomNSBH vs. NR

Figure 2.3: The approximate SNR at which the waveforms PhenomDNRT and the BBH-
limit of PhenomNSBH become distinguishable from PhenomNSBH is plotted as a function
of mass-ratio for a non-spinning NSBH system with tidal deformability Λ = 400 and NS
mass 1.35M⊙. The shaded regions of the plot indicate different merger types calculated
from PhenomNSBH. The solid dots show the SNR computed from mismatches between
PhenomNSBH and the NR-hybrid data listed in Table 2.4. The trends continue to higher
mass ratios, where an NSBH signal becomes effectively indistinguishable from a BBH
signal in any realistic detection. The matches between models are computed over the range
[f1, f2] = [25, 8192]Hz assuming a AZDHP noise curve.

This comparison is expanded to include the broader parameter space covered byPhenomNSBH.

Specifically, a AZDHP noise curve is assumed and the distinguishability SNR is calculated

between PhenomNSBH and its BBH limit, and between PhenomNSBH and PhenomDNRT for

∼ 5 × 103 NSBH systems with randomly chosen properties. MNS is uniformly sampled

between 1.0M⊙ and 2.3M⊙, MBH between 1.0M⊙ and 27M⊙ (and MNS ≤ MBH is
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Figure 2.4: The approximate SNR at which the waveforms for BNS (PhenomDNRT) and
BBH (the BBH-limit of PhenomNSBH) become distinguishable from NSBH (PhenomNSBH),
considered over the entire parameter space of PhenomNSBH and projected onto the q-Λ
plane. The top panel displays the distinguishability of PhenomNSBH from its BBH-limit,
the middle panel the distinguishability of PhenomNSBH from PhenomDNRT, and the bottom
panel the maximum distinguishable SNR between PhenomNSBH and the two other models.
Distinguishable SNRs below 10 are displayed as pink upside-down triangles and as blue
triangles for SNRs above 100. The AZDHP noise curve is used to compute these results.
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required), while the NS and BH (aligned) spins are uniformly sampled in the intervals

[−0.05, 0.05] and [−0.5, 0.5], respectively. Finally, the NS dimensionless tidal deformabil-

ity parameter Λ is uniformly sampled in [0, 3000]. The results are collected in Fig. 2.4. The

top (middle) panel shows the distinguishability SNR values yielded by PhenomNSBH and its

BBH limit (PhenomDNRT), while the bottom panel displays the maximum distinguishable

SNR between PhenomNSBH and the two other models. It can be seen that the general trend

described by Fig. 2.3 holds. In particular the characteristic SNR minimum at which the

most distinguishable waveform model transitions between PhenomDNRT and the BBH limit

persists across parameter space, widening and deepening as tidal deformability increases.

When considering this transition over the entire parameter space for the model, a min-

imum distinguishable SNR of 12 is found. Constraining 1.35M⊙ < MNS < 1.4M⊙, a

minimum distinguishable SNR of 22 is found, and similarly constraining Λ < 1000 pro-

duces a minimum distinguishable SNR of 19. However, applying both cuts in NS mass

and Λ increases the minimum distinguishable SNR to 48, indicating that the best chance of

distinguishing an NSBH signal with current models is from a system with an exceptionally

heavy NS or a particularly stiff EOS. It is in this region of relatively low distinguishable

SNR that the NSBH model could be most useful. Assuming a single-detector SNR detection

threshold of 10, a minimum distinguishable SNR of ∼ 20 for an optimally-oriented binary

system with fixed intrinsic parameters corresponds to a decrease in the distinguishable vol-

ume by a factor of ∼ 8 compared to the detectable volume, and thus roughly one in every

eight NSBH detections of this type could be distinguished from either a BBH or BNS signal.

If a signal were to be detected with SNR > 60, comparisons with available NR wave-

forms suggest that systematic errors in the modelling would enter the waveform and would

potentially bias any results inferred from using these models. While there is no anticipation

of signals with such a high SNR to be seen until third-generation detectors [224, 152, 11]

begin operation, should such a signal be detected, more accurate NSBH models will be

required and potentially more accurate NR simulations of NSBH systems [131]. However,

it has been shown in this chapter that for typical observations either BNS or BBH waveform

models are expected to be sufficient.

2.4 Discussion

In this chapter the construction of PhenomNSBH has been outlined, an updated waveform

model specific to signals from NSBH systems. This model uses an improved amplitude

model that identifies distinct merger morphologies and a new tidal phase model, both of

which have been calibrated using NR data. The model is valid for systems with mass-ratios

ranging from q ∈ [1, 15] with NS masses between MNS ∈ [1, 3]M⊙, BH spins aligned

with the orbital angular momentum ranging between χ ≤ |0.5|, and NS tidal deformabilities

between Λ ∈ [0, 5000]. In addition, the model described here performs well when compared

against available NSBH NR waveforms with spinning neutron stars, despite the amplitude

model lacking such systems in its calibration.
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It has been shown in Figs. 2.3 and 2.4 that the NSBH-specific characteristics of

PhenomNSBH are distinguishable from other waveform models in different regions of pa-

rameter space. As the merger transitions to the non-disruptive regime, the amplitude of

the waveform deviates further from a BBH waveform amplitude, which will be distinguish-

able in ground-based detectors for moderately loud signals. As the merger type becomes

less disruptive, the NSBH waveform will easily be distinguishable from a BNS waveform

model (e.g., PhenomDNRT) due to the taper at high frequency applied to the latter and lack

of ringdown in the signal. The important conclusion to draw from these results is that

for signals below an SNR of 50, there is only a small region of parameter space where it

may be possible to unambiguously identify an NSBH system. This statement is limited to

single observations, and to aligned-spin models that include only the dominant waveform

harmonic.

The waveform model PhenomNSBH described in this chapter is an improvement/extension

of current NSBH waveform models, but there is certainly room for future advances. While

recent cosmological simulations predict that the majority of NSBH systems will have rela-

tively low mass-ratios (q ∼ [3, 5]) [192], even at these low mass-ratios the effects of higher

modes [272, 162] and precession [52, 51, 167] are vital to capture the essential physics

from the waveform and should be a primary focus of future NSBH waveform modelling

efforts. Another avenue for improvement lies in calibrating the phase model against NSBH

NR waveforms. These tasks will require a large catalog of new NR simulations at high

resolution and spanning a large range of mass-ratios, spins, and tidal deformability.
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Systematic coverage of a precessing

space with numerical relativity

simulations

3.1 Introduction

Many decades of research to solve the problem of solving Einstein’s equations for the inspi-

ral, merger and ringdown of two black holes was summarised in Sec. 1.5. Data generated by

numerical relativity simulations has been critical to the development of gravitational wave-

form models that have enabled the direct detection and parameter estimation of gravitational

waves over the last four years [19].

The families of models used to analyse data collected during the first and second ob-

serving runs of the advanced gravitational-wave detector network were the Phenom and

EOB model families discussed in Sec. 1.6. The non-precessing model PhenomD [159, 164]

directly benefited from better quality numerical relativity data that covered a larger param-

eter space than previously explored. As a result of PhenomD many other phenomenological

models have indirectly benefited from numerical relativity data [186, 163, 165]. This also

includes PhenomNSBH that was developed in Chapter 2. The spinning effective one body

family of waveforms [100, 211] have also benefited from improved data sets as they are a

carefully crafted synthesis of theory and calibration to numerical relativity. To complement

the phenomenological approach to waveform modelling data driven strategies have enabled

the first precessing waveform models that are calibrated to precessing waveforms [273].

These methods completely depend on the quantity and quality of numerical relativity data.

Fits have also been made to the remnant properties of final mass and spin [161, 282].

Numerical relativity has been useful beyond modelling. NR waveform injections have

been used in several studies, including to assess the presence of systematic bias in waveform

models [10, 227], and to estimate intermediate mass black hole binary merger rates [22].

NR waveforms have also been used for direct comparisons and parameter estimation of GW

observations [7, 175].
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Phenomenological modelling has always benefited from NR simulations that systemat-

ically cover the desired parameter space domain. IMRPhenomD was supported by a nearly

uniform covering of the (η, χ̂) aligned spin parameter space with 19 NR simulations. Several

large catalogues of BBH NR simulations have been released [160, 147, 78]. While these do

include some precessing configurations, the majority of these have mass ratios q � 4 and

dimensionless spin magnitudes χ � 0.4. There exists no broad systematic covering of the

precessing parameter space with NR simulations.

In this chapter the first public catalogue of numerical relativity simulations for BBH

systems from The Cardiff University Gravity Exploration Institute is introduced. This

catalogue contains data sets from 40 different configurations of precessing black-hole binary

systems. This catalogue contains data sets for four mass ratios q = m2/m1 ∈ {1, 2, 4, 8} at

two different spin magnitudes a2 = |�S2|/m2
2 ∈ {0.4, 0.8} each at five different spin vectors

such that the angle between the newtonian orbital angular momentum and spin vector of the

larger black hole is one of {30◦, 60◦, 90◦, 120◦, 150◦}. The material presented in this chapter

is planned to be included as part of a larger publication that is currently in preparation [120]

and will include further details and analysis of this catalogue.

The primary objective of this catalogue is to support the development of new precessing

phenomenological models that are calibrated to numerical relativity waveforms. Secondary

objectives are to contribute data that is useful to the waveform modelling community and to

provide processed data sets that are appropriate for parameter estimation studies [10, 22].

In the following section is a description of the methods used by the BAM code [84, 157]

to perform numerical simulations of BBH systems and the workflow that is used to produce

low eccentricity initial data. In Sec. 3.3 an analysis of the data sets within the catalogue

will be presented, including a summary of the different configurations of BBH systems for

which data sets were produced, and a description of accuracy tests performed to validate

the catalogue. Sec. 3.4 will conclude with a discussion of how this catalogue can be used

to contribute to the continuing advance of gravitational wave data analysis and what regions

of parameter space are still to be explored beyond this catalogue.

3.2 Summary of Methods

The simulations in this catalogue were produced using BAM [83, 84, 157], an adaptive

mesh refinement numerical relativity code, evolving initial data via the moving-puncture

method. A summary of the initial value problem, methods, and algorithms used by BAM

were presented in Sec. 1.5. In this section the particular strategies for initial data construction

and grid configurations for BAM used to produce the simulations in this catalogue will be

presented.
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3.2.1 Initial data construction

The aim for this catalogue was to generate single-spin precessing NR waveforms. These are

required to start at a user set reference orbital frequency Mωorb and a user specified spin

vector S ≡ S2 at Mωorb on the larger secondary component black hole. The orientation

of S2 can be defined by the angle θ = arccos(L̂N · Ŝ2) between the spin vector S2 and

Newtonian orbital angular momentum vector LN, and the angle φ = arccos(r̂ · Ŝ2⊥)

between the projection of the spin vector on to the orbital plane S2⊥ and the separation

vector r from the larger component black hole to the smaller component black hole.

The initial data generated for NR simulations in previous studies [141, 240, 159] specify

the physical parameters of the system (q,S1,S2) at a much larger separation Dstart than the

NR simulations will start at. EOB equations of motion are then evolved up to Mωorb and the

parameters of the system are then read off at this frequency. These parameters are then used

as input for an initial data solver to generate the initial data required for a BAM simulation as

described in Sec. 1.5. The initial EOB simulation is performed to find parameters at Mωorb

that describe a BBH system with as low an eccentricity as possible.

The EOB equations of motion used by [159] are also used in this work. However the

method of [159] does not allow the user to specify the exact system configuration (q,S1,S2)

at Mωorb. For precessing systems during inspiral, the spin vectors oscillate about a mean

value θ and the rate of precession of the spin vectors increases as the system nears merger

(see Fig. 3 and Fig. 4 in [242]). Due to this behaviour, an iterative brute force algorithm is

used for this work. A sequence of input parameter sets

θi ≡
(

qDi ,SD
1,i,S

D
2,i

)

=
(

q,0, S2t̂
)

, (3.1)

specified at Dstart are used as initial conditions for the EOB solver. Each successive set

of parameters are chosen based on the EOB evolution of previous parameter sets in the

sequence. This is repeated until the EOB evolution results in the required parameters

(q,S1,S2) at Mωorb using the following algorithm.

The EOB simulations are started with both component black holes placed on the x-axis

and the orbital angular momentum parallel to the z-axis. Further during the course of

inspiral from Dstart to Mωorb for the single-spin precessing systems in this catalogue, the

angle θ can be seen to vary no more than ∼ 1◦. As such for the brute force algorithm used

in this work, once θ is specified, it is not iterated over. This means that the expression for t̂

may be written simply as,

t̂ =
(

cos(φ) cos(θ), sin(φ) cos(θ), cos(θ)
)

(3.2)

reducing the algorithm to an iteration only on the azimuthal spin angle φ. The initial

separation Dstart between the black holes at the start of the EOB evolution is user specified.

For this work the black holes are placed ∼ 40M apart. The algorithm works according to

the following steps,
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(1) Initial candidate parameters at Dstart (n = 0)

φ0 is chosen to be the target azimuthal spin angle φ. The EOB solver is then run until

Mωorb is reached and the azimuthal spin angle at that time is recorded as φω,0. The

EOB spin dynamics are explored in the region around Mωorb to find the closest time

when the spin angle is equal to φ. The difference in frequency ∆Mω0 between this

time and Mωorb is recorded. If |∆Mω0| � Mωtol where Mωtol is a user specified

tolerance then the algorithm stops. For the initial data generated in this work the

percentage error tolerance of the orbital frequency is specified to be Mωtol = 1%. If

|∆Mω0| > Mωtol then proceed to the next step.

(2) Second candidate parameters at Dstart (n = 1)

φ1 is chosen to be the difference between the target azimuthal spin angle and the

azimuthal spin angle of the EOB spin dynamics at Mωorb, given by φc ≡ φ − φω,0.

The EOB spin dynamics are explored again, recording φω,1 at Mωorb, and calculating

|∆Mω1| as in the same way as |∆Mω0| in the previous step. If |∆Mω1| � Mωtol

the algorithm stops otherwise proceed to the next step.

(3) Third candidate parameters at Dstart (n = 2)

Let∆φ be 10◦ if ||∆Mω1|−Mωtol| > Mωtol/2 otherwise let∆φ be 5◦. φ2 is chosen

to be the target azimuthal spin angle φc + ∆φ. φω,2 and |∆Mω2| are calculated in

the same way as previous steps. If |∆Mω2| � Mωtol the algorithm stops otherwise

proceed to the next step.

(4) Further candidate parameters at Dstart (n > 2)

Let ∆φ be 10◦ if ||∆Mωn−1| − Mωtol| > Mωtol/2 otherwise let ∆φ be 5◦. If

φω,2 > φω,1 this indicates that the azimuthal spin angle is being rotated in the wrong

direction. As such if φω,2 > φω,1 then let φn = φc + (2 − n)∆φ otherwise let

φn = φc + (n− 1)∆φ. |∆Mωn| is calculated in the same way as previous steps. If

|∆Mωn| � Mωtol the algorithm stops otherwise repeat this step until this inequality

is satisfied.

Once the required tolerance is met and the algorithm stops, the position, linear momen-

tum and spin of each black hole are taken from the EOB dynamics at Mωorb and used as

input for the NR initial data solver. For all the NR configurations described in this work the

azimuthal angle for the spin vector S2 placed on the larger secondary component black hole

was chosen to be φ = 0◦.

3.2.2 Finite difference grid configurations

The finite difference scheme that BAM uses to evolve the initial data was described in Sec. 1.5

and requires an initial set of nested cartesian grids to be defined. For the NR simulations

presented in this work there are several requirements that have been chosen to impose on the

initial grid configurations. These are heuristic rules based on experience with the accuracy

requirements of previous simulations.
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Figure 3.1: Visualization of the evolution of the effective radius of the apparent horizon for
each black hole for two BAM simulations. The red lines are for simulation b20-12 with
initial parameters (q, χ2, θ) = (2, 0.4, 60◦) and the blue lines are for simulation b20-17
with initial parameters (q, χ2, θ) = (2, 0.8, 60◦). The solid lines are for the higher mass
BHs and the dashed lines are for the lower mass BHs. The variation in the effective radius
are small during inspiral. The effective radius for the heavier BH peaks at 613.92M for
b20-12 with a radius of 0.58 and peaks at 350.90M for b20-17 with a radius of 0.39.

The first requirement is that the smallest moving box following each component black

hole should be 1.2 to 1.5 times the maximum effective radius of the apparent horizon of

their respective black hole before merger. The apparent horizon radius of each black hole

varies by a small amount before merger. Examples of how this radius evolves over time

are presented in Fig. 3.1. Typically the maximum apparent horizon radius before merger

is estimated from apparent horizon time series for a lower resolution simulation of the

same configuration. However if no simulation has ever been performed with the same

configuration then data from a simulation with a similar configuration is used. Following

the notation from Sec. 1.5.2, this requirement is approached by changing the values of the

grid spacing hL on the finest level, and the level M at which the grids are created for the

larger black hole. While the number of grid points NL on the finest level also affects the size

of the smallest moving boxes following each black hole, this is typically pre-determined and

as such is not varied to meet this requirements.

The second requirement is to have at least ten grid points per wavelength of the (4, 4)

strain moment on the level that GWs are extracted on as described in Sec. 1.5.4, which is

typically the first non-moving box level N . It is not normally possible to know the smallest

GW wavelength or equivalently the maximum GW frequency of a simulation before the sim-

ulation is started. Instead the maximum frequency is estimated from the ringdown frequency

model used by PhenomD [159, 164]. For PhenomD, models for the final mass and spin were

constructed from which the ringdown frequency can be calculated using results from BH
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perturbation theory. This PhenomD ringdown model is for aligned spin systems and takes as

input mass ratio q and dimensionless aligned spin parameters χi which means that it is only

an approximation to the ringdown frequency of the precessing configurations in this work.

The ringdown frequency fRD is approximated using the parameters (q, 0, S2 cos(θ)/m
2
2).

The required grid spacing on level n where GW are extracted is then approximated with

hn = 1/(20fRD). This method could be improved by adding the in-plane spin component

to the final spin as is done for PhenomP [143, 242]. However conservative choices were

made for all grid configurations and so this was not necessary for these simulations. This

requirement is approached by changing the values of the finest grid spacing hL. If this

requirement cannot be satisfied on level n and level n is not the last fixed box level, then the

number of grid points Nn+1 on level n+ 1 is increased until the box size Nn+1 × hn+1 is

large enough to support GW extraction at the radius required.

For most configurations both of these requirements can be satisfied. However it is not

always possible to satisfy both requirements, and for such cases the smallest box sizes and

extraction level grid spacing are balanced to achieve the best possible result.

3.2.3 Manual momentum perturbation

While the parameters derived from the EOB evolution described in Sec. 3.2.1 will lead to

low eccentricity simulations, in general this will not be low enough to meet the requirements

of the simulations in this work. A standard method to further reduce eccentricity is to make

small perturbations to the momenta of the component black holes [141, 225]. For most of

the simulations in this work a perturbation of 0.1-0.8% is applied to the magnitude of the

momenta. This is normally sufficient to reduce the eccentricity below the desired threshold.

However in cases where this is not sufficient the radial component of the momenta is also

reduced by 25-75%.

For each candidate set of parameters (q,S1,S2,p1,p2) a low resolution exploratory

eccentricity reduction simulation with NL = 80 is performed for ∼ 1000M of simulation

time. When the eccentricity is low enough then these parameters are used for a production

simulation, increasing NL to 96 or higher. For the eccentricity reduction runs the grid

requirements described in Sec. 3.2.2 try to be satisfied but it is not strictly enforced. For

production simulations it is typically easier to satisfy grid requirements as the grid spacing

hL is reduced while effectively keeping the same moving box sizes on the finest grid levels.

There are two different ways that eccentricity is estimated for the simulations in this work.

For eccentricity reduction runs where the merger time is not known the moving puncture

separationD is fitted using a quadratic function with data in the range [200, 700]M similar to

the method described in [158]. The eccentricity is then estimated by the maximum absolute

relative error between the fit and the data. For the production simulations the eccentricity is

also estimated using the full method described in [158] which incorporates the merger time

of the simulation.

Even when the production simulation’s eccentricity is estimated using the same method
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and same length of data as a lower resolution eccentricity run with the same configuration,

there is no guarantee that the eccentricities will be the same. The eccentricity of a production

simulation can go up or down due to changes in numerical accuracy, and for a few of the cases

in this work the eccentricity of the production simulation does exceed the desired threshold.

While not ideal the level of eccentricity in all production simulations is considered to

be sufficiently low and eccentricity estimates using merger and non-merger methods are

presented in Table 3.1.

3.3 Analysis of simulations

3.3.1 Description of simulation configurations

The catalogue consists of 40 simulations performed using BAM. For each simulation two

mass parameters M1,M2 are provided, one for each black hole, the sum of these is chosen

to equal 1. The initial data are iteratively constructed from these parameters such that the

ADM mass of each puncture equals its respective mass parameter to within 0.02% [84]. At

subsequent times the masses of each black hole are recorded as the apparent-horizon masses

MAH,1,MAH,2 of each puncture which are related to the black hole hole masses M1,M2

through the Christodoulou formula [96, 97] as described in Sec. 1.5. 10 simulations at each

mass ratio q = M2/M1 ∈ {1, 2, 4, 8} are performed.

For each simulation a dimensional spin vector S2 is specified for the larger black hole,

with the smaller black hole given a spin of zero �S1 ≡ �0. Following the methods described in

Sec. 3.2 10 different spin configurations are simulated at each mass ratio, |S2| ∈ {0.4, 0.8}
and θ = arccos(L̂N · Ŝ2) ∈ {30◦, 60◦, 90◦, 120◦, 150◦} which are are achieved to within

1◦.

The numerical phase error accumulates as the simulation is evolved. This can be reduced

by increasing the resolution of a simulation at the cost of simulation speed. For this catalogue

a soft requirement is imposed that a simulation should merge by ∼ 2000M in code time.

Based on previous experience with simulations up to mass ratios q = 18, many of which

were used in the development of the PhenomD, it is expected that 96-point simulations will

have an acceptable level of accuracy if the merger time is less than ∼ 2000M . It was

originally intended to start all simulations at the same frequency, such that they would

all have the same starting point in the frequency domain, where models are constructed.

However, for some high mass ratio cases with a large aligned spin component, the spin-orbit

hang-up effect causes the merger time to be well in excess of 2000M, and so a higher starting

frequency has to be chosen.

To meet the soft requirement of simulation merger by 2000M the merger time is estimated

using the LALSimulation [180] implementation of PhenomD [164]. This provides a utility

function XLALSimIMRPhenomDChirpTime that calculates the time until the peak in the

(2,2)-strain of a specific system configuration given a starting gravitational wave frequency

which is used as a proxy for twice the orbital frequency. The starting frequency is optimized
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Name q S2/m
2
2 arccos(L̂N · Ŝ2) χeff χp D/M e

(

×10−3
)

Mωorb Norb

b20-1 1 0.400 (0.400) 30.004 (29.924) 0.173 (0.174) 0.200 (0.200) 11.573 (11.338) 1.547 0.023 10.001
b20-2 1 0.400 (0.400) 60.007 (59.851) 0.100 (0.101) 0.346 (0.346) 11.569 (11.340) 2.318 0.023 9.706
b20-3 1 0.400 (0.400) 90.041 (89.832) -0.000 (0.001) 0.400 (0.400) 11.510 (11.285) 4.034 0.023 9.091
b20-4 1 0.400 (0.400) 120.039 (119.837) -0.100 (-0.099) 0.346 (0.347) 11.572 (11.330) 2.971 0.023 8.714
b20-5 1 0.400 (0.400) 150.013 (149.888) -0.173 (-0.173) 0.200 (0.201) 11.619 (11.366) 2.356 0.023 8.451
b20-6 1 0.800 (0.801) 30.029 (29.845) 0.346 (0.347) 0.400 (0.399) 11.560 (11.311) 2.145 0.023 10.947
b20-7 1 0.800 (0.801) 60.041 (59.736) 0.200 (0.202) 0.693 (0.692) 11.617 (11.371) 2.041 0.023 10.281
b20-8 1 0.800 (0.801) 90.071 (89.690) -0.000 (0.002) 0.800 (0.801) 11.571 (11.308) 2.070 0.023 9.098
b20-9 1 0.800 (0.801) 120.059 (119.668) -0.200 (-0.198) 0.692 (0.696) 11.585 (11.309) 1.734 0.023 8.285
b20-10 1 0.800 (0.801) 150.049 (149.801) -0.347 (-0.346) 0.399 (0.403) 11.566 (11.269) 1.148 0.023 7.596

b20-11 2 0.400 (0.400) 30.040 (29.921) 0.231 (0.231) 0.200 (0.200) 11.551 (11.381) 1.396 0.023 11.136
b20-12 2 0.400 (0.400) 60.089 (59.833) 0.133 (0.134) 0.347 (0.346) 11.632 (11.469) 1.832 0.023 10.783
b20-13 2 0.400 (0.400) 90.117 (89.809) -0.001 (0.001) 0.400 (0.400) 11.630 (11.436) 1.298 0.023 9.922
b20-14 2 0.400 (0.400) 120.086 (119.815) -0.134 (-0.133) 0.346 (0.347) 11.579 (11.395) 1.930 0.023 8.947
b20-15 2 0.400 (0.400) 150.063 (149.903) -0.231 (-0.231) 0.200 (0.201) 11.634 (11.431) 1.501 0.023 8.501
b20-16 2 0.800 (0.802) 30.096 (29.880) 0.461 (0.463) 0.401 (0.399) 11.453 (11.223) 2.761 0.023 12.454
b20-17 2 0.800 (0.802) 60.149 (59.726) 0.265 (0.269) 0.694 (0.692) 11.472 (11.261) 1.989 0.023 11.433
b20-18 2 0.800 (0.802) 90.235 (89.712) -0.002 (0.003) 0.800 (0.802) 11.571 (11.369) 2.798 0.023 10.093
b20-19 2 0.800 (0.802) 120.188 (119.676) -0.268 (-0.264) 0.691 (0.696) 11.544 (11.288) 1.680 0.023 8.312
b20-20 2 0.800 (0.802) 150.135 (149.836) -0.462 (-0.462) 0.398 (0.403) 11.626 (11.339) 1.369 0.023 7.227

b20-21 4 0.400 (0.400) 30.102 (30.069) 0.277 (0.277) 0.201 (0.201) 10.582 (10.553) 1.404 0.026 11.963
b20-22 4 0.400 (0.400) 60.179 (60.115) 0.159 (0.160) 0.347 (0.347) 10.742 (10.712) 1.239 0.025 11.204
b20-23 4 0.400 (0.400) 90.196 (90.057) -0.001 (-0.000) 0.400 (0.400) 11.552 (11.545) 1.443 0.023 12.353
b20-24 4 0.400 (0.400) 120.176 (120.063) -0.161 (-0.160) 0.346 (0.346) 11.570 (11.519) 1.439 0.023 10.958
b20-25 4 0.400 (0.400) 150.104 (150.049) -0.277 (-0.277) 0.199 (0.200) 11.544 (11.463) 2.033 0.023 9.810
b20-26 4 0.800 (0.801) 30.192 (30.144) 0.553 (0.554) 0.402 (0.402) 10.104 (10.027) 1.350 0.027 13.245
b20-27 4 0.800 (0.802) 60.354 (60.256) 0.317 (0.318) 0.695 (0.696) 10.482 (10.376) 0.749 0.026 12.121
b20-28 4 0.800 (0.802) 90.397 (90.195) -0.004 (-0.002) 0.800 (0.802) 11.487 (11.365) 1.755 0.023 12.329
b20-29 4 0.800 (0.802) 120.363 (120.185) -0.324 (-0.323) 0.690 (0.693) 11.579 (11.461) 2.013 0.023 9.987
b20-30 4 0.800 (0.801) 150.213 (150.120) -0.555 (-0.556) 0.397 (0.399) 11.640 (11.478) 1.162 0.023 8.153

b20-31 8 0.400 (0.400) 30.153 (29.866) 0.307 (0.309) 0.201 (0.199) 9.542 (9.670) 1.252 0.030 13.206
b20-32 8 0.400 (0.400) 60.266 (59.911) 0.176 (0.178) 0.347 (0.346) 9.689 (9.840) 2.109 0.029 12.265
b20-33 8 0.400 (0.400) 90.305 (90.026) -0.002 (-0.000) 0.400 (0.400) 10.107 (10.210) 1.079 0.028 11.785
b20-34 8 0.400 (0.400) 120.261 (120.093) -0.179 (-0.178) 0.345 (0.346) 10.476 (10.567) 1.342 0.026 11.143
b20-35 8 0.400 (0.400) 150.148 (150.074) -0.308 (-0.308) 0.199 (0.200) 10.766 (10.847) 1.492 0.026 10.659
b20-36 8 0.800 (0.802) 30.305 (29.666) 0.614 (0.619) 0.404 (0.397) 8.964 (8.970) 1.010 0.032 15.870
b20-37 8 0.800 (0.801) 60.538 (59.418) 0.350 (0.362) 0.697 (0.690) 9.372 (9.362) 1.364 0.030 14.223
b20-38 8 0.800 (0.801) 90.620 (89.777) -0.008 (0.003) 0.800 (0.801) 10.021 (10.005) 2.143 0.028 11.924
b20-39 8 0.800 (0.802) 120.513 (120.255) -0.361 (-0.359) 0.689 (0.693) 10.879 (10.907) 2.753 0.025 11.113
b20-40 8 0.800 (0.802) 150.286 (150.199) -0.618 (-0.618) 0.397 (0.398) 11.453 (11.426) 0.915 0.024 10.181

Table 3.1: Initial data parameters and relaxed properties of the precessing BBH configura-
tions in this catalogue. The smaller black hole has no initial spin. The associated properties
of the larger black hole are identified with a subscript 2. The spin magnitude S2/m

2
2, the

spin tilt angle arccos(L̂N · Ŝ2), the effective spins χeff and χp and the separation D/M are
derived from the initial conditions of the simulations and relaxed times given in brackets.
The eccentricity e is estimated over the region [200, 1000]M using the method described in
[158]. The orbital frequency Mωorb is derived from the dynamics at relaxed times. The
number of orbits Norb is from calculated from the relaxed time that Mωorb is reported at
until the peak in the (2, 2) multipole moment of Ψ4.
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using a simple interval bisection procedure until the peak time is ∼ 2000M . A lower bound

on the orbital frequency is set at 0.0225. The average merger time for the simulations that

required a higher starting orbital frequency was 2055.11M , with a minimum of 1958.94, and

a maximum of 2181.16M . These were calculated based on the retarded times for when the

moving punctures merged. While XLALSimIMRPhenomDChirpTime performed sufficiently

well, overall it slightly under estimated the merger time.

The properties of each simulation are presented in Table 3.1. The dimensionless spin

magnitudeS2/m
2
2, the spin angle arccos(L̂N ·Ŝ2), the effective spinχeff given by Eq. (1.52),

the precession spin χp given by Eq. (1.53) which reduces to the magnitude of the dimension-

less spin perpendicular to the orbital angular momentum S2⊥/m
2
2 for the single spin cases

presented in this chapter, and the separation D/M are given from the initial conditions of

the simulations and at a relaxed time in brackets. The relaxed time is defined as

trel = tpeak + 2tdamp, (3.3)

tdamp =
2πm2

0.08215626528
, (3.4)

where tpeak is the peak in the (2, 2) strain moment before 500M , and tdamp is the damping

period of the (2, 2, 0) QNM of a black hole [68] with mass equal to the larger black hole and

a dimensionless spin of 0.8. The eccentricity e is estimated over the region [200, 1000]M

using the method described in [158]. The orbital frequency Mωorb is derived from the

dynamics at a relaxed time. The number of orbits Norb is from calculated from the relaxed

time that Mωorb is reported at until the peak in the (2, 2) multipole moment of Ψ4.

3.3.2 Waveform accuracy

In order to assess the accuracy of the data which comprise this catalogue a subset of three

of the configurations described in Table 3.1 were studied. These three configurations are
(

q,S2/m
2
2, θ

)

∈ {(4, 0.4, 60) , (4, 0.8, 120) , (8, 0.4, 30)}. The set of simulations produced

for the (4, 0.4, 60) case were performed with a lower starting frequency to provide an

assessment of the accumulation of the error throughout the simulation.

The two main sources of error in the waveforms are the finite resolution of the simulation

and the finite radius at which the waveform is extracted. In order to assess the effect of the

finite resolution, a set of simulations with low, medium and high resolution were performed.

These simulations had a resolution of d = 0.0125 (low resolution, 80-point run), d = 0.0104

(medium resolution, 96-point run) and d = 0.00833 (high resolution, 120-point run). The

GW data were extracted at radii of Rext ∈ {50, 60, 70, 80, 90}M which were all on the same

refinement level for each simulation.

To test accuracy, in Sec. 3.3.2.1 power-weighted mismatches between waveforms with

different resolutions and at different extraction radii are calculated to assess the magnitude

of each of the two main sources of error. Mismatch accuracy is an important measure of

waveform accuracy that is used in GW modelling and is a figure of merit used in Chapter 4
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to explore NR accuracy requirements for third generation detectors.

3.3.2.1 Mismatches

For non-precessing (2,2)-mode only waveforms h(ιh, φh, thc , ψ
h) and g(ιg, φg, tgc , ψg) there

are many exact degeneracies between extrinsic parameters which leads to a simple definition

of the match in Eq. (1.86) to quantify the agreement between them. However for precessing

waveforms, like the ones produced in this catalogue, most of these degeneracies no longer

exist and it is necessary to optimise and average over a larger set of extrinsic parameters to

quantify the agreement between waveforms in a meaningful way. It is useful to identify the

waveform h as the template waveform and the waveform g as the signal waveform however

in the context of accessing NR accuracy both will be simulated waveforms.

For precessing waveforms the match is now defined as the maximisation of the noise-

weighted inner product over the template extrinsic parameters (φh, thc , ψ
h),

M(h, g)(ι, φg, ψg) = max
φh,thc ,ψ

h

〈

ĥ(ι, φh, thc , ψ
h)

∣

∣

∣
ĝ(ι, φg, ψg)

〉

. (3.5)

The precessing match is then averaged over a discrete set of the signal phase and polarization

(φg, ψg) weighted by the optimal SNR of the signal ρ(ι, φg, ψg) = ‖g(ι, φg, ψg)‖ for each

case called the orientation-averaged-match,

M(h, g)(ι) =

(

∑

i ρ (ι, φ
g
i , ψ

g
i )

3
M(h, g) (ι, φg

i , ψ
g
i )

3

∑

i ρ (ι, φ
g
i , ψ

g
i )

3

)1/3

. (3.6)

with an associated mismatch defined as 1−M . For full details of the orientation-averaged-

match please see [163]. This can then be evaluated for a set of inclination values ι.

The NR waveforms’ lengths are constrained to prevent dephasing as described in

Sec. 3.3.1. However this means that the lowest physical frequency that a simulation can

reach for a low mass system is higher than 10Hz, which is the standard lowest frequency

used for data analysis with current ground based detectors. While the match integral could

be performed using a higher starting frequency, the full integral from 10Hz to the maximum

NR frequency can be approximated using a power-weighted mismatch using the method de-

scribed in [208]. This method takes into account the missing inspiral part of the waveform

between 10Hz and the start of the NR waveform, and provides a more realistic measure of

how accurate the NR waveforms are with respect to GW detectors.

To perform a power-weighted mismatch the constituent waveforms are first split up into

contributions from NR defined over the frequency range f ∈ [fNR, f1] and the contributions

from the inspiral below the lowest NR frequency defined over the frequency range f ∈
[f0, fNR),

h(f) =







hins, f ∈ [f0, fNR)

hNR, f ∈ [fNR, f1],
(3.7)
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The power-weighted mismatch is then the mismatch in each region weighted by the fraction

of power in each region,

Mpow ≡
‖h‖2(f0,fNR)

‖h‖2 Mins +
‖h‖2(fNR,f1)

‖h‖2 MNR, (3.8)

‖h‖2 = ‖h‖2(f0,fNR) + ‖h‖2(fNR,f1)
, (3.9)

Mins ≡ M(f0,fNR)(hins, gins), (3.10)

MNR ≡ M(fNR,f1)(hNR, gNR). (3.11)

The inspiral parts are assumed to perfectly agree which means that Mins can be set to 0.

This reduces the power-weighted mismatch to,

Mpow =
‖h‖2(fNR,f1)

‖h‖2 MNR. (3.12)

It is important to make clear as described in [208] that Mpow will be a lower bound to the

mismatch M � Mpow, however it is a sufficiently accurate approximation for NR accuracy

assessment in this context.

Power-weighted mismatches were then performed for a range of total masses Mtotal ∈
[5, 200]M⊙ of the binary systems for a set of inclinations ι ∈ {nπ/6 |n ∈ [0, ..., 6]}. For

these matches the inclination angle is equivalent to the polar angle θ provided to the spherical

harmonics in composing a waveform from its modes. All waveforms are placed in a frame

where the initial angular momentum J is aligned with the z-axis from which the polar angle

extends. All noise-weighted inner products are evaluated over a frequency range starting

from 10Hz up to a maximum frequency that includes all physical frequency content from the

NR waveform. These were all performed using the Advanced LIGO, Zero Det, High Power

simulated sensitivity curve [249]. PhenomPv3 [163] is used as the inspiral approximant in

the calculation for the optimal SNR hins.

Fig. 3.2 presents the mismatch error between different finite resolution simulations of

the same configuration at three different inclinations and also averaged over all inclinations.

As can be seen from these figures, the mismatch increases for a system of lower total mass as

more NR content appears between the match frequency bounds. However the mismatch also

falls off rapidly at very low mass as most of the contribution to the mismatch here comes from

the inspiral contribution by PhenomPv3. This mismatch is greater for waveforms at more

extreme parts of the parameter space, (8, 0.4, 30), and for longer simulations, (4, 0.4, 60).

The mismatch percentage error never exceeds 0.1% for any cases.

Fig. 3.3 presents the mismatch error between waveforms extracted and different radii of

the same configuration again at an inclination of zero and also averaged over all inclinations.

These exhibit similar trends over the total mass range as the results between different

resolutions. Like the matches between different resolutions, the mismatch percentage error

never exceeds 0.1%.

The sequences of increasing resolution and increasing extraction radius do not show the
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Figure 3.2: Comparison of the mismatch between simulations performed at different res-
olutions for 3 different configurations. The solid lines show the comparison between the
high resolution 120-point simulations and the medium resolution 96-point simulations. The
dashed lines show the comparison between the high resolution and low resolutions 80-point
simulations. These simulations use data extracted at 90M on level n = 7.

– 61 –



3.3. Analysis of simulations

10−3

10−2

10−1
ι = 0◦

b20-29

rex = 50M
rex = 60M
rex = 70M
rex = 80M

10−3

10−2

10−1

M
p
o
w
[%

]

ι = 0◦

b20-31

rex = 50M
rex = 60M
rex = 70M
rex = 80M

10−3

10−2

10−1
Average
b20-29

0 25 50 75 100 125 150 175 200
Mtotal [M⊙]

10−3

10−2

10−1
Average
b20-31

Figure 3.3: Comparison of the mismatch between waveforms extracted at different extraction
radii Rext ∈ {50, 60, 70, 80}M all on level n = 7. Each of the waveforms are compared
against data extracted at an extraction radius of Rext = 90M . The waveforms compared
were all extracted from the medium resolution 96-point simulations.
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expected convergence relationships, which suggests that at least the lower resolution cases

and data extracted at smaller extraction radii are not in the convergence regime. However a

1% mismatch percentage error is considered sufficient for applications within the advanced

gravitational-wave detector network. As was the case for the BAM simulations performed

for PhenomD, all cases have matches better than 99.9%, and as such the accuracy of these

waveforms is considered more than sufficient for use with current generation detectors.

3.3.3 Catalogue comparison

Large and comprehensive catalogues of NR simulations of BBH systems have been produced

by several research groups that span a growing region of the parameter space. The largest

catalogue to date has been produced by the SXS collaboration with a total of 2018 numerical

relativity waveforms [78] generated using the SpEC code [166]. The Georgia Tech group

have released a single catalogue with 452 unique BBH waveforms from more than 600 BBH

simulations [160] and the RIT group have released several catalogues amounting to a total

of 320 simulations [147]. The properties of each of these catalogues are summarised in

Table 3.2.

In Figs. 3.4 and 3.5, the parameter space coverage of the BAM and SXS catalogues is

compared. Fig. 3.4 compares the distribution of configurations in each catalogue over the

symmetric mass ratio η and the polar angle θ2 of the spin vector on the larger black hole.

This is done for two spin magnitudes χ2 ≥ 0.4 and χ2 ≥ 0.8. The SXS catalogue has good

coverage for η < 0.15 and χ2 < 0.8 but is sparse in regions of the parameter space where

χ2 ≥ 0.8 and for low spin (0.4 ≤ χ2 < 0.8) high mass ratio waveforms (0.15 ≤ η ≤ 0.08).

Fig. 3.5 compares configuration distributions over the precessing effective-spin parameterχp

and mass ratio q. The 90% credible contours of the marginalised two dimensional posterior

distributions for the first three gravitational wave detections GW150914 [9], GW151012 [5],

and GW151226 [8] are also shown. In all cases the BAM catalogue is able fill in the gaps

where the SXS catalogue is sparse and in particular able to cover a large part of the parameter

space that is consistent with the LIGO gravitational wave detections represented by the 90%

credible contours.

The simulations in this catalogue probe high mass ratio, high spin regions of the param-

eter space that have previously been unexplored by existing numerical relativity codes. The

90% credible intervals of the current detections made with the advanced gravitational-wave

detector network observatory extend up to q = 8 despite having most support at equal mass

(see Fig. 4 in [19]) which motivates the continued exploration of a broad parameter space

with NR. Given the support for high mass ratio events from current BBH population esti-

mates and the expected ∼ 50 gravitational wave detections in the third observing run, high

mass ratio simulations are needed to build more reliable waveforms used in the parameter

estimation analysis.
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Figure 3.4: Comparison between the parameter space coverage of the SXS catalogue and the
BAM catalogue. Polar plot with radius of the symmetric mass ratio, η, and orientation as the
angle between L and S2, θ, for two different spin magnitudes, χ2 ≥ 0.4 and χ2 ≥ 0.8. The
grey scatter plots represent the SXS catalogue and the red + represents the BAM catalogue.

Catalog Simulations q range χp range χeff range

BAM 40 [1,8] [0.2,0.8] [-0.62,0.62]
Georgia Tech [160] 452 [1,15] [0,0.8] [-0.8, 0.8]
RIT (2019) [147] 320 [1,7] [0,0.42] [-0.95, 0.95]
SXS (2019) [78] 2018 [1,10] [0,0.89] [-0.97, 0.99]

Table 3.2: Table showing a comparison between 4 different numerical relativity catalogs.
The effective precession parameter is defined as χp and the effective spin parameter is
defined as χeff. The mass ratio, q, is defined m1/m2 ≥ 1∀m1,m2 where m1 is the primary
mass and m2 is the secondary mass of the BBH. The SXS (2019) and RIT (2019) rows
correspond to the SXS and RIT waveforms made available in 2019.
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Figure 3.5: Comparison between the parameter space coverage of the SXS catalogue and the
BAM catalogue. Plot with axes mass ratio and effective precession. The curves are the 90%
contours for the 2 dimensional posterior probability for GW150914 (green), GW151012
(blue) and GW151226 (black) [9, 5, 8]. In both plots the grey scatter plots represent the
SXS catalogue and the red + represents the BAM catalogue.

3.4 Discussion

In this chapter a new set of 40 NR simulations covering a very broad region of the precessing

parameter space were presented. These are already being used in the development of the next

generation of precessing phenomenological models, which will be calibrated to precessing

NR simulations for the first time. This catalogue will be made available to the wider GW

community where it will not just benefit GW models but also injection studies.

Most of the simulations contain a sufficient number of orbits for detection purposes [140,

208] with the average number of orbits across all simulations being 10.64 orbits. However

several cases with nearly anti-aligned spin which complete somewhat fewer than 10 orbits

and are good candidates for future simulations starting at larger separation. The high mass

ratio cases with large aligned spin components, for which higher starting frequencies were

used as described in Sec. 3.3.1, are short in their frequency range, and producing longer,

accurate simulations for these cases may also be useful in the future.

The amount of effective spin in all configurations is constrained because only one black

hole has spin. This is especially visible in the q = 1 and q = 2 simulations. Adding

spin to the secondary black hole is another good candidate for future simulations, however

it presents a great challenge of generating low eccentricity initial data with a systematic

placement of simulations across the full two-spin parameter space. An important precursor

question to this is to understand if certain regions of the two-spin parameter space are

excluded by traditional formation channels of BBH systems.

The accuracy of these simulations is consistent with NR accuracy for previous GW
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models [164, 186] and this catalogue will be a valuable resource for many years. However

as will be discussed in Chapter 4, third generation ground based detectors will require

significantly more accurate NR data. Advances in CPU power alone will not be sufficient

and will require more innovation to meet these future demands.
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Chapter 4

Distinguishability of PhenomD in

future detectors

4.1 Introduction

Four years of operation of the advanced gravitational wave detector network [47, 3, 30, 31]

has resulted in a wealth of data with 11 confirmed detections during the first (O1) and second

(O2) observing runs. Over this time the detectors have been continually improved. The

LIGO Hanford observatory (LHO) started O1 with an angle averaged BNS inspiral range of

∼ 80 Mpc and LIGO Livingston observatory (LLO) starting with ∼ 60 Mpc. Now LHO

operates at ∼ 110 Mpc and LLO ∼ 135 Mpc, resulting in nearly an order of magnitude

increase in sensitive volume [13].

In parallel to the improvements in the advanced detector network, great advances in

GW models have also been made. Models available at the beginning of O1 included the

(2, 2)-mode only aligned spin models [164, 261], and quadrupole order precessing spin

models [143, 242, 211] that were not calibrated to precessing NR data. Now waveform

models include many more features such as higher order and sub-dominant modes [186, 100],

advanced precession dynamics [163, 165], and even models that accurately represent smaller

subsets of the full seven dimensional precessing parameter space [273].

Accurate waveform models have helped ensure the maximum amount of information

could be extracted from the data generated by this generation of gravitational wave detectors.

This new data has been an important addition to the data streams that contribute to inferred

populations of BBHs [18], cosmology [14], and tests of fundamental physics [24]. Crucially,

accurate waveform models are required for unbiased parameter estimation of candidate

signals. Model accuracy in the context of parameter estimation (PE) will be the focus of this

chapter.

There are two classes of error that contribute to PE, statistical errors and systematics

errors. Statistical errors manifest because no signal is infinitely loud, which means that in

the Bayesian framework of GW PE there are regions rather than single point of a model’s

parameter space that have a non-zero probability of being the true signal parameters. The
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loudness of a signal is the SNR discussed in Sec. 1.7 and is related to the amount of statis-

tical uncertainty. For sufficiently loud signals the SNR has a direct inversely proportional

relationship with statistical error. Systematic errors are non-linear shifts in the statistical dis-

tributions. The main source of statistical error comes from a detectors sensitivity. Primary

sources of systematic error are inaccuracies in waveform models, degeneracies between

parameters, and observational biases. Systematic errors can also come from inaccuracies

in detector modelling, however this source of error will not be considered in this chapter.

Focusing on waveform models, when statistical errors are larger than systematic errors a

waveform model is considered accurate enough.

It is important to understand what is a sufficient accuracy for a model given a particular

detector. Improving the accuracy of models can come from improving the accuracy of

input NR waveforms, and improving the accuracy or number of physical effects that a

model includes. NR simulations are computationally expensive and may even require new

numerical techniques. Improving or adding physical effects to a model is also never trivial.

Knowing what is a sufficient accuracy for any given detector will help to best manage limited

resources towards reaching accuracy goals.

Third generation (3G) detectors will provide a significant jump in detector sensitivity.

This chapter will focus on BBH CBC events and consider the requirements that are needed for

BBH GW models to ensure the same success with extracting results from 2G observational

data continues for 3G observational data. As a consequence, requirements on numerical

relativity data to satisfy the GW model requirements will also be explored.

Early work [127, 181, 195] helped established the form of an indistinguishability criteria

that provided tools to answer the question of how accurate do waveform models need to be

for detection and subsequent parameter estimation. For the purpose of parameter estimation

these relate mismatches between two GW waveforms to expected SNRs beyond which these

two waveforms can be distinguished. More recent work [59, 94] provided more complete

criteria depending on parameter space dimensions. Several recent studies [139, 145] have

used a form of the indistinguishability criteria to continue the analysis of this criteria and of

waveform model accuracy requirements.

The indistinguishability criteria described in [59] typically underestimates the required

SNR at which waveforms will become distinguishable. A naive application of this form

of an indistinguishability criteria for the first detected GW event GW150914 [9] suggests

that biased results might have been expected from parameter estimation using current GW

models. However no evidence for systematic bias for this event has been found [10]. In

general the different forms of indistinguishability criteria provide conservative lower bounds

for distinguishable SNRs.

There are several reasons why this is the case. When considering one dimensional

posteriors from parameter estimation the true parameters of a signal can appear within the

90% confidence interval of parameters of interest such as the component masses m1 and m2

but still lie outside of the 90% confidence region of the multidimensional posterior. Only by

considering the posterior under appropriate transformations and 1D projection would this
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be revealed.

Another issue is a result of incompatible function spaces of GW models. The function

space of a GW model will in general not be the same as the true space of GW signals. This

can manifest in different ways, but typically this will mean the effectual match or fitting

factor is less than one. This means that there is a component of the true signal that cannot

be reproduced by a model.

A recent study [227] considered the NR and GW modelling communities preparedness

for 3G ground-based detectors and aimed to answer the same questions as this chapter. Their

study was based on analysing two golden binary signals generated from two hybridized NR

waveforms. Using current GW models including a precessing model they concluded that

GW models will be needed that are at least three orders of magnitude more accurate, and

NR waveforms that are one order of magnitude more accurate.

The complementary work of this chapter will aim to answer these same questions using

a different approach. Instead of considering a waveform model that includes many features

like precession that can result in mismatch calculations that are highly sensitive to parameter

changes the (2,2)-only multipole moment model IMRPhenomD [164] will be considered.

This will mean some of the extrinsic parameters such as inclination can be ignored that

were noted to have a strong influence on their results. The analysis will also be performed

using 16 NR datasets, each of which were used in the calibration of IMRPhenomD, and 2 NR

datasets that were not used in calibration. This will ensure that the results depend on the best

achievable accuracy of a GW model for particular configurations rather than highlighting

regions of parameter space at which a GW model has not yet achieved its optimal accuracy

due to lack of NR calibration.

Sec. 4.2 will review the current understanding of the indistinguishability criteria, present

a method to address the question of accuracy requirements for waveforms in the 3G era

through an injection study, and how the method will aim to mitigate as many sources of

underestimation as possible. Sec. 4.3 will present the results of the injection study and

provide a candidate strategy to meet the requirements for 3G. Finally Sec. 4.4 will address

limitations of the method when applied to more complete waveform models that incorporate

additional features such as higher modes and precession and candidate strategies to handle

these effects.

4.2 Method

Given an SNR accuracy target, by how much does a GW model mismatch error need to

improve to ensure they are indistinguishable from NR? By how much does NR mismatch

error need to improve to facilitate this? These are the motivating questions for this chapter.

Waveform model accuracy will be assessed using two methods. The first method will create

NR injections and recover them with the waveform model and identify the SNR at which

no parameter bias is observed, in other words the SNR at which the waveform model is

indistinguishable from NR in parameter estimation. The second method will evaluate a
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modified form of the indistinguishability criteria from [59] between the NR used for the

injections and the waveform model.

The answer to the waveform accuracy question will depend at least partially on the

waveform model used. For the analysis in this chapter the aligned spin, (l, |m|) = (2, 2)

model PhenomD is used. This has been the most accurate aligned spin Phenomenological

model for many years, and a keystone in the Phenom family.

Several of the parameters required to describe a BBH, as previously introduced in

Sec. 1.4, are partially degenerate with one another. This makes it impractical to infer

general results about waveform accuracy from parameter estimation, and makes for an unfair

comparison to other accuracy methods. The phenomenological and EOB model families are

still making progress towards models that fully capture the waveform morphology induced

by precessing CBC systems. Current approximate precessing models are effective for 2G

detectors but make internal dimension reduction simplifications. It has only been recently

in the surrogate models where fully precessing waveforms have been modelled. However

the parameter space coverage is still smaller than the phenomenological and EOB families.

By choosing to use an aligned spin analysis the effect of many partial degeneracies can

be mitigated and those that remain are well understood in the aligned spin subspace. The

expectation would then be that phenomenological models as accurate as PhenomD for aligned

spin BBH systems can be developed for precessing systems, and the results for this work

can be scaled to higher dimensions.

More recent waveform models have introduced features of multipole moments that are

not (l, |m|) = (2, 2). Similar to precession modelling these new multipole moments have

not yet been modelled as completely as the (l, |m|) = (2, 2) moments for broad parameter

space models of aligned spin systems. By choosing to just analyse the (l, |m|) = (2, 2)

moments there is much more control over this study, and the results are less sensitive to

small variations in model parameters.

The answers to both the waveform and NR accuracy questions will also depend on de-

tector networks, individual detector locations and their sensitivity curves. To simplify this

problem only single detector injections are performed. In combination with the choice of

(l, |m|) = (2, 2) aligned spin systems many of the parameters become completely degenerate

with one another [237], for example the sky location and distance both parameterize wave-

form amplitude. This means that the parameter space can be reduced to just 7 non-degenerate

parameters, two mass parameters m1,m2, two dimensionless aligned spins χ1, χ2, and three

extrinsic parameters, luminosity distance DL, coalescence phase φc, and coalescence time

tc.

In the rest of Sec. 4.2 each of the components that composed this analysis will be

described.
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Figure 4.1: Sensitivity curves for Advanced LIGO at design sensitivity in green and Einstein
Telescope with sensitivity option ET-B in blue and sensitivity option ET-D in red.

4.2.1 Third generation detectors

The main analysis is based on the sensitivity projections for the proposed 3G detector Einstein

Telescope. Several candidate sensitivity options exist for Einstein Telescope. The analysis

uses the ET-D sensitivity option [152] that is presented in Fig. 4.1. The Advanced LIGO

design sensitivity curve [1] and ET-B sensitivity option [151] are also plotted for reference.

The injection and parameter estimation analysis is performed using a single detector. As

such the injections and recovery will be made with only a single pair of arms of the three

proposed pairs in the ET triangle design.

The SNR distribution for high SNR events is proportional to 1/ρ4 [243]. Recent BBH

merger event projections for Einstein Telescope with the ET-B sensitivity option suggest

a point rate density of R′
c = 10 events at SNR ρc = 100 [58]. Using this information,

given a maximum number of detected BBH merger events T that are permitted parameter

estimation biases due to waveform accuracy, the SNR ρ0 can be estimated such that the

expected number of events with SNRs [ρ0,∞] is equal to T using the follow expression

ρ0 =
3

√

ρ4cR
′
c

3T
. (4.1)

As an example, for maximum numbers of biased parameter estimations T ∈ {1, 10, 100}
gives critical SNRs of (693, 321, 149) respectively. With expected detection rates of ∼ 105

events per year these are equivalent to 0.0001%, 0.001%, and 0.01% of all detections per

year will have biased estimations. The accuracy requirements placed on waveform models
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and NR will depend on the choice of acceptable numbers of biased parameter estimations.

4.2.2 Review of PhenomD

In this work the aligned spin BBH frequency domain waveform model PhenomD [159, 164]

will be used that models the (l, |m|) = (2, 2) moments. PhenomD depends on four intrinsic

parameters, the component masses m1 and m2 of each black hole, and the black holes’

dimensionless aligned spins χ1 and χ2

χi =
Si · L̂
m2

i

. (4.2)

The various components of PhenomD depend on different combinations of dimensionless

spin parameters,

χeff =
m1χ1 +m2χ2

m1 +m2
, (4.3)

χPN = χeff − 38η

113
(χ1 + χ2) , (4.4)

χ̂ =
113χPN

113− 76η
. (4.5)

Choosing an appropriate representation of the four dimensional parameter space in

which to view the parameter estimation results is important and does affect the outcome of

the analysis. Different representations of the 4D posterior data can be related by non-linear

transformations. While under certain representations the posterior data is approximately

gaussian, in others the posterior data are not. Approximately gaussian distributions are

necessary for this analysis. For the spin subspace the dimensionless spins χ1 and χ2 are

not recovered as Gaussian distributions. Any two of the dimensionless spin transformations

Eqs. (4.3-4.5) solve this issue and so the posterior data is represented using spins χeff and

χPN.

4.2.3 Numerical relativity data

For this chapter the BBH configurations that correspond to the BAM NR simulations used to

calibrate and test PhenomD [159, 164] are used. The black hole spins of all configurations are

aligned with the orbital angular momentum of their binary system. The 16 NR simulations

cover mass ratios q ∈ {2, 3, 4, 8, 10, 18} and the component BHs have aligned spins within

χi ∈ [−0.85, 0.8]. 2 NR simulations that were not used in the calibration or testing of

PhenomD are also used, q ∈ {8, 18}, χ1 = 0.8, and χ2 = 0. The analysis for these cases are

separated by a horizontal line at the bottom of Tables 4.1 and 4.2.

NR accuracy is typically calculated as the mismatch error

M(h1, h2) = 1−M(h1, h2), (4.6)
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q η χ1 χ2 χeff χPN χ̂ Mfwin,0 Mfwin,1 NNR Nhyb

2 0.222 0.50 0.50 0.50 0.43 0.50 0.00706 0.00761 27.62 2231.14
2 0.222 0.75 0.75 0.75 0.64 0.75 0.00819 0.00909 24.34 2248.45
3 0.188 -0.50 -0.50 -0.50 -0.44 -0.50 0.00677 0.00737 20.76 2547.91
4 0.160 -0.75 -0.75 -0.75 -0.67 -0.75 0.00735 0.00812 16.50 2949.33
4 0.160 -0.50 -0.50 -0.50 -0.45 -0.50 0.00744 0.00811 18.94 2978.23
4 0.160 -0.25 -0.25 -0.25 -0.22 -0.25 0.00778 0.00851 19.72 3006.41
4 0.160 0.00 0.00 0.00 0.00 0.00 0.00802 0.00870 21.79 3034.10
4 0.160 0.25 0.25 0.25 0.22 0.25 0.00825 0.00900 23.70 3061.02
4 0.160 0.50 0.50 0.50 0.45 0.50 0.00841 0.00909 26.75 3087.47
4 0.160 0.75 0.75 0.75 0.67 0.75 0.00839 0.00902 30.61 3113.25
8 0.099 -0.85 -0.85 -0.85 -0.79 -0.85 0.01034 0.01466 8.13 4729.19
10 0.083 0.00 0.00 0.00 0.00 0.00 0.01231 0.01405 13.07 5837.92
18 0.050 -0.80 0.00 -0.76 -0.74 -0.77 0.00949 0.01025 14.52 9352.37
18 0.050 -0.40 0.00 -0.38 -0.37 -0.39 0.01089 0.01184 14.97 9505.41
18 0.050 0.00 0.00 0.00 0.00 0.00 0.01394 0.01567 12.50 9654.38
18 0.050 0.40 0.00 0.38 0.37 0.39 0.01368 0.01465 22.77 9801.50

8 0.099 0.80 0.00 0.71 0.68 0.73 0.01288 0.01419 23.03 5026.81
18 0.050 0.80 0.00 0.76 0.74 0.77 0.01814 0.01971 22.83 9944.96

Table 4.1: Metadata for all NR and hybrid waveforms used in this paper. q = m1/m2

and η = q/(1 + q)2 are the mass ratio and symmetric mass ratio. The spin parameters
(χ1, χ2, χeff , χPN, χ̂) are the dimensionless spins defined by (4.3-4.5). The simulation
frequenciesMfwin,0 andMfwin,1 are the start and end frequencies used for the hybridization
window. The cycle count NNR is the number of gravitational wave cycles from the start of
the NR component of the hybrid and Nhyb are the total number of gravitational wave cycles
in the full hybrid waveform.

where the matchM is given by Eq. 4.7 and h1, h2 are two NR simulations at different quality

levels. For BAM different quality levels of simulation are distinguished by the number of

points used for each dimension of the smallest nested simulation grid.

For the set of NR simulations used in this study, NR mismatch errors are calculated by

[164] using the AdLIGO sensitivity curve. As only the cases q = 4, χ1 = χ2 = 0.75 and

q = 18, χ1 = χ2 = 0.0 have mismatch error estimates, these are used as estimates for the

mismatch error for all NR cases used in this study. For the 963 grid size simulations that are

used here, the mismatch error for both simulations is bounded above by 10−3. However this

is for low total mass and does include non-trivial contributions from the inspiral part of the

hybrid waveforms used to develop PhenomD. For a total mass of 200M that is less dependant

on the non-NR inspiral the mismatch error drops to 10−4 for the q = 4 case and 5 × 10−4

for the q = 8 case. As such, for the total mass of 300M that is used for the injections in this

chapter a reference average NR mismatch error of 10−4 will be used.

The attributes for all the cases used including derived spins given by Eqs. (4.3-4.5) and

NR gravitational wave cycles are presented in Table 4.1.
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4.2.4 Hybrid waveforms

In order to reduce the effect of the Gibbs-Wilbraham phenomenon [150] and to allow

analysis at low total mass the NR waveforms used in this work are hybridized. The time

domain waveform model SEOBNRv4 [72] is used for the inspiral component of the hybrids.

This model also depends on four intrinsic parameters (m1,m2, χ1, χ2) like PhenomD. The

hybridization procedure described in [87] and previously discussed in Sec. 1.6.4 is used in

this chapter. The frequency range over which the inspiral SEOBNRv4 waveform transitions

to the NR waveform is bounded by the frequencies Mfwin,0 and Mfwin,1 given in Table 4.1.

Mfwin,0 was chosen for each waveform such that no residual noise was present at the start

of the NR waveform, and Mfwin,1 was chosen to be 3 GW cycles after Mfwin,0.

4.2.5 Waveform match comparison

To compare waveforms the standard match M(h1, h2) is defined, as previously introduced

in Sec. 1.7.1, between two waveforms h1(t) and h2(t) given by [236]

M(h1, h2) = max
∆t,∆φ

〈

ĥ1(t−∆t)ei∆φ
∣

∣

∣
ĥ2(t)

〉

, (4.7)

〈h1|h2〉 = 4Re

ˆ fmax

fmin

h̃1(f)h̃
∗
2(f)

S(f)
df, (4.8)

ĥ =
h

√

〈h|h〉
, (4.9)

where the standard inner product 〈h1|h2〉 given by [102] is expressed in terms of the Fourier

transforms h̃1 and h̃2 of h1 and h2 and a chosen power spectral using the ET-D sensitivity

option fmin is always chosen to be 5Hz and fmax is chosen to be 2048.

4.2.6 Parameter estimation strategy

For each NR configuration an injection is made using the associated hybrid waveform into

zero noise. Each injection is made with a total mass of Mtotal = 300M⊙ and at an SNR

of ρ = 250. All injections are made into a single detector network composed of Einstein

Telescope using the ET-D sensitivity option. The injections are made directly above the

single detector with zero polarization. The binary systems are with zero inclination. While

these extrinsic parameters do change the detector response, as described in Sec. 4.2 these are

completely degenerate with luminosity and coalescence phase. As such they do not affect

the results of the analysis.

The parameter estimation results produced for this chapter have been performed using the

dynesty dynamic nested sampling package [256] as the engine for the Bayesian inference

library Bilby [55]. For more details on Bayesian inference please see Sec. 1.7.
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4.2.7 Indistinguishability criteria

To analyse waveform accuracy an indistinguishability criteria can be used which relates

the match between waveforms to a signal-to-noise ratio (SNR) at which the waveforms

will become distinguishable in a process of interest such as gravitational wave searches or

parameter estimation. The general form for this criteria was established by [127, 181, 195]

that relate differences in waveform amplitude and phase instead of the match. A commonly

used form of the criteria was established by [59] that depends on the number of intrinsic

parameters and more recently has been reconsidered by [94].

Two waveforms h1 and h2 are said to be indistinguishable as defined by [59] if they

satisfy the condition

M(h1, h2) ≥ 1− (χ2
k)

−1(p)

2ρ2
. (4.10)

(χ2
k)

−1(p) is the inverse of the cumulative distribution function of the chi-square distribution.

p is the confidence level of an associated confidence region which is considered to represent

an unbiased region of a posterior distribution. For the analysis in this chapter the number

of degrees of freedom k of the χ2 distribution is four, and the 90% confidence region is

considered to represent unbiased results. As such the inequality Eq. 4.10 may be equivalently

written as

M(h1, h2) ≥ 1− 3.89

ρ2
, (4.11)

ρ ≤
√

3.89

1−M(h1, h2)
. (4.12)

The form of the indistinguishability criteria given by Eq. 4.10 derived by considering

a signal s(t) containing a waveform h(t) plus noise n(t) and a waveform model that can

perfectly reproduce h(t). A non-zero mismatch is then purely the result of the added noise

and consequently the criteria Eq. (4.10) is violated only because of noise. Recently it has

become common for this criteria also to be used to compare two waveforms with no additive

noise. This has been found to give reasonable albeit often very strict specifications on

distinguishably.

There are two main assumptions that are violated that lead to the overly strict result. The

effectual match or fitting factor is not equal to 1 and the effectual parameters are which the

effectual match is achieved are not the same for both waveforms.

For the analysis there are three classes of waveform that are of interest. hNR are the

NR hybrid waveforms, hPhen are PhenomD waveforms evaluated at the parameters of the

associated NR and hopt which are PhenomD waveforms evaluated at the effectual parameters

between PhenomD and hNR. It will be demonstrated that in general the appropriate match

to use for the indistinguishability criteria is M(hNR, hopt).
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4.3 Results

4.3.1 Parameter estimation for NR injections

The PE results for the (ρ,Mtotal) = (250, 300M⊙) injections of sixteen NR cases used

to calibrate and validate PhenomD are presented in the posterior plots in Figs. 4.2 and 4.3.

The posterior plots visualise the one-dimensional posterior distributions for the four system

parameters (m1,m2, χeff , χPN). For most configurations there is a clear bias in at least one

of the posteriors, with the injected value lying outside the 90% confidence interval. Note

however that there are two cases, (q, χ1, χ2) = (18,−0.8, 0) and (q, χ1, χ2) = (18,−0.4, 0)

where the injected values lie within the 90% confidence interval for all 4 parameters.

For each case the SNR at which the hybrid injection would be indistinguishable is

estimated from the waveform generated withPhenomDwhen evaluated at the same parameters

of the injection. The following method is used to achieve this.

1. Calculate covariance information

The covariance information for the four dimensional posterior data in (m1,m2, χeff , χPN).

The three extrinsic parameters (DL, φc, tc) are not included in the covariance calcula-

tion as these parameters are optimised over for match calculations which are the basis

for the indistinguishability criteria that will be compared to in Sec. 4.3.2.

2. Whiten posteriors and injection parameters

The marginalised 4D posteriors and injections parameters are translated by the mean

value of the posteriors and transformed by the calculated covariance matrix to whiten

the relevant data.

3. Scale whitened posteriors to injection parameters

The whitened posterior data is scaled until the 4D 90% confidence region covers the

whitened injection parameters. A radius of 2.79 is used which is the radius of the 90%

confidence region for data distributed according to a 4D gaussian distribution. Based

on the approximate scaling of high SNR PE posteriors the scaling factor is applied

to the injection SNR of 250 to calculate the SNR at which the injection parameter is

covered.

When the 90% confidence region of the posterior covers the injection parameters the case is

considered to be indistinguishable. The calculated indistinguishable SNRs for each injection

are presented in Table.4.1 as ρpost.

Two examples of this transformation method are presented in Figs. 4.5 and 4.6. These

figures present the whitened posterior data projected onto each of the six two-dimensional

planes of the principal component space of the posterior distribution. The projections are

annotated with the 90% confidence region of the PE results and the inferred 90% confidence

region calculated by scaling the recovered 90% confidence region as described in step 3.
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Chapter 4. Distinguishability of PhenomD in future detectors

4.3.2 Comparison with indistinguishability criteria

The original form of the indistinguishability criteria Eq. 4.10 typically uses the match be-

tween two different waveforms that are supposed to represent the same physical system,

otherwise known as the faithfulness. However as already discussed in Secs. 4.1 and 4.2.7

this is likely to lead to results that are overly conservative. To address this issue the indis-

tinguishability criteria is considered using three different matches between three different

waveforms, the hybrid waveforms hhyb, hinj which are PhenomD waveforms evaluated at

the hybrid waveforms parameters, and hopt which are PhenomD waveforms evaluated at

parameters that maximise the match with the hybrid waveforms. The results for these three

matches, M(hinj, hhyb), M(hinj, hopt), and M(hhyb, hopt) for each injection are presented

in Table 4.2. The indistinguishable SNRs given by Eq. 4.12 are calculated for M(hinj, hhyb)

and M(hinj, hopt), also presented in Table 4.1 as ρinj,hyb and ρinj,opt respectively. The

results of the three distinguishable SNRs ρpost, ρinj,hyb, and ρinj,opt are also visualized in

Fig. 4.4. Figs. 4.5 and 4.6 are also annotated with the inferred 90% confidence regions for

SNRs given by ρinj,opt by scaling the 90% confidence region of the posterior data.

Fig. 4.5 visualizes the case (q, χ1, χ2) = (4, 0.25, 0.25) where ρinj,opt best agrees with

ρpost. Fig. 4.6 visualizes the case (q, χ1, χ2) = (18,−0.8, 0.0). It can be see from Figs. 4.2

and 4.3 that there is no bias in any of the mass or spin parameters in the marginalised

one-dimensional posteriors. However Fig. 4.6 clearly shows that the posterior distribution

is recovered far away from the injected parameters. This demonstrates that in general you

have to consider more than just one-dimensional posteriors in order to identify parameter

estimation biases.

Before comparing the different calculations of indistinguishable SNR in greater detail

across the parameter space of cases, a few important assumptions will be highlighted. ρpost
is considered the correct result, as it is the most robust value that is derived from the

marginalised posterior data. However it is still subject to several approximations. It is

assumed that the posterior distributions can be well approximated by normal distributions

in order to calculate ellipsoidal confidence regions. It can be seen in Figs. 4.5 and 4.6

that the projections of the whitened posterior distribution are not perfectly gaussian. As a

corollary of assuming Gaussian distributions it will also be assumed that the mean of the

posterior distributions coincide with the optimized match parameters. In practice this does

not happen both due to normality being partially violated and posterior results that may not

have completely converged. However the optimized match parameters always lie within the

20% confidence region of all cases and do not have a qualitative impact on the results of the

analysis.

For every case the original indistinguishability criteria underestimates the distinguishable

SNR. For the sixteen cases the modified criteria using M(hinj, hopt) to calculate ρinj,opt

gives a better prediction for 14 of the cases. Overall it is found that the original criteria

has a root-mean-squared relative percentage error of 39% and the modified criteria 29%. If

the two cases where the original criteria performs better are excluded, then the root-mean-
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q χ1 χ2 M(hinj, hNR) M(hinj, hopt) M(hNR, hopt) ρpost ρinj,NR ρinj,opt

2 0.50 0.50 0.9954 0.9975 0.9978 41.15 30.67 41.75
2 0.75 0.75 0.9961 0.9977 0.9984 39.51 33.51 43.61
3 -0.50 -0.50 0.9950 0.9979 0.9970 42.26 29.38 45.11
4 -0.75 -0.75 0.9944 0.9980 0.9962 45.73 27.84 46.15
4 -0.50 -0.50 0.9939 0.9982 0.9957 45.16 26.69 48.71
4 -0.25 -0.25 0.9957 0.9992 0.9965 59.95 31.73 72.54
4 0.00 0.00 0.9964 0.9993 0.9970 69.42 34.56 78.06
4 0.25 0.25 0.9968 0.9993 0.9975 75.85 37.08 76.66
4 0.50 0.50 0.9972 0.9992 0.9980 51.66 39.27 74.01
4 0.75 0.75 0.9977 0.9996 0.9983 52.64 43.79 99.28
8 -0.85 -0.85 0.9927 0.9984 0.9942 46.69 24.40 52.42
10 0.00 0.00 0.9972 0.9989 0.9984 65.34 39.60 61.75
18 -0.80 0.00 0.9854 0.9901 0.9952 18.98 17.20 20.96
18 -0.40 0.00 0.9956 0.9986 0.9970 61.62 31.49 55.43
18 0.00 0.00 0.9971 0.9986 0.9985 54.57 38.73 56.19
18 0.40 0.00 0.9956 0.9969 0.9987 79.72 31.26 37.21

8 0.80 0.00 0.9665 0.9745 0.9929 5.25 11.37 13.04
18 0.80 0.00 0.8986 0.9169 0.9840 1.90 6.54 7.22

Table 4.2: Results from NR injections at SNR ρ = 250 and total mass Mtotal = 300M⊙.
The first three columns describe the configuration of the system. M(hinj, hNR) is the match
between the hybrid injection and PhenomD at the hybrid parameters. M(hinj, hopt) is the
match between PhenomD evaluated at the hybrid parameters and PhenomD evaluated at
the hybrid-PhenomD effectual parameters. M(hNR, hopt) is the match between the hybrid
injection and PhenomD evaluated at the hybrid-PhenomD effectual parameters. ρpost is the
SNR at which the hybrid injection will be indistinguishable from PhenomD evaluated at
the injection parameters derived from scaling the SNR 250 posterior. ρinj,NR is the SNR at
which the hybrid injection and PhenomD at the hybrid parameters will be indistinguishable
according to Eq. (4.10). ρinj,opt is the SNR at which the hybrid injection and PhenomD at
the effectual parameters will be indistinguishable according to Eq. (4.10).

squared relative percentage error increases to 41% for the original criteria but drops to 17%

for the modified criteria.

Across the parameter space the original criteria predicts on average a distinguishable

SNR of 32.32, the modified criteria an average SNR of 56.87, and PE results an average

SNR of 53.14. While these results again indicate that in general the original criteria

will significantly underestimate the distinguishable SNR, there is still a broad spread of

distinguishable SNRs across the parameter space. This spread is fairly random with no clear

trend along any parameter space direction such as mass ratio or component spins.

While acknowledging these caveats, an SNR of 55 is used as a proxy for the SNR

at which PhenomD becomes distinguishable from NR. Based on this the indistinguishable

SNR will need to be improved by a factor of 2.71 in order to ensure less than 0.01% of

detections lead to unbiased parameter estimations and improve the SNR by a factor of

12.6 to reduce this to less than 0.00001% of detections. These translate to reductions in
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Figure 4.4: The three indistinguishable SNRs ordered by the indistinguishable SNR ppost
inferred from the parameter estimation results. For numerical values for each SNR please
see Table 4.1.

mismatch by a factor of 7.34 and a factor of 158.76 respectively. Because in general the

modified criteria gives more accurate predictions, this mismatch improvement applies to

the optimized match or effectualness. As such the improvements in faithfulness with NR

will need to be greater. While the effectualness can be expected to decrease approximately

linearly with the faithfulness, there is no fixed constant of proportionality between the two

when surveying the parameter space based on the results. A minimum mismatch ratio

M(hinj, hhyb)/M(hinj, hopt) is found of 1.42 and maximum of 5.23. The conclusion is

that an order of magnitude is the minimum necessary improvement in faithfulness between

GW waveform model and NR to prepare for the 3G era, however three orders of magnitude

in improvement would be the recommendation in order to ensure reliable scientific output

from observations. This level of improvement requires faithfulness better than the mismatch

error in current NR waveforms. In order to facilitate this recommendation at least one order

of magnitude improvement in NR mismatch error will be required.

4.4 Discussion

The driving objectives of this study has been to understand what improvements need to be

made to GW models in order to prepare for 3G ground based detectors, and as a result

what improvement in NR are needed to facilitate this. The main body of this study has

addressed this first objective, which concluded that three orders of magnitude improvement

in faithfulness with NR is desirable. How can this be achieved, and is it all dependant on
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improving NR and related to the second objective of how much does NR need to improve?

For simple linear regression models to approximate GWs it would be expected that

as a result of the central limit theorem that the error in regression parameters and root-

mean-square model error would decrease proportional to
√

ǫ/N where ǫ is the average NR

mismatch error [206] and N is the number of NR simulations used in the calibration of such

a model. It would be expected for model faithfulness mismatch to decrease proportional to
4
√

ǫ/N . While the computational cost of NR simulations increases as you move to higher

mass ratios, the number and quality of simulations needs to improve approximately uniformly

across the parameters space. For BAM the error ǫ decreases linearly with computational

cost. Similarly the computational cost increases linearly with the number of simulations.

This means that decreasing model error does not favour reducing data error or data quantity.

However in practice larger quantities of smaller NR simulations are easier to manage than

a small number of large simulations. As such it would be recommended to meet the NR

accuracy requirements but not seek to exceed them and from that point focus on NR quantity

over improved accuracy.

However most GW models are non-linear models. When considering the data driven

surrogate models an exponential rate of convergence with number of calibration waveforms is

observed [124], which suggests that only a reasonably sized collection of NR waveforms will

be needed to achieve the recommended waveform accuracy. As a result general asymptotic

convergence results may cease to be relevant. In general exponential convergence might

not be expected for other modelling strategies such as the multilevel regression used by the

phenomenological family, however better convergence rates than linear models might be

expected. This will very much depend on each modelling strategy and ansatz.

3G ground based detectors are still several years away from beginning construction and

even further away from operation. While this is not a recommendation to be complacent

with GW modelling, the rate of improvement in aligned spin GW models is continued

such as the IMRPhenomX family of models [221] using data of comparable accuracy used

to calibrate PhenomD, then it would be expected that the accuracy recommendations for

waveform models to be achieved before first detections are made with 3G detectors.
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Figure 4.5: Two dimensional projections of the whitened (m1,m2, χeff , χPN) posterior
data for the case (q, χ1, χ2) = (4, 0.25, 0.25). The red dashed lines are the projections of
the injection parameters under the covariance transformation of the whitening matrix. The
blue dashed lines are the transformed effectual parameters. The solid green rings are the
projections of the 90% confidence region of a 4D multivariate normal distribution. The
solid red ring is the projection of the 90% confidence scaled such that it now contains the
transformed injection parameters. The solid blue ring is the expected 90% confidence in
the whitened space inferred from the indistinguishability criteria Eq. (4.10) using the match
M(hinj, hopt).
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Figure 4.6: Two dimensional projections of the whitened (m1,m2, χeff , χPN) posterior
data for the case (q, χ1, χ2) = (18,−0.8, 0.0). The red dashed lines are the projections of
the injection parameters under the covariance transformation of the whitening matrix. The
blue dashed lines are the transformed effectual parameters. The solid green rings are the
projections of the 90% confidence region of a 4D multivariate normal distribution. The
solid red ring is the projection of the 90% confidence scaled such that it now contains the
transformed injection parameters. The solid blue ring is the expected 90% confidence in
the whitened space inferred from the indistinguishability criteria Eq. (4.10) using the match
M(hinj, hopt).
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Chapter 5

Adaptive multivariate rational fitting

In this chapter linear modelling techniques are presented, namely the greedy-multivariate-

polynomial (GMVP) and greedy-multivariate-rational (GMVR) algorithms, in which model

terms are iteratively learned with no initial guess. The description of GMVP given here is

complementary to similar algorithms used to model QNM excitation amplitudes, Aℓmn,

as present in reference [91, 183, 187]. As will be discussed, the GMVR algorithm is an

iterative approach to the (pseudo) linear modelling of multivariate rational functions, wherein

iterations of linear inversions are used to refine the ultimately non-linear model. The GMVP

and GMVR algorithms were originally presented along side fits for QNM frequencies and

mixing coefficients in [184]. The QNM data and associated fits will not be presented.

Instead the focus of this chapter will be the on greedy algorithms. However applications of

these algorithms will be discussed in Sec. 5.3.

In the rudimentary form presented here, both GMVP and GMVR are intended for use with

low noise data (e.g. the results of analytic calculations), and each employs a reverse (or

negative) greedy algorithm to counter over modelling [123, 92]. As the underlying process

for GMVP and GMVR is stepwise regression, highly correlated basis vectors (i.e. polynomial

terms) are handled via an approach given the name degree tempering. Results suggest that

the versions of GMVP and GMVR presented here may apply in instances where training data

are approximately noiseless, and an initial guess is difficult to obtain. Both algorithms are

publicly available in Python via [185].

The plan of this chapter is as follows. In Sec. 5.1, the GMVP and GMVR algorithms will

be described. In Sec. 5.2 the GMVR algorithm will be applied to a toy model to elucidate the

benefits of the algorithm. Finally in Sec. 5.3 the effectiveness of GMVP and GMVR will be

reviewed, and current and potential applications for these methods will be discussed.

5.1 Methods

Within the topic of regression, linear regression has particular advantages. Its matrix based

formulation can be computationally efficient, and it does not require initial guesses for model

parameters. Perhaps most intriguingly, the formal series expansions of smooth functions
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support linear and rational models (e.g. Padé approximants) that have application to many

datasets. With this in mind, algorithms for the linear (polynomial and rational) modelling

of scalar functions (real or complex) of many variables will be developed.

Consider a scalar function, f , of N + 1 variables sampled in j, xj = {xαj}Nα=0, then

f(xj) can be represented (possibly inaccurately) as a sum over K + 1 linearly independent

basis functions, φk(xj):

f(xj) =
K
∑

k=0

µk φk(xj) . (5.1)

The central player in Eq. (5.1) is the set of basis coefficients µk. Typically, φk(xj) are

chosen or derived to capture inherent features of f(xj). With φk(xj) assumed to be known,

the linear representation (namely Eq. (5.1)) is lastly defined the set of µk.

From here it is useful to note that Eq. (5.1) has a linear homogeneous matrix form. In

particular, defining Ujk = φk(xj), fj = f(xj) and f = U µ, implies that

µ = P f , (5.2)

where

P = (U∗U)−1
U∗ (5.3)

is the pseudo-inverse [200, 217] of U , which exists if U∗U is non-singular. Here “∗”

denotes the conjugate transpose.

Eq. (5.1), and related discussion through Eq. (5.3) illustrate the most rudimentary so-

lution to the linear modelling problem. However, there are many ways to expand upon and

refine the solution presented thus far. In the following subsections two such approaches will

be considered. First to be considered will be the general polynomial modelling of multivari-

ate scalar functions. This will encompass the GMVP algorithm. Second, the GMVP approach

will be built upon by considering models of rational functions (polynomials divided by

polynomials). To consider these two approaches in a largely automated way (i.e. where the

set of possible basis functions is known, but the select basis functions ultimately used are

learned), they will make use of the greedy algorithm approach [123, 107, 245, 212].

5.1.1 A Generic Greedy Algorithm

While often only a single model is wanted for a given dataset (e.g. some approximation of

f from numerical calculation or experiment), there are often many more modelling choices

than desired. In particular, consider the set of all possible basis functions, which will be

called the symbol space. Then the problem of determining how many, and which basis

vectors (i.e. symbols) to use is a problem of combinatoric complexity.

A well known method for finding an approximate solution to this problem is the so-called

greedy algorithm (e.g. [123, 107]), where models are iteratively construct with increasing
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number of symbols. The process begins by finding the single symbol (basis vector) that

yields the most accurate model in the sense of minimizing the least-squares error. That

encompasses the first iteration of a process in which symbols will be greedily added to

the model. In each subsequent iteration, remaining symbols are added to the model one

at a time, resulting in many trial models, each with its own representation error. The trial

model with smallest representation error is kept for the next greedy iteration. In this way,

a list of optimal model symbols is learned. This forward greedy process ends when the

model accuracy, and/or changes thereof, passes a previously specified threshold. This rough

algorithmic picture is encapsulated by Alg. 1. The very similar negative greedy algorithm

removes model symbols until representation error increases beyond a specified threshold.

Algorithm 1 A positive (forward) greedy algorithm, PGREEDY. Note that a required input,
A, is a function that takes in a list of basis symbols, and outputs an estimator of fit error
(e.g. L2 norm). In this setting, A is assumed to have access to peripheral information, such
as the training data.

Input: {λbulk = basis symbols, A = action, tol = greedy tolerance}

Define empty list of kept symbols: λkept = {}
Initialize estimator value and loop boolean: ǫlast = inf , done = False
while not done do

ǫmin = ǫlast
for λ in λbulk do

λtrial = λkept ∪ {λ} (add λ to λkept)
ǫ = A(λtrial) (action returns fit error)
if ǫ < ǫmin then

ǫmin = ǫ (store trial min)
λmin = λtrial

end if

end for

done = |ǫmin − ǫlast| < tol
if not done then

ǫlast = ǫmin

λkept = λkept ∪ λmin (update kept symbols)
end if

end while

Output: λkept (the Greedy Basis)

5.1.2 Greedy Multivariate Polynomial Fitting

The study of continuous scalar functions often centers about their Taylor series expansion.

In that instance, it is clear that any infinitely differentiable scalar function of many variables
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can be represented in terms of its derivatives by

f(x+ h) = ex·∇
′

f(x ′)|x ′=h (5.4)

≈
K
∑

k=0

1

k!
(x ·∇′)k f(x ′)|x ′=h

The implication of the second line from the first of Eq. (5.4) uses the definition of the

exponential function (i.e. its series expansion). In the second line, the equality has been

replaced by an approximation as the linear representation has been limited to K + 1 terms.

Formally, the applicability of the truncated expansion over a local region is made rigorous

by the Generalised Stone-Weierstrass Theorem [144].

These ideas are key to the perspective of GMVP. Given training data thought to be related

to a smooth multivariate function, it may, particularly on small scales, be well approximated

by a truncated series expansion in an appropriate coordinate basis.

In this setting, the uncertainty of which and how many basis terms to include makes this

a problem ripe for the application of linear modelling driven by a greedy process, namely

Eq. (5.2) and Alg. (1) .

Here, the basis symbols required by Alg. (1) are the multinomial terms in Eq. (5.4).

Each term is an element of the tensor-product of the sets of powers of each coordinate of

a chosen representation of the models domain. That is λbulk = {xd00 xd11 . . . xdNN | di ∈
{0, . . . ,K}, i ∈ {0, . . . , N}}. Note that in practice it may be useful to encode elements of

λbulk with strings representing their constituents (e.g. x0x0x1x2x2x4 could be represented

by the string “001224”). This provides a way of bijectively mapping between symbols and

numerical basis vectors.

The action, A(λtrial), required by Alg. (1) encompasses the evaluation of Eq. (5.2) to

solve for the basis coefficients, µk, and the calculation of the modelling error. An explicit

sketch of this is given by Alg. (2).

Algorithm 2 AGMVP, the action for GMVP. Model calculation given basis symbols, and output
of model error estimate.

1: Input: λtrial

2: Calculate µk via Eq. (5.2).
3: Calculate the model representation error, e.g.: ǫ = ‖Uµ − f‖/‖f‖, where ‖a‖ is the

L2 norm of a.

4: Output: ǫ

The combination of these two ideas alone results in an algorithm prone to a deficit of

stepwise methods, the algorithm may confuse correlated basis vectors (e.g. x2 may be

confused with x4). To counter this, the algorithm can incrementally increase, or temper,

the maximum allowed multinomial degree. For example, when iterating through allowed

degrees, if the current maximum degree is 3, then degree 4 terms, such as x0x1x23, will not

be considered within the space of model symbols. The degree tempering process halts when

– 89 –



5.1. Methods

increasing the maximum allowed degree has no significant effect on model representation

error. The combination of degree tempering with the greedy approach results in the GMVP

algorithm as presented in Alg. (3).

Algorithm 3 GMVP, a degree tempered stepwise algorithm for multivariate polynomial
modelling of scalar data.

1: Input: {x, f,max_degree = 6, tol}

2: Define, λbulk, the bulk symbol space, to be the set of all multinomial combinations of
basis vectors up to a predefined maximum order.

3: Define AGMVP according to Alg. (2).
4: Given max_degree, define, D, a list of allowed polynomial degrees (e.g.

{0, 1, 2, 3, 4, 5, 6})
5: for d in D do

6: Define λ
(d)
bulk as all symbols from λbulk with degree less than or equal to current

degree: λ(d)
bulk

7: Using λ
(d)
bulk, apply Alg. (1), PGREEDY, with AGMVP to get symbol subset, λ(d)

opt and

estimator val, ǫ(d)opt

8: if |ǫ(d)opt − ǫ
(d−1)
opt | < tol then

9: break

10: end if

11: end for

12: Output: λ
(d)
opt

5.1.3 Greedy Multivariate Rational Fitting

Despite the apparent universality of Eq. (5.4), there are many cases where K must be orders

of magnitude greater than 1 in order for f to be accurately represented by a polynomial. In

general, the optimal polynomial basis may not be clear, and so a more general set of ansatzes

may be of use.

Of the simplest of such ansatzes are rational functions of the form

f(x) = µ̄+ σ̄f

∑R
r=0 ar φr(x)

1−
∑V

v=1 bv φv(x)
, (5.5)

where µ̄ is the additive mean of f(x), and σ̄f is the standard deviation of f(x), and φk are

the multinomial’s basis functions considered in the previous section. Note that, in Eq. (5.5),

the sum over v does not include the constant term associated with φ0.

While it is tempting to embrace f(x) in Eq. (5.5) as a non-linear function and so resort to

non-linear modelling methods, a reformulation reveals an underlying linear structure [222].

Let,

g = (f − µ̄)/σ̄f , (5.6)
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then algebraic manipulation of Eq. (5.5) allows

g =
R
∑

r=0

ar φr(x) + g
V
∑

v=1

bv φv(x) . (5.7)

The indices are free to be relabelled such that Eq. (5.7) is manifestly linear in a single index.

At this stage, the jth samples of the domain will be explicitly considered, for example x will

be referred to as xj . These adjustments of perspective result in

gj =

R+V
∑

k=0

zk ψk(xj) , (5.8)

where

zk ≡







ak, 0 � k � R

bk, R+ 1 � k � R+ V
(5.9)

ψk(xj) ≡







φk(xj), 0 � k � R

φk(xj) gj , R+ 1 � k � R+ V
(5.10)

Recalling Eqs. (5.2) and (5.3), it follows that the coefficients of interest, ak and bk, may

be estimated according to

α = P g , (5.11)

where g ≡ (gj), P is the pseudo-inverse of the matrix whose elements are ψk(xj), and

α = (z0, z1, ...zR+V−1, zR+V ).

However, note that P depends non-trivially on g, and is therefore susceptible to noise

in the training data. Briefly consider the effect of zero-mean noise on g, e.g. g → g + n.

In this, it may be that shown that n may be entirely relegated to P . It is in this sense that

Eq. (5.11) is insufficient to generally solve for α, as P may be adversely affected by noise.

The key to robustly solving for α lies in iterative refinement [222]. Specifically, note

that Eq. (5.7) may be modified to iteratively minimize the impact of numerical noise on P .

That is, to reduce the impact of noise on P , it can be calculated using model evaluations of

g rather than the original (noisy) training data. Define g(0) = g (i.e. g is the training data),

with P = P (g (n)), then Eq. (5.11) generalizes to

α(n+1) = P (g (n)) g(0) . (5.12)

In practice, Eq. (5.12) is solved for α(n+1), and then related a
(n+1)
r and b

(n+1)
v are used to
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calculate g(n+1)
j via

g
(n+1)
j =

∑R
r=0 a

(n+1)
r φr(xj)

1 −
∑V

v=1 b
(n+1)
v φv(xj)

. (5.13)

Subsequently, g(n+1)
j is then fed back into Eq. (5.12) for further refinement. The refinement

process is to terminate when a measure of model error (e.g. the L2 norm ‖g(0) − g(n)‖)

passes a predetermined threshold. For the results presented in Sec. 5.2 the following model

representation error was used

ǫ(n) =

∣

∣

∣

∣

∣

Var
(

g(n) − g(0)
)

Var
(

g(0)
)

∣

∣

∣

∣

∣

(5.14)

where Var is the variance. This model representation error is similar to the square of the

root-mean-squared-deviation normalized by the variance of the data set.

Much as in the case of multivariate polynomial fitting, an unknown number and content

of basis symbols are left. In principle, the existence of ar and bv makes the problem

more complicated, as one might imagine optimizing over each symbol space independently.

To broach this complications, a greedy algorithm with degree tempering is again used.

However, rather than independent greedy optimizations for the numerator and denominator

bases symbols, Eq. (5.8) suggests that the appropriate labelling of symbols (e.g. numerator

or denominator) may yield an effective flattening of the supposed 2D symbol selection

problem. Put another way, rather than two simultaneous greedy optimizations over R + 1

and V symbols (with (R+1)V iterations), a single greedy process over V +R+1 symbols

is performed, where each symbol is additionally labelled as being in the numerator or

denominator.

With these conceptual tools in hand, constructing GMVR may proceed by first defining

its action, AGMVR. This is done in Alg. (4). The combination of Eq. (5.12) and Eq. (5.13),

along with PGREEDY and degree tempering, results in the GMVR algorithm as presented in

Alg. (5). Both GMVP and GMVR are publicly available on Github through the positive

repository (Ref. [185]), and may be imported in python via positive.learning.gmvpfit

and positive.learning.gmvrfit.

5.2 GMVR Toy Problem

The goal for this section is to very briefly overview the functionality of the GMVR algorithm

as implemented in [185]. While it is possible to investigate the output of GMVR with varying

hyper-parameters (such as the tolerance input to Alg. 5), this section will focus only on a

simple usage case. Similarly, GMVR as implemented in [185] involves a negative greedy

phase to counter over-modelling in cases where the aforementioned tol is too low. This

example will be restricted to a case where numerical noise is low, and the negative greedy

step does not alter the output of Alg. 5.

– 92 –



Chapter 5. Adaptive multivariate rational fitting

Algorithm 4 AGMVR, the action for GMVR. Model calculation given basis symbols, and output
of model error estimate.

1: Input: { λtrial, tol = 10−3 }

2: Let n = 0
3: Calculate α(1) via Eq. (5.12).
4: Calculate the model prediction g(1) via Eq. (5.13).
5: Calculate the model representation error ǫ(1).
6: Let done = False
7: while not done do

8: n = n+ 1
9: Calculate α(n+1) via Eq. (5.12).

10: Calculate the model prediction g(n+1) via Eq. (5.13).
11: Calculate the model representation error ǫ(n+1).
12: done = |ǫ(n) − ǫ(n+1)| < tol
13: end while

14: Output: ǫ(n)

Algorithm 5 GMVR, a degree tempered stepwise algorithm for multivariate rational modelling
of scalar data.

1: Input: {x, f,max_degree = 6, tol}

2: Define, λbulk, the bulk symbol space, to be the set of all multinomial combinations of
basis vectors up to a predefined maximum order. This is the combined symbol space
for numerator and denominator symbols.

3: Define AGMVR according to Alg. (4).
4: Given max_degree, define, D, a list of allowed polynomial degrees (e.g.

{0, 1, 2, 3, 4, 5, 6})
5: for d in D do

6: Define λ
(d)
bulk as all symbols from λbulk with degree less than or equal to current

degree: λ(d)
bulk

7: Using λ
(d)
bulk, apply Alg. (1), PGREEDY, with AGMVP to get symbol subset, λ(d)

opt and

estimator val, ǫ(d)opt

8: if |ǫ(d)opt − ǫ
(d−1)
opt | < tol then

9: break

10: end if

11: end for

12: Output: λ
(d)
opt
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Now consider the application of GMVR to a fiducial scalar function of the form,

f(x0, x1) = µ+ σ

(

a0 + a1x0 + a2x1 + a3x0x1
1 + b1 x20 + b2x21

)

+ 0.05n , (5.15)

where n is a uniform random variable on [−1, 1]. Towards easily identifying test values for

aj and bk with those recovered, it is more straightforward to distribute σ to the denominator,

yielding

f(x0, x1) = µ+
a0 + a1x0 + a2x1 + a3x0x1
1/σ + (b1/σ)x20 + (b2/σ)x21

+ 0.05n . (5.16)

Under this perspective test data generated with the parameters listed in Table 5.1 will be

considered.

To generate the test data, Eq. (5.16) is evaluated with 25 points along x0 and x1 (with

252 total points), where each is between -3 and 3. Though not a requirement of GMVR, for

simplicity of presentation, domain points are equally spaced.
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Figure 5.1: Standard summary plot for Greedy Multivariate Rational fitting algorithm (GMVR)
as implemented in [185]. (left) 3D plot of training data (black dots) and final fit (red mesh).
(center top) Same as left most panel, but in index space. (center bottom) Percent residual
error with respect to validation data (grey blocks) along with uniform (black) and gaussian
(red) fits to error. The validation data were generated in the same manner as the training
data. (top right) convergence of the L2 norm during iterative refinement. (bottom right)
Same as top right, but on log scale, where ǫ0 is the value of ǫ at the final kth iteration of
refinement.

Fig. 5.1 shows the application of GMVR to this fiducial dataset. The central bottom panel

of Fig. 5.1 displays the distribution of percentage residuals with respect to validation data

generated in the same manner as training data. A gaussian fit to the fractional residuals is

displayed for comparison. In particular, despite the uniform nature of the underlying noise

distribution, a biased fit will often have residuals that are approximately gaussian. That is

not the case here, and the uniformly random noise distribution is approximately recovered.

Moreover, when considering many noise realizations to generate validation data, the sample

noise and residuals have an average correlation of 99.46%.
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Parameter Training Value Modelled Value Difference

µ 50.0 49.9915 0.0171 %
a0 1.1 1.1374 3.4002 %
a1 0.2 0.2000 0.0000 %
a2 0.5 0.5068 1.36784 %
a3 1.0 1.0063 0.6300 %
1/σ 0.9 0.9375 4.1612 %
b1/σ 1.0 0.9941 0.5906 %
b2/σ 1.0 1.0000 0.0000 %

Table 5.1: Summary of recovered model parameters for GMVR toy problem.

The right top and bottom panels of Fig. 5.1 show the convergence of the iterative

refinement stage of Alg. (4) (i.e. its while-loop). Here it is demonstrated that GMVR

converges in a way that is approximately exponential, owing to the underlying analytic nature

of the training data. Table 5.1 demonstrates the accurate recovery of the underlying model

parameters with GMVR. Note that the initial output of GMVR contains terms in the numerator

which correspond to the addition of a constant to the overall model, thus correcting for the

difference between the offset parameter, µ, and the true, but arbitrary, mean of the dataset.

Table 5.1 presents recovered model parameters after this effect has been accounted for with

simple algebraic manipulation.

In this rudimentary example case, GMVR correctly recovers the functional form of the

input data, and accurately recovers the correct values of model parameters. But, in general,

GMVR and related techniques, having no knowledge of the underlying noise distribution, will

attempt to model minor correlations and offsets within the training data’s noise. However, the

utility of GMVR has been demonstrated in a relatively ideal usage case where the underlying

function is rational, and the training data is only weakly contaminated with noise.

5.3 Discussion

New algorithms have been developed upon previous techniques for the linear and pseudo-

linear modelling of low noise data. In particular, the GMVP algorithm performs multivariate

polynomial modelling of real and complex valued scalar functions with no inherent limitation

on the number of domain parameters. The GMVR algorithm does the same with multivariate

rational functions. When applied to the modelling of analytically computed quantities, both

algorithms perform extremely well in producing accurate and precise representations of

training data, suggesting extended applicability of GMVR and GMVP to similar problems.

Treating a toy problem with GMVR demonstrates its ability to faithfully recover underlying

model parameters for a plausible dataset. This treatment also demonstrates the convergence

of the algorithm’s greedy phase with increasing iterations, as well as the convergence of an

underlying iterative refinement phase (Eq. (5.13)).

Both GMVP and GMVR may be used to automatically determine the functional form and
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model for a given dataset that is expected to be respectively polynomial or rational. An

alternative use-strategy is to use either GMVP or GMVR to determine a fitting ansatz for

individual cases (e.g. individual QNMs as in [184]), and then use these results to develop a

single ansatz for all cases.

While GMVR and GMVP show promise in the cases shown here, in their presented rudi-

mentary form, both posses a number of limitations. If given sufficiently dense training data,

neither currently performs cross-validation. And perhaps most notably, neither method di-

rectly accounts for information about the noise distribution within the training data. As such,

the methods presented are recommended primarily for datasets where noise is very small

or negligible. Nevertheless, the GMVR toy problem demonstrates GMVR’s ability to handle

moderately noisy training data, suggesting current applicability to a variety of problems

where polynomial regression is insufficient. A recent study [246] has also demonstrated that

these methods remain very competitive with more complex approaches such as Gaussian

process regression and artificial neural networks.

Of relevance to current and future GW science, the GMVP has been used to model QNM

frequencies and GMVR has been used to model the Spherical-spheroidal harmonic mixing

coefficients [184]. In particular the new model for QNM frequencies was used in the

construction of PhenomNSBH in Chapter. 2. Beyond this thesis these QNM models have

aided (e.g. Refs.[91, 183, 186]), and are expected to continue aiding the development and

implementation of GW signal models.
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Chapter 6

Continuous integration of the LIGO

numerical relativity repository

6.1 Introduction

NR has been shown to be very useful in different areas of GW research. It has been essential

to the tuning of all the GW models used for parameter estimation of observations in the first

and second observing runs of the advanced gravitational-wave detector network (see Sec. V

in [19]). In Chapter 2 NR was used in the construction of the underlying BBH and NSBH

models. In Chapter 3 a catalogue of more NR simulations was presented with the primary

purpose to support development of future GW models. These demonstrate the significant

indirect impact NR has for end users of waveform models. There are also direct applications

NR has to the wider GW community, notably in injection studies.

Today most publicly available NR data sets are published in catalogues typically grouped

by project or research group that use a specific NR code. A data set for a single simulation

also typically contains much more information than is necessary for GW injection studies

and the relevant components have to be processed to generate injections, which requires

significant effort for GW researchers not working with NR on a day-to-day basis.

The NINJA [57] and NINJA-2 [37] projects were collaborations between many research

groups using several different NR codes to study the sensitivity of GW search and parameter

estimation algorithms. NR waveforms were contributed from each project member group.

As part of this effort, LALSuite, described in Sec. 2.1, had new modules implemented to

support the generation of GW injections from these data sets. The format for the NR data

sets used by the NINJA-2 project was published separately [82] to help focus the disparate

structures of the many NR groups producing simulations to extract GW information.

More recently this data format has been improved in several ways [241]. Improvements

have included data compression support for GW modes that was explicitly added using a

spline interpolation method [133] to enable smaller file sizes. hdf5 was also specified as

the new container format. An overhaul of the methods used to inject NR waveforms with

LALSuite also accompanied the specification. Critically the new implementation handled
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the construction of the detector response using LALSuite conventions. These improvements

now mean that NR waveforms can be used as a discrete GW approximant just like any other

GW model implemented in LALSimulation, which is the module of LALSuite where GW

models are implemented.

While this infrastructure made injection studies easier there was still a lack of NR data

appropriately formatted to be used with this infrastructure. To solve this problem a new LVC

Numerical Relativity (LVCNR) repository was established [209] that would be a central

location where NR data sets that satisfied the new NR specification [241] could be stored

for future use. This chapter provides details of the LVCNR repository.

In Sec. 6.2 several examples of using the LVCNR repository will be described. Issues

that arose in these use cases with the original LVCNR will be highlighted. In Sec. 6.3

updates to the LVCNR repository are described that improve the end user experience and

add continuous validation of candidate data sets requested to be added to the repository.

The focus of these updates is to address the issues of the first implementation of the LVCNR

repository. In Sec. 6.4 the current status of the LVCNR repository will be discussed and

how future updates to the Git version control system can be incorporated to further improve

the user experience of the LVCNR repository.

6.2 Workflow analysis

The first implementation of the LVCNR repository was a Git repository enhanced by

git-annex [149]. The git-annex extension allows for files to be managed by Git without

actually checking the files content into Git, which was beneficial for several reasons. NR

hdf5 files following the NR format specification were relativity small (typically less than

20MB) but still larger than typical files managed by Git, and they were also binary files.

Committing many such files to Git can dramatically slow down Git operations (for exam-

ple clone, checkout, and status). git-annex solves this problem by only committing

checksums and associated metadata of files managed by git-annex and then storing copies

of the content in a separate remote location for others to access. It also allowed for a subset of

files to have their contents checked out such that not all hdf5 files in the LVCNR repository

had to reside on the local storage in the working directory of a clone of the repository which

might otherwise be prohibitive to end users dues to space constraints. For reference the

current LVCNR repository is over 30GB in size.

While this first implementation of the repository solved the most immediate issues of

managing a large set of binary files with Git, issues with this implementation became apparent

over time. Some files added to the repository did not actually follow the NR specification

which meant they would not work with the injection infrastructure. git-annex also required

a separate server program along side a standard Git server which was only available on the

Cardiff Cluster at the time which was not designed to support large volumes of traffic. This

often lead to failed clone, pull and push operations when operating on the repository.

git-annex also required a new set of commands along side the standard Git commands
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to be able to manage files which did cause apprehension to commit files to the LVCNR

repository, often with months between new commits from the community.

A second implementation of the LVCNR repository was deployed for the second observ-

ing run of the LVC detectors. Considering the benefits that git-annex provided and the

issues that still had to be addressed the first part of planning a second implementation was

to understand typical use cases of the repository.

A use case is a simple software development template that can be filled in with a common

task an end user of a piece of software technology might perform. From use cases software

requirements can then be distilled knowing that the requirements enable common usage

patterns. Several key use cases of the LVCNR repository are presented in Sec. 6.2.1. Where

possible references to specific software technology should be excluded from individual use

cases to allow for more flexibility as the software requirements are designed based on all the

use cases. However one exception for the LVCNR repository was that Git had already been

chosen to be the main technology used for the second implementation as it had become the

primary version control system used by the LVC. As such the use cases presented in Sec. 6.2.1

were permitted to make explicit reference to Git and common Git workflow patterns.

6.2.1 Use cases

A primary use case is to allow NR authors to add new resources to the LVCNR repository.

Adding new resources should follow the standard fork-branch-merge workflow model already

used by many software projects.

Use case name I. Add hdf5 files

Goal in Context Add new LVCNR hdf5 simulation to the central upstream repository

Main Success Scenario Step Action

1 Commit LVCNR data to local repository clone
2 Push local commits to remote repository fork
3 Open merge request
4 Wait for files to be validated
5 Files merged into central upstream repository

Accessing LVCNR data is also critical for NR consumer end users. Often end users will

only need one data set. It should not be necessary to clone the repository to acquire one or

a small number of hdf5 data sets.

Use case name II. Get one hdf5 file

Goal in Context Get a single LVCNR hdf5 simulation from the central repository

Main Success Scenario Step Action

1 Access the LVCNR repository without a clone
2 Navigate to the target LVCNR hdf5 file
3 Download file directly
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It is assumed that if you clone the repository without making any additional configuration

to a local system that all the data committed to the repository will be downloaded to the

local machine. However it should also be possible to clone the repository and restrict which

data sets are downloaded to the local system of the end user.

Use case name III. Get many hdf5 files

Goal in Context Get many LVCNR hdf5 simulations from the central
repository without downloading all simulations

Main Success Scenario Step Action

1 Prepare system to prevent downloading of repository file
2 Clone repository without downloading any files
3 Selectively download files that are required

6.3 Solution

Based on the use cases presented in Sec. 6.2.1 a set of specification can be defined that will

satisfy the main success scenarios for all of the uses cases,

• Software development management web interface to the LVCNR repository

This will help satisfy steps 3 and 4 of use case I. Merge requests are typically performed

through web interfaces so that several developers can review candidate changes.

This will also contribute to steps 1–3 of use case II. All major web interfaces for

Git repositories enable files to be downloaded directly without having to clone the

repository.

• Binary file manager for Git beyond the core features

This will help satisfy step 1 of use case I. As discussed in Sec. 6.2 standard handling

of binary files by Git can lead to poor performance. This will also help satisfy steps

1–3 of use case III. Standard Git features do not provide the necessary functionality

to achieve use case III.

• Program to validate candidate hdf5 simulations against the specification

This will help satisfy step 4 of use case I. Validating simulation needs a consistent

method that can be repeated by many people.

• Automated instancing of computational environments to run validation

This will help satisfy step 4 of use case I. Executing validation programs manually will

not be sustainable, and should conform with standard practice of automated testing of

software programs.

For the rest of Sec. 6.3 the improvements that were made in the second implementation of

the LVCNR repository to satisfy these requirements will be discussed.
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6.3.1 Migration to LVC GitLab instance

The LVC GitLab instance was the natural choice to use as it had become the primary software

development management platform for the LVC. It includes a web interface component that

allows for access to the LVCNR repository.

6.3.2 Replace git-annex with Git LFS

There was friction for all types of end users when performing operations with git-annex.

While the appropriate choice at the time of the first implementation it was not appropriate

for the second implementation. The LVC GitLab instance also does not support git-annex.

Git Large File Support (LFS) [134] was an alternative choice. Similar to git-annex,

Git LFS replaces large files with text pointers inside Git and stores the files’ contents on

a remote server. While there is no expectation that all users would have used Git LFS

previously, it was a better supported technology than git-annex and the set of command

line operations that are needed to manage binary files with Git LFS is smaller; once a file

is tracked by Git LFS only normal Git operations are needed, for example push and pull

operations. As it was supported by GitLab this also meant that the LVC GitLab instance

also had support for Git LFS which made it an ideal replacement for git-annex.

6.3.3 Continuous validation using continuous integration infrastructure

Continuous integration (CI) is the software development practice of regularly integrating

different distributed working copies of modified software into a shared central copy. CI has

become synonymous with the instancing of computational environments to run automated

unit and integration tests of code as commits are made to software repositories before

changes are integrated. These computational instances have continually been enhanced to

make them usable for far more than code tests, for example they have been used by the LVC

to automatically compile PDF files of collaboration research papers as changes are made,

and automatically deploy builds of LALSuite as release tags are authored.

The LVC GitLab instance has a very well integrated CI framework. As such this

framework was used to perform automatic validation as commits were made on branches to

any fork of the central LVCNR repository. The python package lvcnrpy [121] was created

to perform consistent validation of simulations against the specification which could also

be used locally. Each CI instance automatically reports if new or updated hdf5 files meet

the specifications and appropriate action can then be taken to accept or reject any candidate

merge requests.

6.4 Discussion

Since the introduction of the second implementation of the LVCNR repository the number

of hdf5 data sets has tripled, now with 1047 data sets which all conform to the NR hdf5
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specification. This repository has been used as a source of data for several projects including

for the intermediate mass black hole binaries (IMBHB) NR injection study to estimate the

upper limits on IMBHB merger rates in the first and second observing runs of the Advanced

LIGO and Virgo network [22].

Fig. 6.1 presents the distribution of the properties of the simulations currently in the

repository. Overall the low mass ratio region of parameter space is covered well. However

moderate to high mass ratio and spin are still not well covered. There are several clusters

of simulations produced for targeted NR projects, in particular for GW150914 [9] and

GW170104 [12]. The repository does not yet include the simulations described in Chapter 3,

however these will be added when that work is published.

The second implementation of the LVCNR repository has been successful in its purpose

to provide easy access to a large collection of NR simulations ready to be used in GW

analysis. However there are still ways in which this repository can be improved in future

implementations.

When initially planning the second implementation LVCNR repository Git LFS was the

technology recommended by GitHub and GitLab to manage large binary files [253, 137].

However the features of the core Git program have improved since then, all uses cases

presented in Sec. 6.2.1 can now be satisfied through a combination of partial cloning and

spare checkouts which are core Git features [258, 229]. This will reduce friction for end

users by no longer requiring the installation of an additional program and not imposing the

need to use particular non-standard workflow commands to operate on the repository.

Modular validation should also be implemented. Every CI instance has to clone the entire

repository into its working directory. This means the runtime of CI jobs are dependant on

the size of the repository and not on the number of files added or modified. This will become

prohibitive as the repository grows bigger. This can be solved by decoupling the continuous

validation from the repository itself. Instead CI instances in an auxiliary repository can be

triggered by new merge requests and commits added to those merge requests, which will

provide the necessary control to only download the new or modified hdf5 files. This will

ensure use case I is still satisfied and greatly reduce the required validation time.

The focus on this implementation has been data validation, and not on data quality. One

example of data quality issues appeared during testing of the LVCNR repository. Several

data sets were manually identified to have mode data scaled incorrectly. The current system

assumes that NR authors have checked the quality of the data but future systems could

implement basic quality checks to ensure the integrity of the repository without the need to

assume data quality.

Finally, while there was a candidate implementation of a web based search interface for

the repository, this was not maintained and as such rarely used. A search interface could

be added to the repository which would increase its accessibility, however it is critical that

this be integrated in the same way as any continuous validation to ensure it remains useful

in contrast to the previous candidate search interface. These four improvements will be left

for future work.
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Figure 6.1: Distribution of the properties of the NR data sets currently committed to the
LVCNR repository.
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Web-based analysis of numerical

relativity simulations

7.1 Introduction

In Chapter 3 a comprehensive new set of NR simulations were introduced that spanned

a large portion of the precessing parameter space. This has been the largest systematic

campaign to perform BAM simulations currently conducted. Work is still continuing to

expand the catalogue of simulations.

Early on in the process of that project it became clear that there were issues around

data analysis pipelines. One example was different members of the project using different

methods to estimate eccentricity and in some extreme instance eccentricity requirements

were exceeded by an order of magnitude. In general new project members did not have

the experience to know what types of checks to perform, and experienced users had highly

curated methods that were not always compatible with the requirements of the simulation

campaign. It is critical that data analysis pipelines for large scale simulation campaigns with

multiple project members are consistent and reproducible.

These types of collaboration issues often appear in scientific research. Many systems

have been developed to solve issues like these, each with different feature sets adapted for

the problems they aim to solve. For example, Aladin Sky Atlas [76, 70] provides direct visu-

alisation of large astronomical datasets stored on servers around the world, Einstein@Home

[168, 45] uses the BIONIC system [49] to create a virtual computational grid from hundreds

of thousands of volunteered computers to search for signals from spinning neutron stars, and

the Astrophysics Simulation Collaboratory Portal [75] provides an integrated framework

to manage simulations on computational grids through a web-based interface and includes

features to monitor and visualise simulations.

In order to address this current problem a new web-based service was created called

bam-guardian to perform an analysis of a requested BAM simulation. The intention was

to create something simple enough that to repeat an analysis all that would be required is to

visit a web app and press a button. In Sec. 7.2.1 a typical workflow for performing a single
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BAM simulations will be described. Sec. 7.2.2 will consider several use cases for such a

service. In Sec. 7.3 the solution will be presented. In Sec. 7.4 ways in which the web-based

analysis service can be improved will be discussed.

7.2 Workflow analysis

7.2.1 Simulation workflow

When performing a single BAM simulation there are several different stages that have to

be executed. These include identifying initial momenta, constructing initial data, and

generating grid configurations which all have to happen before a simulation is started. Once

these resources have been prepared, the simulation is performed on a high performance

computing (HPC) system, typically under a scheduler such that the simulation needs to be

restarted every few days. If the simulation is an exploratory run to try to identify optimal

momenta then this entire process may need to be repeated several times. Several of these

component processes have been discussed in detail in Chapter 3.

A schematic representation of the full workflow for a single BAM simulation is presented

in Fig. 7.1. This includes moments during a simulation workflow where there is a need for

user choices indicated by the blue diamonds. Also indicated on the diagram by ∗ symbols

are moments during the workflow where the user may want to generate an analysis of the

simulation. In the context of this problem, an analysis of a BAM simulation is a set of

diagnostic plots that visualise the history of the simulation, dynamics that can be presented,

calculates estimates of the eccentricity, and any other diagnostic tool that is useful for a BAM

simulation.

A typical pattern is for a long running program to have diagnostic plots generated once

the program has finished. However one of the requirements identified early was to make any

analysis capable of being executed on demand and not have to wait for the simulation to finish

a cycle. There was also a desire to be able to share diagnostic plots with others so that they

could be discussed. Inspired by the results web pages generated for LALInference [275]

jobs, the intention was to create diagnostic plots that could be accessed through a web

interface. However user accessible directories from which diagnostic plots could be served

over the web did not exist on all the HPC systems BAM is currently used on. Based on these

early observations several use cases were considered.

7.2.2 Use cases

A primary used case is for users to execute programs that manipulate data over an Secure

Shell (SSH) session. This might be as simple as initiating an SSH session and executing

commands on a remote machine, or it could mean establishing a local SSH mount of remote

data for processing. The specific details of these different types of SSH based analysis have

been encapsulated in use case I.
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Use case name I. Command line interface request

Goal in Context The expected output from the CLI program is provided for the user

Main Success Scenario Step Action

1 End user initial SSH session with relevant server
2 Sever authenticates user
3 User executes CLI action
4 User observes successful program execution
5 User terminates SSH session

In many situations, the same remote machines are accessed and the same programs

are executed over and over again. This type of use case can have some, if not all of its

constituent parts executed automatically, making sure to execute parts in the order of which

parts depend on others. All of the programs in this workflow of dependent parts can be

represented as a single composite application, where the inputs to the application are the

union of all user input parameters of the constituent parts. In this representation, it does

not matter if the application is executed on a local machine or a remote machine, as long

as there is a mechanism to provide inputs. Additionally the user who provides the inputs

does not have to be responsible for managing the application. This execution pattern is the

same as a very common software architecture style called Representational State Transfer

(REST) [125]. In this context the application inputs are interpreted as the application state

which is transferred from the user to the application, the application is executed, and any

relevant information returned to the user. This is an abstract idea, but a very common

implementation of a REST application programming interface (API) is using a Hypertext

Transfer Protocol (HTTP) request. The HTTP request provides the mechanism for a user to

provide inputs to the application. A machine that serves a REST API responds to a specific

set of HTTP requests, also know as endpoints, where the application inputs are mapped to the

parameters of the HTTP request. Requests can be dispatched to the machine, which could be

local or remote, that will then execute the application, and provide results. GraceDB [179]

is an example of an application used in research settings that provides a HTTP REST API.

There are many ways that this composite application could be encapsulated, however the

prevalence of existing REST APIs outside of research settings could provide many benefits

down the line. Use case I can be elevated to use a REST API. This is presented in use case

II.

Most users will not be familiar with how to make a HTTP request with a payload of data.

However a natural step further beyond a HTTP request is to make that request through a

web interface. With a simple REST API wrapped with a web interface commonly repeated

use processes can be replaced with a single button press. A simple web request example is

presented in use case III

A use case diagram is presented in Fig. 7.2. This does not provide as much detail as the

tabular based uses cases, however it does presented a good overview of the types of specific
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Use case name II. HTTP request

Goal in Context The user receives a HTTP payload with expected output or success
confirmation that action was performed on remote server

Main Success Scenario Step Action

1 End user queries a HTTP endpoint
2 A command line interface request is made
Include::Command line interface request

3 User receives HTTP payload from server

Use case name III. Web request

Goal in Context The web interface is updated with expected output or user
receives email with links to generated resources

Main Success Scenario Step Action

1 End user triggers event in web interface
2 A HTTP request is made
Include::HTTP request

3 Web interface is updated or email sent to user

tasks that a user will want to perform based on the workflow discussed in Sec. 7.2.1. In

particular a key CLI request that would need to be handled is to generate an analysis of a

BAM simulation.

7.3 Solution

The primary actors in this system are end users who are not developers of any of these tools,

and are not required to have any specific knowledge of how the tools are implemented. While

the use cases were not intended to be informed by candidate implementations, a natural

identification of use cases formed the same hierarchy that mirrors and implementation,

command line interface tools are build, command line interface tools are exposed through

HTTP endpoints and finally HTTP endpoints are wrapped with front end web interfaces.

One of the primary implementation objectives was to minimise user installation require-

ments, and wherever possible eliminate them entirely. A second implementation objective

was to minimise the amount of time and precision required by an end user to carry out a use

case.

The final implementation presented a simple web interface to the user as displayed in

Fig. 7.3. The user would put in only the strictly necessary parameters for their simulation

that is or was running. Once that web request has been made it is stored in the users browsers

local storage so that subsequent requests can be made at a press of a button. The HTTP

request is then made the a REST server. In this case it turns out that the CI infrastructure

used in Chapter 6 also exposes a configurable REST API. Analysis programs can therefore

be deployed to the CI infrastructure and executed when requests are made. The analysis is

– 107 –



7.4. Discussion

then performed and that is sent to a separate web server for storage. An example analysis

page can be see in Fig. 7.4.A schematic representation of the full implemented solution is

presented in Fig. 7.5.

7.4 Discussion

In this chapter a web-based service for analysing BAM simulations was presented. While the

context of NR is not widely applicable to others, the software design pattern is. Modular

and distributed analysis systems can be applied in and context where data visualisation is

required.

One of the key features of bam-guardian is modularity. The dotted lines represent

physical systems. Any one of those systems can be replaced or swapped out, as long as

the lines connecting the different systems maintain a the same interface signatures, then

everything will still continue to function. For example BAM is now used on three different

systems. In order to perform analysis for simulations on any one of those systems simply

requires a remote address and SSH key pair and nothing else needs to be set up. New systems

can be added and removed as required.

This first version of the bam-guardian service has been used over 5000 times to analyse

BAM simulations. It is possible for the analysis to fail. Currently there is no way for an end

user to know if an analysis has failed, it will do so silently. Future versions should provide a

mechanism for users to check the progress of an analysis, or send an email if it fails. There

is also no interface to browse past analysis pages. Having such an interface would not only

benefit current users but future users would quickly be able to investigate past simulations.

This is also planned for future versions.
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Run EOB simulation from
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Generate grid for
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Perform simulation
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Figure 7.1: Schematic representation of a general binary black hole simulation performed
with BAM. This workflow may need to be repeated several times if a simulation requires
manual iterations of component momenta to reduce eccentricity in the quasi-circular orbits
of the binary system. Connections and blocks marked with * indicate times when simulation
analysis may be required.
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Figure 7.2: Use case diagram for a candidate for BAM data analysis service. There are
several actors, which includes end users who execute requests, and administrators and
machines who are responsible for managing and authenticating end users. Actions in light
gray are candidate features for future versions of this BAM data analysis service however
have not been implemented in the current version.
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Figure 7.3: Screen shot of the web-app interface to bam-guardian.
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Figure 7.4: Screen shot of an analysis page generated by bam-guardian.
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Figure 7.5: Schematic representation of the implemented web-based service to perform
analysis of a BAM simulation.
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