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Abstract

The efficiency of severab-tagging algorithms has been measured with two methods
using data from the ATLAS detector. The measurements aredbas a sample of jets
containing muons and are based on 5'bf data collected in 2011.

The measurements of thetag efficiency are provided in the form of jet- dependent
scale factors that correct thetagging performance in simulation to that observed in.data
Good consistency is observed between the results of the wtlhats. Thd-tag efficiency
scale factors are found to be about 10% below unity for mggfitey algorithms and operat-
ing points, but become consistent with unity for the loosgsrating points, corresponding
to the highesb-tagging efficiencies. The precision of the measurementiidpon the cal-
ibration method, tagging algorithm, operating point artelge bin. For the highest perfor-
mance MV1 tagging algorithm at an operating point corredpanto a 70%b-tag efficiency
in att sample, the total uncertainty ranges from 5% to 19%, withldhgest uncertainties
corresponding to the highept bins.



1 Introduction

The identification of jets originating frorb-quarks is an important part of the LHC physics program.
In precision measurements in the top quark sector as wetl tieisearch for the Higgs boson and new
phenomena, the suppression of background processes tiaihcpredominantly light-flavour jets using
b-tagging is of great use. It might also become critical td@aahan understanding of the flavour structure
of any new physics (e.g. Supersymmetry) revealed at the LHC.

To useb-tagging in physics analyses, the efficierggywith which a jet originating from &-quark
is tagged by @-tagging algorithm needs to be measured. Other necessscgsof information, not
discussed in this note, are the probability of mistakentgilag a jet originating from &-quark or a
light-flavour parton @-, d-, s-quark or gluong) as ab-jet, referred to as the-tag efficiency and mistag
rate respectively [1].

The b-tagging algorithms calibrated in this note @8¥Q IP3D+SV1, JetFitterCombNNJetFitter-
CombNNcandMV1 More details about SVO can be found in [1] while the IP3D+3AfH JetFitter-
CombNN algorithms are described in [2]. The JetFitterCombNhlgorithm is identical to JetFitter-
CombNN with the exception that the neural network is traiteedejectc-jets rather than light-flavour
jets. The MV1 algorithm is a neural network-based algorithat uses the output weights of IP3D, SV1
and JetFitterCombNN as inputs.

For eachb-tagging algorithm a set of operating points is defined, #asethe inclusiveb-tag effi-
ciency in a simulated sample tifevents. The operating points for which calibration resaespresented
in this note are listed in Table 1. Figure 1 shows the expeotgtbrmance of the varioustagging al-
gorithms in a simulatett sample for jets withpr > 15 GeV andn| < 2.5.

Tagging algorithm &,(%) operating point
MV1 60, 70, 75, 85
JetFitterCombNN 57, 60, 70, 80
JetFitterCombNNc 50, 55

IP3D+SV1 60, 70, 80

SVo 50

Table 1: The tagging algorithms and operating points forclitalibration results are presented in this
note.

Several methods have been developed to measuie-thg efficiency in data. This note describes
two of them, both based on an inclusive sample of jets withmsuonside. The two methods, referred to
as p’Te' andsystema@ire briefly described below. More details can be found in][1, 3

The calibration results are presented as scale factorededmthe ratio of thib-tag efficiency in data
to that in simulation:

datg/sim ﬁ’:\
& -

= (1)
Wheresgim is the fraction ofo-jets which are tagged in simulated events, with the jet flawtefined by
matching to generator level partons aa'gdta is theb-tag efficiency measured by théfe' and system8
methods as described in Sections 3 and 4. With the methodslus in this note, thé-tag efficiency
can only be derived for semileptoniigjets. The factox™?*™ derived in this sample is assumed to be
valid for all types ofb-jets. Systematic uncertainties associated with thisrapian are discussed in
Section 5.

As theb-tagging performance depends strongly on the jet momentuhrapidity, the scale factors
are derived in bins of jept and jetn. The pr bins used are 20 Ge¥ py < 30 GeV, 30 Ge\WK pr <
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Figure 1: Light-jet rejection (left) and-jet rejection (right) as a function of tHetag efficiency for the
b-tagging algorithms calibrated in this note, based on sitedkt events.

40 GeV, 40 Ge\K pr < 50 GeV, 50 GeW< pr < 60 GeV, 60 Ge\K pr < 75 GeV, 75 GeW pr <
90 GeV, 90 Ge\K pr < 110 GeV, 110 Ge\K pt < 140 GeV and 140 Ge¥ pr < 200 GeV, while the
n binsare X |n| < 0.6,06<|n| <12,12<|n| <1.8and 18 < |n| < 2.5. The data-to-simulation
scale factors do not show a strong dependence in eith@x jet |n|, and the final results only include
the subdivision in jepr.

2 Data and Simulation Samples, Object Selection

The data sample used in the analyses corresponds to apptekind flo! of 7 TeV proton-proton
collision data collected by the ATLAS experiment during 201Events were collected with triggers
that require a muon reconstructed from hits in the muon sp@etter that is spatially matched to a
calorimeter jet. In each jgir bin of the analyses, the muon-jet trigger with the lowesthegshold that
has reached the efficiency plateau is used. In the Iqwearegion (up to 60 GeV in thep’Te' analysis
and up to 75 GeV in the system8 analysis) events with at lesestjet withEr > 10 GeV at the last
trigger level are used. Starting from 60 GeV (75 GeV) ﬂf]% (system8) analysis uses events with at
least one jet wittEr > 10 GeV at the first trigger level. In the region between 110 20@ GeV, the
system8 analysis uses events with at least orterjet 20 or 30 GeV at the first trigger level. Each of the
muon-jet triggers is collecting data at a fixed rate sligh#yow 1 Hz, meaning that the low jet threshold
triggers are heavily prescaled.

The key objects fob-tagging are the reconstructed primary vertex, the caktemjets and tracks
reconstructed in the inner detector. The tracks are agedciith the calorimeter jets with a spatial
matching inAR(jet,track) [4]. The track-selection criteria depend on txagging algorithm, and are
detailed in [2, 5]. Jets are reconstructed from topologétasters [6] of energy in the calorimeter us-
ing the antik; algorithm with a distance parameter a##Q7—-9]. The jet reconstruction is done at the
electromagnetic scale and then a scale factor is appliecd&r o obtain the jet energy at the hadronic
scale. The jet energy is further corrected for the energh@huon and the average energy of the corre-
sponding neutrino in simulated events, to arrive at therjet@y scale of an inclusivie-jet sample. The



measurement of the jet energy, the current status of then@tyg scale determination and the specific
cuts used to reject jets of bad quality are described in [T@E jets are required to hayg > 20 GeV
and|n| < 2.5. Since a well-reconstructed primary vertex is importarii-tagging analyses, the number
of tracks associated to the primary vertex is required totlbesat two. To measure thetag efficiency,
the p’Te' and system8 methods make use of soft mugnrs ¥ 4 GeV) associated to jets, using a spatial
matching ofAR(jet, 1) < 0.4,

For quantities related tb- and c-jets, the analyses make use of a simulated muon-filtered QCD
jet sample, referred to as the QQDjet sample, where the events are required to have a muon with
pr > 3 GeV at generator level. The sample is generated with PYT8&I[A1], utilising the ATLAS
AUET2B LO** PYTHIA tune [12]. A total of 25.5 million eventsra simulated in four slices gi,’, the
momentum of the hard scatter process perpendicular to tima bee [11], starting fronp[ = 17 GeV.
For estimates of inclusive flavour fractions, as well as tjtians related to light-flavour jets, the analyses
make use of an inclusive QCD jet sample for which the simotatias been carried out in six slices
of p,. About 2.8 million events have been simulated persflice. To simulate the detector response,
the generated events are processed through a GEANT4 [18]ation of the ATLAS detector, and
then reconstructed and analysed in the same way as the dagasimulated geometry corresponds to
a perfectly aligned detector and the majority of the disdilgixel modules and front-end chips seen in
data are masked in the simulation. The ATLAS simulationastiructure is described in more detail in
Ref. [14].

The labeling of the flavour of a jet in simulation is done bytigdly matching the jet with generator
level partons [4]: if ab-quark is found withiMAR = \/An? + A@? < 0.3 of the jet direction, the jet is
labeled as #-jet. If no b-quark is found the procedure is repeateddauarks and-leptons. A jet for
which no such association could be made is labeled as aflayur jet.

3 The p'' Method

The number ob-jets before and after tagging can be obtained for a subsait bfjets, namely those
containing a reconstructed muon, using the variafﬁbwhich is defined as the momentum of the muon
transverse to the combined muon plus jet axis. Muons ottigipgdrom b-hadron decays have a harder
prTeI spectrum than muons & and light-flavour jets. Templates p?' are constructed fdr-, c- and light-
flavour jets separately, and these are fit tops[ﬁéspectrum of muons in jets in data to obtain the fraction
of b-jets before and after requiringtatag. To reduce the dependence on the modelling@for muons
in light-flavour jets, the heavy-flavour content in tp’é' sample is increased by requiring that there is at
least one jet in each event, other than those used ipthmeasurement, with a reconstructed secondary
vertex with a signed decay length significariger (L) > 1. The number of jets per jgir bin in the p?'
sample after this additional selection is given in Table BisTflavour-enhancement requirement is not
applied in the sample used to derive ﬂﬁ,@ template for light-flavour jets. As the templates frerand
light-flavour jets have a rather similar shape, the fit caty ogliably separate thie-jets from nonb-jets.
Therefore, the ratio of the- and light-flavour fractions is constrained in the fit to tledue observed in
simulated events, which in the pre-tagged sample rangesZrat low pt to 0.7 at highpr. This ratio is
then varied as a systematic uncertainty, as described tioBéc
Figure 2 shows examples of template fits to [if,t“édistribution in data before (left) and after (right)

b-tagging. Having obtained the flavour composition of jetstaming muons from the'® fits, theb-tag
efficiency is defined as

data _ féag‘ N .

o= 2 C @

1The impact of varying the muon association requirement kas lstudied, and the effect found to be negligible.



pr(GeV) pre-tagged)’Te' sample

20-30 44104
30-40 28988
40-50 16397
50-60 9076
60-75 36077
75-90 19257
90-110 11776
110-140 7402
140-200 3903

Table 2: The number of jets per jpt bin in data in the pre-taggegie sample.
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Figure 2: Examples of template fits to tlpéf' distribution in data before (left) and aftbrtagging by
applying the MV1 tagging algorithm at 70% efficiency (right)the 40-50 GeV bin. After applying the
MV1 tagging criteria the fittedb-fraction is 100%.

where f,, and féag are the fractions ob-jets in the pre-tagged and tagged samples of jets contginin
muons, andN and N'9 are the total number of jets in those two samples. The faCtoorrects the
efficiency for the biases introduced through differencesvben data and simulation in the modelling
of theb-hadron direction and through heavy flavour contaminatibth® prTe' template for light-flavour
jets, as described below. The efficiency measured-ets with a semileptonically decayinghadron

in data is compared to the efficiency for the same kind of jetsrnulated events to compute the data-to-
simulation scale factor defined in Eqg. 1.

Both the pre-tagged and the tagged samples are fit usingdateaplerived from all jets passing the jet
selection criteria defined in Section 2, without requirimy b-tagging criteria. Thepﬁ?' templates fob-
andc-jets are derived from the simulated Q@DLjet sample, using muons associated viittandc-jets.

It has been verified that the pre-tagged and tagged temlafees agree within statistical uncertainties.
The template for light-quark jets is derived from muons is ja a light-flavour dominated data sample.
The sample is constructed by requiring that no jet in the eigeb-tagged by the IP3D+SV1 tagging
algorithm [2], using an operating point that yieldg-#ag efficiency of approximately 80% in simulated
tt events. This requirement rejects most events contaibijegs and yields a sample dominated dy
and light-flavour jets. Thé-contamination in this sample varies between 2 and 6% dépgrmh the



pr bin. The small bias introduced in the measurement fronbtbentamination in the light-template is
corrected for in the final result.

As the pﬁ?' method is directly affected by how well thiiehadron direction and the calorimeter jet axis
are modeled in the simulation, a difference in the jet diogctesolution between data and simulation, or
e.g. an improper modelling of the angle betweenttugiark and thd-hadron in simulation would cause
the prTeI spectra in simulation and data to disagree, introducings ini the measurement. To study this
effect, an independent jet axis was formed by vectorialljirrgithe momenta of all tracks in the jet. The
difference between this track-based and the standardiroati@r-based jet axis in the azimuth angie
and the pseudorapidity, Ag(calo track) andAn (calo track), was derived in both data and simulation.
The difference between the track-based jet axis directimhthe calorimeter-based jet axis direction is
observed to be a bit larger in data than in simulation, andptaedn of the calorimeter-based jet axis in
simulation were therefore smeared such that¥pécala track) andAn (calo, track) distributions agreed
better with those from data. Smearing based on a Gaussiaibati®n with a width of 0.004 inp and
0.008 inn was found to give good agreement between data and simulatialh bins of jet pr [15].
The prTeI templates folb- andc-jets were rederived from this smeared sample, anqaﬁﬁejistribution
in data was fit using these altered templates. The efficieregsored in data is corrected for half of the
difference in the efficiency observed in the unsmeared amdnieared scenarios, and the full size of the
correction is taken as a systematic uncertainty.

4 The System8 Method

The system8nethod uses three uncorrelated selection criteria to rarsd system of eight equations
based on the number of events surviving any given subseesétbriteria. The system, which is fully
constrained, is used to solve for eight unknowns: the eff@es forb and nonb jets to pass each of
the three selection criteria, and the numbebaind nonb jets originally present in the sample. As
there are not sufficient degrees of freedom to make a comgég@ration intoq; s, d, u, g) jet flavours,
these are combined into one category and denctedh simulated events, the flavour composition of
the sample is relatively independent of @t in the range studied, while the efficiency to pass each of
the selection criteria has a strompg dependence. To avoid unphysical variations in the fittecbélav
composition of the samples, the fraction efets in the sample prior to applying the three selection
criteria is fixed to the average of thefractions from the unconstrained fit in tipg bin under study and
the two neighbouringpr bins. In the first and lagpy bins theb-fraction is left unchanged. Thetag
efficiency obtained without the constraint is taken as aesyatic uncertainty in the system8 analysis, as
described in Section 5.

The three selection criteria chosen are:

e The lifetime tagging criterion under study.
e A requirement that the muopi®' is greater than 700 MeV.

e Arequirement that the event containsapposite-jetwith pr > 10 GeV andn| < 2.5, satisfying
m— |Ag;j| < 1 whereAg; is the difference in azimuth between the opposite-sidenétie jet un-
der study. The opposite-jet is required totbagged by the presence of a reconstructed secondary
vertex with a decay length significantg¢o (L) > 1.

The primary motivation for these criteria is that inhergnliktle correlation between them is expected.
In addition, the requirement of a soft muon facilitates édfit triggering and selection of calibration

events. However, even if tagger correlations are small actare, they must be accounted for. As it
is impossible to isolate independent corresponding sasipldata, these correlations are inferred from



pr(GeV) system& sample system® sample

20-30 983148 13251
30-40 656723 11887
40-50 257678 5915
50-60 112386 2810
60-75 71282 1915
75-90 210529 6282
90-110 125733 3644
110-140 153312 4362
140-200 157013 4674

Table 3: The number of jets per jpt bin in data in the systemf andn samples.

simulated samples. The resulting system of equations canitien as follows:

n - Ny + Nel
p — P + Pel
AT — &Ny + £g' Nel
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In these equations, the superscripfe and MT denote the lifetime tagging criterion and soft muon
tagging criterion, respectively. Threand p numbers denote the size of the samples withouaOd with
(p) the application of the opposite-jet criterion; these siampre referred to as the™sample and the
“p’ sample, respectively. The events in both samples are nedjid have at least one jet containing
a muon, and it is to these jets that the lifetime tagging, safon tagging and opposite-jet criteria are
applied. The number of jets per jpt bin in the p andn samples is given in Table 3. The size of the
system8 samples differ from ttpére' pre-tagged sample due to a slight difference in the triggses and
the Agj; requirement which is not made in tig' analysis.

Finally, thecorrelation factorsa;,i = 1,...,8, are defined as:

LT7MT7n/( LT,n MT,n)

a1 =§, & & az = géT’MT’n/(géT’ngé\fT’n)

as=g /g " az=gy "/eq "

=g P/es " as=¢eg P/el" (4)
a7 _ Eé_T7MT7p/(E|b_T,p£l|3V|T,p) a8 _ £(|:_IT7MT7D/(E(|:_IT7DE(|:\I/|T7D)

A lack of correlation between two criteria thus implies thia related correlation factors are equal to
unity. The correlation factors fdr andc-jets are derived from the simulated Q@Djets sample, while
the correlation factors associated to light-flavour jetsderived from the simulated inclusive QCD jet
sample. As light-flavour jets only rarely have reconstrdateuons associated with them, the statistical
uncertainty on the correction factors would be unacceptépe if they were derived from muons
matched to light-flavour jets in simulation. Instead, a gedrparticle track, fulfilling the requirements

6



made for the inner detector track matched to reconstructedns) is chosen at random and treated
subsequently as if it was a muon. To ensure that inner deteattks model the kinematic properties of
reconstructed muons in light-flavour jets, the tracks arghted to account for ther- andn-dependent
probability that a muon reconstructed as a track in the ideégctor also gets reconstructed in the muon
system, as well as the sculpting of the muon kinematics byntilnen trigger turn-on curve. An additional
correction factor is applied to account for the probabilitsit an in-flight muon gets associated to the jet.

As system8 only includes correlation factors fband nonb-jets, thec- and light-flavour samples
have to be combined to obtain tiok correlation factors. The relative normalisation of theramand
light-flavour samples is inferred from the simulated inalasQCD sample leading to a charm-to-light
ratio in then- and p-samples which ranges from 0.6 to 1.5 depending on samplgeamg bin. The
variation of the charm fraction in the combined sample iatld as a systematic uncertainty, as discussed
in Section 5. The actual values of the correlation factopedd on the tagging algorithm, operating point
and jetpr bin. For the MV1 tagging algorithm at 70% efficiency, 95% af torrelation factors are within
15% from unity and no correlation factor is differing fromitynby more than 30%.

5 Systematic Uncertainties

The systematic uncertainties affecting m’,@ and system8 methods are common to a large extent. One
important class of common systematic uncertainties agethiddressing how well the simulation models
heavy flavour production, decays and fragmentation. Otbemeon systematic uncertainties are those
arising from the imperfect knowledge of the jet energy sealé resolution as well as the modeling of
the additional pileup interactions. The systematic umiety coming from limited simulation statistics

is almost fully uncorrelated between the two analyses tlesipe fact that they are using the same sim-
ulated samples. A systematic uncertainty which appliey tmithe p?' analysis is the heavy-flavour
contamination in thepﬁ?' light-flavour data control sample while a systematic uraiety which only
applies to the system8 analysis arises from varying the npiﬁﬂru:ut which is used as the soft muon
tagging criteria.

The systematic uncertainties on the data-to-simulatiatesiactorkS*#*™of the MV1 tagging al-
gorithm at 70% efficiency is shown in Table 4 and 5 for m@ and system8 methods respectively. The
systematic uncertainties have a positive (negative) gigimei difference between the shift in the scale
factor when applying a positive and a negative variationhef ainderlying parameter is positive (neg-
ative), i.e. ifkS™¥5™(up) — k$¥™(down) > 0 (< 0). The estimates of the systematic uncertainties,
especially in the system8 analysis, suffer from the limgdulation statistics which leads to unphysical
bin-to-bin variations in some cases. However, when the twthods are combined these irregularities
get smoothed out.

Simulation Statistics

The limited simulation statistics results in statisticalkcfuations on the'®' templates in the case of the
pte! analysis and in statistical uncertainties on the system@iedion factors in the system8 analysis.

The effect from limited template statistics in tb@' analysis is assessed through pseudo-experiments
as described in Ref. [1]. In the system8 analysis, the lianst@tistics available for the samples used to
estimate the correlation factors is accounted for usingxéna eontribution to the fix?, as described in
Ref. [3]. To estimate the contribution to the uncertaintynfrthis limited statistics, the uncertainty for
the fit without this addition is subtracted quadraticallyrr the uncertainty for the fit including it.

In addition, the limited simulation statistics propagaieah uncertainty on the denominator in the
scale factor expression, denotthulation tagging efficienciy Tables 4 and 5.



Jetpr [GeV]

20 30 40 50 60 75 90 110 140

to to to to to to to to to
Source 30 40 50 60 75 90 110 140 200
simulation statistics 2.2 2.0 14 1.8 2.7 3.4 6.0 6.0 4.7
simulation tagging efficiency 1.0 1.0 0.4 0.6 1.6 0.9 0.6 0.5 0.1
modelling ofb-production 0.5 02 <01 04 0.1 0.4 0.7 0.8 1.0
modelling ofc-production 0.1 0.3 0.1 0.2 0.2 0.4 0.2 0.6 2.5
b-hadron direction modelling 0.1 0.2 0.2 0.4 0.4 1.1 0.7 2.5 14
b-fragmentation fraction 0.1 0.5 0.1 01 <01 01 0.4 0.6 0.7
b-fragmentation function <01 01 <01 <01 <01 01 0.3 08 09
b-decay branching fractions <01 0.1 0.1 0.1 0.1 01 <01 0.1 0.3
b-decayp* spectrum -0o6 -07 -08 -09 -10 -07 -06 -04 -10
charm-light ratio 3.0 2.4 2.1 2.0 1.2 0.4 0.9 15 16.0
muon pr spectrum 01 <01 01 <01 <01 <01 02 <01 14
fake muons irb-jets <01l <01 <01 <01 <01 <01 01 -0.1 -0.2
pﬁ?' light template contamination -0.1 -0.2 -0.4 -04 -04 -0.8 -0.7 -0.7 -1.0
jet energy resolution -0.1 05 <01 02 <01 05 -0.8 1.7 0.4
jet energy scale <01 0.2 0.4 0.3 0.4 05 <01 05 0.4
semileptonic correction -05 -01 <01 -02 -02 -01 0.1 <01 -03
jet vertex fraction 2.9 0.6 0.3 0.4 0.3 0.3 0.4 0.1 0.2
pileup u reweighting 01 <01 <01 01 <01 03 0.1 0.5 1.9
scale factor for inclusive-jets 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0
total systematic 6.4 5.3 4.9 5.1 5.4 5.7 7.5 8.1 17.7
statistical 1.8 1.9 25 3.7 2.1 3.5 5.2 7.4 148

Table 4: Relative statistical and systematic uncertantie %, on the data-to-simulation scale factor

datg/sim
Ke,

from the p?' method for the MV1 tagging algorithm at 70% efficiency.



Jetpr [GeV]

20 30 40 50 60 75 90 110 140

to to to to to to to to to
Source 30 40 50 60 75 90 110 140 200
simulation statistics 5.1 2.8 2.4 55 2.2 4.7 5.4 26,5 18.8
simulation tagging efficiency | <01 <01 <01 <01 <01 0.1 0.1 0.2 0.3
modelling ofb-production <01l <01 <01 <01 <01 -03 <01 -0.8 -3.0
modelling ofc-production <01 02 -01 -01 -01 -03 -04 -03 0.4
b-hadron direction modelling| -0.6 <01 -0.3 0.9 0.1 0.4 -1.6 9.1 1.6
b-fragmentation fraction -0.3 1.0 2.1 3.9 2.3 3.4 2.4 -1.2 -8.0
b-fragmentation function 0.3 -0.1 -0.2 06 <01 -0.2 -0.1 -1.3 -5.7
b-decay branching fractions | -0.1 <01 <01 <01 <01 <01 01 <01 -7.8
b-decayp* spectrum -0.3 0.3 0.1 0.1 0.3 0.1 -0.8 0.7 -0.8
charm-light ratio -0.2 01 <01 -07 <01 -06 <01 -40 -07
pe! cut variation 0.4 0.4 0.4 0.4 04 -02 -02 -02 -02
b-fraction constraint <01 0.1 6.2 11.0 143 1.2 25 244<0.1
jet energy resolution 2.1 -1.7 -05 -40 -14 25 0.1 -85 57
jet energy scale -1.7 -1.1 1.7 15 0.5 -1.2 <01 05 1.4
jet vertex fraction -2.2 0.9 -0.2 0.1 -0.2 -0.6 0.3 -3.0 -0.5
pileup u reweighting -0.4 0.3 0.2 -0.1 0.1 0.5 0.3 9.1 5.2
scale factor for inclusivé-jets | 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0
total systematic 7.4 5.5 8.3 142 153 7.7 7.8 39.8 246
statistical 2.6 1.8 2.8 5.7 5.2 5.4 6.5 16.3 13.2

Table 5: Relative statistical and systematic uncertantie %, on the data-to-simulation
from the system8 method for the MV 1 tagging algorithm at 7@f6iency.

datg/sim
Ke,

scale factor



The systematic uncertainty arising from limited simulat&tatistics is treated as fully uncorrelated
betweenpr bins but fully correlated between ¥ and system8 analyses for a givenbin.

Modelling of b- and c-Production

As the properties of jets with twie- or c-quarks inside (originating e.g. from gluon splitting) different
from those containing only a single or c-quark, a possible mismodelling of the fraction of double-
or doublee jets in simulation has to be taken into account. Jets whicke a0 associatetb-quarks

or c-quarks are either given a weight of zero or a weight of twéefaively removing or doubling the
doubleb or doublee contribution) when constructing thg®' templates and system8 correlation factors.

b-Hadron Direction Modelling

Both the p’Te' and the system8 analyses make use of the momentum of théadsdonuon transverse to
the combined muon plus jet axis, where the muon plus jet ax@smeasure of thie-hadron direction.

A different jet direction resolution in data and simulatimould therefore affect both analyses. This is
accounted for by smearing the calorimeter jet direction 990 in @ and 0.008 im [15], as discussed

in Section 3. ThepfF' analysis corrects the measured efficiency by half of thediffice between the
efficiency obtained with the smeared and unsmeared sangpidsassigns the full size of the correction
as a systematic uncertainty while the system8 analysisthsessult in the unsmeared sample as the
central value and treats the full difference to the smeametpfe as a systematic uncertainty.

b-Quark Fragmentation

An incorrect modelling of thé-quark fragmentation in simulation can affect the momenggactrum
of the muons fronb-decays and thus alter which muons pass the selectioniarit€o investigate the
impact of fragmentation on the data-to-simulation scatmﬁathep’Te' templates and system8 correlation
factors have been rederived on a simulated sample wheleftagmentation function was reweighed so
that the average fraction of thequark energy given to the-hadron was changed by 5%.

The production fractions of the variolsflavoured hadrons have been measured both at LEP and
the Tevatron [16, 17], and the results febaryon production are only compatible at ther2evel. The
production fractions in the simulated samples used in thie @re in reasonable agreement with the
fractions as measured by LEP. A systematic uncertaintyakiated by considering the difference in the
result obtained by reweighting all of the events so that tis&idution of hadron species matches the
measured Tevatron numbers.

b-Decay

The muon momentum spectrum in txhadron restframe, denoted s directly affects the shape of the
prTeI distribution forb-jets. Uncertainties in the modelling of tipé spectrum have to be taken into account
and propagated through the analysis. THespectrum has two components, direct> 1 + X decays
and cascadb — ¢/t — u + X decays. Their branching fractions &€& (b — ¢X) = (10.69+ 0.22)%
andBF(b — ¢/t — ¢X) = (9.62+ 0.53)%, respectively [16], giving the ratiBF(b — ¢X)/BF(b —
¢/t — ¢X)=1.11+0.07, where/ denotes either a muon or an electron. This ratio of brandnaugions
has been varied within the quoted uncertainty. To invetitfae effect of variations of thp* spectra,

a weighting function has been applied to thiespectrum of muons from the direbt— u -+ X decay.
This weighting function has been derived by comparing theadip* spectrum ob — ¢+ X decays in
PYTHIA as used in the analysis with the corresponding spetimeasured in [18].
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Charm-to-Light Ratio

Both thep® and system8 methods are sensitive to the relative fractibesand light-flavour jets in the
simulation. As thepfF' templates forc- and light-flavour jets have a very similar shape, [ifﬁéfits can
become unstable if both components are allowed to varyyfieehe fit. Therefore the fits to thg}'
templates are performed with the ratio of the charm and figittions fixed to the simulated value. In
the system8 method, the ratio ofand light-flavour fractions in tha and p samples are also fixed to
their simulated values. The relative fractionscefand light-flavour jets in these samples will affect the
correction factors related to ndmjets, namelya,, as, a4 andag. In both analyses the impact of the
constrained charm-to-light ratio has been addressed lyingathe ratio up and down by a factor of two.
The charm-to-light ratio variation is one of the dominanstsynatic uncertainties in thaire' analysis,
especially in the highegty bin where theb- and c-templates start to look very similar. The system8
analysis, which is only relying on thplﬁ' cut to increase the fraction dfjets in the sample, is less
affected.

Muon pr Spectrum

The muonpr spectrum is softer in data than in simulation. To estimageeffect of this mismodelling on
the pie! distribution, thep'® analysis is repeated after reweighting the mperspectrum in simulation

to agree with that in data. The difference between the twosorements is assigned as a systematic
uncertainty.

Fake Muons inb-Jets

The p’Te' templates are obtained from the simulated Q@{®t sample where a muon wifly > 3 GeV

is required at generator level. This filter suppreds@sts containing a fake muon over those where the
muon originated from d-decay. The fraction of fake muons in this sample is theeefikely to be
lower than in data which could potentially impact tb@' b-template shapes. To address this, pﬁ?é
measurement has been repeated with the fake muon fractibwe batemplate increased by a factor of
three, which was found to have a negligible impact on the fieslt.

pﬁ-e' Light-Template Contamination

In the pﬁ?' method, the templates for light-flavour jets are obtainednfia light-flavour enriched data
sample. A measurement bias can arise flejat contamination in the light-flavour template. Tlhis
jet contamination in the light-flavour template is estingafieom simulation to be between 4% and 6%
depending on jepr bin. The bias introduced by this is corrected for in the firaiult, and the result of
a variation by 25% of thé-jet contamination is taken as systematic uncertainty.

pie! Cut Variation

The system8 analysis uses a cut on ;tﬁf‘éof the muon associated to the jet to arrive at a sample with
enhanced heavy flavour content. Tm@ cut, which is nominally placed at 700 MeV, was varied between
600 and 800 MeV, and the difference to the nominal result @it as a systematic uncertainty.

b-Fraction Constraint

The fraction ofb-jets in then sample is one of the unknowns in system8, as defined in Eg. 3. To
avoid unphysical variations in the fitted flavour compositad the samples, the fraction bfjets in the
sample prior to applying the three selection criteria isdike the average of thb-fractions from the
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unconstrained fit in thgyr bin under study and the two neighbouripg bins. In the first and laspr
bins theb-fraction is left unchanged. Thetag efficiency obtained from the fit without theefraction
constraint is taken as a systematic uncertainty in the s\a&stenalysis. As the difference between the
b-fraction obtained in the floating fit and the average usedhénconstrained fit is large for some bins
while smaller for others, this systematic uncertainty easignificantly betweepr bins.

Jet Energy Resolution

The jet energy resolution in simulation is smeared to agritk that in data [19]. As a systematic
uncertainty an additional smearing, accounting for thesttainties in the nominal smearing parameters,
has been applied.

Jet Energy Scale

A jet energy scale in simulation that is different from thatdata would bias th@r spectrum of the
simulated events used to extract qbﬁé' templates and the system8 correlation factors. The sysitema
uncertainty originating from the jet energy scale is ol#diby scaling ther of each jet in the simulation
up and down by one standard deviation, according to the taiatr of the jet energy scale [10].

Semileptonic Correction

Both the prTeI and system8 analyses measurelthiag efficiency of jets containing semileptonically de-
cayingb-hadrons. As part of the jet energy is taken by the muon andéh&ino, the jet energy scale
for such jets are different from a sample of inclush#ets. Both analyses are therefore making an extra
jet energy scale correction, to correct the jet energy tartbieisive scale. The uncertainty on this cor-
rection, which amounts to about 2%, reflects how sensitigectirrection is to the modelling difjets

in the simulation, the correlation between the correctiod theb-tag output weights and how well the
correction agrees in data and simulation. The uncertaintthe semileptonic correction is propagated
through thepff' analysis as a systematic uncertainty. Systematic sourcieh wffect both the semilep-
tonic correction and thpﬁ?' templates are varied in a correlated manner. The systentgsandoes not
account for this uncertainty, but given its small size thik lnave a negligible impact on the final result.

Jet Vertex Fraction

Jets originating from pileup interactions can be rejecteddguiring that the tracks associated to the jet
are compatible with originating from the selected primaeytex. The fraction of compatible tracks is
referred to as the Jet Vertex Fraction or JVF. Many physiedyars in ATLAS consider only jets with
a large JVF (typically above 0.75). The data-to-simulatoale factors derived only from jets with a
JVF above 0.75 is compared to those obtained without a cte@dV¥F, and the difference is treated as
a systematic uncertainty.

Pileup 4 Reweighting

During 2011, the maximum average number of interactionsbpech crossing, referred to as in-
creased from 4 to 17. Simulation studies show that the impac¢heb-tagging performance from the
change in pileup conditions during 2011 is relatively snzalinpared to the precision of thg®' and
system8 analyses. The change in light-jet rejection at fb«ay efficiency exceeds 5% only for the
tightest operating points. However, to ensure that a pidegpendence does not bias the scale-factor
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measurement, the simulation has been reweighted to regrdtiau-distribution in data. As a system-
atic uncertainty, the: values in simulation have been scaled up and down by 9% mrimevteighting,
based on the level of agreement in other variables sensitithee amount of pileup.

Scale Factor for Inclusiveb-Jets

The pﬁ?' and system8 methods can only measurdttary efficiency in data fap-jets with a semileptonic
b-hadron decay. As these jets always contain a high-momeaahtypically well-measured muon track,
whereas the hadronkejets do not, théd-tag efficiency is different for these two typestejets. However,
the calibration results in this note are to first order ingemsto this effect as they are given in the form
of data-to-simulation scale factors. As long as the sinmtaddequately models the relative differences
in b-tag efficiencies between semileptonic and hadrdriets the same data-to-simulation scale factor
is valid for both types of jets. Therefore, the data-to-datian scale factor derived as the ratio between
the semileptonid-tag efficiency in data and simulation, is assumed to be ickdrfor hadronich-jets.

To investigate the validity of this assumption, the datsitoulation scale factor was measured sepa-
rately for jets with and without muons using a high purity séerof b-jets intt dilepton events. The ratio
of the data-to-simulation scale factors in jets with anchaitt muons was found to be consistent with
unity for all tagging algorithms and operating points. Timeertainty of the measurement, which is ap-
proximately 4%, is assigned as a systematic uncertainth@nata-to-simulation scale factors obtained
with the muon-based methods.

6 Results

The b-tag efficiencies measured in data using ﬂfﬁ and system8 methods, the corresponding values
from simulation and the resulting data-to-simulation edattors for the MV1 tagging algorithm at 70%
efficiency are shown in Fig. 3 for thé?' and system8 methods. Results for other tagging algoritimis a
operating points can be found in Appendix A. Tirag efficiencies from simulation are determined by
directly applying theéb-tagging algorithms to the sample of jets labelledbdgsts (defined in Section 2).
As the sample of jets selected for tp%' and system8 measurements are different, the fractidm of
tagged jets are not necessarily equal.

The agreement in the data-to-simulation scale factorsdmrivthe two methods is very good. For this
particular tagging algorithm and operating point the edficiy in data tends to be about 5 to 10% lower
than that in simulation, leading to a data-to-simulatioalesdactors ranging between 0.9 and 0.95. In
general, the data-to-simulation scale factors can be aga$ov85 for the tightest operating points while
they are consistent with unity for the loosest operatingn{soi

7 Combination

To improve the precision of the-tag efficiency measurement, a combination of g and system8
results is performed. In each jpt bin, the best estimate of the true data-to-simulation stzai®r k

is extracted by maximising the likelihood that each measergk;, associated with a statistical uncer-
tainty 0k and a set of systematic uncertaint&ﬁqsysﬁ, originates from a Gaussian probability density
function &7;. As an example, a combination of two measurementndky,, with statistical uncertainties
ok and ok5™@ and two sources of systematic uncertainty systd syst affecting the two measure-
ments by the amount8k;”%, 3k5'*, 5k;¥*t and 5«52, is performed by maximising the following

13



> T e -~ T T T
§ 1.6 ATLAS Preliminary J’L=5 foL 3 % 1-8;ATLAS Preliminary J’L:5 o =
S rel ] S [ e Data system8 (stat 3
$ 14 o Da@py (stat) E € 16f Y (stat) 1
2 | [ Datap (stat+syst) ] o 14 == Datasystems (stat+syst) =
E 1'2; o Simulation prTE‘ (stat) B '_g 1 2i O Simulation system8 (stat) E
1~ = F ]
r 1 1 =
0.8— | C ]
, g% - 0.8j -
0.6 - - F ]
E ] 06 =
0.4F - c ]
C J 0.4 —
F MV170 - C MV170 i
020 1 v e e 1T R S T U D P T P B
20 40 60 80 100 120 140 160 180 200 20 20 40 60 80 100 120 140 160 180 200 220
Jet p_[GeV]

T JetpT[GeV]
51.6:\\\\\H\H\\_H.\\\H\\H\\H\\H\\H\H\\H: 5 2.2 T T T T =
S q5E ATLAS Preliminary J’L=5 ot 3 g FATLAS Preliminary J-L:S ft E
< 1 4i . prTel (stat) E @ 1sb ® system8 (stat) E
< ' FE 3 [ U 7
ﬁ 13 =B prTe| (stat+syst) 3 8 1.6:77 system8 (stat+syst) 3

120 5 14 =
1.1 E 1.2F =
1= = 1F =
095 E 0.8F =
0.8 = 0.6F 3
0.7 MV170 3 0.4F MV170 E
067HMH\H\MH\\HMHMHMHMHMH\HT 02’HMHMHMHMHMHMHMHMHMH\H’
’ 20 40 60 80 100 120 140 160 180 200 "0 20 40 60 80 100 120 140 160 180 200 220

Jet Pr [Gev] Jet P, [GeV]

Figure 3: Theb-tag efficiency in data and simulation (top) and the datantadlation scale factor (bot-
tom) for the MV1 tagging algorithm at 70% efficiency obtaineith the p'¢' method (left) and the
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likelihood expression:

L = rl% = G(Ke|R(14 SKPYZASYSE 4 GKYZEASYSE) K51
1=
G(K|R (1 + BK;YASYSE 1 K5 AYSE) 5KS) (5)
G(AY54)0,1) x G(AY*%|0,1)

Here, G(Ki|R (1+ SkYSASYsh - 5icYeAsyst) 5kstah with | = 1,2, are Gaussian distributions centered
at 1+ SkYSASYst 1 5k YSEAsyst with a width of k2 evaluated at poink;. The parametera /)
with j = 1,2, which control by how many standard deviations the systiernacertainty systis shifting
the central value of the Gaussian distribution, are coletldly Gaussian probability tern@(A *Ys}|0, 1)
constraining the parametex§¥s! to originate from Gaussian distributions which are cemtettezero and
have unit width.

In the combination of th@ff' and system8 resultg; andk, correspond to the scale factors measured
by the two analyses. The number of systematic uncertaiatiesunts to 21, where all but seven are in
common between the two analyses. All systematic uncetaiate treated as fully correlated acrpss
bins. The only exceptions are the systematic uncertaiatiesg from limited simulation statistics and
the systematic uncertainty from thdraction constraint in the system8 analysis which ara#¢cas fully
uncorrelated acrospr bins. The common systematic uncertainties are also tresddlly correlated
between thep'® and system8 measurements.

As the pﬁ?' and system8 analyses are using partly overlapping santplesstatistical uncertainty
is actually partially but not fully correlated. The corréden coefficients have been derived using toy
experiments in which somewhat simplified versions of mﬁ%and system8 analyses were performed.
The statistical correlation of the two analyses was fountdedelow 66% for all tagging algorithms,
operating points angy bins. The smallest correlations are observed inghbins that suffer from large
statistical uncertainties, while the largest correlagiane found for bins in the loweq¥r range where the
statistical uncertainties are smaller. There are gisbins in which the two analyses use different, but
highly prescaled, triggers, leading to a negligible catieh. The correlation of the statistical uncertainty
is accounted for in the combination by dividing it into twongponents, one which is treated as fully
correlated and the one which is treated as fully uncorreélak&e correlation of the systematic uncertainty
arising from limited simulation statistics was found to kegligible.

The result of the combination for the MV1 tagging algorithtviree 70% operating point is shown in
Fig. 4. Combined results for other tagging algorithms aneraging points can be found in Appendix A.
Note that the combined value of the scale factor in the firdtlast jetpr bins is slightly below both
input values. This is a consequence of the fact that thalidet function assumes that the systematic
uncertainties of a given origin are correlated in@llbins. A systematic uncertainty which is constrained
in the low jetpr bins can thus cause the combined scale factor in the highbins to move below or
above both inputs values and vice versa. For the taggingitdges and operating points where this
happens, the difference between the combined scale faotbthe input values is always small with
respect to the uncertainty of the measurement.

8 Conclusions

Two methods, based on a sample of jets containing muons pegreused to measure thrag efficiency

of several algorithms with 5 fit of data from the ATLAS detector. The results are expresseerins

of scale factors, correcting the efficiencies in simulateengs to those measured in data. The scale
factors measured with the two methods are consistent with etaer within uncertainties. For operating
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Figure 4: The data-to-simulation scale factor for the MV{dgiag algorithm at 70% efficiency, obtained
by combining thepff' and system8 results. The dark green band represents tisticghtincertainty of
the combined scale factor while the light green band shoevtotfal uncertainty. The data points showing
the prTe' and system8 measurements have been separated a littletladorgxis to make the plot more
readable.

points corresponding to a hiditag efficiency, the scale factors are consistent with umityile theb-
tag efficiency in data is measured to be up to 15% lower thaininlated events for operating points
corresponding to &-tag efficiency of 50 or 60%. The uncertainties on the scat¢éofa depend on
tagging algorithm and jepy. For the MV1 tagging algorithm at 70% efficiency they rangafr5% in
the intermediatgyy range to as much as 19% in the highregion.
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A Results for Additional Tagging Algorithms and Operating Points
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Figure 5: Theb-tag efficiency in data and simulation for tlné?' method (top left) and the system8
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showing thepﬁ?' and system8 measurements have been separated a littlelzdorgxis to make the plot
more readable.
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the plot more readable.
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Figure 9: Theb-tag efficiency in data and simulation for tfpiée' method (top left) and the system8
method (top right) as well as the individual and combinedadatsimulation scale factors (bottom)
for the IP3D+SV1 tagging algorithm at 70% efficiency. Thekdgreen band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable.
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Figure 10: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combinedadatsimulation scale factors (bottom)
for the IP3D+SV1 tagging algorithm at 80% efficiency. Thekdgreen band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable. For this high-efficiency operatiaigt the efficiency measured in some bins
exceeds 100%, but is still compatible with 100% within uteiaties.
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Figure 11: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combineddatsimulation scale factors (bottom) for
the JetFitterCombNN tagging algorithm at 57% efficiencye tlark green band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable.

24



> T - L o o Lt e A
£ 1 6 ATLAS Preliminary IL=5 ! A 2 L8[ATLAS Preliminary IL=5 el -
% 1 4: o Data prTe' (stat) ] E 1.6 e Data system8 (stat) =
e 3 15 o ]
E’ ' = Data prTel (stat+syst) 1 2 4 Data system8 (stat+syst) =
& 1'2; o Simulation prTel (stat) B E 1 2:* O Simulation system8 (stat) E
1- e s E
r ] 1— =
0.8j | C ]
C ﬂ—:‘;_—‘:@:’:%:’:é:‘ ] 0-85 ]
0.6 feies — F ]
F . 1 0.6— + —
04- E 04 E
0 2: JetFitterCOMBNNG60 i r JetFitterCOMBNNG60 ]
A e b b b b b b b b 10T oo b b b b b b b b b 1007
20 40 60 80 100 120 140 160 180 200 0'20 20 40 60 80 100 120 140 160 180 200 220
Jet Pr [Gev] Jetp_[GeV]
T
5 SO U L L L L L B BN B
§ | g4 systems ATLAS Preliminary _3
[t e -1 ) _
o E— P} o J-L =5fb 1 JetFitterCombNN60
‘© 1.6 combination =
P14 —
1.2 =
1= =
0.8 =
0.6 =
0.4F —
C 1 N I I R ! ! -

P IR PRI SR SRR NS T PRI
40 60 80 100 120 140 160 180 200
Jet P, [GeV]

[N)
o.

Figure 12: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combineddatsimulation scale factors (bottom) for
the JetFitterCombNN tagging algorithm at 60% efficiencye tlark green band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable.
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Figure 13: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combineddatsimulation scale factors (bottom) for
the JetFitterCombNN tagging algorithm at 70% efficiencye tlark green band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable.
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Figure 14: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combineddatsimulation scale factors (bottom) for
the JetFitterCombNN tagging algorithm at 80% efficiencye tlark green band represents the statistical
uncertainty of the combined scale factor while the lighegreand shows the total uncertainty. The data
points showing the ' and system8 measurements have been separated a littletiaoagxis to make
the plot more readable. For this high-efficiency operatiaigt the efficiency measured in some bins
exceeds 100%, but is still compatible with 100% within uteiaties.
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Figure 15: Theo-tag efficiency in data and simulation (left) and the dataitoulation scale factor (right)
for the JetFitterCombNNc tagging algorithm at 50% efficienbtained with thqo’Te' method.
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Figure 16: Theo-tag efficiency in data and simulation (left) and the dataitoulation scale factor (right)
for the JetFitterCombNNc tagging algorithm at 55% efficienbtained with thqo’Te' method.
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Figure 17: Theb-tag efficiency in data and simulation for th#' method (top left) and the system8
method (top right) as well as the individual and combineddatsimulation scale factors (bottom) for
the SVO tagging algorithm at 50% efficiency. The dark greemdb@presents the statistical uncertainty
of the combined scale factor while the light green band shihestotal uncertainty. The data points
showing thep!®' and system8 measurements have been separated a littlettadonaxis to make the plot
more readable.
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