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Abstract

The goal of high-energy nuclear physics is to characterise the phase diagram of
QCD. From calculations on the lattice, it is predicted that a crossover phase
transition takes place for baryon-number symmetric matter at a temperature
T, ~ 155 MeV. This process determines the transition from conventional nu-
clear matter to a more exotic deconfined partonic phase, known as quark-gluon
plasma (QGP). This phase, present in the early universe about 1 us after the
Big Bang, can be recreated in the laboratory via high-energy heavy-ion collisions
at the CERN Large Hadron Collider (LHC), where energy densities as high as
O(10 GeV/fm™3) are achieved. The ALICE detector at the LHC is designed to
investigate the deconfined QCD phase produced in such collisions.

As quarks and gluons cannot be directly observed, the ALICE detector is used
to measure hadronic probes carrying information on the QGP evolution. Conse-
quently, for these studies it is crucial to understand the hadronisation mechanism,
by which the fundamental QCD degrees of freedom recombine into hadrons. From
a theoretical perspective, different models are available to describe the hadroni-
sation process, most notably, the statistical hadronisation model (SHM) and the
string fragmentation model.

The particle-antiparticle balance in the production of hadrons at the LHC is af-
fected by the initial conditions of the collisions through the baryon number stop-
ping, consisting of the transport of a baryon number excess from the colliding ions
to the midrapidity regions where hadron production is measured. In addition,
the different underlying hadronisation mechanisms provide a different implemen-
tation of quantum number conservation in the hadronisation process, implying a
different rapidity correlation range among the conserved quantum numbers. This
Thesis addresses both of these topics through the extraction of chemical poten-
tials in Pb—Pb collisions at /syy = 5.02 TeV and via measurements of event-
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by-event hadron-multiplicity fluctuations in pp, p—Pb, and Pb—Pb collisions at
Vsnn = 5.02 TeV. These measurements rely on the selection of pure samples of
a wide array of light-flavour hadrons: this is achieved with the excellent tracking
and particle identification capabilities of the ALICE detector.

The chemical potentials, regulating the conservation of quantum numbers in the
grand canonical version of the SHM, are extracted from measurements of antiparticle-
to-particle yield ratios of hadrons and light nuclei. The latter, along with protons,
are sensitive probes of the baryon asymmetry of the hadron system formed in
the collisions. This measurement includes also charged pions and omega baryons,
which probe the balancing of electric charge and strangeness, respectively. The
results obtained for the baryon number and electric charge chemical potentials are
compatible with zero independently of the collision centrality, showing with un-
precedented uncertainty that a baryon-number free and electrically neutral system
is formed in Pb—Pb collisions at the LHC. These findings, which provide precise
constraint for quantum-number transport models in the TeV energy scale, are
published in Physical Review Letters [1].

Event-by-event hadron multiplicity fluctuations give insights into the hadronisa-
tion mechanisms. In this Thesis, the measurements of normalised second order
cumulant of the net-=Z* number and the Pearson correlation coefficient between
the net-=* and net-K* numbers are presented. This study, relying on the selection
of pure kaon and = samples also using machine learning techniques, is carried out
in Pb—Pb collisions and, for the first time ever, also in pp and p—Pb collisions.
The results indicate that the strange-antistrange correlation observed in data is
weaker than predicted by string fragmentation, regulated by a conservation vol-
ume for strangeness extending over about 3 units of rapidity. Additionally, the
data suggest the existence of a significant same-sign strangeness correlation, as
predicted by the SHM in the canonical ensemble approach. The obtained results
are published in Physical Review Letters [2]. Finally, the Pearson correlation be-
tween the antideuteron and the net-A numbers is determined in Pb—Pb collisions
at y/sxn = 5.02 TeV. The results of this analysis, approved as an official public
result of the ALICE Collaboration, indicate that a large conservation volume de-
termines the conservation of quantum numbers also in the processes underlying
nuclear formation.
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Chapter 1

High energy nuclear physics

High Energy Nuclear Physics (HENP) investigates the properties of strongly-
interacting systems characterised by extreme energy density and/or temperatures.
In this chapter, the fundamental concepts of HENP are discussed, from both a
theoretical and an observational perspective.

1.1 Quantum chromodynamics

The quantum field theory of strong interactions, known as Quantum Chromody-
namics (QCD) [346], is one of the building blocks of the Standard Model of particle
physics [7]. The Lagrangian density of QCD, which is described as a local non-
abelian gauge theory [8] invariant under SU(3) transformations, can be written
as:

E:

1 s j
— GGl + > q; (i — mydiy) @) (L.1)
f

where the slashed notation indicates the contraction with the Dirac’s matrices. The
first term in Eq. ((1.1)), expressed in terms of the gauge-field strength tensor,

G, = 0 A, — O,AL + gof” bCAZAi, (1.2)
with a = 1,...8, entails the free propagation and self-interaction of the gauge
field of QCD, whose quanta are called gluons. The quantity g, is the QCD strong
coupling, while fy. are the structure constants of SU(3). The second term in
Eq. (1.1) takes into account both the free propagation of matter fields, whose

quanta are called quarks, and their interaction with the gluon field. Each quark
field is characterised by both a colour index, ¢ = 1,2,3, and a flavour index,

1



2 1.1. QUANTUM CHROMODYNAMICS

f = wu,d,s,c,b,t. Different flavours are associated with different quark masses,
my. The interaction between matter and gauge fields is included in Eq. (1.1) by
means of the second term in the covariant derivative:

AN

(Dﬂ>ij = 0u0ij — 19s (?) ”Au- (1.3)
ij

The interaction is regulated by the eight generators of the fundamental represen-

tation of SU(3), expressed in terms of the 3 x 3 Gell-Mann matrices \*. QCD in-
teractions are flavour-diagonal, but enable colour exchange between quarks.

: T decay (N3LO) i
[ Y low Q2 cont. (N3LO)
03 Heavy Quarkonia (NNLO) e 7]
i HERA jets (NNLO) 4
0.05 [ e*e jets/shapes (NNLO+NLLA) —— ]
B e*e” 7% pole fit (N3LO) +e—
'y [ pp/pp jets (NLO) +=—
@ o2t pp top (NNLO) +e—
& [ pp TEEC (NNLO)
0.15 [ ]
01r e B
[ — og(mz?) = 0.1180 + 0.0009 et B
0.05 ' ' '
1 10 100 1000
August 2023

Q[GeV]

Figure 1.1: Measurements of the QCD coupling a(Q?) as a function of the energy
scale @), in various collision systems and via different processes. The orders of
QCD perturbation theory are reported in brackets. The numerical value of oy at
the Z pole is also reported [9].

Perturbation theory can be employed to compute the amplitude of QCD processes
via the power-series expansion of the amplitude itself in either g, or, similarly,
as = ¢g?/4rn, assuming g, < 1. The gluon self-interactions are responsible for
the anti-screening of the colour charge, which results in the evolution of a with
respect to the negative square of the exchanged momentum, Q? = —¢?. The

resulting dependence is written as:

a, (Q°) = s (1) (1.4)

1 2 (5 o) log (@242




1.2. QUARK-GLUON PLASMA 3

where p? is an arbitrary renormalisation scale and ny = 6 is the number of known
flavours.

The predicted dependence of oy with ()? has been tested with numerous experi-
mental measurements, as shown in Fig. [9]. The value of a,(Q?) approaches
zero for Q% > 1 GeV?. This regime, known as asymptotic freedom, is characterised
by weaker interactions among quark and gluons, hence justifying the applicability
of perturbation theory. On the contrary, in the Q% < 1 GeV? range, the coupling
rises above unity, implying the loss of predictability for the perturbative expan-
sion. These conditions determine the so-called confinement of quarks and gluons
inside colour-neutral hadrons.

1.2 Quark-gluon plasma

As a consequence of the running of a, with the energy scale, the properties of
strongly-interacting matter cannot be fully derived within the framework of per-
turbation theory. Instead, the non-perturbative regime of QCD is investigated via
lattice QCD |10} |11], which is a numerical approach based on the discretisation of
the Euclidean space-time defined through a Wick rotation, t — 7. Using the path-
integral formalism, the grand partition function of QCD is built starting from the
Lagrangian density of Eq. (L.I). The properties of strongly-interacting systems
are determined from this partition function, interpreted in a statistical-mechanical
sense, as well as from its derivatives. One of the major results of lattice QCD is
the prediction of a phase transition between the confined hadronic phase and a
deconfined phase, commonly referred to as quark gluon plasma (QGP), in analogy
with the electromagnetic plasma [12].

In a baryon-number-symmetric system, this phase transition is expected to be
a crossover with a pseudo-critical temperature T, ~ 155 MeV [13]. As shown
in Fig. [[.2) the pressure, energy and entropy densities scaled by powers of the
temperatures are characterised by a smooth evolution across the pseudo-critical
temperature region. It is worth noting that these quantities, which determine
the QCD equation of state, are consistent with those expected for an ideal gas of
hadrons and resonances below T.. Another prediction of lattice QCD is that the
spontaneously-broken chiral symmetry of QCD is restored in the phase transition.
This is quantified in terms of the chiral condensate, (%), which is expected to
reach zero values in the deconfined phase.

The applicability of lattice QCD calculation is limited to net-baryon-number den-
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16 [ =

non-int. limit

0
130 170 210 250 290 330 370

Figure 1.2: Pressure p, energy density ¢, and entropy density s, normalised to
powers of the temperature T', as a function of the temperature in LQCD at zero
net-baryon-number density. A comparison with the Hadron Resonance Gas (HRG)
model is also shown at lower temperatures .

sity, or equivalently, chemical potential u, close to zero, due to numerical insta-
bilities. As described in Ref. , beyond this range calculations rely on: Taylor
expansion extrapolation of the lattice results around p = 0; effective models of
QCD; the holographic principle. In all cases, a rich structure of the QCD phase
diagram is predicted: a schematic representation in the (u,7T") plane is shown in
Fig.[1.3] The crossover transition band is expected to extend also to i > 0 up to a
critical end point, above which a first-order phase transition is expected. The the-
oretical search of the QCD critical point location has been recently fuelled by the
experimental high-order net-proton number fluctuation measurements obtained by
the STAR Collaboration at the Relativistic Heavy Ion Colider (RHIC) [15].
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Figure 1.3: Schematic representation of the expected QCD phase diagram [16].

1.3 Heavy-ion collisions

The QCD phase transition is investigated experimentally via high-energy heavy-
ion collisions. In such processes, a large energy density (> 1 GeV /fm®) is deposited
over a volume greater than that of a nucleon (~ 1 fm?) for a relatively long time
interval (> 1072 s). The accelerator facilities able to deliver such collisions are
the LHC at CERN and the RHIC at the Brookhaven National Laboratory (BNL).
Lower energy processes are also studied at the CERN Super Proton Syncrotron
(SPS) and at the RHIC in the beam energy scan (BES). Future facilities for low-
energy heavy-ion physics include FAIR at GSI and NICA at JINR.

1.3.1 Geometry of the collision

Unlike processes involving point-like elementary particles, the observables mea-
sured in heavy-ion collisions are incluenced by the geometry of the collision. This
includes both the distribution of nucleons inside the ions and the relative position
of the ions when the interactions occur. A widely used approach to describe the
collision geometry is the Glauber model [17], which is based on the hypothesis that
nuclear collisions can be treated as an incoherent superposition of nucleon-nucleon
collisions. The trajectories of the interacting protons and neutrons, treated as in-
dependent indistinguishable elementary particles, are assumed to be unperturbed
by the interaction, according to the so-called optical limit.
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In this approach, all the computed observables are determined as a function of the
impact parameter l;, which is defined as the projection onto the plane perpendicular
to the beam direction of the vector connecting the centres of the colliding ions.
In Fig. the collision geometry is schematically shown: A and B indicate the
mass numbers of the target and projectile ions, respectively. The probability to

Projectile B Target A

a) Side View b) Beam-line View

Figure 1.4: Schematic representation of the longitudinal and transverse geometry
of an ion-ion collision. The impact parameter vector is labelled as b [17].

find a nucleon inside the nucleus A at the § coordinates in the transverse plane is
determined by the nuclear thickness function:

74(5) = [ pasizadza, (15)

where pa(§,z4) is the normalised nuclear density. The product of the thickness
functions of A and B determines the nucleon overlap probability per unit area.
This quantity is integrated to compute the nuclear overlap function

-

Tup(b) = / Tu(5)Tp(5 — b)d?s. (1.6)

The probability of n binomially distributed nucleon-nucleon interactions is deter-
mined as:

. (AB)

P(n, ) ]AB”

[ Tas®aN] [1 - Tan B

= AAB . )

NN

where oy, is the nucleon-nucleon interaction cross section. The differential nucleus-

nucleus interaction cross section is finally obtained as the probability of having at
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least one nucleon-nucleon interaction:

d2 0.A+B

A AB B . AB
?nzel = ZP (n, b) =1- [1 - TAB(b)UiliI:l]
n=1

(1.8)

In Eq. (1.8)), only the magnitude of the impact parameter vector b is considered
assuming nuclei are spherically symmetric. The total interaction cross section is
then given by the integral of Eq. ((1.8) over all possible values of b:

o0 . AB
ot B = / 27bdb {1 — [1 — TAB(b)af;}jl] } (1.9)
0

From an experimental point of view, nuclear collisions are classified according to
their centrality, i.e. to the degree of overlap between the colliding nuclei. Cen-
trality classes are defined as percentiles of the cross section reported in Eq. ,
which is experimentally correlated to observable quantities such as the particle
multiplicities.

1.3.2 Space-time evolution of a heavy-ion collision

The particle system formed in heavy-ion collisions at the LHC evolves through
multiple steps, as it is shown schematically in Fig. [18]. The approaching

(o< 1 fmic)

Y

Figure 1.5: Space-time diagram showing the space-time evolution of an ion-ion

collision .
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ion beams move at about the speed of light (7 ~ 2700 at the LHC) before the
collision takes place at t = z = 0. The overlap time of the Lorentz-contracted

colliding nuclei is extremely short: in Pb-Pb collisions at the LHC, toverap ~
0.005 fm/c.

The collision is followed by a pre-equilibrium phase (shown in grey in Fig.
in which secondary quanta are produced. An estimate of their formation time is
obtained with the uncertainty relation, AE - At ~ h, where AF is determined by
the mean transverse mass of the system, (mr), extracted from measurements of
particle multiplicities in heavy-ion collision experiments. This calculation yields
Tiorm =~ 0.1 fm/c at the LHC. Secondary quanta keep interacting until thermal
equilibrium is reached at 75 &~ 1 fm/c. At this stage, the energy density of the
system is € ~ 15 GeV/fm?: under these conditions, it is expected that decon-
fined partonic matter is present in the system. The QGP drop formed in this
way expands under the pressure gradients originating between the centre of the
system and the vacuum surrounding it. As a result of this expansion, the temper-
ature of the system decreases until the pseudo-critical temperature, T, is reached,
determining the transition from the deconfined to the hadronic phase.

Due to the system expansion and cooling, the inelastic interactions within the
hadronic phase cease, hence fixing the hadron-chemical composition of the system.
This process, called chemical freeze-out, takes place at a temperature T.;,. The Ty,
value extracted from experimental measurements of hadron yields [19] is close
to the lattice QCD estimates of T,.: this suggests that the chemical freeze-out
occurs right after the phase transition. On the other hand, the hadrons undergo
elastic interactions until T, ~ 120 MeV |20, 21| is reached, resulting in the so-
called kinetic freeze-out. The subsequent evolution is characterised by a free-
streaming expansion of the system, where the kinematic properties of hadrons are
also fixed.

1.4 Probing the QGP

The system created in heavy-ion collisions can be characterised by a set of observ-
ables classified according to the momentum transferred in the formation process
of the measured probes. Different momentum scales are related to different stages
of the system evolution, as indicated by the relation ¢ ~ 1/Q%.
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1.4.1 Hard probes

The earliest QGP probes are produced in hard processes, where @@ > 1 GeV/c.
They include both high-momentum hadrons and heavy-flavour particles. Due to
their early production, these probes cross the system throughout its full evolu-
tion.

High-Momentum Hadrons

In the Glauber picture, the production cross section of high-momentum hadrons
is expected to be proportional by the average number of binary nucleon-nucleon
collisions, (N..), to the cross section of the analogous process in nucleon-nucleon
interactions. Under the model assumptions, the nuclear modification factor, ex-

pressed as:
1 dN AA / de

Ncoll> dNNN/de’

is equal to unity for hadrons of high transverse momentum, pr. Experimentally,

Raa(pr) = < (1.10)

deviations from unity unity are observed [22, 23]. A comparison between the
measurements of Raa for light-flavoured charged hadrons both in p—Pb and in
Pb—Pb collisions is shown in Fig. taken from reference [22].

For low-pr particles it is observed that Raa < 1. This is interpreted as an effect of
the scaling of the soft-particle production rate with the number of nucleons that
participate in the collision. This quantity is determined by the impact parameter
of the collision, which is smaller than the total number of binary nucleon-nucleon
interactions [24].

In p—Pb collisions, where no phase transition is expected to occur, an increase of
R,p1, above unity is observed at pr ~ 2 — 3 GeV/c. This effect, known as Cronin
enhancement [25], stems from the increase of parton momenta before fragmentation
due to their multiple scatterings inside the target nucleus. Thus, it results from the
structure of the colliding ions rather than from the interaction with a thermalised
partonic phase. As such, the Cronin effect is classified as a cold nuclear matter
effect, similarly to the modification of parton distribution functions (PDFs) inside
nuclei [24]. In heavy-ion collisions, the measured Raa is lower than unity for
pr > 3 GeV/c, reaching a minimum at pr &~ 7 GeV /c. This is interpreted as the
result of the energy loss of partons inside the medium formed in such collisions. In
the presence of a deconfined partonic phase, the partons may loose energy both by
elastic scatterings in the QGP and via the gluon radiation mechanism, also known
as gluonstrahlung.
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Q T T T T TT1TT I T T T T TT1TT I T T T T TT1T1T I
CE%- 1.4 [ \syn = 5.02TeV, charged particles ]
- [ "bpb Pb-Pb,0-5% -
o - -
% 1.2_+AL|CE@ALICE ”‘“+ a
o | eCMS =cCMS o%ge .
[ Norm. ]

-+
—

[ ALICE |7|<0.8 (p-Pb-0.3<7_ <1.3),CMS|n|<1.0
0 1 1 IIIIIII 1 1 IIIIIII 1 1 IIIIIII
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Figure 1.6: Raa of charged hadrons in p-Pb and Pb-Pb collisions at /sy =
5.02 TeV measured by the ALICE Collaboration [23]. The ALICE measurements
are compared with the results obtained by the CMS Collaboration.

Similar Raa measurements are carried out for heavy-flavour hadrons, i.e., hadrons
containing ¢ and/or b quarks. The main difference with respect to light-flavour
hadrons is that ¢ and b quarks are produced exclusively in hard processes, as their
masses are larger than 1 GeV/c2. Consequently, energy loss effects can be observed
also at very low pr in this case. Moreover, the Raa of charm and beauty hadrons is
more sensitive to the medium properties, such as the density of gluons, compared to

the Raa of light-flavoured hadrons. An example of these measurement is described
in Ref. [26].

The energy loss in the medium is characterised also through jets, which are highly-
collimated streams of particles arising from the fragmentation of highly energetic
partons. In the vacuum, pairs of jets with opposite total transverse momenta form
as a result of the hadronisation of high-momentum ¢q pairs. This process can be
altered in the presence of a colour-deconfined medium. If the ¢q is produced close to
the surface of the system, the outward-pointing parton hadronises in the vacuum,
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- W\ — CMS,/ | cMS Experiment at LHC, GERN
/// T ~_x | Data recorded: Sun Nov 14 19:31:39 2010 CEST
_— —— —/\| Run/Event: 151076 / 1328520
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Figure 1.7: Dijet imbalance in a single Pb-Pb collision at /sy = 2.76 TeV
observed at the LHC by the CMS collaboration. The tranverse-energy deposit in
the electromagnetic calorimeter is reported on the vertical axis .

while the particles emitted by the inwards-pointing one loose energy via strong
interactions with the medium. These processes affect the angular correlations
between reconstructed high-momentum particles, resulting in the observation of
dijets with strongly suppressed subleading components. In Fig. [1.7, an example
of a Pb-Pb event recorded by the CMS Collaboration exhibiting dijet imbalance
is shown [27]. The (1, ¢) distribution of the transverse energy, Er, in the CMS
electromagnetic calorimeter exhibits an asymmetric double-peak structure. Such a
structure is determined by the emission of a pair of anticollinear jets in the event.
The lower- £+ peak corresponds to the jet that interacted with the medium, causing
the redistribution of the initial energy over a wider solid angle.

Quarkonia

A modification of the production of quarkonium states, i.e., bound states of heavy-
flavoured g pairs, is predicted inside a colour-deconfined medium . In this
environment, the attractive component of the QCD potential is screened by the
free colour charge, resulting in a similar phenomenon as the Debye screening inside
electromagnetic plasmas. A characteristic length scale evolving with the temper-
ature, called Debye length Ap, quantifies the minimum length scale at which the
QCD potential is screened. In the analysis of quarkonium states, the screening
of the potential determines the dissociation of the bound state, resulting in the
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suppression of its observed prodiction rate. Suppression effects are measured for
both charmonium (J/v¢, ¢/, xc, ...) and bottomonium (T, Y’, Y” ...) states in
heavy-ion collisions. The suppression of bottomonium states up to T” has been
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Figure 1.8: Rja of bottomonium states as a function of centrality (left) and in
intervals of pr (right) obtained from pp and Pb-Pb collision data recorded at

\/SNN = 5.02 TeV [29]

measured by the CMS Collaboration at the LHC [29]. The results, shown in
Fig. , indicate a sequential suppression across the bb spectrum.

Another effect observed at the LHC is the enhancement of charmonium production
with respect to the sequential suppression induced by the Debye screening in the
deconfined phase. This phenomenon is understood as an effect of the recombi-
nation of the thermalised charm-anticharm quark pairs existing in the deconfined
phase [30].

1.4.2 Soft probes

The bulk of the particles emitted in a heavy-ion collision is formed by soft hadrons,
which are mainly emitted in the latest stages of the system evolution. In the space-
time evolution picture described in Section [I.3.2] these probes are produced after
the formation of the deconfined phase.

Hadron multiplicities and momentum spectra

In the most head-on heavy-ion collisions at extreme energies, tens of thousands of
particles are emitted. The average abundances of the different produced hadron
species are fixed at chemical freeze-out. Among the observed species, light hadrons
such as 7% and K* mesons, as well as (anti)protonsﬂ are the most abundant [20].

!The notation “(anti)particle” is a contraction for “particle and antiparticle”.
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More massive hadrons, such as A, Z and ) hyperons, along with light (anti)nuclei,
are produced with exponentially suppressed rates for increasing masses. The
hadron-chemical composition of the system is employed to characterise the chem-
ical freeze-out, e.g., by determining Ty,. The experimental data of the yields of
light hadrons can be interpreted within the statistical hadronisation model (SHM),
as described in detail in Chapter [2|

On the other hand, the pr-differential hadron yields carry the information on
the multiparticle dynamical correlations arising from the collective expansion of
the system. In the absence of collective system dynamics, the pr spectra can
be modelled via particle emission from a static thermalised source, resulting in a
simple exponential scaling with the transverse mass, dN/dpr o exp(—mr/Tsiope)-
In heavy-ion collisions, a violation of the mr-scaling is observed. Specifically, it is
observed that the value of T,,e depends on the particle mass for pp < m:

Taope = Tfo + %mm)? (1.11)
Ty, is the thermal freeze-out temperature of the system, while (vy) is the average
transverse velocity of expansion of the system surface at the instant of thermal
freeze-out. Consequently, the observed spectra arise from the superposition of a
thermal motion and an ordered collective motion. The correlation between veloc-
ity and position within the system is known as flow. The effects of radial flow,
corresponding to the average transverse flow, can be modelled via the Blast-Wave
model [31]. The main hypothesis of the model is that the system is composed of
locally equilibrated thermal sources which are boosted in the collision rest frame.
A more realistic description can be obtained via full fledged relativistic hydrody-
namics calculations. The predictability of hydrodynamics is tested by comparing
model calculations and experimental data: as an example, the comparison car-
ried out for 7%, K*, and (anti)proton spectra is shwon in Fig. [20]. The
results shown are obtained in semicentral collisions, i.e., with a partial transverse
overlap between the colliding ions. Overall, the various hydrodynamic models re-
ported in the legend of Fig. describe the data within a ~ 20% accuracy for
pr < 2 GeV/c. Except for the EPOS [32] calculations, where the system is de-
scribed as a hydrodynamically-expanding core surrounded by a non-thermalised
corona, the purely hydrodynamical models exhibit deviations from the experimen-
tal data at higher pr. This feature, which is more prominent in more peripheral
collisions, can be understood as the onset of a non-thermal component in the
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Figure 1.9: pr spectra of charged pions, kaons and (anti)protons measured in Pb-
Pb collisions at /sy = 2.76 TeV by the ALICE Collaboration at the LHC, and in
Au-Au collisions at /sxy = 200 GeV by the PHENIX and STAR Collaborations
at the RHIC. The experimental data are compared with different hydrodynamics

models )
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hard-particle production [20].
Anisotropic Flow

The collective system expansion is also analysed as function of the azimuthal angle,
. Anisotropies in the ¢ distributions of the produced hadrons are related to the
initial system anisotropy, regulated by the collision geometry. In semicentral colli-
sions, where the colliding ions overlap only partially, an almond-shaped fireball is
formed, as shown in Fig. [[.10] The plane defined by the impact parameter vector

N/
Vol
X

Figure 1.10: Schematic representation of the formation of an anisotropic fireball
in a semicentral heavy-ion collision.

b and the direction of the colliding ions is called reaction plane. Its projection
in the transverse plane is identified by the direction W. The system anisotropy
implies that larger pressure gradients are present along the reaction plane, as this
would optimize the restoration of isotropy conditions. The imbalance of pressure
gradients determines a modification of the azimuthal distribution of particles. The
modifications of the azimuthal distributions are quantified by the Fourier coeffi-
cients, v, resulting from the expansion of the azimuth-differential yields:

% = % {1+;2vncos[n(¢—\ll)]} : (1.12)

Specifically, the v, coefficients quantify the strength of different anisotropy pat-
terns. For instance, the vy coefficient, called elliptic flow, quantifies the amount of
elliptic distorsion of the emitted particle momentum distribution.

The interactions occurring at partonic level in the first instants after the collision
drive the the initial geometric anisotropy. This, in turn, determines the momen-
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tum anisotropies observed in the experiments. For this reason, anisotropic flow
measurements are used to extract physical quantities related to interactions in-
side the QGP: for instance, both the shear viscosity, 1, and the thermalisation
time scale of QGP are determined from flow measurements [33]. The obtained
results indicate that the QGP hydrodynamics resembles that of a perfect fluid,
though residual interactions cannot be neglected in this system. Indeed, the flow
harmonics observed both at the RHIC and at the LHC agree with hydrodynamic
calculations assuming an early-thermalised strongly-coupled QGP [33-35]



Chapter 2

Light-flavour hadron production
in hadronic and heavy-ion
collisions

The observables measured in this Thesis probe one of the most fundamental aspects
of the hadron production process, namely, the conservation of quantum numbers.
Specifically, the precise measurement of the antimatter-to-matter imbalance in
heavy-ion collisions (Chapter [5)) provides insights into the the baryon-quantum-
number transport from the initial colliding nuclei to the final state system. This
measurement, besides being interesting per se, is also the corner stone to carry out
measurements of the fluctuation of particle yields on a collision-by-collision basis
(Chapter [6). The event-by-event observables are sensitive to how the quantum
numbers carried by hadrons are correlated. This directly stems from the prop-
erties of quantum number conservation in the underlying hadronisation mecha-
nism.

The hadronisation process determines the transition from the elementary degrees
of freedom of QCD, i.e. quarks and gluons, to hadrons. This process involves
the non-perturbative and multi-body dynamics of quarks and gluons, hence it
cannot be solved exactly from first principles. In this chapter, two of the major
phenomenological models of hadronisation, namely, statistical hadronisation and
Lund string fragmentation, are presented. A few experimental tests, relevant for
the topics discussed in this Thesis, are then discussed.

17
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2.1 Particle production models

2.1.1 Statistical hadronisation

The statistical hadronisation model (SHM) [36-38] provides a comprehensive de-
scription of hadron yields from small to large colliding systems by assuming that
the detected hadrons are emitted by a system in chemical and thermal equilibrium
at the instant of chemical freeze-out. The equilibration hypothesis is justified a
posteriori by the successful model-to-data comparison for multiple observables |39
44]. The system is treated by means of statistical mechanics as an ideal gas of
hadrons and resonances (HRG). By including resonances in the chemical compo-
sition of the system, the effect of interactions among hadrons is partially taken
into account. A theoretical argument supporting the ideal HRG hypothesis is that
its equation of states matches that extracted from lattice QCD in the vicinity of
the pseudocritical temperature: in this sense, the HRG SHM can be viewed as a
low-energy effective theory of QCD.

In the SHM, the fundamental quantity used to compute the average hadron yields
and their higher order moments is the partition function of the system, Z. The
specific functional form of Z depends on the statistical ensemble considered [45].
The hadron yields measured at midrapidity in high-energy heavy-ion collisions are
described within a 10% accuracy across several orders of magnitude using the grand
canonical ensemble (GCE) treatment of the SHM. This result is due to the limited
effect of global quantum-number conservation when measuring within a limited
acceptance only a subset of all produced particles. For hadron yields in smaller
colliding systems, such as pp, p—Pb, and peripheral Pb—Pb collisions, as well as
for the higher-order fluctuations of hadron abundances both in small and large
colliding systems, the corrections due to global quantum number conservation
are increasingly more relevant [46]. In these cases, a canonical ensemble (CE)
treatment of the HRG is required, where quantum numbers are conserved exactly
over part of the system volume.

Grand canonical ensemble

The GCE partition function is defined as:
ZGC(T,V,[i) = Tr [e*(H*Zi UQiQi)/T] 7 (2.1)

where T', V| and i are the chemical freeze-out temperature, the system volume,
and the chemical potential vector, respectively. The latter is defined as i =
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(B, po, fs), in terms of the chemical potentials, p,, associated to the quantum
numbers, ();, conserved on average in a light-flavour hadron system, namely, the
baryon number, B, the electric charge, @, and strangeness, S [47,48]. The operator
H is the Hamiltonian of the HRG. The logarithm of Eq. can be expanded in
terms of the partition functions, Z;, associated with each of the ¢ hadron species
present in the system, as:

InZ(T,V,fi) =Y I Z(T,V, i) (2:2)

In the macroscopic limit, assuming that the system is isotropic, the term In Z; can
be expressed as:

Vg, [
i Z(T. Vo) = 5% [ iy inft & A exp(-/T)) (2.3)

0

where g; is the spin-degeneracy factor, p the particle momentum, ¢; = \/p? + m?
the particle energy, computed with the particle mass, m;. The quantity \;, also
labelled as fugacity, is computed as:

4 (2.4)

_, Biup + Qipg + Si
)\z(T, /,L) = exp < KUB Q HQ /’LS) ’
where B;, ();, and S; are the quantum numbers of the i-th hadron species. By
Taylor-expanding the logarithm and computing the momentum integral in Eq. (2.3)),

the following relation is obtained:

R VTgZ > (il)k+1 k92 kmz
In Zz(T, V, ,u) = Z >\1 m; K2 ) (25>
272 — k? T

where K, is the Bessel function of second kind. The average particle abundance,
(N;), is computed by taking the derivative of the partition function with respect
to the chemical potential of the i-th species, y; = Biup + Qipg + Sijts:

0 VTg; o0 +1)k+1 k .
(NI V. i) = 2T 2T, Vi i) = L0 3 (D )\fmeQ( m). (2.6)

A 2
Ol 2m? L~ k T

The particle yield thus obtained is further corrected by the feed-down contribu-
tions due to heavier resonance decays. The total corrected yield is then obtained
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as:

<Nz>(T7 v, ﬁ) = <Ni>th(Ta V. ﬁ) + Z Pj—n‘ <Nj>th<T7 v, ﬁ)a (27)

J

where (N;)*" indicates the thermal yields, obtained via Eq. , and I';_,; is the
decay branching fraction of resonance j to the species 7. Additional effects can be
included in the GCE SHM partition function, such as the short-range repulsion
of hadrons via a hard-core van der Waals approach [49], as well as a realistic
modelling of the width of resonances through either a Breit-Wigner description
of the invariant-mass shapes or directly applying the measured phase shifts [50].
The parameterisation of these corrections relies on the known properties of the
measured hadron spectrum.

The thermal parameters of the model, T', V', and ji, are extracted by comparing the
model calculations with the experimental data of hadron yields. The number of
degrees of freedom can be reduced by requiring the conservation of quantum num-
bers from the intitial system of colliding ions to the final state HRG. Specifically,
the conservation of B, (), and S implies the following relations:

VY niBi=Bs, VY nQi=Qs, VY nS=0, (2.8)

where Bg and Qg denote the fraction of baryon quantum number and electric
charge transported from the colliding ions to the midrapidity region. The effect
of quantum number transport in the SHM analysis is described more in detail in
Section[2.2.1] Either all or a subset of these conditions can be exploited to constrain
the model parameters as a function of the remaining degrees of freedom, depending
on the hadron species used in the model-to-data comparison. By requiring all of
the conditions in Eq. (2.8)), the only free parameters left in the GCE SHM are T,
g, and V.

Canonical ensemble

In the CE treatment of the SHM, the quantum numbers B, (), and S, are conserved
exactly over a correlation volume, V.. Consequently, the total quantum numbers
of the system are set to fixed values. The functional form of the partition function
is obtained by considering that each of the quantum numbers conserved in the
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HRG are associated to Abelian symmetries:

2509~ [ 402 [0 [ s warasyss

X exp [ZZ nin(Bj¢p+Qj¢Q+5;6s)

where the index j runs over all of the species present in the HRG, while the index n
takes into account the quantum statistics. The partition functions, 27, associated

(2.9)

)

to the single particles, are computed as:

2

= (j:l)”ln/dmpj(m)gj;;—#[(g(nm/T), (2.10)

where the mass integration weighted by the mass distribution, p;(m), is introduced
to extend the definition to finite-width resonances.

Similarly to the GCE treatment, the hadron yields are determined in the CE SHM
starting from the derivatives of the partition function, Eq. (2.9). The average
abundance of the j-th species is computed as:

S Z(B—nB;,Q—nQj, S —nS;) (2.11)

Z(B,@Q,5) !

n=1

These thermal yields can be further corrected using Eq. (2.7)) to add the resonance
feed-down component.

The canonical conservation of quantum numbers affects the hadron yields com-
puted in small collision systems, where the multiplicity of particles carrying the
conserved quantum numbers is smaller. In addition, the charge conservation af-
fects the higher-order fluctuations of the conserved quantum number. In principle,
no fluctuation is expected when analysing the full system, as quantum numbers
are conserved exactly over its extension. However, experimental observations are
usually limited to a finite fraction of the available phase space due to the finite
acceptance of the detectors: in this case, the observed balance of charges may
fluctuate on an event-by-event basis. These effects can be modelled through the
subensemble acceptance method (SAM) [51], which provides an analytical treat-
ment of the finite acceptance effect by assuming that the detected particles are
produced in a fixed fraction, «, of the total system volume. In the simple case
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of one conserved charge, e.g., the baryon number B, the partition function of the
system is determined by:

Z(T,V,B) =Y Z(T,Vi, B\)Z(T,Va, B — By), (2.12)

By

where the subvolume V; = aV" and its complementary, V, = (1—a)V, are assumed
to be larger than the baryon-number correlation length, &, i.e., Vi, V5 > &3 In this
approach, the probability P(Bj) to find By baryons in the subvolume V; scales as
the product of the partition functions of the two subsystems:

P(By) « Z(T, Vi, B))Z(T, Vs, B — By) (2.13)

The baryon number fluctuations in the subvolume V) can be quantified by the
cumulants, k,[B;], of order n. The cumulants are defined as the coefficients of the
Taylor expansion of the generating function Gp, (t) = In{exp(tBy)):

— aGB1 (t>

t=0

In the thermodynamic limit, the cumulants obtained with the SAM are proven to
be related to the GCE susceptibility of the total baryon number, Y2 = 0"p/0j%,
where p = p/T* is the reduced thermodynamic pressure and jip = up/T the
reduced baryon chemical potential [51, 52]. The volume fraction, «, also enters
these relations. For instance, the ratio between the second-order and first-order
cumulants, corresponding to the scaled variance, is determined by:

Ko[By) W ﬁ
B (1 )XJlB (2.15)

From Eq. , it is observed that the scaled variance approaches the GCE suscep-
tibilities only in the limit @ — 0, while the limit o — 1 yields ky[B1]/k1[B1] — 0, as
expected from the exact conservation of baryon number over the full volume. The
SAM can be extended also to the case of multiple conserved charges, which is fore-
seen by the HRG model [53]. In addition to the analytical treatment, the static

subvolume assumption can be also implemented numerically through a Monte
Carlo (MC) procedure [54].

Besides the SAM, alternative approaches are available to describe the effect of the
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canonical quantum number conservation on higher-order moments of conserved
quantum numbers measured in a limited acceptance. Recently, a new method has
been proposed to reproduce the rapidity correlations among hadron multiplicities
caused by the quantum number conservation, as described in Ref. [55]. This novel
approach enables to describe the quantum-number correlations by means of a
rapidity correlation length parameter, Ayco,. As such, it differs from the SAM,
where charge conservation effects are imposed by fixing a subvolume of the system
within a box approximation. The simple case of Gaussian rapidity distributions
is solved analytically by writing the covariance matrix X of the joint rapidity
distribution of hadrons via the Cholesky factorisation. Using this decomposition,
the 3 matrix is expressed as the product of the lower-triangular matrix L with its
transpose:

2
Y= ( Ty p0m120m2) = LL", where L = (le L ) . (2.106)

POz, 0z, 9 POz /1 — P*0 .,

The L matrix is used in Monte Carlo simulations to generate rapidity-correlated

z2

hadron multiplicities starting from uncorrelated Gaussian-distributed random num-
bers. The rapidity correlation length is related to the covariance matrix parame-
ters. Assuming o,, = 0,, = 0, as for the case of (anti)baryons at the LHC, Aycorr

AYeorr = 4oy/1 — p. (2.17)

In the general case of arbitrary rapidity distributions, the correlations among quan-

is determined by:

tum numbers are introduced through a numerical procedure based on the Metropo-
lis algorithm. At present, this approach has been successfully applied solely to the
case of a single conserved quantum number, e.g., the baryon number. Due to this
limitation, in this Thesis only the numerical implementation of the SAM is used
to compare model calculations and experimental data.

2.1.2 Lund string fragmentation

The Lund string fragmentation model [56] provides a QCD-inspired description
of the hadronisation process. This model, initially proposed to describe the jet

Te~ collisions, was subsequently extended to the more

fragmentation process in e
complex hadronic and hevay-ion collisions. Currently, it is employed in some of
the most widespread MC event generators used in high-energy particle and nuclear
physics, namely, PYTHIA [57], also in the ANAGANTYR/[58] version for heavy-ion

collisions, and HIJING [59].
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The main hypothesis of the model is that the colour field between a quark and an
antiquark is contained in a flux tube, also referred to as colour string, characterised
by a Cornell-like potential [60] containing a linarly increasing term for large quark-
antiquark distances. Due to the initial kinematics of the quark and antiquarks,
the inter-pair distance can increase resulting in an increase of the potential energy
stored by the string. This may eventually lead to the breaking of the colour string
with the subsequent creation of a new quark-antiquark pair at the ends of the
broken flux tube. This process is schematically shown for 1-dimensional strings in
a space-time diagram, (z,t), in Fig. 2.1]

‘T

T

Figure 2.1: Space-time diagram of the string fragmentation process for 1-
dimensional strings connecting massless quarks [57]. The outgoing mesons formed
in the string fragmentation are represented by arrows. The area, A, of the space-
time surface spanned by the propagating strings determines the string breaking
probability, as P oc exp(—A/x?). Due to the causality conditions, the string frag-
mentation vertices lie on the hyperbola shown with a dashed line.

The creation of a ¢ pair with quark mass m and transverse momentum p; can be
treated quantum-mechanically as a tunneling process. The tunneling probability
is computed via the semiclassical approximation as [57]:

1 dP

Ed2pL o exp(—7mm3 /k) = exp(—mm?*/k) exp(—7p3 /K), (2.18)

where m; = \/m? + p? is the transverse mass of the (anti)quark and x =~ 1 GeV /fm
is the string tension parameter. The relation of Eq. naturally introduces
the quark flavour in the model through the quark mass parameter. However, as
this quantity cannot be uniquely defined, the relative suppression of flavour is
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taken as an external input parameter tuned on experimental observations, e.g.,
data collected at LEP.

In its simplest form, this mechanism is suited to describe the production of light-
flavour mesons from the sequential breaking of a colour string. The gluon radiation
processes can be also included in the model by describing gluons as kinks of the
strings, in a similar way as obtained in the large colour number, N, limit of QCD.
In the simple string-fragmentation picture, the production of baryons is determined
by two mechanisms. On the one hand, diquark-antidiquark pairs can be produced
in the string breaking, leading to the formation of a baryon-antibaryon pair. On
the other, baryons can be created through the so-called popcorn mechanism. In
this process, a gq pair is first produced as a vacuum fluctuation on the string,
without breaking it. The string is subsequently broken by the formation of a new
qq pair, in a similar process as for the meson production.

In recent years, the simple string fragmentation picture has been expanded with
additional mechanisms to describe multiple experimental observations. These pro-
cesses are implemented in the PYTHIA 8 [57] MC event generator. Specifically,
interactions among the strings are introduced to model the high-colour-density
environment formed in high-multiplicity hadronic collisions. These interaction
mechanisms include both the string shoving process [61] and the colour rope
hadronisation [62]. The former model takes into account the interactions origi-
nating from the repulsive forces between neighbouring strings; the latter describes
the formation of overlapping string topologies, called ropes, where the enhanced
string tension leads to an enhanced production of heavier flavours, specifically,
strangeness.

In the string fragmentation model, the starting colour configuration for the hadro-
nisation process is determined by matching the final-state partons carrying specific
colours with those carrying the relative anticolours. The treatment of colour config-
urations beyond the leading colour connections is required in hadronic collisions,
where more complex colour configuration arise due to the multiparton environ-
ment. In the PYTHIA 8 event generator, this is carried out via different colour
reconnection (CR) mechanisms. The state-of-the-art implementation of CR [63],
based on the SU(3) colour algebra, entails the formation of Y-shaped three-string
topologies, called junctions, carrying baryon number [64]. The junction formation
is responsible for an enhanced production of baryons compared to the baseline pro-
vided by both the diquark formation and the popcorn process. This mechanism is
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required to describe the baryon-to-meson yield ratios measured in high-multiplicity
pp collisions at the LHC [63].

2.2 Experimental tests of hadronisation models

Using the phenomenological models described in Section[2.1] it is possible to obtain
expectations for the observables measured in high-energy nuclear physics exper-
iments. The model calculations are compared to the experimental data both to
verify the hadronisation mechanism assumed in the model and to constrain the
free parameters of the model. In the following, a set of model-to-data comparisons
addressing both points are shown. These works represent the state-of-the-art phe-
nomenological understanding of the available experimental results. The main open
questions explored in this Thesis are highlighted in the discussion.

2.2.1 Heavy-ion collisions and grand-canonical statistical
hadronisation

The GCE SHM offers a comprehensive approach to compute the yields of light-
flavour hadrons produced at midrapidity in heavy-ion collisions. As mentioned
in Section [2.1.1] the free parameters of the model are extracted by determining
the configuration that better describes the measurements. The validity of the
statistical-mechanical approach is also tested by the degree of matching between
the model calculation and the experimental data.

The comparison between the SHM calculations, obtained with four independent
codes [19, 54, 65, 66], and the light-flavour hadron yields measured by the ALICE
Collaboration in the 10% most central Pb-Pb collisions at VSN = 2.76 TeV is
shown in Fig. The experimental measurements include the average integrated
yields of light flavour hadrons detected by the ALICE apparatus: the light charged
mesons, 7= and K*; the neutral mesons, K& and ¢; (multi)strange and non-strange
baryons, (p)p, (A)A, (E¥)Z7, and (Q7)Q~; the light (hyper)nuclei, deuteron (d)d,
helium-3 (*He)*He, hypertriton (3H)3H (a bound state of a proton, a neutron, and
a A hyperon), and helium-4 (*He)*He. The yields of the charge conjugated states
are determined separately when present.

The GCE SHM implementations reported in Fig. include: the THERMUS pack-
age [65], based on the CERN ROOT framework [68]; the SHARE model [66], written
in FORTRAN; the GSI-Heidelberg model [19, |50]; the open-source THERMAL-FIST
software [54]. These computer programs allow us to carry out GCE SHM calcu-
lations of hadron yields including the effects of resonance feed-down. The input
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Figure 2.2: Comparison between the GCE SHM expectations and the ALICE
Collaboration measurements of hadron yields at midrapidity in the 10% most
central Pb-Pb collisions at /sy = 2.76 TeV [67]. The goodness of fit is quantified
both globally via the x?/NDF reported in the legend and locally through the pull
and no computed for each species. The latter quantities are shown in the two
lower panels of the figure.
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parameters of these models are both the HRG thermal parameters and the list
of considered resonance decays, based on the measured hadron spectrum reported
by the Particle Data Group [9]. The THERMUS and THERMAL-FIST packages also
include both the description of hard-core hadronic repulsion via an excluded vol-
ume approach and the treatment of resonance widths via Breit-Wigner parame-
terisations, while the GSI-Heidelberg model introduces resonance widths via the
phase-shift formalism described in Ref. [50].

The measured yields span across 10° orders of magnitude, going from the most
abundant light mesons to the rarely produced nuclei. In the nuclei sector, a yield
reduction factor of 1073 is observed for each added nucleon. These general prop-
erties are well described by the GCE SHM, where an approximate exponential
dependence of the yield on the mass is expected, dN/dy o« exp(—m/T). This
approximate relation is derived from the asymptotic expansion of Bessel functions
for m/T > 1. The thermal parameters extracted from the fit of the hadron yields
are reported in the legend of Fig. 2.2 The results obtained with the different
implementations of the GCE SHM show that the chemical freeze-out temperature
is T' ~ 155 MeV. This value is close to the pseudo-critical temperature of the
crossover transition between the confined and deconfined phases as extracted from
lattice QCD.

Chemical potentials and baryon number stopping

In the GCE SHM, the chemical potentials determine the average balance of quan-
tum numbers at midrapidity in the collision. This is verified by computing the
multiplicity of particles and antiparticles for a given species via Eq. . The only
difference between the charge conjugated states is the sign of the quantum num-
bers in the fugacity factor, Eq. , hence the yields of particles and antiparticles
are exactly balanced only if ji = 0. For example, the baryon chemical potential,
g, which drives the net-baryon number distribution in the midrapidity region,
regulates the average balance of baryon number at midrapidity. Consequently,
the chemical potentials extracted by comparing the experimental results with the
predictions of the SHM provide a global characterisation of the average balance
between the matter and antimatter produced at midrapidity in collisions.

The main source of the imbalance between the matter and antimatter in heavy-
ion collisions is the transport of quantum numbers from the colliding nuclei to
the midrapidity region due to the interactions between the incoming ions. Dif-
ferent phenomenological models are used to describe this phenomenon, mainly
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Figure 2.3: Rapidity-differential net-baryon yield predicted for Pb—Pb collisions
at /snn = 5.52 TeV [69].

focusing on baryon number transport, which is also referred to as baryon num-
ber stopping. In the colour glass condensate model (CGC), the gluons emitted
by static colour sources, corresponding to the quarks inside the ions the are ex-
periencing the effects of time dilation, transfer energy to the midrapidity region.
Using the CGC, the rapidity-differential net-baryon yield was predicted for Pb—Pb
collisions at /sy = 5.52 TeV before the start of data taking with Pb beams at
the LHC [69]. These predictions are shown in Fig. 2.3 It can be observed that
the distribution is peaked at y ~ =£6, implying a rapidity loss from the collid-
ing beams to the beam remnant of Ay ~ 2. In addition, the net-baryon density
expected at midrapidity is suppressed compared to the forward and backward re-
gions: this effect is enhanced in the multi-TeV regime of the LHC compared to
lower-energy facilities, where the initial rapidity gap between the incoming ions is
reduced. Other baryon number stopping models rely on the colour string picture:
they include the diquark breaking model [70] and the baryon junction model |71],
both of which have been introduced in Section 2.1.2l The latter mechanism is
implemented in the HIJING/BB model [71]. The predictions for baryon number
stopping at the LHC obtained with different baryon transport models were sum-
marised in Reference [72]. An alternative approach, explored in a more recent
work, describes baryon number stopping in a fully statistical-mechanical picture
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as a non-equilibrium transport problem [73].

Over the past decades, the baryon chemical potential has been determined from
the heavy-ion experimental data collected by various Collaborations at different
accelerator facilities [19] [50, [74-114]. The availability of datasamples collected
with different collision systems and centre-of-mass energies enables the collision-
energy scan of pup and hence of the baryon number stopping effects. The results
obtained with the GSI-Heidelberg model [19, 111, 115] using data collected at
the AGS, SPS, RHIC, and LHC, are shown in Fig. 2.4l The energy scan of the
chemical freeze-out temperature is also shown. The results show a decreasing trend
of up for increasing energies, while the chemical freeze-out temperature, denoted
as Ty, increases for increasing collision energies. In addition, Ty saturates to
values close to 155 MeV for /syn =~ 10 GeV, while pp reaches values close to
zero only in the TeV scale. For reference, in Au—Au collision at the top RHIC
energy,  /Snn = 200 GeV, the chemical potential is up ~ 20 MeV [114]. This first
observation indicates that baryon number stopping effects have a progressively
smaller impact on the system formed around midrapidity for increasing energy of
the colliding nuclei. The pp value extracted from the hadron yields measured by
the ALICE Collaboration at the LHC in the 10% most central Pb-Pb collisions
at /sy = 2.76 TeV is pp = 0.7 £ 3.8 MeV [19, 50]. This value, compatible with
zero within uncertainties, suggests that a balance between matter and antimatter
is achieved at midrapidity in central Pb—Pb collision. However, this result is
affected by a large uncertainty: the main reason is the lack of a proper treatment
in the SHM-to-data comparison of uncertainties correlated between particles and
antiparticles of the same species, as the full covariance matrix of the measurements
was not published.

An additional and complementary handle to test baryon number stopping consists
of analysing the dependence of up on the centrality of the collision for a fixed
value of \/sxn, as the amount of interactions is driven by the overlap between
the colliding ions. This phenomenon was investigated by the STAR, Collaboration
at the RHIC beam energy scan (BES) I |114]: the obtained results are shown
in Fig. 2.5 The SHM parameters were determined by fitting the antiparticle-
to-particle yields ratios measured for various hadron species in each centrality
interval and for each centre-of-mass energy. In this way, the particle-antiparticle
correlated systematic contributions can be easily cancelled out when carrying out
the estimation of the thermal model parameters. The pp results show an increasing
trend for increasing average number of participating nucleons, (Npayt), across the



2.2. EXPERIMENTAL TESTS OF HADRONISATION MODELS 31

180
O oo

160
140

O

120
—— Parameterizations

Statistical hadronization
1 dN/dy yields
O 4ryields

T (MeV)

100
80
60
40

[ A ! [ N Il RN ! 1
T T LR | T T T T LI

800

600

400

#y, (MeV)

200

Lo

Ll L Lol 1 Ll

10" 102 10°
VS (GeV)

Figure 2.4: Chemical freeze out temperature, T, and baryon chemical potential,
1y, extracted from hadron yield and yield ratios measured at the AGS, SPS, RHIC,
and LHC, as a function of the centre-of-mass energy, \/sxn [19]. Two phenomeno-
logical parameterisations extracted from the data are also shown.
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Figure 2.5: GCE SHM parameters extracted as a function of centrality by the
STAR Collaboration at the RHIC BES I |114].

centre-of-mass energy range explored in the BES I. This observation suggests that,
in the low-energy regime, baryon number stopping has a larger impact on the
particle system created in the most central collisions. These effects are analysed
for the first time also at the LHC in this Thesis.

2.2.2 Production of light-flavour hadrons across colliding
systems

The hadronisation models introduced in Section [2.1] are tested in detail also by
analysing the yields of light-flavour hadrons in different colliding systems. In
this context, (multi)strange hadrons and light nuclei are among the most stud-
ied species. In both cases, different hadronisation mechanisms enable a successful
description of the measured yields. As discussed in the following, event-by-event
fluctuations of the hadron multiplicities provide a better discrimination among dif-
ferent models, due to their sensitivity to correlations induced by quantum-number
conservation effects.

Strange hadrons

The yields of strange hadrons observed in heavy-ion collisions show an enhance-
ment compared to those obtained in eTe™ interactions [101, 116} [117]. This ex-
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perimental observation was initially considered to be a probe of the formation of a
deconfined partonic phase [118]. Specifically, it was suggested that the gluon fusion
process, gg — s§, which drives the production of (anti)strange quarks in heavy-
ion collisions, would be enhanced in a colour-deconfinement regime. More recent
studies showed that these effects can be described also in the SHM framework,
where no deconfined hypothesis is required [119]. In that case, the CE formulation
was used in peripheral collisions, where lower particle multiplicities are achieved,
while the GCE formulation is suited to describe central collisions.

The latest experimental results obtained at the LHC for the strange-to-non-strange
hadron yield ratios measured in pp [120], p—Pb [121], and Pb—Pb collisions [122]
over a large range of average charged particle multiplicity at midrapidity, are shown
in Fig. [2.6] These results show a continuous evolution of the yield ratios, with an
increasing trend for increasing multiplicity of the collision, with a saturation to-
wards central Pb—Pb collisions. This increase is especially more pronounced for
species with a higher strangeness content, such as =¥ and QF. In Fig. 2.6 the
experimental points are compared with the calculations of different phenomenolog-
ical models. The Monash tune of PYTHIA 8, adjusted to reproduce measurements
carried out at ete™ accelerators, underpredict the yield ratios observed in pp col-
lisions except for the lowest multiplicity measurement: this is expected, as no
enhancement of strangeness yields is observed in ete™ reactions. The increas-
ing trend is qualitatively described by EPOS LHC [124], which describes particle
emission from a source composed of thermalised core and a corona dominated by
string-breaking processes: the increasing trend is driven by the interplay between
the two components of the source, with the corona dominating for smaller multi-
plicities. A more quantitative description of the experimental results is provided
by the DIPSY model [125], which introduces rope hadronisation on top of PYTHIA
string breaking implementation. This indicates that, at the level of the average
yields, the strangeness enhancement phenomenon can be quantitatively described
in a colour string picture. This is also confirmed in more recent works, where also
the QCD-based colour reconnection mode is included [126].

An equally satisfactory quantitative description of the yield ratios can be achieved
using the CE SHM. In Fig.[2.7] the computations obtained with the THERMAL-FIST
model [54] are compared with the measurements obtained by the ALICE Collabo-
ration in different colliding systems [127]. The THERMAL-FIST model contains an
additional parameter, v, to describe the undersaturation of the strangeness pro-
duction which is required to describe the yields of (multi)strange hadrons. This
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Figure 2.6: Yield ratios of (multi)strange hadron and charged pions measured by
the ALICE Collaboration in pp, p—Pb, and Pb—Pb collisions at the LHC [120].
The predictions of PYTHIA 8 Monash [123], EPOS LHC [124], and DIPSY [125] are

also shown.
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Figure 2.7: Comparison of the yield ratios of light flavour hadrons and charged
pions, measured by the ALICE Collaboration in pp, p—Pb, and Pb—Pb collisions,

and the results of the THERMAL-FIST model , 127]. The correlation volume, V.,
is expressed in terms of the volume per one rapidity unit, dV//dy.

parameter, which is equal to unity in central Pb—Pb collisions, decreases with
decreasing multiplicity, reaching about 0.7 in the low-multiplicity pp collisions.
The other thermal parameters, extracted from a fit of the experimental data, also
evolve with multiplicity. Alternative implementations of the CE SHM, relying
on a different parameterisation of the canonical volume , can also describe
the multiplicity-evolution of (multi)strange hadron yields without the v, parame-
ter.

Light nuclei

In heavy-ion collisions, among the produced hadron species, also light (anti)nuclei
and (anti)hypernuclei are observed. These bound states are characterised by bind-
ing energies O(1 — 10 MeV) per nucleon, which are smaller by about one order of
magnitude than the chemical freeze-out temperature extracted from GCE SHM
fits to the hadron yields, including the nuclei ones [19).
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Figure 2.8: Yield ratios between light (anti)nuclei and (anti)protons measured by
the ALICE Collaboration in pp, p—Pb, and Pb—Pb collisions, at different centre-
of-mass energies. The experimental results are compared with different model
predictions.

This observation challenges the statistical-thermal interpretation of nucleosynthe-
sis in heavy-ion collision, where the shallow-bounded nuclear clusters emitted on
the chemical freeze-out hypersurface should be equilibrated with the full hadron
phase. An alternative description of (anti)nucleosynthesis in the laboratory is
given by the coalescence model, which assumes that nuclei are produced by the
merging of preformed nucleons close in phase space [129]. The state-of-the-art coa-
lescence calculations |[130-132] are based on the Wigner function formalism, which
extends the treatment of phase-space distributions to a fully quantum-mechanical
picture.

In recent years, the ALICE Collaboration carried out an extensive measurement
campaing of (anti)(hyper)nuclei yields across different colliding systems for dif-
ferent centre-of-mass energies of the collision. The most recent measurements of
ratios between (anti)nuclei yield and (anti)proton yields are shown in Fig. 2.8} for
d, 3He, and 3H. The measured yield ratios show a continuous evolution across the
analysed multiplicity range, with an increasing trend from low- to high-multiplicity
collisions. This observations suggests that a common production mechanism drives
light nuclei production. Both the statistical-hadronisation and coalescence pictures
are tested by comparing model predictions and experimental data. The SHM cal-
culations are obtained using the CE treatment to describe the suppression of the
yield ratios in low-multiplicity collisions. In this case, the observed trends are the
result of the exact conservation of quantum numbers, which has a more sizeable
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effect for smaller systems. A similar trend can be also obtained with coalescence
calculations, where the multiplicity evolution is caused by the interplay between
the size of the nucleon emitting source and the size of the formed nucleus itself. For
(anti)deuterons, both models provide a satisfactory description of the experimen-
tal data. On the contrary, the yield ratios for heavier nuclei are better described
in the coalescence picture, expecially in heavy-ion collisions, where the maximum
difference, ~30%, is observed between the two models. Similar conclusions are
also extracted for the hypertriton, 3H [133]. In this case, the difference between
the predictions of the two frameworks are magnified by the shallow binding en-
ergy of the system: the separation energy of the A hyperon in this hypernucleus
is By = 102 4 63(stat.) £ 67(syst.) keV [134].

Multiplicity fluctuations as a probe of hadronisation

The results shown in Section 2.2.2] show that different hadronisation mechanisms
can quantitatively describe experimental data of average yields and yield ratios.
Event-by-event observables, such as higher-order fluctuations of the hadron mul-
tiplicites, provide a better discrimination among different models. The reason
for this is the connection between cumulants of the multiplicity distributions
of hadrons carrying certain quantum numbers and the correlation among those
quantum numbers. These observables, including the scaled variance defined in
Eq. , as well as other ratios of cumulants, are studied in this Thesis to char-
acterise strange-hadron and light-nuclei production mechanisms. Specifically, it is
useful to define a Pearson correlation coefficient, p4p, in terms of both the diago-
nal and off-diagonal second-order cumulants, ko(A) and k11(A, B), for the species
of interest, A and B:

k11(A, B)

K2 (A)k2(B)

This coefficient provides a measure of the average linear dependence between the

PAB = (219)

yields observed for both species A and species B. In the present case, the yields
of any two different hadron species, identified by a defined set of quantum num-
bers, are (anti)correlated due to the underlying conservation of quantum numbers
through the particle production process. For instance, the conservation of baryon
number determines an anticorrelation between the yields of any two baryon species
produced in the collisions. The properties of the underlying hadronisation mecha-
nism determine the strength of the correlation that is measured within the exper-
imental acceptance.

As an example of the connection between fluctuation measurements and hadro-
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nisation, the Pearson correlation coefficient of the antiproton number and an-
tideuteron number measured by the ALICE Collaboration in Pb—Pb collisions at
VSnn = 5.02 TeV is shown in Fig. [135]. The results indicate a significant
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Figure 2.9: Pearson correlation coefficient between the antideuteron number and
antiproton number in Pb—Pb collisions, as a function of collision centrality.

anticorrelation between the antideuteorn and antiproton numbers, as a result of
the conservation of the baryon quantum number. The experimental results are
compared with different model predictions to obtain a quantitative interpretation.
Specifically, different versions of coalescence are considered: two of them, models
A and B, are simple coalescence implementations assuming either correlated or
uncorrelated antinucleon production [136]. In addition, a more refined model is
used, including the hydrodynamic system expansion via the MUSIC model [137-
139|, the evolution of the hadronic phase through UrQMD [140} 141], and finally
the nuclear coalescence [142]. Complementary predictions are also obtained with
the CE SHM implementation of THERMAL-FIST: two different calculations for dif-
ferent canonical volumes values are shown. Overall, the different models provide
contrasting predictions, and not all of the models are able to describe the data
quantitatively. Apart from model A, all models predict a negative correlation: in
coalescence models, the merging of nucleons imply a short-range anticorrelation
between nucleons and the formed nuclei; on the contrary, in the CE SHM, the
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anticorrelation arises from the exact baryon number correlation across the full vol-
ume. In the SHM case, the conservation volume size determines the strength of
the Pearson correlation coefficient: the larger the volume, the smaller the corre-
lation strength. From the model-to-data comparison, the CEE SHM model with a
small conservation volume, V, = 1.6 dV/dy, is favoured by the data: this parame-
terisation is also suited to describe the d/p yield ratio in small colliding systems.
This result is in contrast with event-by-event measurements exclusively involving
(anti)protons |143]: in that case, the fluctuation observables are consistent with a
larger conservation volume, V. ~ 3 dV//dy. Potentially, this might indicate that the
nuclear formation process introduces an additional correlation on top of nucleon
production.

Similar studies can be performed also using (multi)strange hadrons, while being
extended also to small colliding systems: this will be described in detail in Chap-
ter [6






Chapter 3

A Large Ion Collider
Experiment

A Large Ion Collider Experiment (ALICE) [144] is one of the four large exper-
iments installed at the CERN Large Hadron Collider (LHC), the most powerful
particle accelerator built to date, which operates both with proton and Pb beams.
ALICE is specifically designed both to measure QGP probes in heavy-ion and to
carry out reference measurements in small systems, such as pp and p—Pb, which
serve as a baseline. Its excellent tracking and particle-identification performance
are instrumental to carry out the measurements presented in this Thesis. In the
following, the description focuses on the apparatus used during the second physics
run, Run 2, of the LHC (2015-2018). In addition, the main subdetectors used in
the analyses presented in this Thesis are described more in detail.

3.1 The Large Hadron Collider

The CERN accelerator complex is represented schematically in Fig.[3.1] The LHC
is the last machine of the accelerator chains, different for protons and Pb ions,
which progressively increase the beam energy.

The protons extracted from a ionised hydrogen source are accelerated up to 50
MeV by the LINAC 2. The obtained proton beam is injected in the Proton Syn-
chrotron Booster (PSB), which increases the beam energy up to 1.4 GeV. The
beam extracted from the PSB in segments called bunches is then accelerated up
to 25 GeV by the Proton Syncrotron (PS). The PS beam is further injected into
the Super Proton Synchrotron (SPS), where protons are accelerated up to 450

41
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Figure 3.1: Sketch of the CERN accelerator complex [145], including the major
experiments.

GeV: this is the injection energy of protons in the LHC [146].

Pb nuclei are ionised in multiple steps starting from the ions emitted by a heated
filament of pure 2°Pb. Using a microwave cavity, 2°Pb*"* jons are produced: these
are subsequently accelerated by the LINAC 3 to 4.2 MeV per nucleon. The beam
passes through a carbon foil to strip additional electrons off the ions, resulting in
a 208Pb’** beam that is injected into the Low Energy Ion Ring (LEIR), where it
is first separated into 4 bunches and then accelerated to 72 MeV. The LEIR is
then transferred to the PS: from there, the acceleration steps are similar to those
described for protons. The final electron-stripping phase is performed before the

injection into the SPS using a second thicker foil [147].

In the LHC ring, the beams circulate in opposite directions in separate vacuum
chambers, where they are accelerated to the top energy. In the four interaction

points surrounded by the ATLAS, ALICE, CMS and LHCb experiments, the beam
pipes intersect: in these regions, the beams are further collimated to increase the
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rate of collisions. The highest centre-of-mass energies reached during the LHC
Run 2 are y/s = 13 TeV for pp collisions, /sy = 8.16 TeV for p-Pb collisions,
and /syx = 5.02 TeV for Pb-Pb ones. The instantaneous luminosity, L, is the
machine parameter that determines the rate of physical processes:

dN
E - Laprocessa (31>

where oprocess 18 the total cross section of the process of interest. L is determined
using the transverse size o; of the colliding beams (i = 1,2) measured in van der
Meer scans [148] through the equation:

N2

21(0} + 03)

L=fN, F, (3.2)
where f is the relativistic bunch revolution frequency, N, the number of circu-
lating bunches per beam, N the number of particles per bunch, and F' a geo-
metrical reduction factor arising from the crossing angle between the colliding
beams. The peak instantaneous luminosity required by ALICE using Pb beams
is L = 10" cm 257!, The integrated luminosities obtained with proton and Pb
beams at the top energies are shown in Fig. for different trigger criteria.
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Figure 3.2: Luminosity integrated by the ALICE Collaboration in the LHC Run
2, for Pb—Pb (left) and pp collisions (right) at the top LHC energies.

The nominal position of the collision point, called primary vertex, is the origin
of the experiment reference frame. Due to the finite extension of the intersecting
beam bunches, the vertex position fluctuates on an event-by-event basis. The dis-
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persion of vertices positions is quantified by the standard deviation of the distribu-
tion of vertices coordinates, both in the transverse plane and in the beam direction.
For ALICE, these parameters are o} ~ 50 pum and o7*** ~ 5 cm.

3.2 ALICE

ALICE is the LHC experiment dedicated to the study the strongly interacting
matter created in heavy-ion collisions and in high-multiplicity pp and p—Pb colli-
sions [144]. The diversity of probes measured to characterise the system formed in
Pb—PDb collisions requires that events are fully reconstructed. Hence, the tracking
and particle identification (PID) capabilities of the detector are optimised over a
wide pr range, including the low-momentum region. To reach the desired perfor-
mance in the high-multiplicity environment created in Pb—PDb collisions at the top
LHC enery, the ALICE subsystems are designed with high granularity and low
material-budget [149, 150].

The ALICE coordinate system is a right-handed orthogonal Cartesian system cen-
tered at the nominal interaction point. The x axis lies on the LHC plane and it
points the center of the ring, while the y axis is perpendicular to the accelerator
plane and upwards oriented. The z axis is then parallel to the beam direction: its
orientation is determined by the chirality of the system.

The ALICE setup for Run 2 is shown in Fig. The apparatus consists of two
main parts: the central barrel and the forward muon arm. Forward- and backward-
rapidity detectors are also used both for triggering purposes and to characterise
the event multiplicity and geometry.

The central barrel detectors cover the pseudorapidity acceptance |n| < 0.9. They
are located inside a warm resistive solenoid, previously used in the L3 experiment
at LEP, which provides a maximum magnetic field B = 0.5 T. In such conditions,
it is possible to measure transverse momenta down to py = 80 MeV/c. The
innermost central barrel detectors cover the full azimuth. They include the Inner
Tracking System (ITS), the Time Projection Chamber (TPC) and the Time-Of-
Flight (TOF). The Transition Radiation Detector (TRD), placed between the TPC
and the TOF, is mainly used to identify electrons. Additional outer detectors
are installed in the central barrel, covering more limited n and ¢ acceptances.
They are the High-Momentum Particle Identification Detector (HMPID), used
to identify high-momentum hadrons, the ElectroMagnetic Calorimeter (EMCal)
and the Photon Spectrometer (PHOS), dedicated to the reconstruction of high pr
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Figure 3.3: A cross section view of the ALICE setup for Run 2. The inset reports
a larger view of the Inner Tracking System (ITS), VO and T0 detectors.

photons and jets, and the Di-Jet Calorimeter (DCal). Cosmic rays events used
for detector alignment and calibration are triggered with the ALICE Cosmic Ray
DEtector (ACORDE), placed outside the return-yoke of the solenoid.

The forward muon spectrometer is located in the —4 < n < —2.5 pseudorapidity
region. It includes a set of absorbers and tracking stations, built from Resistive
Plate Chambers (RPCs). A dipole magnet is used to bend muon trajectories,
enabling the measurements of the particle momentum. The remaining detectors
are the Photon Multicplicity Detector (PMD), the Forward Multiplicity Detector
(FMD), the Cherenkov T0 detector, the plastic scintillator VO hodoscope and the
Zero Degree Calorimeters (ZDC).

3.2.1 Inner Tracking System

The Inner Tracking System (ITS) [151] is the subdetector installed the closest to
the interaction point. The rendering of the geometry of the I'TS detector used in
the LHC Run 2 is shown in Fig. [3.4 It is a six-layers silicon tracker based on three
different technologies: the first two layers are equipped with Silicon Pixel Detectors
(SPD), the third and fourth ones are made of Silicon Drift Detectors (SDD),
whereas for the last two double-sided Silicon Strip Detectors (SSD) are used. The
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detector layout and spatial resolution figures are reported in Table

87.2cm

Figure 3.4: The ITS layout during the LHC Run 2.

Table 3.1: Specifications of the three subdetectors of the ALICE ITS.

Parameter SPD SDD SSD
Material budget per layer (%X,) 1.14-1.14 1.13-1.26 0.83-0.86
Spatial resolution r¢ (um) 12 35 20
Spatial resolution z (um) 100 25 830
Two track resolution r¢ (um) 100 200 300
Two track resolution z (pm) 850 600 2400
Active cell size (um?) 50 202 95
Number of readout channels (k) 9835 133 2603

Hybrid-pixel detectors are used for the innermost layers to enhance the detector
segmentation close to the interaction point, where the surface track density is the
highest. For the outer layers, where a lower granularity is required, different tech-
nologies can be used, enabling also the analogue readout of signals. In the SDD,
one of the two planar coordinates is determined by the drift time of conduction
electrons formed when charged particles cross the sensor. The mean drift velocity,
required to determine the drift time, is calibrated using charge injectors implanted
in the sensors. In the SSD, strips are implanted on both sides of the sensor with
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Figure 3.5: Schematic view of the TPC geometry.

tilted orientations to unambiguously determine the planar coordinates of the par-
ticle crossing point. As the SDD readout time is intrinsically longer than that of
the other layers, it limits the maximum readout frequency of the I'TS.

The ITS space-point resolution implies that primary and secondary vertices are
reconstructed with a spatial resolution better than 100 pgm. Using the ITS as
a standalone tracking detector, it is possible to track low-momentum particles
down to pr = 80 MeV/c. Besides providing the track space points closest to
the primary vertex, the SPD information is used in the early stages of the event
reconstruction to extract the first estimate of the primary vertex position. In
addition, its signal is also used for triggering purposes. The SPD is read-out
digitally as each pixel provides a binary output. On the other hand, for the
SDD and SSD an analogue readout is used, hence their signal amplitudes are
employed to measure the ionisation energy of the particle in the silicon material:
this information is combined with the momentum measurement to identify low-pr
hadrons.

3.2.2 Time Projection Chamber

The Time Projection Chamber (TPC) [152] is the main tracker of ALICE. A
schematic representation of the detector is shown in Fig. [3.5. The TPC consists of
a large cylindrical field cage containing the detector sensitive volume (&~ 90 m?),
which is filled with a Ar-CO, gas mixture. A central electrode, kept at a negative
voltage of 100 kV, separates the cage into two symmetric sectors. The electrode
thickness is only 22 pm to minimise the material budget crossed by tracks in
n ~ 0.
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Electron-ion pairs are formed in the TPC gas when it is crossed by a charged
particle. The electron clouds drift along the electric field lines toward the endcap
readout anodes, which are equipped with position-sensitive detectors to determine
the zy position of the clouds. The electron drift time is used to extract the z
coordinate of the initial position of the cloud. This measurement requires the
calibration of electron drift velocity in the gas: this procedure is carried out using
a laser system embedded in the detector. In addition, heat screens are applied on
the surfaces of the field cage to achieve a uniform and constant gas temperature:
this determines a suppression of temperature-related variations of the electron drift
velocity.

The electrons formed by the primary ionisation are multiplied by further ionising
the gas in the proximity of the endcap anodes, where a high potential difference is
applied. A gating grid, consisting of a plane of wires kept at a positive potential,
is installed close to the readout chambers to avoid the backflow of the ions pro-
duced in these secondary ionisation processes. Without this device, the build-up
of positive charges in the drifting space could determine significant distorsion of
the electric field, hence degrading the space-point resolution of the detector. The
maximum electron drift time, tq,5, = 88 ws, poses the major constraint on the
maximum event readout frequency of ALICE.

The endplates are equipped with 36 readout chambers each, organised in 18 sectors
to cover the full azimuth. The chambers are implemented as Multi Wire Propor-
tional Chambers (MWPC) with cathode pad readout. The pad segmentation into
5.6 x 10° rows ensures the necessary dE/dx, position and two-track resolution
while keeping a low occupancy. Particle tracks are reconstructed with up to 159
3-dimensional space points. By measuring also the charge collected for each point,
the energy loss in the gas is measured: this information is combined with the track
momentum to identify the particle species.

3.2.3 Time-Of-Flight

The Time-Of-Flight (TOF) detector [153] is used to identify charged particle in
the intermediate momentum range, up to pr ~ 5 GeV/c. Its layout is shown in
Fig. [3.6] It is based on Multi-gap Resistive Plate Chambers (MRPC) containing
10 gaps of 250 pm thickness, divided in two layers. When crossed by a charged
particle, the gas contained in each of the gaps is ionised and the ionisation signal
is read out. The thin gas layers ensures a fast detector response: the timing
resolution is further reduced by summing the analogue signals collected in each of
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Figure 3.6: Layout of the ALICE TOF detector.

the chambers. The MRPC strips are placed inside the TOF modules, which consist
of sealed boxes filled with a gas mixture mainly composed of chlorofluorocarbons.
The TOF modules are further arranged in supermodules mounted on a cylindrical
support structure, as it is shown in Fig. |3.6

Using the MRPC technology, the TOF system is characterised by both an intrinsic
efficiency ~ 100% and an intrinsic time resoluction ~ 40 ps.

The time measurement obtained with the TOF detector is combined with the
collision (event) time, teyens, to carry out PID. This quantity can be measured
either with the T0O detector or with TOF, as it is described in reference . The
best estimate of t..en 18 Obtained as a weighted average of the two. The total time
resolution of TOF is 56 ps in Pb-Pb collisions during Run 2 [155]. The time of
flight measurement, along with the track momentum estimate, is used to determine
the particle velocity, 5, and hence its mass.

3.2.4 VO

The VO detectors consists of two arrays of plastic scintillator counters (VOA and
VO0C), located on both sides of ALICE at high pseudorapidityﬂ The VO signals
are used to define trigger conditions for the data acquisition, as well as to reject
the interactions between the LHC beam and the residual gas present in the beam
pipe. In addition, the VO signal amplitude is correlated with the charged-particle
multiplicity at midrapidity: as such, it is used to construct event multiplicity
estimators.

'The “A” and “C” sides of ALICE face ATLAS and CMS respectively.
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3.2.5 TO

The TO detector is composed of two arrays of Cherenkov counters, the TOA and
TOC. Its main purpose is the determination of the event time with a resolution
below 50 ps when the TOF event-time extimate is not available, as it is the case in
low multiplicity events. The TO also provides an online determination of the LHC
instantaneous luminosity. In addition, its timing information is used to estimate
the primary vertex position along the beam axis with a precision of about 1.5
cm.

3.2.6 Trigger and data acquisition

The output signals of the different trigger detectors are combined with the LHC
filling scheme information by the Central Trigger Processor (CTP) [156]. The
trigger condition is checked in three sequential levels characterised by an increasing
decision time. The level 0 decision is produced in less than 1 ps combining the
signals of the SPD, VO, EMCal, PHOS and Muon Trigger, the latter one being
part of the forward muon spectrometer. A level 1 condition is determined for the
events passing the first one, in about 6.5 ps. Finally, the Level 2 (L2) conditions
are issued 100 s after the collision to include the TPC output signals. The Data
Acquisition (DAQ) machines [157] and the High Level Trigger (HLT) [158] process
the events passing the L2 selection.

When the data acquisition is triggered, the raw data processed by the front-end
electronics are collected through optical connections by the Local Data Concentra-
tors (LDCs) machines. Each of the ALICE subdetectors are connected to one or
more LDCs, which further process the raw data to build a subevent. The Global
Data Collectors (GDCs) combines the subevents obtained by the LDCs to build a
full event. The HLT then carries out a fast event reconstruction to apply further
selections. Once the event building is done, the data are transferred to the CERN
computing centre for storage.

3.3 ALICE offline analysis

The ALICE offline software is based on ROOT [68], a C++ object-oriented frame-
work designed at CERN for data analysis in experimental High-Energy Physics.
The ALICE Collaboration developed an extension of ROOT, named ALIROOT,
containing C++ classes specialised for the reconstruction and analysis of the col-
lected data. The analysis codes based on ROOT and ALIROOT developed by the
ALICE analysers are part of the ALIPHYSICS framework. These analysis rountines
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are run on the Worldwide LHC Computing Grid (WLCG) [159].

3.3.1 Event reconstruction

The first step of the event reconstruction is the extraction from raw data of the
space points, known as clusters, where the particles produced in the collision in-
tersect the detector sensitive volume. Different quantities can be associated to the
reconstructed clusters, such as the ionisation energy in TPC and the track time
measured with the TOF system.

Primary vertex finding

The position of the primary interaction vertex is first estimated using the space
points reconstructed in the first two layers of I'TS, the SPD. Track segments, called
tracklets, are built by connecting pairs of space points reconstructed in both SPD
layers and lying in a limited azimuthal window. The primary vertex is defined
by the point minimising the distances from all tracklets. This vertex estimation
is employed in the track reconstruction routines. After this process is completed,
the vertex finding is run once more, this time using the information of the fully
reconstructed tracks. This estimate has a better spatial resolution than the first
one, as it can be observed in Fig. [3.7, where the performance of both methods is
compared in pp collisions at /s = 7 TeV, as a function of the event multiplicity,
dN/dy.

The resolution obtained on the x and y vertex coordinates obtained is improved
by a factor larger than 2 when combining the full-track information compared to
the early SPD-tracklet estimation. The resolution improves for increasing event
multiplicity for both estimators, as the number of either tracklets or full-tracks
used in the vertex finding algorithm increases. Specifically, a resolution of about
50 pm is achieved in the highest-multiplicity pp events analysed in Fig. [3.7, where
dN/dn = 40.

For the measurements carried out in this Thesis, triggered events with pile-up, i.e.,
where multiple collisions occurred, are rejected. Pile-up is generated by multiple
collisions occurring in either the same or different bunch crossings. The vertex
finding procedure enables the reconstruction of multiple vertices per event, pro-
vided that they are spatially resolved. Other pile-up rejection strategies exploit
either the correlation between different multiplicity estimators or track-level re-
quirements, such as the minimum number of space points in the SPD layers [160].
The criteria used in this Thesis are reported in detail in Chapter [4
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Figure 3.7: Resolution of the primary vertex position reconstructed using both the
SPD vertex finder (SPD) and the full-track vertexing (TRK), as a function of the
particle multiplicity.

Track reconstruction

The tracks of charged particles are extracted through a kinematic fit of the space
points reconstructed in the ALICE subdetectors. In the central barrel, charged
particles propagate along helicoidal trajectories that are locally perturbed by both
elastic and inelastic interactions in the detector material. Consequently, the fit is
carried out with a Kalman filter approach to take into account the perturbation
induced by the stochastic interaction processes |[161]. The track finding consists
of three steps following an inward-outward-inward approach [162]. The first step
is seeded by pairs of space points reconstructed in TPC, close to the outer wall
of the field cage; the primary vertex position extracted with the SPD algorithm
is employed as a constraint. The track fitting then proceeds towards the inner
TPC wall by updating the track parameters with the information of additional
clusters compatible with the track extrapolation. In this process, the energy loss
information associated to the used space points can be combined with the extracted
track momentum to obtain a preliminary identification of the particle species. The
ITS track finding is started by extrapolating the TPC tracks to the outermost
ITS layer: the ITS track fitting is then carried out in a similar way as for the
TPC. The track x? is increased by a penalty factor each time compatible clusters
are not found. The I'TS+TPC tracks stored in the event at the end of the fitting
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process are those characterised by the highest goodness-of-fit. A second refit of the
ITS+TPC track is carried out in the outward direction. Succesfully refitted tracks
are propagated to the TRD, where the track parameters are further updated with
the information of compatible TRD tracklets. In this step, the obtained tracks are
also extrapolated to the TOF detector to find matches with TOF clusters: at this
stage, both the integrated track length and the propagation time under multiple
mass hypotheses are determined. The extrapolation to the outer calorimeters and
to the HMPID is also carried out in this step.
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Figure 3.8: Resolution on 1/pr obtained in p—Pb collisions at /syy = 5.02 TeV
for different reconstruction algorithms.

In the last reconstruction steps, the Kalman filter fit is repeated once more using
all clusters found in the previous steps. The tracks are inward extrapolated to the
innermost I'TS layers.

In Fig. 3.8 the inverse transverse momentum resolution, oy, related to the pr

resolution as:
O’ﬂ _ O-l/pT (3 3)

pr 1/pr’
is shown for p—Pb collisions at /syy = 5.02 TeV as a function of 1/pr for track
samples obtained in the different steps. The data shown refer to tracks extracted
either with TPC space-points only or combining both ITS and TPC clusters,
both with and without the constraint of the primary vertex position. For the
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TPC standalone tracks, the vertex constraint causes oy, to decrease by a factor
of 3 for 1/pr ~ 0.1 (GeV/c)™!, ie. at pr = 10 GeV/c. TPCHITS tracks are
characterised by the best resolution, ~0.8% at pr = 1 GeV /¢, increasing to ~2%
for pr = 10 GeV/c.

Secondary Vertices

The vertices of both photon conversions and displaced weak decays are searched in
the event reconstruction. The secondary-vertex finder algorithm used in this Thesis
enables the reconstruction of neutral particle decays with decay-product tracks
arranged in V-shaped topologies, hence called VY. The secondary vertices are
found using pairs of oppositely-charged tracks: the tracks used are obtained with
the aforementioned procedure. The V? candidates are stored in the reconstructed
event if some loose topological selections are passed. A first set of selection is
performed on the Distance of Closest Approach (DCA), i.e. the minimum distance,
between the daughter tracks. Additionally, a thershold is applied to the cosine of
the pointing angle (cosf,), which is the cosine of the angle formed by the vector
sum of the daughter momenta and by the straight line connecting the primary
and secondary vertex. These variables are described more in detail in Chapter
where also the (tighter) selections used in the offline analysis are reported.

3.3.2 Monte Carlo simulations

The offline analysis of the data collected by the experiment requires the accurate
understanding of detector effects, such as the detection and reconstruction efficien-
cies of the apparatus. This information is extracted using Monte Carlo (MC) sim-
ulations, where both the collision process and the interactions of particles with the
detector are accurately reproduced. In the first step, the collision dynamics is sim-
ulated using dedicated computer programmes called event generators. The input
information of event generators include the beam parameters and the cross sections
of the physical processes to simulate; the output of the generation is the array of
kinematic variables of the particles produced in the collision. In the ALICE offline
framework, pp collisions are simulated using the PYTHIA 8 generator [57], while
HIJING [59] and EPOS LHC [124] are used to generate Pb—Pb and p-Pb collisions,
respectively. The generated particles are then propagated through an accurate
geometrical description of the ALICE detector using transport codes. The ALICE
offline frameworks supports multiple transport codes through the TVIRTUALMC
interface, namely GEANT 3 [163]|, GEANT 4 [164], and FLUKA [165]. Simulated
raw data are obtained from the MC by reproducing the detector response in the
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simulation. These raw data are then processed using the same software employed
for the reconstruction of the real data, enabling a direct comparison between the
two.

3.4 Particle identification

The different ALICE detectors employs several particle identification (PID) tech-
niques to enable measurements of the various QGP probes. In this Thesis, the
PID capabilities of ITS, TPC, and TOF are used to carry out measurements of
light-flavour hadrons. Both ITS and TPC provide measurements of the specific
ionisation, dF/dzx. On the other hand, the TOF detector is used to determine
the time it takes for particles produced in the collision to reach the detector itself.
Each of these detector is optimised to carry out the PID of reconstructed tracks in
specific transverse momentum regions. In the following, the main methodologies
are presented: more details connected to the analyses carried out in this Thesis
are reported in Chapter [

3.4.1 PID with ITS and TPC

The four outermost I'TS layers can be used to measure the specific energy loss of
particles in silicon. For tracks with pr < 1 GeV /¢, the dE/dx resolution is 11%,
enabling the rejection of electrons for the identification of hadrons. The specific
energy loss in the TPC gas is determined as a truncated mean of the energy deposit
measurements associated to each of the track clusters. Using this procedure, the
TPC dFE/dx resolution achieved in pp and Pb-Pb collisions is about 5.5% and
6.5%, respectively.

The dE/dx measurements are combined with the track momentum information
to carry out PID. These two quantities are related via the Bethe-Bloch formula
[166], which can be written in terms of the S relativistic factor as:

;; le — 5% —In (P3 + ﬁ)} (3.4)

This parameterisation in terms of the four parameters P; for i = 1,2,3,4 was
introduced by the ALEPH collaboration at LEP [167]. This functional form is
also used by the ALICE Collaboration. Alternatively, spline parameterisations

f(By) =

are also available.

The specific ionisation signal observed both in ITS and in TPC as a function of
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momentum and magnetic rigidityﬂ of the track, respectively, is shown in Fig. 3.9
At low momenta (p < 1 GeV/c) the dominant term of the Bethe-Bloch formula is
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Figure 3.9: ITS (left) and TPC (right) dE£/dx signal in Pb-Pb collisions at \/sxy =
5.02 TeV. The response expected for different particle species is also shown with
a solid line.

proportional to 1/3%. In this region, the TPC-based particle identification can be
performed on a track-by-track basis, by requiring that the d£/dx signal lies within
fiducial regions predicted for each of the species of interest. In the intermediate
momentum region, a statistical unfolding of the marginal dE/dz distributions is
carried out. The TPC PID can be extended to higher momentum tracks once the
Fermi plateau of dF/dz is reached.

For the dE/dz in TPC, the observed 3He signal is well separated from other
species up to pr = 10 GeV /c. This effect is due to expected quadratic dependence
of dE'/dz on the electric charge of the particle.

3.4.2 PID with TOF

The time of flight of a particle is the time interval elapsed between the particle
production and the instant it crosses the TOF detector releasing a signal. Using
measurable quantities, it is defined as the difference between the TOF time signal
tror and the event time teyene. This quantity is determined with a resolution of
about 56 ps for pions having 1.5 GeV/c in Pb-Pb collisions. The particle speed,

2The magnetic rigidity p/z is the ratio between the track momentum, p, and the electric
charge of the particle, z, measured in units of the proton charge.
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Figure 3.10: Particle speed, 3, measured with the TOF in Pb-Pb collisions at
\/SNN = 5.02 TeV.

B, is determined from the time of flight using the following equation:

Y

S 3.5
tTOF - tevent ( )

where L is the integrated track length computed during tracking. In Fig. the
particle velocity, 3, is shown as a function of the momentum: the expected particle
species associated to each of the observed bands is reported in the figure.

Up to pr ~ 5 GeV/e, different hadron species are resolved one from the other.
Specifically, z = 1 hadrons not resolved with the TPC PID information are iden-
tified with TOF in the intermediate momentum region.

3.5 Centrality estimation in Pb-Pb collisions

As discussed in Section the geometry of heavy-ion collisions is regulated by
the impact parameter, b. Although the distance between colliding ions cannot be
directly measured, the centrality of the collision can be determined using exper-
imental observables related to b in the Glauber Model. Specifically, the energy
deposited in the ZDCs and the charged particle multiplicity are used for this pur-
pose . In the literature, events are classified according to centrality classes,
which are defined as percentiles of the total hadronic interaction cross section of



o8 3.5. CENTRALITY ESTIMATION IN PB-PB COLLISIONS

)

T FAICERD ot (o276 TV |
% 3 + Data E
107 F —— NBD-Glauber fit i
EL . Pk xIf Npan +(1 -f)Nm”] 0l
%10_4 iy Ny f=0.801, 1 =29.3,k=1.6
S \M
Lﬁ [ tlowncinay
10° i
106 1 [ 2 N N X
o | o o o o
(- BTy < ™0 N
olo| o ) =)
0| < (5] N -
1076 b ol b b b bl
0 5000 10000 15000 20000

VZERO amplitude (arb. units)

Figure 3.11: Comparison between the measured VOM amplitude distributions
and the one expected from a Glauber MC calculation in Pb-Pb collisions at
Vsnn = 5.02 TeV. Centrality classes are defined as percentiles of the obtained
distribution [168§].

the colliding nuclei:
1 b do
b)=— [ —dV 3.6
)= | . (3.6)

where the total cross section, oaa, is defined as the integral of the differential
cross section, do/db, over all possible values of b. Assuming that both the charged
particle multiplicity, N, and the energy deposit at zero degrees, Ezpc, are mono-
tonically dependent on b, the centrality is determined using two variable substitu-

1 * do 1 Ezpo (g
¢ AN/, ~ —— / %74 3.7
—/ anpve= o -~ (37)

tions:

Under similar assumptions, the interaction cross section can be replaced by the
number of events corrected for the trigger efficiency and background contamina-
tion. These assumptions break down for the ZDC energy deposit when ¢ > 50%, as
the remaining nuclear fragments are deflected outside the ZDC acceptance by the
LHC magnets, hence going undetected and biassing the centrality estimate. The
resulting ambiguity in centrality determination is solved by correlating the ZDC
signal with the energy deposited in a forward electromagnetic calorimeter.

The determination of centrality from the charged particle multiplicity is based on
the VOM multiplicity estimator, obtained as the sum of the VOA and VOC signal
amplitudes, which is correlated with the multiplicity at midrapidity. The VOM
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distribution is fitted with a parameterisation based on a Glauber Monte Carlo
model, as it is shown in Fig. [3.11] Centrality classes are defined as percentiles
of the integrated VOM amplitude distribution: each of them is associated to an
interval of b values. When comparing measurements across colliding systems, the
event multiplicity is used as a reference. Hence, in analogy to the Pb—Pb case,
multiplicity classes are defined also for pp and p—Pb collisions.






Chapter 4

Analysis methods for the
selection of light-flavour hadron
candidates

The observables studied in this Thesis are based on the measurement of the yields
of particles and antiparticles produced at midrapidity in hadronic and heavy-ion
collisions for multiple light-flavour hadron species. These measurements are per-
formed in intervals of either transverse momentum, pr, or proper decay lenght,
ct = ML/p, where M, L, and p are the mass, decay length, and the momentum
of the particle, respectively. The analysed species, ordered by increasing masses,
are the charged pion, 7~; charged kaon, K~; proton, p; the (multi)strange baryons
A, =7, and Q7; a set of light (hyper)nuclei, namely deuteron, d; helium-3, 3He;
triton, *H; hypertriton, 3 H, a bound state of a proton, a neutron, and a A baryon.
Hereafter, the charge conjugate states will be implied in the text unless otherwise
specified. The analysis techniques used to identify these hadrons are presented
in this chapter. The different hadron species are grouped according to the re-
construction method used. The trajectories of charged particles stable against
weak decay over the radial extension of the ALICE spectrometer, O(5 m), can be
reconstructed with tracking algorithms. Conversely, the kinematic properties of
shorter-lived particles are obtained by reconstructing their decay vertices starting
from tracked charged particles.

61



62 4.1. DATA SAMPLES AND EVENT SELECTIONS

4.1 Data samples and event selections

4.1.1 Data samples

The data samples analysed in this Thesis were collected by the ALICE Collabora-
tion during the second data taking run at the CERN LHC, and include different
colliding systems: pp, p—Pb, and Pb—-Pb. The analysed data samples are sum-
marised in Table [4.1] The hadron species analysed in each of the samples, are also
reported.

Table 4.1: Data samples and the corresponding particle species analysed in this
Thesis.

System | Year | \/syn (TeV) | B, (T) | Sel. events | Analysed species
PP 2017 5.02 —0.5 848 x 10° K=, ==
p—Pb | 2016 5.02 +0.5 607 x 106 K=, ==
Pb-Pb | 2015 5.02 £0.5 99 x 106 K=, ==
Pb-Pb | 2018 5.02 +0.5 272 x 106 all

In all of the presented cases, the centre-of-mass energy per nucleon-nucleon pair
is /sy = 5.02 TeV. The different data samples were collected with different
polarities of the solenoidal magnetic field, B, provided in the ALICE central barrel
by the L3 magnet. While the samples of pp and p—Pb collisions were collected
with a single polarity, either positive (p—Pb) or negative (pp), both of the samples
of Pb—Pb collision data were recorded switching the polarity of the magnetic field
in a fraction of the data taking time. This procedure enables the understanding of
systematic effects connected to the imperfect knowledge of the magnetic field in the
later processing steps. The events analysed in this Thesis are inelastic collisions,
for each of the colliding systems employed. The number of events selected in each
of the samples with the criteria described in detail below are also reported.

Besides the data collected with the experiment, data samples obtained via detailed
Monte Carlo (MC) simulations of both the collision processes and the detector
effects are employed in the analysis. The dynamics of the collision, both at the
partonic level and in the hadronization phase, is simulated with an event generator
program. The event generators used depend on the analysed colliding systems.
The PyTHIA 8 [57] code, with the Monash tune [57} [123], is used to simulate pp
collisions, while EPos 3 [32] and HIJING [59] are used to generate p—Pb and Pb-
Pb collisions, respectively. The propagation of the final-state particles through
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the ALICE detector is simulated using the GEANT 4 [169] transport code. In
this simulation step, a detailed model of the ALICE apparatus geometry is used
to accurately simulate both the response of the active elements to the passage
of particles in the detector and the interactions with the passive elements of the
apparatus. In addition, the real data taking conditions affecting the collected data
quality, e.g., the misalignement of the detector elements with respect to the ideal
geometry and the presence of dead channels in the various ALICE subsystems, are
reproduced in the detector model.

The simulation data used in this Thesis are obtained either from general pur-
pose MC simulations, where the yield of the particles of interest is the output
of the event generator without any further modification, or using injection pro-
cedures, where additional particles of the species of interest are added on top of
those produced by an event generator. To avoid biases in the event reconstruc-
tion, the amount of injected particles is limited to a fraction of the total charged
particle multiplicity. The number of injected particles and the kinematic distribu-
tions sampled in the injection are reported in Table for the different analysed
species.

Table 4.2: Injection schemes used in this Thesis for the different analysed species.
The number of particles injected per event is the same for both particles and
antiparticles.

Species Inj. per event | pr (GeV/c) y @ (rad)

p 40 0.2, 3.5] [—1,1] 0, 27]

= (Pb-Pb) 10 [0.2,4.0] —1,1] | [0,27]
= (pp) 1 [0, 20] [—0.7,0.7] | [0, 27]
Q- 10 [0.2,5.0] —1,1] | [0,27]

d, 3H, *He 10 [0, 10] —1,1] | [0,27]
I 40 [0, 10] ~1,1] | [0,2q]

The ranges of the kinematic variables match the ones used for the analysis of
yields, to optimise the generation of the simulated samples without disrupting the
reconstruction performance. For instance, the number of =~ injected on top of
pp events is smaller than that injected in Pb—Pb collisions to avoid biases in the
total particle multiplicity of the event, which decreases from Pb—Pb to pp. The
kinematic distributions are sampled uniformly in the injection: analysis-specific
modulations are applied afterwards to better reproduce the kinematics observed
in the data for the species of interest.
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4.1.2 Event selection

The analysed inelastic pp, p—Pb, and Pb—Pb events are selected with a set of
criteria applied both online during the data taking and offline in the post processing
of the collected data.

The online selections include a minimum bias (MB) trigger defined by the coinci-
dence of signals in the VOA and VOC scintillators. In the data sample of Pb—Pb
collisions collected in 2018, the acquisition of the 10% most central events and of
semicentral events in the 30-50% centrality interval is triggered on top of the MB
baseline by comparing the V0 signal amplitude with predefined thresholds.

The offline selections are summarised in Table

Table 4.3: Offline event selection criteria.

Event selections

Reject multiple SPD vertices

V.| <10 cm

’AV;' S QOUTRK, |A‘/z’ S 1OUSPD and ‘A‘/Z‘ S 0.2 cm

A set of selections is used to reject pile-up events from the analysed sample. In
particular, the events with multiple vertices reconstructed with the SPD tracklets,
i.e., the track segments obtained by matching pairs of space points in the first two
ITS layers, are rejected. In this way, it is possible to reduce the contamination
due to pile-up occurring in the same bunches that triggered the data acquisition,
as well as the out-of-bunch one, coming from a bunch crossing different from the
trigger one. This selection allows us to reject the out-of-bunch contamination from
bunch crossings occurring within the SPD readout time window (300 ns) centered
around the trigger bunch time. Other selections aimed at rejecting the out-of-
bunch contribution outside this time window are applied at the track level.

In addition, the events are required to fulfill a few criteria for the quality of the
primary vertex reconstruction. Specifically, the z coordinate of the primary vertex
is required to lie inside a 10 cm wide fiducial region around the centre of the AL-
ICE coordinate system. Moreover, an upper threshold of 0.2 ¢m is applied to the
distance between the z coordinates of the vertices, AV, reconstructed with differ-
ent algorithms, namely using either the SPD only, V5P| or the fully-reconstructed
tracks, V"R, Two additional criteria are defined for AV, in terms of the spatial
resolution on V, reconstructed with either of the two algorithms, ospp and orgk,
respectively.
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All of the observables measured in this Thesis are analysed differentially in either
the multiplicity or the centrality of the collisions. The multiplicity or centrality
estimator used in this Thesis for the pp and Pb—Pb data samples is known as VOM:
it consists of the sum of amplitudes of the signals in the VOA and VOC scintillators.
For the p—Pb data sample, due to the asymmetry of the colliding system, only the
A side one of the VO system is used. The distributions of the multiplicity and
centrality percentiles obtained in the different data samples analysed are shown in

Fig. [A.0]
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Figure 4.1: Centrality and multiplicity percentile distributions in the data samples
analysed in this Thesis.
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The central and semicentral trigger selection adopted 2018 result in an enhance-
ment of events selected in the 0-10% and 30-50% centrality intervals, as it is shown
in the bottom-right panel of Fig.

4.2 Hadrons reconstructed by tracking

The charged particles tracked in the ALICE apparatus include 7=, K=, p, d, 3He,
SH. A schematic representation of the generic candidate topology is shown in

Fig. (4.2

PV

/ DCA
" track to PV

T, K, p,d, 3He, *H track

Figure 4.2: Sketch of the topology of tracked candidates. The distance of closest
approach (DCA) to the primary vertex (PV) is highlighted in the figure.

The reconstruction quality of the candidate kinematics is further ensured by a set
of rectangular selection criteria outlined below. Additionally, the particle identifi-
cation (PID) information provided by the different ALICE subsystems is used to
determine the particle species.

4.2.1 'Track selection
The track selection criteria used in this Thesis are reported in Table [4.4]

The analysed tracks are selected in the pseudorapidity region |n| < 0.8 to exploit
the full coverage of the central barrel detectors up to the TOF, avoiding border
effects. Only tracks passing the last refitting step both in ITS and TPC are
employed in the analysis to obtain the best estimation of the kinematic parameters.
It is required that a minimum number of space points, also referred to as clusters,
are used for the track finding, both in I'TS and TPC. The tracks must have at least
one associated cluster in the SPD to reject contributions from the residual out-
of-bunch pile-up in the selected events. In the Pb—Pb collision data samples, for
candidates identified via the specific ionization measurement in the four outermost
ITS layers, a minimum of 3 clusters across the SDD and SSD is also required. Only
tracks crossing at least 70 out of the 159 readout pad rows of TPC are selected
for the analysis. Moreover, it is required that the fraction of crossed TPC rows
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Table 4.4: Criteria for the selection of tracks used in this Thesis. Unless otherwise
specified, the requirements apply to all analysed data samples for all candidates
of each species.

Track selections

In| <0.8

NSPDelusters > 0 and nrrselusters > 1

NTPCerossedRows = (0

NTPCerossedRows/ VTPCindableCls > 0.8

NTPCelusters > 70 (> 90 for *He)

X2 /Mrselusters < 36

X2/ rpceusters < 4 (< 2.5 for the Pb-Pb 2018 data sample)
TPC and ITS refit

Rejection of kink topologies

IDCA.| <1 cm

IDCA,,| < 0.1 cm (< 0.12 for p and 77)

NSDDelusters T M8SDelusters > 3 (Pb-Pb)

(for K= with pr < 0.4 GeV/c and p with pr < 1.2 GeV/¢)

per geometrically findable clusters is larger than 0.8. An upper threshold, tuned
differently for the different data-taking periods, is applied to the x? per number of
clusters, x?/Neusters; of the kinematic fitting in ITS and TPC. In addition, tracks
characterised by a sudden change in curvature along the trajectory are excluded
from the track sample. These topologies, called kinks, arise from the decay of a
charged particle into a charged-neutral pair.

The particles of all the analysed species are produced either in the primary in-
teraction or by secondary processes, such as the decay of heavier unstable states.
In addition, non-strange hadrons can be created in the spallation interactions of
primary particles with the detector material. Weak decays and spallation pro-
cesses can be separated from primary interactions by evaluating the displace-
ment of the produced particle from the primary interaction point. Experimen-
tally, this is achieved by measuring the distance of the closest approach (DCA) of
the backwards-extrapolated track to the primary vertex (PV). Primary particles
are selected by applying upper selection criteria to such distances measured both
along the beam direction, DCA, and in the transverse plane, DCA,,. More strin-
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gent criteria are defined for DCA,, thanks to the better pointing resolution in the
transverse plane. For tracks with pr = 1 GeV /¢, the pointing resolution along =z
and in r¢ is about 170 pym and 60 pm, respectively.

4.2.2 Particle identification

The hadron species associated with the selected tracks are determined either on a
track-by-track or on a statistical basis using the particle identification (PID) infor-
mation provided by different subdetectors. The observables used for PID include
the specific ionization, dF/dz, measured either in the four outermost ITS layers
or in the TPC gaseous volume, and the particle velocity, £, measured with the
TOF detector. For each of these quantities, a no; variable is defined, represent-
ing the difference between the measured and the expected value of the observable
for a specific momentum value and mass hypothesis, in units of the experimental
resolution on the PID observable, o;, with j = ITS, TPC, and TOF:

(dE/dx) — (dE/dx);™

no; = , for i =ITS, TPC (4.1)
g;
B — 175r
noTop = ———————— (4.2)
OTOF

In the analysed data samples, ITS and TPC dFE/dz resolutions are about 11%
and 6%, respectively, while the TOF timing resolution is about 80 ps and 56 ps in
the pp and Pb—Pb collisions, respectively. The identification of the candidates is
carried out using different detectors in different pr intervals because of the different
separation power among the various species. The pr intervals analysed with each
detector are summarised in Table and they are visualised in Fig. [£.3] Low-pr
candidates are identified through the TPC dFE/dxr measurement, while at higher
momenta the TOF [ information is also required for unitary-charged particles,
as they all reach a common minimum d£/dz. The 3He candidates are identified
with TPC throughout the analysed pr range as the dE/dx expected for |z| = 2
particles is 4 times larger than that of |z| = 1 particles with the same 7. For
3He candidates with py < 5 GeV /¢, the PID hypothesis extracted during the TPC
tracking is also required to reduce the contamination of *H candidates. For the
low-pr proton and kaon candidates, the ITS dF/dx measurement is used to reject
e* candidates.

In the measurements presented in this Thesis, the PID of selected tracks is carried
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Table 4.5: pr intervals used in this Thesis to carry out the PID of the selected
candidates with ITS, TPC, and TOF, for each of the studied mass hypotheses.

ITS TPC TOF
Species | Analysed pr (GeV/c) pr (GeV/e)
— 0.7, 1.] B 0.7,1.6] (0.7, 10|
K- 0.2, 1.0] 02,04 [02,1.0]  [0.4, 1.0
p 0.5, 3.0] 05,12  [0.5,3.00 [1.0, 3.0
d 0.6, 1.8] - 0.6,1.8] [L.0, 1.§]
SHe 2.0, 8.0] - 2.0, 8.0] -
3 1.6, 3.0] - [1.6,3.0 [L.6, 3.0]
ARANRARANRE
3H |
*He ——
d| me—
P E— This Thesis
- ITS dE/dx .
K| e B TPC dE/dx
e TOF B 7]
v | —
e e b b

0 1 2 3 4 5 6 7 8
pT(GeV/c)

Figure 4.3: PID techniques used in the various analysed intervals of pr, for each
of the tracked species studied in this Thesis.

out either on a statistical or on a track-by-track basis, depending on the measured
observables. In the statistical approach, for each analysed pr and centrality or
multiplicity interval, the no distribution obtained with the outermost detector
is fitted both to extract the yield of the particle of interest and to estimate the
background contaminations, due to either other particle species or detector effects,
such as the wrong associations of TOF space points to particle tracks. In addition,
rectangular selections are applied to the no quantities estimated candidate-by-
candidate with the inner detectors to improve background rejection. The track-
by-track PID can be performed when the no distributions associated with different
species are resolved one from each other: the yields are extracted by counting the
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number of candidates falling within no windows set for each of the species of
interest. More details on the specific PID selections and fitting procedure are
provided in Chapter [5] and Chapter [0}

The calibrations of the PID responses for I'TS, TPC, and TOF are centrally com-
puted by the ALICE Collaboration. When a selection is applied on the no variable,
a recalibration procedure is carried out to correct for miscalibration effects result-
ing in a shift and/or widening of the no distribution. This procedure consists
in determining the mean value, pcap, and standard deviation, ocap, of the no
distribution obtained in each of the pr intervals, for each of the analysed hadron
species. These parameters are extracted from the no distributions observed in
the data with a fit procedure. The general fit function is defined as the sum of
a signal component, modelling the no distribution of candidates associated with
the species of interest, and a background component, describing the contamina-
tion effects present in the observed distribution. The signal function S is generally
defined as a gaussian core with smoothly-connected exponential tails to describe
the non-gaussian shapes of the no distribution observed in the data:

.

exp[—a( —%)] ifxr<pu—ao

S(x;p,0,a,b) < ¢ exp [—%( — )2} if u—aoc <x<pu+bo (4.3)
exp[—b(x—;ﬁ—g)} itz >p+bo

T

The absolute values of a and b obtained from the fits are approximately O(1).
This implies that the data distribution is described by a gaussian shape within
a lo region centred around the mean. In the vicinity of the signal peak, the
background shape due to residual contamination effects can be generally described
by an exponential function. The background effects described by this exponential
component are due to either the contamination from other species in the analysed
norrs,rpc window, or from wrong matches of tracks to space points in the TOF for
the noror distribution. A few examples of the fits carried out for the recalibration
procedure applied to K~ are shown in Fig. , for norrs Trc,TOF-

The p and o parameters extracted with this procedure are used to define a cor-

corr

rected variable, no®"", as:

no — Uealib
oo = 17— Healib (4.4)
O calib

which is then used to define ITS, TPC, and TOF PID selection windows presented
in the following.
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Figure 4.4: Performance of the fitting procedure for the recalibration of ITS (left),
TPC (middle), and TOF (right) PID response for K~ candidates, in Pb—Pb colli-

sions.

4.3 Hadrons reconstructed by vertexing

The A, 27, 7, and 3 H candidates are identified via their fully-reconstructed decay
channels, which are reported in Table [4.6] along with their branching ratios.

Table 4.6: Decay channels analysed for the reconstruction of A, ==, O, and 3 H.

Decay channel — Branching ratio (%)

ASprn 639105
= —=A+7 99.887 + 0.012
QO - A+K™ 67.8 0.7
2H — 3He + 7~ 25.0 £ 2.3

The analysed decay topologies are subdivided into: two-body decays of A and
2H characterised by V-shaped topologies, also called V', where the initial hadron
decays into a pair of oppositely charged hadrons; cascade decays of =~ and €27,
where the initial state decays into a charged hadron, called bachelor, and a weakly-
unstable particle, which is reconstructed as a V-shaped topology. The two topolo-
gies are schematically represented in Fig. and Fig. respectively.

The algorithm used for the secondary vertex finding starting from reconstructed
tracks is described in Chapter Chapter[3] Besides signal candidates associated with
real decay vertices, combinatorial background candidates originating from uncorre-
lated tracks are also found by the algorithm. To enhance the signal-to-background
ratio of the samples, a set of rectangular selections is applied to the A candidates,
while 3H, 27, and 2~ candidates are selected with a supervised machine learn-
ing (ML) approach, enabling a better suppression of combinatorial background at
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Figure 4.5: Sketch of the two-body decay topology of the A baryon. The main
topological variablesdescribed in the text are highlighted in the figure.
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Figure 4.6: and cascade decay topology of the 2~ baryon.

fixed signal selection efficiency. For cascade topologies, the background component
is enhanced compared to the two-body case because of a larger possible combina-
torics with three decay products. For the 3H, the large background contamination
is due to the large difference, O(10%), in all collision systems between the yields of
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uncorrelated charged pions and pions produced in 3H decays [133} [170].

4.3.1 Two-body decay topologies: A baryon

The criteria for the selection of A candidates are defined both for track-level vari-
ables of the reconstructed decay products, in analogy to those presented in Sec-
tion [4.2] and for quantities involving both the tracks and the reconstructed decay
vertices. The selections are described in detail below for both kind of variables.
In this Thesis, the A candidates are analysed differentially in pr, in the range
1 <pr<4GeV/e.

Track selections

The set of track-level selections employed is reported in Table |4.7

Table 4.7: Track selection criteria applied in the A analysis in this Thesis.

Track selections

NTPCclusters Z 100

NTPCcrossedRows Z 100
NTPCerossedRows / VTP ChindableCls > 0.8
NTPCSharedclusters < O

XQ/nITSclusters < 36

X2/nTPCclusters <4
TPC refit

at least 1 track has TOF hit or I'TS refit
IDCA| > 0.1 cm, [DCA,y| > 0.1 cm

|7”L0'Tp0’ < 4

The track selections involve the requirement for the number of clusters and crossed
rows in TPC to be larger than 100, i.e., more than half of the total number, to
reject geometrically overlapping tracks reconstructed with only part of the array
of clusters originating from a single particle. In a similar way, tracks having more
than 5 associated clusters shared with other tracks are also excluded. To reject
the contamination from out-of-bunch pile up, it is required that at least one of the
two candidate decay products either has a matched cluster in the TOF detector or
was succesfully refitted in ITS in the last kinematic fitting step. To select tracks
mostly created in secondary processes, the DCA criteria of the candidate decay
products are inverted with respect to those reported in Section which are



74 4.3. HADRONS RECONSTRUCTED BY VERTEXING

adopted for primary particle candidates. Finally, a 40 PID selection in TPC is
applied to improve the selection of tracks consistent with the mass hypotheses of
the A decay products.

Vertex selections

The set of selections related to the reconstructed vertex are reported in Table

Table 4.8: Vertex selection criteria applied in the A analysis in this Thesis.

Vertex selections

In| < 0.8 for the A candidate and for all tracks
5 < Ry <100 cm

ct <40 cm

DCAacks < 0.2 cm

DCAyopy < 0.5 cm

cos 0, > 0.997

IM(7t +77) — M§§G| > 0.01 GeV/c?

The candidates are selected in a window of ¢t corresponding to the core of the
A production. The ¢t is computed as ¢t = M L/p using the decay length, L, the
momentum of the candidate, p, and the nominal mass of the particle under study,
i.e., MEPY in this case, as provided by the Particle Data Group (PDG) [9]. As
shown in Fig. [4.6] the decay length is obtained assuming a linear trajectory from
the primary to the secondary vertex, as:

L = /(zpv — zsv)? + (ypv — ysv)? + (2pv — 25v)?, (4.5)

where (z,y, z)py and (z,y, z)sv are the coordinates of the primary and secondary
vertices, respectively. The radius of the reconstructed decay vertex with respect
to the nominal interaction point in the transverse plane, is computed as:

R = /23 + 3y, (4.6)

is also required to lie in a fiducial range where a good reconstruction quality is
achievable.

To reduce the combinatorial background and the feed-down contribution from de-
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cays of heavier states, additional selections are applied to the topological variables
of the decay, also shown schematically in Fig.

1. Distance of closest approach between the decay products, DCA acks;

2. Distance of closest approach of the A direction of flight, corresponding to the
momentum vector of the reconstructed candidate, and the primary vertex,

DCA‘/OPV;

3. Cosine of the ponting angle, cos 0, defined as the angle between the straight
line connecting the primary and secondary vertices and the opposite of the
momentum vector of the reconstructed candidate.

The distributions of these variables both for signal and background candidates
samples obtained with a MC simulation are shown in Fig. [1.7]

| This Thesis
Pb-Pb ﬁ =5.02 TeV

MC signal

MC background

Normalised counts

Normalised counts
3

Normalised counts

100,96 0.965 0.97 0975 0.98 0985 099 0995 1 1079704 02 03 04 05 06 0.7 08 09 1 107002 04 06 08 1 12 14 16 18 2

cosf, DCA, . (cm) DCA,, ,,, (cm)

Figure 4.7: Distribution of the topological variables used for the selection of A
candidates: cos ), on the left, DCA,q in the middle, DCA, py on the right. The
distributions are shown both for signal and background candidates obtained from
a MC simulation.

The distributions of these topological variables show significant discrepancies be-
tween the signal and background samples. In particular, signal candidates are
characterised by a better pointing to the PV than background ones, in terms of
both cosf, and DCAyopy. Additionally, the two VO tracks are geometrically
closer, on average, for signal candidates than for background ones. Hence, the se-
lections applied on cos f,, DCAyo py, and DCAy;acs provide a powerful handle to
reject the combinatorial background in the A sample. This is checked by analysing
the invariant mass distribution of the selected A candidates before and after apply-
ing such requirements. For a two-body decay, the invariant mass is computed from
the 4-momenta of the decay products determined at the decay vertex, (Ej,p1) and
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(E2752)7 as:

My = /(B + Ey)? — |1 + pal?. (4.7)

As only the momenta of the tracked decay products are measured, their energies
are inferred by assuming the mass hypotheses. Hence, it is required to distinguish
antiparticles from particles, as the decay products have different masses. This is
achieved by determining the Armenteros-Podolanski « variable [171], defined for a
V0 topology as the momentum asymmetry between the two decay products along
the direction of flight of the initial particle:

_pL—1g

L (4.8)
pr +p1

where p} and p; are the projections of the momenta of the positively- and negatively-
charged decay products along the direction of the decaying-particle momentum,
respectively. From the decay kinematics it is determined that a > 0 for A, while
a < 0 for A. Hence for the selected A candidates, the mass of the proton is as-
signed to the positively charged track and that of pion to the negatively charged
one, and viceversa for A. In Fig. , the distribution of the selected candidates is
compared with the one obtained without applying any topological selection related
to the reconstructed vertex.

The background rejection performance can be evaluated by determining the purity
of the A signal in the selected sample of candidates. The purity is defined as:

Purity = (4.9)

S+ B’
where S and B are the number of signal and background candidates, respectively.
The values of S and B are extracted in a region of interest, centred around the
nominal A mass, of width 430, with ¢ the invariant mass resolution observed in
the data. The A mass reported by the PDG is taken as a reference here, as mass
shifts caused by inaccuracies in the momentum measurements are negligible in
this context. The background is estimated by integrating in the signal region the
extrapolation of an exponential fit to the sidebands of the invariant mass distri-
bution, while the signal counts are extracted as the difference between the total
counts in the signal region and the background counts. The sideband candidates
are selected requiring that the difference between their invariant mass and the
nominal A one is larger than 7o. The purity extracted in this way increases from
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Figure 4.8: Invariant mass distributions of A candidates before and after the ap-
plication of topological selections on the reconstructed vertex. The exponential
background fits to the sidebands are shown in dashed lines for the two cases. The
vertical lines show the edges of the 30 and 7o regions centred around the nominal
A mass.

about 51% to about 93% with the application of the topological selections.

The A candidates are finally selected by comparing their invariant mass with the
nominal one. It is possible that a selected candidate is simulataneously consistent
with other species by changing the mass hypothesis of the decay products: for the
A, the largest effect of this kind is caused by the K2 meson decaying into a pair
of oppositely charged pions, K§ — 7 + 7. To reject these candidates, a veto is
imposed on the competing invariant mass, computed by assigning the pion mass
hypothesis to both decay products.

4.3.2 Two-body decay topologies: 3H

The selection of the 3H candidates is carried out with a supervised ML approach
based on Boosted Decision Trees (BDT). In this Thesis, the BDT implementation
provided by the XGBoost [172] library is employed. The handling of the ML models
and of the data samples is carried out through the hipe4ml [173] package, consist-
ing in a series of utilities for ML analyses in heavy-ion physics experiments. In this
Thesis, the analysis of 3H is carried out differentially in the proper pseudo-decay
length of the candidates, ct, in the interval 2 < ¢t < 35 cm.
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BDTs and ML analysis

The BDT is an algorithm commonly used for classification tasks, where signal and
background candidates are identified out of a sample containing both components.
This is done by computing a score for each of the candidates using a set of input
variables, also referred to as features. The BDT output score is linked to the
probability of the candidate to be signal or background.

The BDT predictions rely on a boosting procedure, where the responses of multiple
weak base classifiers are combined to obtain a more discriminative classifier. The
base classifiers used in the BDT are decision trees (DT), which consist of a set
of binary selections subsequently applied to the input features of the candidates.
This process results in a tree structure where the initial data sample, located at the
root node, is split into either signal- or background-enriched subsamples at each
branching point, with the final partitions represented by the leaves of the DT. For
each candidate fed as input of the DT, a score is computed based on the leaf the
candidate under study is assigned to. The scores of the DTs are then weighted to
obtain the final BDT prediction.

The selection criteria applied in the single base classifiers, as well as the whole
structure of the final boosted classifier, are optimised in a training phase using
a sample of correctly-classified signal and background candidates, also known as
the training sample. During the training, the BDT parameters are progressively
modified to minimise the difference, measured by an objective function, between
the predicted and true class to which the training sample candidates belong. In
the XGBoost BDT, the objective function also includes a regularisation component
to limit the growth of the model during the training. The response of the trained
BDT is then validated on a statistically-indipendent data sample constructed in a
similar way as the training one, called testing sample.

A special set of parameters, called hyperparameters, constrain the structure of the
classifier: they include the maximum number of base classifiers; the maximum
depth of the base classifiers; the learning rate, i.e., the amount of change of the
BDT parameters in each iteration of the objective function optimisation; the con-
ditions for adding additional binary splittings to the base classifiers; the conditions
for the training set partitioning and sampling during the tree growth. The hyper-
parameter values used for the 3 H analysis are reported in Table The optimal
values of these BDT parameters are determined with a Bayesian optimisation algo-
rithm [174]. This optimisation is carried out once for the full training sample and



4.3. HADRONS RECONSTRUCTED BY VERTEXING 79

the obtained hyperparameter configuration is fixed in the model training.

Table 4.9: Hyperparameter values used for the 3H ML analysis in this Thesis.

XGBoost BDT hyperparameters
max_depth = 13
learning_rate = 0.0982
n_estimators = 181

gamma = 0.4467

min_child_weight = 5.75
subsample = 0.74
colsample_bytree = 0.57

Training sample

The training sample is built out of candidates which are known to be either
from real 3H decays (signal) or from the matching of uncorrelated tracks (back-
ground).

To obtain a sample of correctly-tagged 3H decays, a MC simulation is employed.
The sample size of generated 3 H candidates is enhanced with an injection proce-
dure. The underlying Pb—Pb collision is simulated with the HIJING code, while
40 signal particles, both for 3H and its charge conjugate state, are injected on top
of the Pb—Pb event. The kinematics of the injected particles is sampled from uni-
form distributions of pr, y, and ¢, with the ranges pt € [0,10] GeV /¢, y € [—1, 1],
and ¢ € [0,27]. To obtain a signal sample with realistic kinematic properties,
the pr distribution of 3H is modulated with rejection sampling [175]. The refer-
ence distribution used in this Thesis is the measured pr spectrum of *He [176].
As of the most recent measurements done by the ALICE collaboration [133], this
shape is consistent with the 3H one within uncertainties, but it is known with
better precision due to the higher reconstruction efficiency of *He. The pr spec-
trum shapes in the different analysed centrality intervals are parameterised with
the Blast Wave function [177], which provides a good description of pr spectra in
heavy-ion collisions.

The background sample is generated with a data-driven procedure. In the se-
lected data sample, the vertex finding algorithm is applied to pairs of tracks with
like-sign (LS) electric charge. This procedure enables the production of a large
sample of background-only candidates starting from real reconstructed data, also
in the signal region of the 3H. The signal region defined in terms of the invari-
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ant mass resolution, o, as the Ho-wide invariant mass region centered around the
nominal 3H one. The properties of the LS background candidates are checked
to be compatible with the real unlike-sign background ones. This is verified by
comparing the distributions of the kinematic and topological variables of the LS
sample with those of the unlike-sign pairs selected in the sidebands of the invariant
mass distribution built for 3H candidates.

The composition of the obtained training sample is detailed in Table [4.10, The
number of candidates reported includes only those that pass the preliminary se-
lections described below.

Table 4.10: Composition of the sample of 3 H candidates used for the BDT training
in this Thesis.

Training Sample Nsignal Nbackground
2H, Pb-Pb 1.7 x 10 3.0 x 107

Preliminary selections

A set of preliminary selections is applied to the initial data sample to reduce the
sample size for computational reasons and to select only candidates with a good
reconstruction quality for the subsequent ML analysis. These selections involve
quality criteria applied both on the tracks used in the secondary vertexing and
on the properties of the reconstructed vertex itself. The full list of preliminary
selections is reported in Table 4.11

Table 4.11: Preliminary selections applied to the 3H candidates in this Thesis.

Track selections

NTPCclusters ~ 50
pr *He track > 1.2 GeV/c

IDCA| < 8 cm
X?/NrpCelusters < 4
Vertex selections
IDCAracks| < 1.6 cm
cosf, > 0.9

0.4 < R <200 cm

2 <pr <10 GeV/c
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The variables employed for the selections are analogous to those defined in Sec-
tion and Section [£.3.1] In this case, large samples both of signal and back-
ground candidates are needed in the BDT training: consequently, the applied
thresholds are less restrictive than those used to select A candidates. Using looser
criteria, milder constraints are set also to the phase space of the selected signal
and background candidates, avoiding biases in the BDT training due to possible
limits in the reproducibility of kinematic and topological variables in the MC sim-
ulations used for the training. The background contribution is later suppressed by
applying the BDT selections to the data sample.

Training and testing

Separate BDT classifiers are trained for each of the intervals of ¢t used for the
extraction of the yields, i.e., [2, 4], [4, 8], [8, 14], [14, 35] cm. As in semicentral
collisions the statistical significance of 3H yields is limited due to the available
sample size, a different ct binning is applied to improve the yield extraction. Con-
sequently, two additional bins are considered in the training, namely [4, 7], [7, 14]
cm.

The BDT input features used both for the training and for the subsequent appli-
cation of BDT selections on the data are:

— cos Oy;

— pr of the 3H candidate;

— DCAracks;

~ |DCA,, pv| for both 7~ and *He;
~ |DCApy/| for both 7~ and *He;
e for *He only:

— norpc for both 7~ and 2He.

The Nypcausters feature is included for the candidate 3He track, as it allows us
to discriminate between *He and *H candidates. The distributions of the input
features are shown in Fig. [£.9] both for background and signal candidates. In
addition, the correlation coefficient between all possible pairs of features is studied,
both for the signal and for the background sample. The obtained correlation
matrices are shown Fig. [£.10]

The differences between the variables of signal and background candidates, as well
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Figure 4.9: Normalised distributions of the BDT input features of both the signal
and background 3H candidates used in this Thesis, for 2 < ¢t < 35 c¢m in the
0-90% centrality interval.

as their different linear correlations, are exploited by the classifier to discriminate
between the two components.

For the training phase, only half of the training sample is used. The candidates
used for the training are uniformly sampled from the training data set; the remain-
ing half is used for the validation of the trained BDTs. The performance of the
training is evaluated by comparing the BD'T output score distributions obtained in
the training and testing samples, both for signal and background candidates. The
classification performance is validated separately for matter and antimatter candi-
dates, in the different analysed centrality intervals, as the trained BDT models are
applied separately for the two charge-conjugated components in separate central-
ity ranges in the analysis of real unclassified data. An example of this comparison
is shown in the left panel of Fig. for the 5% most central collisions and for
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Figure 4.10: Pearson correlation coefficient between all possible pairs of the BDT
input features of both the signal and background % H candidates used in this Thesis,
for 2 < ¢t < 35 em in the 0-90% centrality interval.

2 < ct < 4 cm. The obtained distributions indicate that the model response is con-
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Figure 4.11: Left: BDT output score distribution for the 3H (excluding %PI) can-
didates in the signal (red) and background (blue) samples, both for the training
(shaded area) and testing (filled circles) data samples, for the 5% most central
events. Right: BDT signal selection efficiency as a function of the BDT output
score.

sistent between the training and testing dataset. This indicates that the trained
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classifier is able to reliably generalise its classification output beyond the training
examples. A slight difference is observed in the tails of the distributions: this sug-
gests that a small amount of overfitting affects the trained models. However, this
does not affect the subsequent processing steps, as all corrections computed from
MC simulations, e.g., the signal candidate selection efficiency, rely on using the
testing data sample. In this way, any possible classification bias connected to the
small discrepancies of the BDT response on the training and testing candidates is
avoided.

The signal selection efficiency of a certain BDT output threshold is computed as
the fraction of candidates passing the BDT output selection out of the total ones
in the testing sample. Consequently, the BDT signal efficiency is monotonically
dependent on the BDT output score. To correctly evaluate the BDT selection
efficiencies of matter and antimatter candidates, the two components are processed
separately at this stage. The BDT signal efficiency as a function of the score is
shown in the right panel of Fig. [£.11] for the matter candidates in the 5% most
central collisions and for 2 < ¢t < 4 cm. There, the efficiency values are reported
for efficiency steps of 0.01, from 0.1 at large BDT output to 0.99 at small BDT
output.

Optimisation of the BDT working point

The BDT selection is performed by selecting only candidates having a BDT signal
selection efficiency larger than a certain threshold. The threshold is set to the

value maximising the statistical significance of the expected 3H signal, which is

defined as: s
Significance = —— (4.10)

VS+ B’

where S and B are the signal and background counts within a 5o window centered
around the nominal 3H mass. The o used for this procedure is the resolution of
the 3H invariant mass distribution obtained from MC simulations.

An example of this procedure for the 2 < ¢t < 4 c¢m interval in the 0-5% centrality
range is shown in Fig. . The expected 3 H yield is obtained by integrating the
measured *He spectra in the analysed interval. To accurately model the expected
raw signals, the obtained yields are corrected using the measured 3H/?He ratio
and the branching ratio of the analysed two-body 3H decay. Additional correc-
tions takes into account the efficiencies of both the preselections and the BDT
signal selection. They are computed with MC simulations as the fraction of gener-
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Figure 4.12: Left: fit of the sidebands of the invariant mass obtained from the
data for 3H candidates in the 2 < ¢t < 4 cm in the 0-5% centrality interval, with
a BDT signal selection efficiency of 0.68. The expected 3H signal is shown with
a gaussian shape, which is also sampled to generate the pseudodata reported in
the figure. Right: scan of the expected significance in the 2 < ¢t < 4 c¢cm range
and in the 0-5% centrality interval. The central value of the significance and its
statistical uncertainty are shown, as well as the threshold set by the optimisation
of the significancex BDT signal selection efficiency.

ated 3 H candidates passing the respective selections. The background distribution
in the 3 H signal region is modelled with an exponential fit to the sidebands of the
invariant mass distribution of the helium-pion pairs observed in the data. The
background counts are then obtained from the integral of the fit function extrap-
olated to the 3H signal region. This procedure is repeated for each value of the
BDT signal efficiency from 0.5 to 0.99, with steps of 0.01. The expected signifi-
cance is then multiplied by the BDT signal selection efficiency, as a penalty factor
for low-efficiency selection criteria characterised by a large background rejection.
This optimisation is carried out separately for the charge conjugate candidates, in
each of the analysed centrality and ct intervals.

4.3.3 Cascade decay topologies

The =~ and €2~ candidates are identified with a ML analysis analogous to that
applied for the 3H selection. In this Thesis, the yields of 2~ are extracted in
intervals of pr while those of 2~ are studied in intervals of c¢t. The analysed
intervals are 1 < pr < 3 GeV/c and 1 < ¢t < 10 cm for Z~ and (2, respectively.
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The =~ candidates are selected in the ct interval ¢t < 20 cm, while the 2~ ones
are analysed in the pr range 0.5 < pr < 4.5 GeV/ec.

Training sample

The training sample for the cascade analysis is built with a similar strategy as
the one applied for the 3 H analysis: the signal candidates are obtained from MC
simulations, while the background sample is obtained with a data-driven proce-
dure.

The MC simulations of pp collisions for Z~ and of Pb—Pb collisions for both 2~
and =~ are carried out using an injection procedure for the multistrange baryons
signal. The injection schemes used in both cases are the ones reported in Table 4.2
In both cases, the initially uniform pr distribution is modulated to reproduce the
physical shapes observed in the measurements. In the pp sample, the functional
form used is a Levy-Tsallis distribution, which is able to describe the measured pr
spectra of light-flavour hadrons. The parameterisation of this function is extracted
from the pt spectrum of =~ measured by the ALICE Collaboration in pp collisions
at /s = 5.02 TeV. For the Pb-Pb sample, a Blast-Wave function is used. The
parameterisation of the Blast-Wave shape is extracted from the combined fits
of the 7=, K7, and p spectra measured by the ALICE Collaboration in Pb—Pb
collisions at /sxy = 5.02 TeV [21]. For the p-Pb simulation used to build the
=~ signal sample, no additional injection of signal candidates is applied as the
EpPos 3 event generator correctly reproduces the observed yields of multistrange
baryons, which are sufficient to obtain the required number of signal candidates
for the training.

The background samples for == and €2~ are obtained by selecting in the recorded
data the candidates having an invariant mass deviating more than 7o from the
nominal ones, o being the invariant mass resolution in the data. The invariant
mass of the reconstructed candidates is computed with Eq. , where the decay
products are the bachelor track and the reconstructed V° decay topology. The
energy and momentum vector of the reconstructed V% are obtained from the
addition of the 4-momenta of the two decay products.

The number of signal and background candidates contained in the training samples
for the 2~ and =~ analysis are reported in Table
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Table 4.12: Composition of the samples of = and QF candidates used in this
Thesis to train BDTs.

Training sample  Nignal Npackground
Q~, Pb-Pb 6.8 x 10° 2.9 x 10°
=, Pb-Pb 7.4 x10° 6.8 x 107
=, pPb 7.7 x 10> 1.5 x 10°
=7, pp 1.8 x 105 3.7 x 10°

Preliminary selections

The cascade decay topologies of == and €2~ baryons are reconstructed in two
steps. First, the decay vertices of the A baryons produced by the multistrange
baryon decays are reconstructed from pairs of tracks, in the same way as for the
candidates described in Section [£.3.1] The reconstructed As are then paired with
bachelor track candidates to find the multistrange baryon decay vertices. As a
result, both the preliminary selection criteria and the BDT input features include
variables connected to both of the reconstructed decay vertices.

The list of preliminary selections applied is reported in Table [4.13]

The track selections, here applied both to the V° track pair and to the bachelor
track, are analogous to those used for the analyses of two-body decay topologies.
The threshold applied on the DCA to the PV of the V tracks is larger than that
applied in the A analysis described in Section 4.3.1, as more displaced V's are
preferentially selected for the identification of true cascade decays.

The vertex-related selection apply to both of the vertices reconstructed in the
cascade decay topologies. Specifically, lower thresholds close to unity are provided
for the cosine of the pointing angles computed both for the == and Q- (cosb,),
and for the A decay (cosf,y0). In addition, a lower threshold is applied to the
decay radius of both the multistrange decay, R, and the A decay, Ryo. Differently
from the A selection reported in Section [£.3.1] a lower threshold is applied to
the DCAyo py in this case to reduce the contribution of primary V’s. Besides the
DCA selections concerning the V9 decay, which are analogous to those described in
Section [£.3.1] an additional selection is applied to the distance of closest approach
between the bachelor track and the reconstructed A, DCAyp,chelor,vo-

As the cascade topologies involve three tracks, a possible source of combinatorial
background arises from mistaking as the softer decay product of the V° the bach-
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Table 4.13: Preliminary selections applied in the analysis of reconstructed cascade
topologies. The A candidate considered for the cascade reconstruction is labelled
as V0.

Track selection

2
X /nTPCclusters <4
NTPCclusters Z 70
’DCAbachelor,PV‘ > 0.1 cm

IDCAvogracks,pv| > 0.2 cm

|norpc| < 4

at least 1 daughter has TOF hit or has I'TS refit
TPC refit required

Vertex selection

In| < 0.8 for the cascade candidate and for all tracks
R >1cm, Ryo >3 cm

DCAyopy > 0.1 cm

DCAvotracks < 1.2 cm

DCApachelor,yo < 1 cm

cos , > 0.95, cos ), o > 0.95

COS QEaChBar < 0.99995

| Meompeting — MEPY| < 8 MeV/c? for =~ candidates

| Mompeting — MEPC| < 10 MeV /c? for Q™ candidates

elor track itself, which is then paired to the harder baryon produced in that decay.
This background source can be rejected by applying a selection on the cosine of
the pointing angle of the bachelor-baryon pair, cos 9;’3ChBar: this quantity is indeed
closer to unity for the mismatched pairs in the background sample than for the
signal candidates.

The candidates obtained with these preliminary selections are identified as either
=~ or 7 depending on the compatibility between their invariant mass and the
one provided by the PDG for both species. As the mass of the decay products,
in particular of the bachelor, is an input of the invariant mass computation, a

fraction of the candidates identified as =~ might also be compatible with the 2~
mass hypothesis by exchanging the mass hypothesis of the bachelor from 7~ to K™,

and viceversa. To avoid this potential source of contamination, a veto is applied
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on the mass of the competing multistrange baryon mass hypothesis: | Mcompeting —
MEPE| < 8 MeV /c? for =~ candidates, | Meompeting — MEPY| < 10 MeV /c? for Q-
candidates.

BDT training and working point

The training of the BDT is carried out in bins of pr and ¢t for == and €27,
respectively. The pr intervals employed for == are [1.0, 1.5], [1.5, 2.0], [2.0, 2.5],
[2.5, 3.0] GeV /e, while the ct intervals used for Q~ are [1, 2|, [2, 3], [3, 4], [4, 5],
[5, 10] cm.

The BDT input features used for the ML analysis of cascade topologies are:
— DCApachelor,pv;
— the V? topological variables, DCAyo py, DCAyo,, DCAyo,, DCAyoyacks;
— DCAypachelor,vo;
— cos b, and cos 0, yo;
— NoYpe-

In Fig. the distributions of the features of 2~ candidates in the training
sample, both for the signal and the background components, are shown. Similar
results are obtained also for the =~ training sample.

Similarly to the 3H analysis, the Pearson correlations between all pairs of fea-
tures are studied. The results obtained for signal and background 2~ candidates
are shown in Fig. The hyperparameters of the XGBoost BDT implementa-
tion used for the =2~ and Q- classifiers are reported in Table [4.14 Simpler base
classifiers are trained in this case to avoid overfitting effects, due to the smaller
training sample available. This is ensured by the hyperparameter settings, e.g.,
the shallow depth of the base decision trees. In this case, the optimisation of the
hyperparameters was carried out with a simple grid search.

Out of the full training sample, only half is used to train the BDT classifiers.
The other half is used for the validation of the BDT response. The BDT output
response distributions of background and signal candidates, both in the training
and testing samples, are shown in Fig. for the range 2 < ¢t < 3 GeV/c. Similar
results are obtained in the other ct intervals for 2~ and in pr intervals for the =~.
The trained classifiers show both a good signal-to-background discrimination and
a good generalisation performance from the training to the testing data samples.
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Figure 4.13: Distributions of the BDT input features of both the signal and
background Q~ candidates used in this Thesis, for 0.5 < pr < 4.5 GeV/c and
1 < ¢t < 10 em candidates in the 0-90% centrality interval.

Table 4.14: Hyperparameter values used for the cascade ML analysis in this Thesis.

XGBoost BDT hyperparameters

max_depth = 3
learning_rate = 0.05
n_estimators = 900 for =~
n_estimators = 100 for O~
gamma = 1.2

subsample = 0.8
colsample_bytree = 0.7

The =~ and Q~ yield in Pb-Pb collisions is about 10% and 10* times larger than
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Figure 4.14: Pearson correlation coefficient between all possible pairs of the BDT
input features of both the signal and background €2~ candidates used in this Thesis,
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-g') 1 :_l LI L L L I L L L Y L L L I L L L ) B |_: L>). 1.2_ T T T T T T T
S [ This Thesis E c L
o r - o p 0 L
o I Pb-Pb VSNN =5.02TeV, 0-5%,2<ct <3cm S |
8 I @4 Background, train set Y Signal, train set 7] % -
@010 ' ¢ Background, test set ¢ Signal, test set = i
< f E 5 08
S 0.

E [
2 £
1072 m 06f
0.4
107° r
0.2

4 AP IR TR RPN U B B

10 L 2 2 6 8 10

BDT output BDT output

Figure 4.15: Left: BDT output score distribution for the (2~ candidates in the
signal (red) and background (blue) samples, both for the training (shaded area)
and testing (filled circles) data samples. Right: BDT signal selection efficiency as
a function of the BDT output score.

the 3H one. Consequently, the selection criteria are less affected by the statis-
tical significance of the extracted signal. However, due to the larger number of
candidates analised, the BDT-selected sample is more sensitive to discrepancies
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between the MC simulation and the data, due to imperfection in the modelling
of detector effects. To reduce the dependence on these effects, the working point
of the BDT is set to provide a consistent response between the data and MC.
Specifically, the dependency of the extracted signal counts in the data sample on
the BDT signal selection efficiency is analysed to determine the region where a
linear response is observed. The results obtained for €2~ candidates in the range
3.0 < ct < 3.5 cm are reported in Fig.[4.16] For the Q~ analysis, the working point
is set to egpr = 0.5, for all analysed ct intervals and across centrality. For the =~
analysis, as an additional constraint for the BDT working point, the purity of the
extracted signal in the data is required to be at least 0.94. The BDT selection is
thus pr dependent in Pb—Pb collisions, ranging from egpr = 0.3 at pr = 1 GeV/c
to egpr = 0.5 at pr = 3 GeV/e, as the residual background contamination de-
creases at higher pr. In p-Pb and pp collisions, where a lower charged particle
multiplicity is created compared to Pb—Pb collisions, the BDT threshold is set to
EBDT — 0.6.
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Figure 4.16: Raw yields of ()~ extracted as a function of the BDT signal selection
efficiency, for candidates with 3.0 < ¢t < 3.5 cm in the 0-5% centrality interval.
The data points are compared with a linear fit: the fit range is represented by
the blue vertical lines, while the centre of the range, corresponding to the selected
threshold, is depicted in green.



Chapter 5

Measurements of chemical
potentials in Pb—Pb collisions

In this chapter, the analysis procedure and the final results of the determina-
tion of the baryon and eletric-charge chemical potentials, g and pg, from the
antiparticle-to-particle yield ratios measured for various hadron species in Pb—Pb
collisions at /syx = 5.02 TeV are discussed. The results of this analysis are
published in the Physical Review Letters journal [1]. This analysis is based on
the full Pb—Pb data sample collected in 2018 by the ALICE Collaboration. The
antiparticle-to-particle yield ratios of hadron species are measured differentially,
either in pr for tracked species, i.e., 7T, p, He, and *H, or ct for Q= and 3H,
which are reconstructed via their decays. In addition, the analysis is carried out in
different centrality intervals, namely 0-5%, 5-10%, 10-30%, 30-50%, 50-90%.

5.1 Analysis strategy

In this Thesis, up and pg are extracted via the combined interpretation of the
antiparticle-to-particle yield ratios of 7+, p, 27, 3He, ®H, and 3H in the context of
the grand canonical (GC) version of the Statistical Hadronisation Model (SHM).
These ratios are determined in the midrapidity region |y| < 0.5, where the full
PID capabilities of the ALICE apparatus can be exploited. The analysed species
are selected based on how sensitive their antiparticle-to-particle yield ratios are to
the chemical potential values. The approximate relation between the antiparticle-
to-particle yield ratios and the chemical potentials can be expressed via the SHM

93
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as [178]:
Bups + Qnpiq + Shits
Tchern

h x exp [—2 (5.1)
h

where — is the antiparticle-to-particle yield ratios of the hadron spacies h, T\ pem the
chemical freeze-out temperature, and By, @y, and S}, are the values of the baryon
number, electric charge, and strangeness carried by the species h. From Eq. ,
it is obtained that the antiparticle-to-particle yield ratios of species characterised
by a large baryon-number content are in principle more sensitive to the ug value
than smaller baryon number ones. However, the experimental precision of the h/h
measurements also affects how sensitive each species is to the chemical potential
values.

The most constraining measurement in the pp extraction is provided by the p/p
ratio. Despite carrying B = 1, the protons are the most abundantly produced
baryons in Pb—Pb collisions: about 40 protons and antiprotons are produced on
average in the 5% most central Pb—Pb collisions at the top LHC energy. Conse-
quently, this yield ratio can be measured with minimal statistical uncertainty. The
antiparticle-to-particle yield ratios of light nuclei are also suited for this analysis
due to their baryon content larger than unity. In this Thesis, all of the detectable
A = 3 (hyper)nuclei are utilized. The most precisely measured, and hence con-
straining, antiparticle-to-particle yield ratio in the nuclei sector is the one of 3He,
as this nucleus can be identified over a large fraction of its pt production spectrum
with a high reconstruction efficiency. Its isospin counterpart, 3H, is included as
a test of the isospin dependence of yield ratios. The 3H, on the other hand, en-
ables a check also on the strangeness effect in the antimatter-to-matter imbalance
of nuclear matter produced in heavy-ion collisions. Deuterons are not included
in this measurement, as the measured d/d ratio is already employed by the AL-
ICE Collaboration to calibrate the antideuteron inelastic cross section used in
particle transport codes |179]. Consequently, this information would be used in
the measurement of the antiparticle-to-particle yeld ratios themselves through the
calculation of the reconstruction efficiency of antideuterons.

A more constraining test of the effect of the strangeness content on these yield ra-
tios is obtained with the measurement of the QF/Q~ yield ratio. Compared to the
other (multi)strange baryons A and ==, the production of 2~ is only negligibly af-
fected by decays of heavier states, hence enabling a precise and model-independent
determination of its primary yield. Finally, the 7= /7" yield ratio is included as
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a constraining measurement for the determination of pg, as thousands of charged
pions are produced in every central Pb-Pb collision at the LHC, and the only
quantum number carried by charged pions is the electric charge.

5.2 Signal extraction

The extraction of the signal, i.e., the number of identified observed candidates,
of the tracked species is carried out on a statistical basis by analysing the no
distributions described in Chapter [} The PID criteria applied in the analysis
presented in this Section are reported in Table [5.1]

Table 5.1: PID criteria used in the 7=, (anti)proton, (anti)*He, and 3H analyses.
The detector used for the PID selection is reported in the second column, while
the width of the Region Of Interest (ROI) is reported in the third column. The
pr range of each ROI definition is reported in the rightmost column.

Species Detector ROI pr (GeV/c)
(anti)*He TPC lw—30,n+30]  [2.00, 8.00]
(anti)*H TOF lw—30,n+30]  [1.60, 3.00]
(anti)proton ~ TPC w— 30,1+ 50]  [0.50, 1.00]
(anti)proton ~ TOF w— 80, u+8c]  [1.00, 1.55]
[ — 60, u+8c]  [1.55, 2.00]

[ — 5o, u+90]  [2.00, 2.50]

i — 3.50, u+100]  [2.50, 2.80]

i — 350, u+110]  [2.80, 3.00]

= TOF [ —20,u+ 110]  [0.70, 1.20]
w— 20, pu+ 90] [1.20, 1.60]

For 7+ and p, the total counts are extracted inside the signal region and the back-
ground counts, extracted with a fitting procedure, are subtracted to isolate only
the signal counts. The background fitting is carried out in the sidebands of the
no distributions extracted either with TPC, for pt < 1 GeV/c protons, or with
TOF, for protons having pr > 1 GeV/c and #" in the full pr range analysed.
The sideband region is defined by excluding the signal region of interest from the
observed no distribution. For the TPC analysis, the signal region is defined as
[t — 30, 1+ 50]. For the TOF PID analysis of protons, due to the contribution of
non-gaussian tails in the observed signal shapes, larger signal regions are defined
in terms of the no resolution extracted in the data, specifically [u — 8¢, u+ 8], to
exclude signal effects from the sidebands samples. For charged pions, the signal
region is defined as an asymmetric interval, [u — 20, u+ 110] since a strong asym-
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Figure 5.1: Background subtraction performance for 7% (left) and p (right), in
the 5% most central Pb-Pb collisions, for specific pr bins. The signal regions
are delimited in the plot by the pair of vertical lines. The 7 parameters are the
slopes of the exponential shapes used to model the background components. The
background-subtracted distributions are shown in the lower panels.

metry is observed for the signal shapes: the background contribution is fitted only
in the right sideband in this case. To optimise the background rejection perfor-
mance, a moving region of interest is defined for increasing pr: the intervals used
are summarised in Table 5.1, The tight lower limit in the signal region ensures
the rejection of mismatches accumulating in the structure observed on the left of
the pion signal peak, as shown in the left panel of Fig. 5.1} For the modelling
of the background distribution, a simple exponential function is used in the TPC
analysis to describe the K~ contamination in the sample of proton candidates,
while a double exponential function is used in the TOF analysis to describe both
the mismatch contribution and the contamination due to other hadron species.
An example of the background subtraction procedure is shown in Fig. for both
pions (left) and protons (right).

The signal extraction of tracked light nuclei is carried out in a similar way. The
background component is extracted from a fit to the no distributions of either TPC
(*He) or TOF (*H), including both the signal and background components. The
signal distributions are modelled with gaussian shapes both in TPC and TOF,
while the background shapes are modelled as done for the signal extraction of
protons. For the 3H signal selection, a tight TPC preselection |no| < 2 is applied
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Figure 5.2: Signal extraction fit performance for *He (left) and *H (right), in the
5% most central Pb—Pb collisions, for specific pr bins. The signal and background

components of the fit are separately shown in the figure. The 7 parameter is the
slope of the background fit function.

to reduce the 3He contamination. The performance of the fitting procedure is
shown in Fig. 5.2l Due to the reduction of statistical significance of the signal
at high pr in both semicentral and peripheral events, the pr range analysed for

3He is limited, in terms of upper limit, to 7 GeV/c and 5 GeV/c in the centrality
intervals 10-50% and 50-90%, respectively.

For species identified via fully reconstructed decays, the signal is extracted by
integrating the measured invariant-mass signal distribution. To disentangle the
signal contribution from the residual combinatorial-background contamination, a
fit to the invariant mass distribution obtained from the data is carried out. For
the hypertriton analysis, the signal shape is obtained through a kernel density es-
timation (KDE) model |180, [181]. The KDE enables the extraction of a template
for the invariant-mass signal distribution obtained from MC simulations, adding
also a gaussian smoothening to reduce the effect of statistical fluctuations in the
simulations. The only free parameter of the extracted KDE is the mass shift,
om, between the central mass values reconstructed in data and MC. The utilized
MC sample contains injected hypertriton particles to enhance the available sam-
ple size. For the €2, the signal shape is described via an extended Crystal Ball
function [182], consisting of a gaussian core with smoothly-connected power-law
tails. This signal shape enables the description of non-gaussian effects in the tails



98 5.3. CORRECTION FACTORS
::.\ r IIIIIIIIIIIIIIIIIIIII I d ::‘\ :IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII:
L 5[ This Thesis 8<ct<14cm 21600 2.0<ct <2.5cm Noig = 2629 + 61 .
> “F B > o 4 Data Ny = 14280124 ]
o [ Pb-Pb 3m =-0.468 + 0.36 MeV/c” 1400 :_ o A= 04995 + 0,041 _:

L‘N) 20— vs =5.02 TeV Nowg = 96 11 ] '8 I ' w= 1672578 +0.000016
S NN Nojgnal = 40.9 £ 7.7 ] g1200 =" Signal = 0.001736 + 0.000014 ]
c | 05% a=-0.329051+ 0.00096 | c$1 C Background #2INDF = 1.11 ]
Z 15k 72INDF = 0.49 — 1000 E B
2 [ ] 2 u
c L c 800 —
g I g :
w 1o W eoof -
u 400 -
200F -
. J -l O-
3.01 3.02 165 1.655 1.66 1.665 1.67 1.675 1.68 1.685 1.69 1.695
M (3He + 1) (GeV/c?) M (A + K) (GeV/c?)

Figure 5.3: Signal extraction fit performance for 3H (left) and Q= (right), in the
5% most central Pb—Pb collisions, for specific ¢t bins. The signal and background
components of the fit are separately shown in the figure. The a parameter is the
slope of the background fit function.

of the observed invariant mass distributions. In both cases, the distribution of
the residual background is modelled through a first degree polynomial. A few
examples of the fitting procedure are reported in Fig. [5.3] Similarly to the light
nuclei cases, the signals are extracted in narrower ct intervals for semicentral and
peripheral events due to the reduction of the available candidate samples. For €27,
the analysed range is limited to 7 ¢cm in the 50-90% interval; for 3H, the signal
is extracted up to 14 cm in the 10-50% centrality interval, while in the 50-90%
interval the statistical significance of the extracted signal is negligible over the full
ct range.

5.3 Correction factors

The signal counts extracted with the previously described procedure are multiplied
by a set of correction factors taking into account effects related to the detection,
reconstruction, and candidate selection. Specifically, the reconstruction and can-
didate selection efficiency, the fraction of primary particles in the samples, and the
loss of candidates due to absorption in the detector material are computed for the
analysed species. These quantities rely on MC simulated data samples, which are
obtained as described in Section 4111
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Figure 5.4: Efficiency x acceptance term for p (left) and p (right), in bins of pr
for each of the analysed centrality classes.

5.3.1 Efficiency and acceptance

The efficiency, €, of the reconstruction algorithms and of the criteria applied for
the candidate selection is computed from MC simulations for each species as the
fraction of generated primary particles passing the same criteria applied to the
analysed data. The geometrical acceptance of the ALICE central barrel detectors,
A is also taken into account in this factor by requiring the same 7 coverage as
the one used in the candidate selection. For the species reconstructed by tracking,
where only rectangular selections are applied, the efficiency is computed as:

Nreco(|y] < 0.5, |n] < 0.8)

eX A= )
Negen(ly| < 0.5)

(5.2)

where Nyeco and Nge, are the number of reconstructed and generated particles, re-
spectively. The e x A quantity is determined in each analysed pt bin, separately for
the particles and antiparticles, in each of the employed centrality intervals.

As an example, the results obtained for both protons and antiprotons are shown in
Fig.[p.4] for each of the analysed centrality intervals. A lower efficiency is observed
for the antiparticles with respect to the particles. This reduction is due to the larger
inelastic cross section of antimatter in the detector material compared to matter
candidates, causing a reduction in the number of reconstructed candidates. Similar
differences between antimatter and matter efficiencies are observed for *He, *H,
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and their charge conjugates. The lower efficiency observed for candidates identified
with the TOF detector information, i.e., with pr > 1 GeV/c for (anti)protons,
is due to the efficiency of the matching between reconstructed tracks and space
points in the TOF. This efficiency, close to 50%, is also affected by the absorption
in the TRD detector material, which is located between the TPC and the TOF in
the radial direction. The efficiencies are lower in intervals containing more central
collisions compared to cases in which peripheral collisions are analysed. This effect
is caused by the larger detector occupancy observed in central collisions, causing
a degradation in the performance of the tracking algorithms. Similar results are
obtained also for the efficiencies of 7+, *He, and *H.

For the Q and 3H, which are selected with a ML approach, the ¢ x A correction
is composed of two factors, as reported in Eq. . The first term takes into
account the geometrical acceptance imposed by the |n| < 0.8 selection, as well as
the efficiency of the preliminary selections. The second term is the BDT signal
selection efficiency, egpr: this is uniformly equal to 0.5 across ct and centrality
for =, while for 3H it is determined in each centrality and ct interval separately
for the matter and antimatter components through the optimisation procedure
described in Section The total efficiency is thus computed as:

exX A= (Eprel. X A) * €EBDT (53)

As an example, the € x A factor obtained for 2~ and Q" are shown in Fig. . The
efficiencies shown in the figure contain also the contribution from the BDT signal
selection efficiency. The centrality dependence observed in this case is connected
to the evolution of the underlying pr [122], and consequently ct distributions, from
central to peripheral collisions within the analysed ct acceptance.

5.3.2 Primary fraction

Out of the selected candidates, only a fraction is produced in the primary interac-
tion. Additional secondary processes, specifically the weak decays of heavier states
and the interactions of primary particles in the material of the ALICE apparatus,
contribute to particle production. The contribution from secondary processes is
partly suppressed via the DCA selections described in Section [4.2] The residual
contribution in the selected sample is estimated in this analysis by applying a
fitting procedure on the DCA,, distribution observed in data to estimate the frac-
tion of primary particles in the sample. The template fitting is carried out with
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Figure 5.5: Efficiency x acceptance term for Q" (left) and Q~ (right), in bins of
ct for each of the analysed centrality classes.

the TFractionFitter class of the ROOT framework. The fitting algorithm is a
binned maximum likelihood.

The DCA,, distributions are obtained in the data by applying strict PID criteria to
select pure samples of the candidates of interest: two examples for (anti)protons in
the 5% most central collisions are shown in Fig. 5.7, The fitting procedure relies
on using template distributions extracted from MC simulations for each of the
sources contributing to the particle production. The expected DCA,,, distribution
of primary particles is peaked at zero, as the corresponding tracks point to the
primary vertex. The width of the distribution, O(100 pm), represents the pointing
resolution of single tracks to the primary vertex.

For secondary tracks produced by interactions of primary particles with the ma-
terial, a uniform DCA,, distribution is expected because of the lack of correlation
between the created particles and the primary vertex position. In reality, a peak
is observed at DCA,, ~ 0 for low pr tracks. This effect is due to wrong matchings
between real secondary tracks and at least one uncorrelated space point in either
of the two SPD layers, resulting in tracks with a better pointing to the primary
vertex. In the light nuclei analysis, the template of spallation secondaries is built
with simulated secondary deuteron tracks, which are used as proxies of both sec-
ondary *He and secondary *H to improve the statistical precision of the templates
themselves. The transverse momentum of the employed deuteron candidates is
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scaled by the electric charge of helions and tritons, as the DCA in the transverse
plane depends on the curvature of the analysed tracks.

The distribution of secondary tracks produced in weak decays of light-flavour
hadrons is characterised by a decreasing trend for increasing magnitude of the
DCA,,. The slope of the expected shape is governed by the hyperon decay lengths,
O(1 ecm+10 cm). However, the distribution is not a simple exponential as a result
of the convolution between the decay law with both the kinematics of the decaying
particle and the pointing resolution effects. For charged pions, the main feed-down
contribution is provided by K$ decays, while the production of protons is mainly
contaminated by A hyperon decays. For light nuclei, the only known feed-down
contribution from a weak decay is due to the decay of hypernuclei. This effect
is taken into account only for 3He and its charge conjugate, as the effect on *H
is negligible due to the limited size of the available sample. Also for *He, only
a small fraction, O(5%), of feed-down candidates from 3H is expected because
of the rarity of the process. Hence, to avoid instabilities in the template fitting
procedure, the fraction of helions produced in weak decays of 3H is separately
estimated using the 3H/?*He yield ratio measured by the ALICE Collaboration
in Pb-Pb collisions at /syy = 2.76 TeV and the feed-down 3He reconstruction
efficiency estimated from MC simulations. First, the fraction of reconstructed
feed-down *He, R, is computed using the efficiency factors of *He from both weak
decays, (€ X A)wp, and primary interactions, (€ X A)pim, along with the branching
ratio BR(3H — *He+ ) and the measured yield ratio (3H/*He)ricE, as:

rec A 3 H
R=-_"2 = (e x Aw ‘BR(3H — *He+77) - <3A—) (5.4)
Nivin (€ X A)prim He / aricr

The fraction of secondary *He from weak decays, fwnp, is then obtained as:

fap = (5.5

The fwp extracted differentially in pr in the 5% most central collisions is shown in
Fig.[5.6] The obtained fraction is mildly dependent on pr, with a value fwp ~ 0.05:
similar results are obtained across centrality and also for the charge conjugated
states. The statistical uncertainties on the fwp points are caused by the size of
the simulated sample: they are propagated to the final results as pr-uncorrelated
and centrality-uncorrelated sources of systematic uncertainty:.
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Figure 5.6: Fraction of *He from two-body decays of hypertriton, 3H — *He+n~,
in the 0-5% centrality interval.

The fwp fraction is then used to correct the primary fraction extracted with the
TFractionFitter, frpr to include the effect of feed down from weak decays:

forim = forim+wp (TFF) - (1 — fwp) (5.6)

An example of the fitting performance is shown in Fig. in a specific pr bin
for protons and antiprotons, in the 5% most central Pb-Pb collisions. For the
matter component, all of the aforementioned sources contribute to the particle
production. On the other hand, for antimatter, no significant contribution of
secondary particles produced in spallation interactions is expected due to baryon
number conservation in the inselastic interactions with the ALICE material. For
charged pions, the templates of secondary tracks both from weak decays of K§
mesons and from interaction in the material are summed before the fitting step.
This is done to improve the stability of the template fit procedure, since the
material contribution is subdominant.

The fitting procedure is carried out separately for matter and antimatter in each
of the analysed pr intervals, separately for each of the centrality classes employed.
The fraction of primary particles, fprim, in each of these subsamples is determined
as the ratio between the integral of the fitted primary template, Npim, and the total
number of candidates, Ny, each of which are computed within the DCA,, window,

delimited by the upper threshold DCA%, used for the candidate selection:
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As an example, the fraction of primary particles extracted differentially in pr in
the 5% most central Pb—Pb collisions is shown in Fig. for (anti)protons. A
smaller funin is observed in the low pr region for the matter component because
the fraction of secondaries from material exponentially decreases for increasing pr.
The centrality dependence observed, connected to the relative charged particle
multiplicities, justifies a posterior: the extraction of this correction factor sepa-
rately in each centrality class analysed. The step observed at pr = 1 GeV/c is
connected to the matching of tracks to TOF space points.

5.3.3 Inelastic cross-section correction

The accuracy of the efficiency corrections described in Section [5.3.1] relies on the
parameterisation of the inelastic cross sections implemented in the GEANT 4 trans-
port code. In recent years, the inelastic cross sections of light antinuclei have been
precisely measured by the ALICE Collaboration [183, [184]. However, at present
these measurements are not yet adopted to tune the cross sections used in transport
codes. To include these additional elements in the measurement, dedicated scaling
factors are computed for the € x A terms of *He and 3H. For antiprotons, it was
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Figure 5.8: Primary fraction of antiprotons (left) and protons (right) in bins of pr,
for each of the analysed centrality classes. The discontinuity of the trend around
pr = 1 GeV/c is caused by requiring the matching of tracks to TOF clusters for
pr > 1 GeV/e.

checked that the parameterisation of the inelastic cross section present in GEANT
4 agrees with the inselastic cross section measured by the ALICE Collaboration
within experimental uncertainties.

The applied procedure is also derived from previous analyses carried out by the
ALICE Collaboration [176]. The transmission efficiency, €, i.e., the probability
that a particle passes through a layer of material without being absorbed, is driven
by the inelastic absorption cross section in the material, o1(p), which is determined
as a function of the particle momentum, p. By defining the hadronic interaction
length, Ar(p) = M/[pNao1(p)], where M and p are the molar mass and density of
the detector material, respectively, and N4 is the Avogadro number, the transmis-
sion efficiency is obtained as:

e(p) = exp[—Az/\i(p)], (5.8)

for a crossed material layer of thickness Axz. In the case of particles interact-
ing with the ALICE apparatus, which is composed of multiple layers of several
materials, Eq. holds for the effective interaction length determined by the
average material elements crossed by the particles. The relative efficiency change,
Ae /€, caused by a variation in the inelastic cross section parameterisation, Ao,
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is determined from Eq. (5.8) via the uncertainty propagation as:

Aa _ Az

Ao

01

e 5.9
TN (5.9)

By solving Eq. , the effective detector thickness, Ax/Aj, is determined as
the ratio between Ae;/e; and Aoy/or. The efficiency variation can be extracted
differentially in track momentum using two independent MC simulations: in the
first one, the default GEANT 4 parameterisation of the inelastic cross sections are
used; in the second one, these cross sections are scaled by a known amount, Aoy /o7,
with respect to the nominal ones. Using the effective Ax/A; obtained from MC
simulations, and by applying once more Eq. , the efficiency scaling factor, f,,

is then obtained as:
_ Ax |UGEANT4 - Udata|

f,=1 (5.10)

A1 O GEANT4 ’
where ogpanrs and cgar, are the cross section values either provided in GEANT 4 or
measured by the experiments. This correction factor is computed differentially in
momentum and separately for each of the analysed nuclear species.

The *He and *H inelastic cross sections measured by the ALICE Collaboration [183,
184] are employed to compute the efficiency scaling factors using Eq. . The
measured cross sections are fitted with the GEANT 4 parameterisations computed
for the average atomic number for the ALICE material up to the TOF detector,
i.e. (A) = 31.8. The fit parameter provides the ratio ogaa/0cranr4: this quantity
is used in Eq. to obtain the efficiency scaling factor. A similar procedure is
applied for *He, using a preliminary measurement of the absorption cross section
of 3He in the ALICE apparatus. The obtained cross section scaling factors are

reported in Table [5.2]

Table 5.2: Cross section scaling factors computed for the analyses presented in
this Thesis and extracted from the comparison between the ALICE measurements
and the GEANT 4 parameterisations.

Species  Odata/Taranta
3He 0.87 + 0.06
3He 0.83 £ 0.07
SH 0.93 £ 0.19

For 3H, the cross section correction factor is obtained multiplying the measured
3He cross section by a rescaling term, extracted in the Glauber geometrical limit.
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Figure 5.9: Efficiency scaling factors for (anti)®He (left) and (anti)*H (right) in
bins of pr, for the 0-90% centrality interval. The power-law fits are shown with
dashed lines for both the matter and antimatter components.

In this limit, the ratio between the two cross sections is computed in terms of the
radii of the incoming nuclei, denoted as r(*H) and r(3He), respectively, and the
radius of the ALICE average material element, which can be approximated with
silicon [179], R(Si):

UE; - {T(BH) + R(S) r —0.88 (5.11)
o e r(3He) + R(Si)

The efficiency scaling factors obtained in the analysed pr bins are shown in Fig.|[5.9]
To reduce statistical fluctuations, the data points are fitted with a power law func-
tion: the efficiency scaling is then computed from the fit value. The statistical
uncertainties on the extracted points, which are connected to the size of the anal-
ysed MC sample, are propagated to the final results as uncorrelated systematic
uncertainties.

For the 3 H, a similar efficiency scaling factor is computed via a toy MC procedure.
For each trial, a (pr, ct) pair is sampled from the physical pr shape, modelled with
a Blast-Wave function, and ct distribution, defined by the free A baryon lifetime.
The pairs are then accepted with a rejection sampling procedure, using either the
nominal or scaled efficiencies. By binning the two samples in the same ct intervals
used in the analysis, and by computing the ratio between the number of candidates
accepted with either the nominal or the scaled efficiency, the ct-differential scaling
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factors are extracted.

5.3.4 Absorption correction for 3H

In this Thesis, 3H candidates are reconstructed from their charged-mesonic two-
body decays. Out of all the produced 3 H, a subsample is absorbed in the ALICE
detector before the weak decay, causing a loss of signal candidates. The efficiency
correction described in Section does not correctly include this effect as the
absorption cross section parameterisation of 3H present in the GEANT 4 code is
underestimated with respect to the state-of-the-art theoretical calculations [185].
A correction factor taking into account the 3H absorption is then computed using
a simulated sample of 3He candidates as proxies of 3H. To reproduce the expected
absorption of hypertriton, the helion absorption cross section is scaled by a factor
1.5 in the simulation, which allows us to reproduce the expected 3H cross sec-
tion [134, 170, |185]. The decay process is simulated by assigning each simulated
helion candidate both a pseudo proper decay length, ct, sampled from the decay
law of 3H, and proper absorption decay length, s, extracted from the distance
between the *He production vertex and the position of the first inelastic interaction
of the 3He with the ALICE detector. The two lengths are then compared, and the
candidate is considered as absorbed when [, < c¢t. The fraction of absorbed ?\H

is then computed as:
Nabs

N, gen

The efficiency is then corrected by a factor obtaiend as f = 1— f,ps. This correction

fabs -

(5.12)

term is computed in each ct interval, for each of the analysed centrality classes.
The results obtained in the 0-5% centrality interval are shown in Fig. A
stronger correction factor is obtained in the antimatter case because of the larger
absorption cross section in the material. Similar results are obtained in the other
centrality intervals.
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Figure 5.10: Absorption correction factor for (anti)3H in bins of ct, for the 0-5%
centrality interval.

5.4 Systematic uncertainties

In this Section, the methods used to estimate the systematic uncertainties related
both to the candidate selection procedures and to the subsequent processing of the
selected data are presented. The contributions arising from the different identified
sources of systematic uncertainty are determined as described in the subsections
reported below.

5.4.1 Selection criteria and signal extraction

The candidate selection criteria applied in this Thesis imply the rejection of a
certain fraction of reconstructed signal candidates. The resulting signal loss effect
is corrected via the € x A factor, which is extracted from MC simulations as de-
scribed in Section The accuracy of this correction relies on the agreement
of the distributions of kinematic, topological, and PID variables between data and
MC. Possible data-to-MC discrepancies, caused for example by the mismodelling
of detector effects in the simulations, constitute a source of systematic uncertainty
in the final results. To assess the effect on the final results of the data-to-MC mis-
matching at the candidate selection level, the full analysis procedure is repeated
multiple times varying the selection criteria with respect to the nominal ones de-
scribed in Chapter 4l The threshold variations used for the analysis of tracked
hadrons are reported in Table [5.3| for 7= and p, and in Table |5.4| for 3He and *H.
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Table 5.3: Variation of the track selection criteria and signal extraction regions for
the 77 and p analysis.

Variable Variations

NTPCelusters 59, 64, 69, 74, 79
IDCA,| (cm) 0.5, 0.75, 1.0, 1.5, 2.0
IDCA,,| (cm) 0.10,0.11,0.12,0.13,0.14
X%PC/”TPCClusters 2.00, 2.25,2.50

|norpc| 3.0, 3.25, 3.5

ROI lower and upper limit (oror) nominal +0.5

NSPDelusters fOr (P)p, pr < 1.2 GeV /¢ 1,2

NSDDclusters T 1SSDclusters for (p)pa pr < 1.2 GGV/C 37 4

Table 5.4: Variation of the track selection criteria for the *He and 3H analysis.

Variable Variations
NTPCclusters 75, 61,...,105 for 3He
NTPCclusters 60, 61, cee ,80 for 3I‘I

IDCA.| (cm) 0.5,0.6,...,1.5
IDCA,,| (cm)  0.08,0.09,0.10,0.11,0.12
X’ZI‘PC/nTPCCIusterS 2007 2257 2.50

For the decay topologies selected with BDTs, the variations are applied directly
on the BDT output thresholds, as they encode the selections on the various input
features. The variations are expressed in terms of the BDT signal selection effi-
ciency, similarly to the thresholds applied in the candidate selection. Variations
up to 0.1 in efficiency, with respect to the nominal ones, are employed for the
estimation of systematic uncertainties.

In addition, the systematic uncertainties related to the the signal extraction step
are also determined by varying the default procedure to assess the effect on the final
results. For the m and p analysis, the no window used for the signal extraction is
either extended or reduced by £0.50, while for the *He and *H analysis the signal
is extracted via either the integral of the signal function or by the background
subtraction to the total counts in the region of interest [ — 30, u + 30]. For the
Q)™ and 3H analysis, the background fit function is varied between an exponential
and a first-order-degree polynomial.

For the analysis of light nuclei and decay topologies, where the uncertainty of the
antiparticle-to-particle yield ratio measurements is dominated by the statistical
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Figure 5.11: Distribution of the pr-averaged *He/?He yield ratios obtained in the
multiple trials, for the 5% most central collisions.

component, the systematic uncertainties are determined for the pr-averaged ratios
using a multitrial approach. First, multiple combinations of the different variations
are defined by uniformly sampling all possible threshold variations: the number
of trials is 10*. The full analysis procedure is then repeated and the uncertainty
is evaluated as the standard deviation of the distribution of results obtained in
the various trials. This procedure is repeated separately in each of the analysed
centrality classes: an example for *He in the 0-5% centrality interval is shown in
Fig.|5.11} The obtained systematic uncertainties are propagated in the evaluation
of chemical potentials as centrality-uncorrelated contributions.

For the charged pions and proton analysis, the largest uncertainty contribution is
provided by systematic components. The contributions arising from the variation
of the thresholds of track variables are separately estimated for each variable as the
standard deviations of the results extracted with the different threshold settings.
This procedure is carried out separately in each of the analysed pt bins and for each
centrality interval. The systematic uncertainties on the integrated antiparticle-to-
particle ratios are obtained taking into account both the pr-correlated and pr-
uncorrelated components. To estimate the pp-correlated fraction, the difference
between the results determined with varied and default threshold settings is com-
puted for each pr bin. The distributions of these residuals are obtained as a
function of the threshold values. The Pearson correlation coefficient between the
residuals and threshold values is used as the estimate of the correlated fraction.
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Figure 5.13: Left: distribution of the p/p yield ratios obtained with the differ-
ent variations described in the text. The average values in each pr bin are also
reported. Right: pr-correlated and -uncorrelated contributions to the systematic
uncertainty on the p/p yield ratio in the 5% most central collisions.
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An example of this procedure for the antiproton-to-proton ratio in the 0-5% cen-
trality interval is shown in Fig. [5.12] The total systematic uncertainty reported
for each pr bin is evaluated as the summation in quadrature of the contributions
from the different sources. In these analyses, the central values of the antiparticle-
to-particle yield ratios are also extracted from the pool of analyses with varied
criteria, as the average values of the various results. The results obtained for the
systematic analysis of the p/p ratio is shown in Fig. .

5.4.2 Statistical uncertainty on ¢ x A

The size of the MC samples used in this Thesis constitutes a source of statistical
uncertainty on the € x A correction factors described in Section [5.3.1] As this
uncertainty affects the precision of the corrections applied, it is propagated as a
source of systematic uncertainty to the final results. This source of uncertainty
is pr- and centrality-uncorrelated due to its statistical nature. This contribution
is particularly relevant for 7", p, Q~, and their charge-conjugated states, as the
simulated samples have sizes smaller or equal than the collected data samples. In
these three cases, the uncertainty on the pr-integrated yield ratios is O(5 x 1073).
For the light (hyper)nuclei analysis, where the MC samples have a larger number
of candidates than the data ones, this source of uncertainty is negligible according
to 20 Barlow tests [186].

5.4.3 Inelastic cross-sections

The efficiencies estimated through MC simulations are affected by the inelastic
cross sections parameterised in the GEANT 4 transport code. Besides the scaling
factors described in Section [5.3.3] systematic uncertainties are evaluated to take
into account the uncertainties on the measured cross sections [187-199]. First, the
experimental uncertainties are combined by fitting the measured cross sections
with the parameterisations provided in GEANT 4, similarly to the procedure ap-
plied in Section . For the light (anti)nuclei, the results reported in Table
are used for the estimation of the cross section uncertainty. For 3H, the uncer-
tainty on the 3He cross section is used as a proxy, while no uncertainty is assigned
to €2~ for this source as no experimental measurements of hyperon inelastic cross
sections are currently available. For pions and protons, a set of measurements of
inelastic cross sections for the particles of interest on different targets, covering
both the possible materials present in the ALICE detector and the momentum
range analysed, are employed [187-199]. Simultaneous fits of the data collected
with different targets are carried out. The fit parameter is the scaling factor ap-
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plied to the GEANT 4 cross sections for the full set of targets, for each of the species
and for the charge-conjugated states separately. The fit results for 7% and (p)p

are shown in Fig. |5.14]

To propagate the cross-section uncertainties on the antiparticle-to-particle yield
ratios, dedicated MC simulations are carried out varying the input inelastic cross
sections of GEANT 4 by known scaling factors. The € x A terms are then com-
puted using these simulations, as well as their ratios to the € x A obtained with
the nominal parameterisations. From Eq. , an exponential dependence of the
efficiency ratios from the cross section scaling factor is expected, hence an expo-
nential fit of the obtained efficiency ratios is carried out. As a constraint for the
fit, it is required that the efficiency ratio is equal to unity when the cross section
parameterisation is the nominal one. Using the curve extracted from the fit, the
lo uncertainty interval is propagated from the cross section scaling factor to the

efficiency scaling factor. In this way, the relative systematic uncertainty on e x A
is obtained. This procedure is shown in Fig. for the (anti)helion case.

The uncertainties extracted with this method are reported in Table [5.5] for all the
analysed species. This uncertainty contribution is propagated to the final results as
a source of centrality-correlated systematic uncertainty, as it affects all centrality
intervals in a coherent way.

Table 5.5: Systematic uncertainties on the efficiency ratios due to the uncertainty
on the absorption cross section.

T T p D SHe °*He | *H °H

o(edata J(GEANTE) 170 003 0.007 | 0.00017 0.0013 | 0.005 0.009 | 0.018 0.11

5.4.4 Material budget

The accuracy of the ALICE detector material budget in the MC simulations affects
the correction factors estimated in this Thesis. From photon conversion measure-
ments published by the ALICE Collaboration, an uncertainty of maximum 4.5%,
dependent on the transverse radius from the nominal interaction point, is assigned
to the material budget coded in the simulations [200]. To estimate the result-
ing systematic uncertainty on the antiparticle-to-particle yield ratios, two MC
samples are produced varying the material budget description by the maximum
uncertainty, £4.5%. The e x A factors are computed using these samples and the
resulting corrections are applied to the extracted uncorrected yields. The ratios
of the efficiencies with varied material budget and the nominal ones are shown
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Figure 5.14: Fit of the measured inelastic cross sections, differential in momentum,
p, and energy, T', of charged pions (lower panels) and (anti)protons (upper panels)
on different target materials. For each species, the data points are fitted with
the relative GEANT 4 cross sections, depicted by continuous lines. The GEANT 4
cross sections are multiplyied by a scaling factor which is the free parameter of
the simultaneous fit. The error bars depict the total uncertainties on the available
measurements.
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Figure 5.15: Extraction of the systematic uncertainty due to the inelastic cross-
section uncertainty for *He in the left panel and *He in the right panel.

in Fig. for (anti)protons. A larger deviation is observed for the antimatter
component for both variations due to the larger inelastic cross section of p in the
detector material. Similarly, the deviations decrease for increasing pr because
the inelastic cross sections of both matter and antimatter decrease for increasing
particle momentum.

The uncertainty on the yield ratios is then computed as half of the difference be-
tween the antiparticle-to-particle ratios obtained with the two maximum variations
of the material budget description. The resulting uncertainty assigned to charged
7 and proton ratios is O(5 x 1073), while for all of the other analysed species the
uncertainties are negligible according to a 20 Barlow test. The material budget
uncertainty is propagated to the final results as a centrality-correlated source of
systematic uncertainty. The effect of the radius-dependent uncertainty is also as-
sessed by producing an additional MC sample with a material budget variation
dependent on the transverse radius. As no significant effect is observed in the final
results according to a 20 Barlow test, no further uncertainty is assigned for to the
radius dependence.

5.4.5 Magnetic field polarity

The knowledge of the magnetic field map of the L3 solenoid affects both the data
reconstruction and the MC simulations. To assess the degree of the data-to-MC
discrepancies due to this effect, a study of the efficiency of the matching of tracks
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to TOF space points is carried out using separately the data collected with op-
posite polarities of the L3 solenoid field. The matching efficiency to the TOF is
computed as the fraction of reconstructed tracks that are matched to space points

in TOF:
NhasTOF

N reco

Unlike other efficiencies, which rely on the generated-level information only avail-

(5.13)

€Matching —

able in MC simulations, €yfatching is only defined in terms of reconstructed quanti-
ties, hence it can be estimated also in the data. In this Thesis, this efficiency is
computed for charged pions due to the large sample available: in the MC sample,
7+ tracks are selected through the particle-identity information available from the
simulation; in the data, a pure sample of 7* tracks is extracted by selecting the
candidate decay products of K& decay topologies. The K§ sample is obtained both
with tight selections on the topological variables of the reconstructed V', as re-
ported in Table |5.6] and by accepting only candidates having an invariant mass
compatible with the nominal one, taken from the PDG, within 3o.

The efficiencies are estimated separately for the two charge states. The negative-
to-positive efficiency ratios are then computed and their pr-average values are
determined in each of the analysed centrality intervals. The pr interval analysed
is restricted to the one used in the analysis of the antiparticle-to-particle yield
ratios, i.e., 0.7 < pr < 1.6 GeV/c. This procedure is repeated in the data samples
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Table 5.6: Criteria applied to select K§ for the matching efficiency studies.

Vertex selections

In| < 0.8 for the K candidate and for all tracks
3 < RKg < 100 cm

DCAaes < 1 cm

DCAyopy < 0.5 cm

cos 6, > 0.9995
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Figure 5.17: Study of the matching efficiency to TOF space points in data (upper
panels) and MC (lower panels). The results obtained with positive and negative
magnetic-field polarities are shown on the left and in the center, respectively, for
the 5% most central collisions. The vertical dashed lines indicate the region where
the ratio of the negative-to-positive-pion efficiency ratio is computed. The ratios
obtained in the different centrality classes are shown in the right panels.

collected with both positive and negative magnetic field polarities. The results
obtained for both polarities, shown in Fig. [5.17], are compared between data and
MC. As it is shown in the righmost panel of Fig.|5.17] in the real data a significant
discrepancy between the two polarities is observed in central and semicentral col-
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lisions. This effect is not reproduced in the MC simulations, where the results are
consistent in the two cases within statistical uncertainties. Consequently, the data-
to-MC discrepancy is taken into account by including the effects of the L3 polarity
inversion as a sources of centrality-correlated systematic uncertainty.

The systematic uncertainty due to the magnetic field polarity is estimated by
repeating the full analysis splitting the data and MC samples according to the
polarity employed. The results of this procedure are shown in Fig. for the 0-
5% and 10-30% centrality intervals. The value of the uncertainty is then obtained
as half of the difference between the antiparticle-to-particle yield ratio results ob-
tained in the two cases. For pions and protons, where a significant difference
between the two periods is observed, an uncertainty of 3 x 1072 and 2 x 1073 is
assigned to the antiparticle-to-particle yield ratios in the centrality intervals 0-5%
and 10-30%, respectively. The results obtained in the 5-10% centrality interval
are similar to those of the 0-5% interval: the uncertainty assigned in this range is
3 x 1073, For the other centrality intervals and species, no significant difference is
observed, hence this source of uncertainty is neglected in those cases.
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= [ Th|s TheS|s ] = ¥ ThIS TheS|s ]
= r - 3 r -
"9 PbPb sy =5.02TeV, 0-5% 3 "9 PbPb |5y = 5.02 TeV, 10-30%
1.02F 3 1.02F 3
1.01:— +:': = 101 3
o —a— ]

g *"::__ #Jf ittt B 152 = = 2 ﬁ{—+

3 0.99F 3

0.08 +B=+05T - 0.98 +B=+05T -
0.97F =B=-05T 3 0.97F =B=-05T 1
o b b b b b e T T T P FUTTE PR P P
0'98.7 08 0.9 1 11 12 13 14 15 16 0'98.7 08 0.9 1 11 12 13 14 15 16

Figure 5.18: Antiparticle-to-particle yield ratios of charged pions obtained with
opposite magnetic field polarities, in the 0-5% (left panel) and 10-30% (right
panel) centrality intervals. The error bars represent the total pp- and centrality-
uncorrelated uncertainties. The dashed lines show a zero degree polynomial fit to
the experimental points.
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Table 5.7: Relative systematic uncertainty on the average antiparticle-to-particle
ratios due to the different sources considered in the analysis.

Source Q /0 o/t p/p  SH/AH PHPH “He/*He
Cand. selection 0.5% 0.05% 0.05% 10% 3% 0.5%
MC precision 0.5% 0.1% 0.1% 1% 1% 1%
Material budget — 0.1% 0.5% - - -
Inel. cross section - 0.7% 0.5% 1% 10% 1%
B field polarity - 0.2-0.3% 0.2-0.3% - - -

5.4.6 Summary of the systematic uncertainties

The different contributions to the antiparticle-to-particle yield ratios systematic
uncertainty are summarised in Table [5.7], for each of the analysed species. Only
the statistically significant contributions to systematic uncertainties, according to
Barlow tests, are reported in the table. The MC precision includes all contributions
from statistical uncertainties on the applied corrections, i.e., € X A, fprim, fwp, and
fo, arising from the size of the analysed MC samples.

5.5 Results

The extraction of the final results of both antiparticle-to-particle yield ratios and
chemical potentials extracted with fits to statistical-hadronisation models is de-
scribed below.

5.5.1 Antiparticle-to-particle ratios

The final results for the antiparticle-to-particle yield ratios are obtained by ap-
plying the corrections described in Section to the raw signals, N,,,, extracted
with the procedure described in Section[5.2] For tracked species, the pr-differential
yield of both particles and antiparticles is obtained as:

dN . fprim Nraw
dpr  fo-(ex A) Apr’

(5.14)

while the ct-differential yields of species reconstructed through their decay topolo-
gies are computed as:
dN 1 Nraw

Aet) o 0= fu) (x4 Alct) (5-15)
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Figure 5.19: pp-differential antiparticle-to-particle yield ratios of the =, p, 3He,
and *H, for each of the centrality classes used. The statistical uncertainties are
shown as error bars, while the uncorrelated systematic uncertainties are shown as
boxes. When not visible, the error bars are hidden by the markers. The correlated
systematic uncertainties are not shown: they are separately reported in the text.
The fits performed with zero degree polynomials are shown in black.
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Figure 5.20: ct-differential antiparticle-to-particle yield ratios of the 2 and 3H, for
each of the centrality classes used. The statistical uncertainties are shown as error
bars, while the uncorrelated systematic uncertainties are shown as boxes. When
not visible, the error bars are hidden by the markers. The correlated systematic
uncertainties are not shown: they are separately reported in the text. The fits
performed with zero degree polynomials are shown in black.
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All of the quantities appearing in both Eq. and Eq. are evaluated bin-
by-bin. As both the antiparticle and particle yields are determined in coherent pr
and ct bins, the bin widths, Apr and A(ct), cancel out in the ratios. The fully
corrected antiparticle-to-particle yield ratios obtained differentially in either pr or
ct for each of the analysed species are shown in Fig. . For the 7~ /7t and
p/p ratios, the statistical uncertainties are not visualised in the plots, as they are
O(107°) in each pr bin.

The obtained data points are fitted with zero degree polynomials to test the evo-
lution of the yield ratios in both pr and ct. The results are shown in Fig. [5.20]
along with the x?/NDF of the fits. For the fitting procedure, only the statistical
uncertainties and either pp- or ct-uncorrelated uncertainties are considered. From
this check, no evidence of a pr- and ct-differential dependence of the ratios is ob-
served. Hence, the extracted fit parameters are directly used as estimates of the
antiparticle-to-particle yield ratios in the subsequent statistical-model analysis to
determine the chemical potentials.

5.5.2 Chemical potentials

The chemical potentials, up and pg, are extracted from the yield ratios deter-
mined in Section by fits of the statistical hadronisation model expectations
in each of the analysed centrality classes. The model implementation used in
this Thesis is the THERMAL-FIST code [54]. The Grand Canonical (GC) ensemble
implementation of the SHM is employed for the fit.

In these fits, the only free parameters are up and pg. The strangeness chemical
potential, pg, which appears in Eq. , is fixed in the model by requiring in
the HRG composition the strangeness neutrality conditions imposed by the initial
state of the collision, i.e., ny = nz, where ng(ns) is the (anti)strange quark density,
respectively. The only other relevant parameter is the chemical freeze-out temper-
ature, Teuem, as the volume of the system cancels out when computing yield ratios.
The value used in this Thesis, Teem = 155+ 2 MeV, was previously determined by
fitting, with the SHM coded in THREMAL-FIST, the hadron yields measured by the
ALICE Collaboration for several species |67, 201]. The same value is used for all
of the analysed centrality intervals, as Ty has a weak dependence on centrality
across the 0-90% interval, with variations up to O(1%) [114, [201-H203] that are
covered by the experimental uncertainty on the extracted value. The uncertainty
on the Tyen estimate is propagated to the final results as a centrality-correlated
source of systematic uncertainty.
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Figure 5.21: Fits of the antiparticle-to-particle yield ratios in each of the analysed centrality intervals. The error
bars show the total uncorrelated uncertainty on the data points. The fit results are shown in black, while the fit y?
and the extracted pup and pg are reported in the text on the plot. In the lower panels, the pulls are shown for each
species in each centrality interval.
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The antiparticle-to-particle yield ratios measured are affected by the contribution
of both strongly- and electromagnetically-decaying resonances, as it cannot be
disentangled in the data. This contribution is taken into account in the model
by requiring that the computed yields, and hence yield ratios, contain the feed-
down from strong and electromagnetic decays. It is verified that this contribution
marginally affects the final results, as it affects similarly both particles and an-
tiparticles.

The fit results are shown in Fig. [5.21] while the chemical potentials extracted in
each centrality class are summarised in Table [5.8

Table 5.8: Summary of the values obtained for g and pg at Tg, = 155 £ 2 MeV
from the fits of antiparticle-to-particle ratios in the 0-5%, 5-10%, 10-30%, 30-50%,
and 50-90% centrality classes.

Centrality up (MeV) po (MeV)

0-5% 0.73 £ 0.16(unc.) £ 0.49(corr.)  0.38 £ 0.12(unc.) £ 0.96(corr.)
5-10% 0.73 £ 0.15(unc.) £ 0.48(corr.)  0.30 £ 0.11(unc.) £ 0.97(corr.)
10-30% 0.83 £ 0.09(unc.) £ 0.50(corr.)  0.14 £ 0.07(unc.) £ 0.93(corr.)
30-50% 0.76 £ 0.14(unc.) £ 0.44(corr.) —0.24 £ 0.12(unc.) £ 0.90(corr.)
50-90% 0.71 £ 0.19(unc.) £ 0.48(corr.) —0.27 £ 0.16(unc.) £ 0.90(corr.)

In the fitting procedure, only the uncorrelated uncertainties on the yield ratios are
employed. The uncertainties correlated both with centrality and particle species
are propagated to the final results by repeating two times the SHM fits on the yield
ratios. In these two trials, the yield ratios are coherently biased by 410, where
Ocorr 18 the value of the correlated uncertainty on the yield ratio for each species and
centrality interval. The correlated uncertainty on p1p and fig is then extracted as
half of the difference between the values extracted in the two trials. In Fig. [5.21]
both the reported x?/NDF, close to unity, and the pulls of the fits, consistent
with zero within 20, indicate that the GC SHM well describes the measured yield
ratios across the 0-90% centrality range. These results show that the canonical
conservation of quantum numbers required in the hadron yield calculations in the
most peripheral collisions [127} 128 cancel out in the antiparticle-to-particle yield
ratios. Similar conclusions were reached also in previous works [41} [204].

The chemical potentials obtained from the fits are shown in the (upg, pug) plane
in Fig. The centrality-correlated and -uncorrelated uncertainties are sepa-
rately reported in the plot. The centrality dependence of the extracted chemical
potentials is tested by fitting the centrality-differential pip and iy measurements
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Figure 5.22: Chemical potentials extracted from the SHM fits in each centrality
interval. The 1o contour of the centrality-uncorrelated uncertainties are shown as
ellipses. The correlated uncertainties are shown as error bars.

with zero degree polynomials, taking into account the full covariance matrices, V/,
obtained by as the sum of the covariance matrices of the uncorrelated, Vi ycor, and
correlated contributions, Vg.:

V= Vuncorr + ‘/corr (516)

The covariance matrices are defined for the g and pg extracted in each centrality
class. The diagonal elements of the matrices are obtained as the total variances
of the chemical potentials, Vi; = (0t0t)? = (Cuncorr)? + (CTcorr)?, Where (0eorr); and
(Ouncorr)i are the total centrality-correlated and -uncorrelated uncertainties on the
chemical potentials extracted in the i-th centrality class, respectively, for i € [1, 5].
The off-diagonal elements are computed as Vi; = pi;j - (Gcorr)i * (Tcorr)j, pi; being
the correlation coefficient between the uncertainty sources in the centrality classes
i and j, for i@ # j. As the analysed centrality-correlated sources of systematic
uncertainties are fully correlated with centrality, it is set p;; = 1 for 4,j € [1,5].
The covariance matrices obtained for both yp and jig are shown in Fig. [5.23} only
the upper-triangular part is reported as the covariance matrices are symmetric by
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Figure 5.23: Covariance matrices for the centrality-differential pp (on the left) and
o (on the right) estimates.

definition.

The x? profiles obtained from the zero-degree-polynomial fits of both up and pg
are shown in Fig. . The fit probabilities in the minima of the two x? profiles,
P(x* < x2%;; NDF = 4), are 0.97 and 0.64 for up and pug, respectively. Hence,
the centrality-differential values of both up and pg do not show any centrality
dependence. As a result, the centrality-integrated pp and pg can be defined as
estimates of chemical potentials: the obtained results are up = 0.71 £ 0.45 MeV
and g = —0.18 £ 0.90 MeV. Both chemical potentials are compatible with zero,
within 1.60 and 0.20 respectively: this implies that the hadronic system created
in Pb-Pb collisions at the LHC is on average baryon-number free and electri-
cally neutral. These conditions define the nuclear transparency regime, where the
quantum number transport from the colliding ions to the midrapidity region is
negligible. From the centrality independence of the chemical potentials, it is con-
cluded that this regime is reached throughout the 0-90% centrality range, hence
also in the most central collisions, where larger baryon-number stopping effects
were observed at lower energy by the STAR Collaboration at the RHIC beam

energy scan I [114].

Some cross checks are performed to assess the validity of the extraction of chemical
potentials. First, the fit of the antiparticle-to-particle yield ratios is repeated by
constraining pg from the initial conditions of the colliding system in a similar way
to what is done for pg. In this case, the constraint is provided by the charge-to-
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Figure 5.24: x? profiles obtained from the zero-degree-polynomial fit of the
centrality-differential ;15 and (on the left) and pg (on the right)values. The 1o,
20, and 30 confidence intervals (C.I.) are also reported in the figure.

baryon ratio of the colliding ions, i.e., Z/A = 0.4 for *®*Pb. The ratio between
the electric-charge and baryon-number densities of the system, (ng)/(ng), is then
required to be equal to the initial Z/A ratio [205]. This condition implies a de-
pendence between pg and pp, as both chemical potentials enter the definition of
the densities, n;, through the fugacity factor, \; = exp[(Biup + Qiptg)/Ten). Sim-
ilar constraints were also applied in previous works, where no direct estimates of
po were provided [41) 50, 111]. For this check, the only fit parameter left in the
SHM fit is up. The centrality-integrated value extracted from the fit is compatible
within 1o with the one obtained with ji as additional free parameter. Also in this
case, no centrality dependence is observed from the centrality-differential analysis
of up. As an additional check, the extraction of up is also carried out with a
different implementation of the SHM than THERMAL-FIST. The code used is the
GSI-Heidelberg model, which has been extensively used in previous SHM analyses
of measured hadron yields and yield ratios [41} 50} 111]. Also in this fit, the ug and
1t are constrained by the initial state conditions through conservation laws. The
chemical freeze-out temperature in this case is set t0 Tepemm = 156.6£1.7 MeV [115].
This value was extracted with the same model by fitting hadron yields measured by
the ALICE Collaboration in Pb-Pb collisions at \/syx = 2.76 TeV. The centrality-
integrated baryon chemical potential extracted with the GSI-Heidelberg model is
pp = 0.90 £ 0.43 MeV. This result is in agreement with the one extracted with
THERMAL-FIST, confirming the validity of the approach across different model
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Figure 5.25: Baryon chemical potential, p15, extracted as a function of the centre-
of-mass energy per nucleon pair, /syn, from the SHM analysis of hadron yields
and yield ratios measured in Au-Au and Pb—Pb collisions at the AGS (E802,
E866, E877, E895, E896, E917 Collaborations), SPS (NA44, NA49, NA47 Collab-
orations), RHIC (BRAHMS, PHENIX, STAR Collaboration), and LHC (ALICE
Collaboration) facilities [111] 113, |114]. The phenomenological parameterization
of up(y/snn) is shown in black [19]. The comparison between the two results ob-
tained at the LHC is shown in the inset of the figure [19]

10 102

implementations.

The value of the centrality-integrated baryon-chemical potential obtained in this
Thesis is compared with the results obtained in previous works at different collision
energies in different facilities, as shown in Fig. [5.25| The results obtained in
previous works are determined in either Au—Au or Pb—Pb collisions via SHM fits
of either hadron yields or yield ratios, both for the antiparticle-to-particle case and
for yield ratios of different species. The extracted values are also compared with

a phenomenological parameterisation reported by Reference [19], given by:

(5.17)

a
HB = 0288 /onn |
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with /snn expressed in GeV and a = 1307.5 MeV. The parameters are obtained
by fitting the previous estimations of pup with the functional form of Eq. .
The result obtained in this Thesis is consistent with the decreasing trend as a
function of the collision energy also observed in the previous works. The obtained
g is also consistent with the phenomenological parameterisation within 1o. In
addition, the result obtained in this Thesis is compared in detail with the previous
estimation of yp obtained at the LHC in Pb-Pb collisions at /syn = 2.76 TeV,
pup = 0.7+ 3.8 MeV [50, |115]. The present result is consistent with the previous
one within uncertainties, while reducing the uncertainty on the pp estimate by a
factor ~ 8.4. The main improvement from the past estimation is connected to the
treatment of the uncertainties correlated between particles and antiparticles of the
same species. These systematic contributions were not treated separately in the
previous work, while in this Thesis they are cancelled out in the antiparticle-to-
particle ratios. In addition, the study of yield ratios determines a reduction in the
number of fit parameters, as the volume of the system is the same for particles
and antiparticles.

Extraction of the net-proton density

The extracted chemical potentials can be used as input parameters to study the
phenomenological models of baryon number transport. In the following, ;g and
po obtained in the 0-5% centrality interval are used to test the predictions of the
baryon junction model: the check is based on the work published in Reference [206].
The baryon junction model provides a phenomenological description of the baryon
number transport to midrapidity through the formation of non-perturbative three-
gluon configuration, called junctions, which carry baryon number [207]

The net-proton density at midrapidity, which is computed starting from the ob-
tained pp and pg in the SHM, can be directly compared with the expectations
of the baryon junction model. In the baryon junction model, the net-proton den-
sity at midrapidity per participant nucleon pair, 2/(Npa)dN,—5/dy, is predicted
to have an exponential dependence on the deviation of the beam rapidity with
respect to the centre-of-mass rapidity, 6y = Ypeam — Yem:

dNp—p/dy

(Nourt) /2 Np exp(—apdy), (5.18)

where the parameters Ng = 1.1 £ 0.1 and ag = 0.61 £ 0.03 are extracted from
fits of net-proton yields measured by the STAR Collaboration using the func-
tional form of Eq. (5.18]) [206]. At the LHC, where dy ~ 8.6, it is expected that
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2/{Npart)AN,_5/dy ~ 5.8 x 1073, Using THREMAL-FIST along with the up and
fo values obtained in the 0-5% centrality interval, the extracted value for the
same observable is (3.4 + 1.4) x 1073. With the GSI-Heidelberg model and the
respective up estimate, the obtained result is 5.9752 x 1073, also in this case for
the 0-5% centrality interval. In both calculations, the system volume is set to
V = 5280 & 410 fm® [50, |115], while the average number of participant nucleons
is set to (Npart) = 383.4 £ 17.8 [208]. The computation is carried out includ-
ing the feed-down effects of strong, electromagnetic, and weak decay of heavier
states. These two results agree with the baryon junction expectations within the
experimental uncertainties.






Chapter 6

Measurements of event-by-event
Huctuations of multistrange
hadrons and light-nuclei

In this chapter, the measurements of both the normalised second-order cumulant
of the net-charged-= number and the Pearson correlation coefficient between the
net-charged-kaon number and net-charged-= number are described. The results
of this analysis are published in Physical Review Letters [2]. In addition, the
measurement of the normalised second-order cumulant of the net-A number and
of the Pearson correlation coefficient between the net-A number and the d number
are reported. The results of the analysis have been approved as official public
results by the ALICE Collaboration. The analysis involving Z* and K* is carried
out in pp, p—Pb, Pb—Pb collisions with data collected at a centre-of-mass energy
V3NN = 5.02 TeV, while the measurements involving d candidates and (A)A are
carried out in Pb-Pb collisions at /sy = 5.02 TeV. In both cases, centrality- or
multiplicity-differential measurements are performed.

6.1 Analysis strategy

The analysed hadron species are chosen based on their sensitivity to the hadron
production mechanisms studied. To test the strangeness hadronisation mecha-
nisms, K* and =* are employed. Using two separate particle species both carrying
strangeness, it is possible to probe not only opposite-strangeness-sign correlations
but also the same-sign ones, thus enabling a better discrimination among differ-

133
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ent hadronisation models. Specifically, in the string-fragmentation model [56] the
strength of same-strangeness-sign correlations is expected to be negligible com-
pared to the opposite-sign ones due to the prevalence of ¢¢ pair creation in the
string breaking over diquark-antidiquark production mechanisms, as discussed in
Section In addition, K* and Z* are marginally affected by decays of heav-
ier states that could affect the measured correlation strengths via the correlated
production in decays.

The study of the processes underlying the formation of light nuclei is carried out
using d candidates and A baryons. As A hyperons are not contained in d candi-
dates, the correlations measured between these two species are insensitive to the
baryon number conservation effects induced by the nuclear formation mechanism.
The effects of spurious correlations caused by decays are negligible, as in this case
the main common feed-down sources are hypernuclei, which are rarely produced
compared to both d candidates and A baryons. In addition, only d candidates are
considered rather than the matter counterpart, as their production is not affected
by inelastic interaction of primary particles in the ALICE detector material, as it
is also discussed in detail in Section Finally, similarly to the aforementioned
case, both the same-baryon-number and opposite-baryon-number correlations are
determined in this Thesis by measuring d and both A and A candidates.

The fluctuation observables measured in this Thesis rely on counting the number of
identified particles produced in each collision, i.e., on an event-by-event basis, for
each of the species of interest. The main requirement for this kind of measurements
is the identification of the particle species with high purity (> 90%) within the
analysed acceptance to enable the identification of the corresponding candidates in
each event. The identification methods described in Chapter 4] allow us to achieve
the purity required for all of the species, as it is also shown in detail in the next
Section.

6.2 Definition of the observables

The event-by-event observables studied in this Thesis are defined in terms of both
single-particle and two-particle cumulants, x; and kj, respectively, up to the sec-
ond order. As briefly mentioned in Section [2.1.1] the n-th order cumulants &, of
the probability density function f(x) of a random variable z are computed starting
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from the characteristic function, ¢(t), which is defined as:

o(t) = /_OO e f(x)dt. (6.1)

o0

The cumulants correspond to the coefficients of the Maclaurin expansion of the
logarithm of ¢(t):

In ¢(t) = Znn@% (6.2)

The cumulants derive their name from their cumulative properties. Indeed it can
be proven that the n-th order cumulant of the sum of m independent random
variables x1 + x5 + - - - + x,,, is given by:

En(T1+ 2o+ - 4+ ) = Kp(x1) + Bn(z2) + -+ + Kp(20) (6.3)

The first order, second order, and mixed cumulants are computed as:

k1(A) = (na), (6.4)
ka(A) = ((na — (na))?), (6.5)
k11(A, B) = ((na — (na))(ns — (ng))), (6.6)

where A and B are two generic hadron species, n; is the number of particles of the
i-th species produced in each event, and (-) is the average over all events. The first
order and second order cumulants of Eq. and Eq. are equivalent to the
average and variance of the event-by-event multiplicity distribution of the species
A, respectively. Additionally, the two-particle cumulant in Eq. corresponds
to the covariance of the event-by-event joint multiplicity distribution of species A
and B.

Using the correspondence between cumulants and statistical moments, the two-
particle cumulants and the second-order cumulants can be combined to define the
Pearson correlation coefficient of the joint density of A and B:

K11 (A, B)

PAB = W (6.7)
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6.2.1 Volume fluctuations

In the event-by-event analyses presented in this Thesis, the observables are mea-
sured in multiplicity intervals of finite width. Consequently, the defined intervals
contain events characterised by several particle multiplicity values that differ from
the reference one, which is the centre of the interval if the multiplicity is uniformly
distributed in that interval. This results in additional event-by-event fluctuations
on top of those driven by the hadronisation mechanism. These fluctuations are
commonly referred to as volume fluctuations, as the particle multiplicity produced
in each event is related to the initial volume of the system.

The observables measured in this Thesis are defined in terms of net-particle num-
bers, i.e., the difference between the number of particles, N4, and antiparticles,
N of the species of interest, AA = Ny — N;. By analysing net-particles instead of
particle and antiparticle numbers separately, the effects of volume fluctuations are
canceled out, provided that the matter and antimatter produced in the collisions
are balanced on average, i.e., ug ~ 0. In Pb—Pb collision, this condition is verified
via the observation of chemical potentials compatible with zero, as it is shown in
Chapter 5| of this Thesis. The same condition is also verified in other colliding
systems, via the precise measurement of the p/p yield ratio in pp collisions [209,
210], and by determining the antiparticle-to-particle yield ratios of light nuclei in
p—Pb collisions [211, 212]: in both cases, the obtained yield ratios are compatible
with unity.

The analytical proof of the cancellation of volume fluctuation in net-particle ob-
servables at up =~ 0 is obtained in the wounded nucleon model of heavy-ion colli-
sions, where the collision of two ions is modelled as the superposition of multiple
binary nucleon-nucleon collisions. From the relation between the particle cumu-
lants and the cumulants of initial wounded nucleons [52],

ko(A) = k1 (Ny)ka(na) + ka(Ny)[k1(na))?, (6.8)

k11(A, B) = k1(Ny)k11(na, np) + ko(Ny)k1(na)ki(ng), (6.9)

where N, is the number of wounded nuclei, while ny and ng are the numbers
of particles of species A and B produced by a single wounded nucleon source,
respectively. Under the assumption that k1(na4) =~ k1(nz) at the LHC, the second-
order fluctuations of N,, cancel out in ko(AA):
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I{Q(AA) = I{Q(NA) + KQ(NA) - 2/111(NA, NA) (610)
~ k1(Nw) [R2(na) + k2(na) — 2611(na, ng)] (6.11)
A similar result is obtained for x11(AA, AB):

/ﬁl(AA, AB) = /111(NA, NB) + 1411(NA, NB) - /fn(NA, NB) - /fn(NA, NB)
(6.12)

Q

k1(Ny) [k11(na, ng) + k11(ng,ng) — k11(na,ng) — k11 (ng, ns))

(6.13)

Similar cancellation effects are also obtained for x2(A) when the species A is rarely
produced in collisions, i.e., k1(A) < 1. In this case, the charge conservation ef-
fects are negligible for the species of interest, hence the event-by-event multiplicity
distribution approaches the Poissonian limit, where ro(n4) & r1(n4). This effect
has been observed by the ALICE Collaboration for d cumulants in Pb-Pb col-
lisions [135]. Consequently, the second term in the right hand side of Eq.
constitutes a subleading correction that can be neglected compared to the first
term, thus determining the cancellation of second order volume fluctuations.

6.2.2 Event-by-event fluctuation observables

The (multi)strange hadron fluctuation observables analysed in this Thesis include
the normalised second-order cumulant of net-Z number, xy(AZ)/(Z~ + ZF), and
the Pearson correlation coefficient between net-K number and net-= number,
pasak- Both of these observables are safe with respect to volume fluctuations,
according to the argument of Section [6.2.1 These two quantities are computed

as: _ _
K;Q(AE) _ KQ(E+) + HQ(E_) — 2/{11(E+, E_> (6 14)
k1(EF +E27) (nz+ +nz-) ’ '
PASAK = A (E7,KY) + in(E7KT) —wn(E5KT) —mn(E7 Kﬂ. (6.15)
- VE2(AZ) ko (AK)

The observable defined in Eq. (6.14) is only sensitive to the opposite-strangeness-
sign correlation, arising from the covariance term #11(Z%,Z7). On the contrary,
Eq. (6.15]) is sensitive to both the same- and opposite-strangeness-sign correlations,
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contained in the covariance terms k11 (=%, KT) and x11(E", K7), respectively, and

the analogous ones for the charge-conjugate states. A similar observable as the
one of Eq. is also defined for the net-A number, namely xo(AA)/(A + A).
In addition, in the light (anti)nuclei sector, the correlation coefficient between the
d number and the net-A number, pia,, is also measured. This observable, which
is also insensitive to volume fluctuations, is defined as:

K11 (a, A) — K11 ((_1, j\)

Pdan = @(&)@(AA) . (6.16)

Similarly to Eq. (6.15)), this observable is sensitive to both the same-baryon-number
and opposite-baryon-number correlations through the two covariance terms in the

numerator of Eq. (6.16)).
6.3 Candidate identification

Table 6.1: pr intervals set for the different species analysed in this Thesis for
event-by-event fluctuation measurements.

Species | pr (GeV/c)
KT 0.2, 1.0]
=+ 1.0, 3.0]

d 0.6, 1.§|
(M)A 1.0, 4.0]

The selection of candidates of interest is carried out on a candidate-by-candidate
basis by applying the criteria described in Chapter [4] All candidates are selected
in the pseudorapidity region |n| < 0.8. The pr acceptances analysed are reported
in for all the species. They include the bulk of hadron production, which is con-
nected to soft hadronisation processes: consequently, the jet fragmentation regime
is excluded in this Thesis.

On top of the criteria defined in Chapter [4] a few additional selections are used to
mitigate the spurious correlation effects caused by reconstruction artifacts. First,
for the hadrons identified via reconstructed decay topologies, multiple candidates
can be reconstructed in a single event starting from the same set of tracks, resulting
in artificial correlations among the reconstructed candidates. To suppress this
effect, which is mostly relevant for high-multiplicity Pb-Pb collisions, all events
containing at least two selected decay topologies with at least one shared decay
product track are rejected from the data sample. The fraction of rejected events
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Table 6.2: Regions of interest (ROI) defined for the identification of species anal-
ysed in this Thesis.

Species pr (GeV/c) ROI

K+ [02, 04] ‘nO—ITS’ < 3.0 (Pb*Pb) and ]nanc| < 3.0
[0.4, 1.0]  |norpc| < 2.5 and |[noror| < 3.0
d [06, 1 O] ‘nJTpc| <20
[1.0, 1.8] \nanc| < 2.0 and ’nO'Topl < 2.5
(M)A [1.0,4.0] |M(p+7")— Myl <20
= [1.0,30] |[MA+7) = M| <30

is at most =~ 0.5% for the 10% most central collisions. In addition, the correlation
coefficients measured in this Thesis involve hadrons identified both by tracking
and by vertexing. Hence, a single track can be identified as one of the species of
interest, as well as being used in the reconstruction of a decay topology of interest.
The resulting double counting is an additional source of autocorrelation in the
selected candidate sample. It is suppressed by separating the track samples used
for the two identification procedures: this is achieved through complementary
DCA selections for the tracked species compared to the decay products of the
reconstructed decays. In particular, it is required that DCA < 0.1 cm for K* and
d candidates, while DCA > 0.1 cm is set for the decay products of (A)A and =*
candidates.

Finally, for the analysis of fluctuations involving d and net-A, a tighter selection
on the z coordinate of the reconstructed vertex, V., is applied with respect to
the nominal one reported in Section [£.1.2] This selection is applied to improve
the stability of the reconstruction efficiency with respect to the fluctuation of the
vertex position on a collision-by-collision basis. Specifically, it is required that
V.| < 8 cm. A similar procedure was also applied in previous measurements
published by the ALICE Collaboration [143].

6.3.1 Purity of the identified candidates

Depending on the reconstruction technique, the selected candidates are finally
identified either using the information of the PID detectors or measuring the in-
variant mass of the decay products. The identification criteria are summarised
in Table [6.2] The uncorrected number of candidates is obtained by counting the
candidates passing these requirements, for each of the species of interest. As men-
tioned in Section [6.1] the determination of identified particle multiplicities on an
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event-by-event basis requires that the species of interest are identified with a high
purity. This is checked by extracting the purity of the selected candidate samples
in subintervals of the analysed pr ranges. The purity is computed using the signal
and background counts extracted with a fit of either the no or the invariant mass
distributions observed in the data. This computation is performed in each pt bin,
for each of the analysed species. The fitting procedure is analogous to the one
explained in Section [5.2 Two examples of the fitting performance for K* and =~
are shown in Fig. in specific pr bins for the 10% most central Pb—Pb collisions.

6 3
X

% or AL‘ICE I‘Derfo‘rman‘ce | V0l\)| Cen‘tralin‘/ 0—1‘0%*; ‘g 40 ALIC‘E Perfc‘)rmanc‘e VO‘M Cent‘rality O‘—1 0% 3
; 8 Pb-Pb 0.6<p, <07 GeVic— ; 352 Pb-Pb 20<p <25 GeV/cE
8 b s=5.02TeV 8 L (5 =5.02TeV ]
é Purity = 0.967 K* é 30 Purity = 0.956 —_ E
O ¢ data o 25F ¢data = -
—total fit 20; —total fit E

4E --background | -background ]

\\\\\\

1 vl 'T'T"\"T'*"\"F"\"\""'T"\"\"F h Secesse
19305 131 1315 132 1325 133 1335 1.34
M(A + ) (GeV/c?)

QT el s Lo ke
no;OF (arb. units

~ o

Figure 6.1: Fit performance for the purity determination obtained in this Thesis
for Kt (left panel) and Z~ samples (right panel) in the 10% most central Pb-Pb
collisions.

The purity obtained as a function of pr in each of the centrality classes used in the
Pb-Pb data samples is shown in Fig. for K and =, and in Fig. for d and A,
respectively. Overall, for all of the analysed species, the purity is larger than about
92%, hence ensuring a reliable performance of the event-by-event identification of
the respective candidates. For the analysis of K and = in pp and p—Pb collisions,
the observed purity is larger than 95% in all of the analysed pr bins. The obtained
purity shows an increase when going from central to peripheral collisions: this trend
is explained by the larger detector occupancy in the most central collisions. For K
and d, a lower purity is observed at larger pr, where the TOF PID information is
also used for the identification of candidates. In those cases, the irreducible effect
of mismatch between reconstructed tracks and TOF space points determines a
larger contamination than what is present in the low pr region, where the TPC
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Figure 6.2: Purity of the K* (left panel) and =~ samples (right panel) selected in
Pb—Pb collisions, for each centrality class.

a‘ [ T T T T T ] a [ T T T T
+ —c— —g— —— - + 1=

@ | —— ++1:‘::."’:4~7_ @ == :::7.7 1:‘:1111:‘::‘:1:'::':':
D o8l - D o8l -
L This Thesis E L E
oo Pb-Pb |5, = 5.02 TeV ] oo ]
L P W =9 ] L _ ]
i d ] i A+ A ]
0.4~ -+ 0-10% +10-20% - 0.4~ -+ 0-10% +10-20% -
- 20-30% 30-40% : - 20-30% 30-40% :
[ 40-50% 50-60% ] [ 40-50% 50-60% ]
0.2 60-70% 70-80% - 0.2} 60-70% 70-80% -
86— 'o.'s' = 1I = '1.'2' ' '1.'4' ' '1.'6' s o= '1.'5' = 2'2'5 = 3'3'5 2
P, (GeV/c) P, (GeV/c)

Figure 6.3: Purity of the d (left panel) and A 4+ A samples (right panel) selected
in Pb—PDb collisions, for each centrality class.

PID can be performed with an optimal separation among particle species. For both
A and =, the purity increases with increasing pr, as a larger residual combinatorial
background affects the selected samples in the low pr region.

The uncorrected event-by-event multiplicity distributions obtained for the anal-
ysed species in the 10% most central Pb-Pb events are shown in Fig.[6.4, For each
of the hadron species, these histograms are built by determining the frequency
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Figure 6.4: Uncorrected event-by-event multiplicity distribution of K™+ K™, =t +
=7, d, and A observed in the 10% most central Pb—Pb collisions. The distributions
are normalised to the total number of events.

of selected events where the number of identified candidates corresponds to the
central value of the bin. For all of the analysed species, the obtained distributions
show multiple events with more than two reconstructed candidates. This condition
is required to extract the second order cumulants of the event-by-event multiplicity
distribution. Analogous results are obtained also in the other centrality intervals
and for the other collision systems, although with a reduction in the number of
events with multple identified candidates due to the reduction of the total event
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multiplicity.

6.4 Efficiency correction

The number of candidates extracted in each event with the procedure described
in Section |6.3] is affected by the efficiency of the candidate reconstruction and
selection criteria. This efficiency is estimated through MC simulations as the
fraction of generated particles that are reconstructed and pass the same selection
requirements applied in the data. As the event-by-event observables analysed in
this Thesis are defined within the experiment geometrical acceptance, both the
counts of generated and reconstructed particles are extracted in |n| < 0.8 for the

efficiency calculation:
_ Neeeol|n] <0.8)

~ Nyl < 08)

(6.17)

—__

As an example, the efficiency obtained from Pb-Pb MC simulations for K*, d, Z~,
and A is shown in Fig. [6.5] for different pr intervals and centrality classes. The
requirement of the matching between tracks and TOF space points determines a
descrease in the computed efficiency around 0.4 GeV/c and 1 GeV/c for KT and
d, respectively. In addition, the efficiency shown for =~ is the product of the
candidate preliminary selection efficiency and the BDT signal selection efficiency.
Similarly to what is observed in Section [5.3.1] the centrality dependence of the
efficiency is driven by the increasing detector occupancy going from peripheral
to central collisions. This effect is smaller in pp and p—Pb collisions, where the
maximum difference is O(0.01).

The efficiency term is included in the observables defined in Section using a
model of the fluctuations in the candidate reconstruction and selection response,
as discussed in Reference [213]. To determine the nature of these fluctuations, a re-
sponse matrix is built for each of the analysed species using MC-simulated data, by
correlating the generated-candidate and reconstructed-candidate counts extracted
on an event-by-event basis. As an example, the response matrix of K~ is shown in
the left panel of Fig. The distributions of reconstructed-candidate counts can
be determined for fixed values of generated-candidate counts, as it is also shown
in the right panel of Fig.[6.6] For each of the analysed species, the obtained distri-
butions are in agreement with the binomial hypothesis, as verified via a binomial
fit. Consequently, the measured event-by-event multiplicity distribution, ]5(71), is
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Figure 6.5: Efficiency of the analysed hadron species as a function of pr in Pb-Pb
collisions, for different centrality intervals.

connected to the generated one, P(IN), by the relation:

P(n) = P(N)B.n(n), (6.18)

where B y(n), acting as a response matrix, is determined by the binomial law by
interpreting the efficiency € as the success probability:

N!
B.n(N) =

, me"(l — )N, (6.19)
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Figure 6.6: Left panel: detector response matrix for K~ in the 10% most central
Pb-Pb collisions. Right panel: distribution of the number of reconstructed K~
candidates for a number of generated particles NE" = 102. The binomial fit to
the data is shown in red.

Using Eq. (6.18)) to connect the observed counts to the corrected ones, a set of
formulas for the efficiency-corrected cumulants can be obtained:

k1(A) = (a1 (4)), (6.20)

ra(A) = (41 (A)) = (01(4))* + (0 (4)) — (2(4)), (6.21)

k(A B) = (q(A)ai(B)) — (a1 (A)(a(B)), (6.22)

ka(AA) = ((01(4) = 1(A4))*) = (01 (A) = 2 (A))* + (1 (A) + @1 (A)) — (g2(A) +qQ<é/12)§)-

In the formulas of Eq. - Eq. -, Eq. - Eq. -, the quantity

an(A) = M (Ni(A)/e;(A))" is determined from the number of pp bins, M.
N;(A) and ¢;(A) represent the number of reconstructed candidates and the ef-
ficiency for the species A in the i-th pr bin, respectively, and n = 1,2. The
formulas used in this Thesis are derived under the assumption of pr-binned data.
In this way, it is possible to take into account the pr evolution of the efficiency
observed in Fig. The efficiency-corrected observables are finally computed

by expanding the observables defined in Eq. (6.14)), Eq. (6.15), and Eq. (6.16) in
terms of the efficiency-corrected cumulants, Eq. (6.20), Eq. (6.21]), Eq. (6.22), and
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Eq. (6.23).

6.5 Statistical uncertainty

In this Thesis, the statistical uncertainty on the event-by-event fluctuation ob-
servables, O, is determined via the subensemble method described in Reference
[214]. In this procedure, the initial data sample is subdivided into N subsamples
of equal size: in each of these samples, the efficiency-corrected observables are de-
termined using the full analysis procedure. The average value, i, and the standard
deviation, o, of the N estimates are then computed:

N
- O;
o = it (6.24)

N
0o = \/27\}2](3__1‘;0) (6.25)

Consequently, u is the central value of the observable over the full data sample,

while o is its statistical uncertainty. This method is applied for each of the analysed
observables in each centrality and multiplicity interval. For the analysis of the net-
K number and net-= number fluctuations, the number of subsamples is N = 30,
while for the d number and net-A number fluctuations N = 10 is used. In both
cases, the number of subsamples is chosen taking into account both the number
of candidates available in each sample and the computational efficiency of the
procedure. Nevertheless, to test the stability of the method upon the choice of NV,
the analysis is also repeated increasing the number of samples by 10: the effect
on both the central values and the statistical uncertainties is negligible within the
available precision.

6.6 MC closure test
The analysis procedure explained in Section [6.3] Section [6.4, and Section is

validated through a closure test using MC-simulated data. This check consists in
applying the full analysis chain to the reconstructed MC data to extract the fully-
corrected observables. The obtained results are then compared with the true MC
results, which are extracted using the generated-level information of the simulation:
the closure of the analysis is obtained if the two results are compatible.

As an example, the results obtained in the closure tests of pazax and pga, in
Pb—Pb collisions are shown in Fig. [6.7 In both cases, the statistical uncertainties
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Figure 6.7: MC closure test results for pazax (left panels) and pa, (right panels),
in Pb—Pb collisions. The observables obtained from the MC truth and in the
reconstructed MC, using the full analysis chain, are shown in the upper panels.
The difference between the MC truth and the observable reconstructed from MC
data is shown in the lower panels. The zero-degree polynomial fit on the difference
between the two is also shown as a dashed line.

on the observables are determined with the subensemble method described in Sec-
tion [6.5] For pazak, a small autocorrelation is observed in the simulated data as
the employed MC is fully based on the HIJING event generator, where quantum-
number conservation effects are simulated through the string-fragmentation hadro-



148 6.7. SYSTEMATIC UNCERTAINTIES

nisation process. On the contrary, no correlation is obtained for pjar, as the an-
tideuterons produced in the simulation are injected in the HIJING event, hence
they are completely uncorrelated with respect to the A baryons generated in the
underlying event.

In both cases, the MC truth is well reproduced by the reconstructed data analysed
with the aforementioned techniques. This is also checked on a quantitative basis by
computing the difference between the Mc truth and reconstructed observables and
fitting this difference with a polynomial of zero degree. The difference between the
MC truth and MC reconstructed levels does not show any dependence on central-
ity, as verified by the x?/NDF of the fits. In addition, the fit parameters obtained
in the two cases are compatible with zero within statistical uncertainties, indicat-
ing that the analysis procedure correctly reproduces the expected results within
the available precision. Similar results are obtained also for the other observable
measured in this Thesis, as well as in the other colliding systems analysed.

6.7 Systematic uncertainties

The main source of systematic uncertainty for the fluctuation observables anal-
ysed in this Thesis is provided by the MC-to-data matching affecting the accuracy
of the efficiency corrections described in Section [6.4, To determine the resulting
systematic contributions, the selection criteria described both in Chapter 4| and
in Section are varied with respect to the nominal ones to assess the effect on
the final results. The applied procedures are described in the following, separately
for the analysis of net-K and net-Z fluctuations and for the one of d and net-A
fluctuations, due to the different method used in the calculation of the uncertain-
ties.

6.7.1 d number and net-A number fluctuations

The variations of the selection criteria used in this analysis are summarised in
Table [6.3] and Table [6.4l Besides the variations of the candidate selection and
identification criteria, an additional variation is considered for the selection on the
V.. The systematic uncertainties related to each of the sources are obtained by
repeating the full analysis with the two varied configurations of the selection. The

results obtained for all selection criteria variations are shown in Fig. for both
paan and r2(AN) /(A + A).

The uncertainty value is obtained as half of the difference between the two val-
ues. This procedure is repeated for each of the analysed centrality classes. The
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Figure 6.8: Upper panels: results for pga, (left) and ro(AA)/(A + A) (right) ob-
tained with the different variations of the selection criteria. The results obtained
with the nominal configuration of selections is also shown. Lower panels: system-
atic uncertainties on pgaa (left) and ko(AA)/(A+ A) (right) for both the different
systematic sources and the total combination of all sources.
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Table 6.3: Variations used for the evaluation of the systematic uncertainties of
panp- The values of the systematic uncertainties assigned to each of the sources
are also reported.

Variable Nominal Lower var. Upper var. Uncertainty
cos 0, 0.997 0.995 0.998 0.08x1073
DCAyo py 0.5em 0.2 cm 1 cm 0.4x1073
DCA ;acks 02cm 0.1 cm 0.5 cm 0.3x1073
|M(p+7~)— Mp| 20 lo 30 0.4x1073
DCA 0.lecm  0.05 cm - 0.2x1073
NTPCClusters 70 60 90 0.1x1073
noTpC 2 1.5 2.5 0.2x1073
noTor 2.5 - 3 0.4%x1073
A 8 cm - 10 cm 0.5x107°

Table 6.4: Variations used for the evaluation of the systematic uncertainties of
ko(AA)/(A + A). The systematic uncertainties assigned to each source are also
reported.

Variable Nominal Lower var. Upper var. Uncertainty
cos 6, 0.997 0.995 0.998 0.2x1073
DCAvyo py 0.5 cm 0.2 cm 1 cm 8x1073
DCA; acks 0.2 cm 0.1 cm 0.5 cm 2x1073
IM(p+7~) — My| 20 lo 30 1x1073
V2| 8 cm — 10 em 0.5x1073

centrality-averaged uncertainties obtained for each of the selection criteria are also
reported in the last column of Table and Table The final uncertainty is
then obtained by adding in quadrature the contributions of all sources, assuming
that all sources of systematic uncertainty are fully uncorrelated. The different
contributions and the total uncertainties are shown in Fig. for each of the
centrality intervals analysed. For the pja,, the variations on both d and A selec-
tion criteria determine similar systematic contributions to the total uncertainty.
For ro(AA)/(A + A), the main contribution is provided by the variation of the
DCAvyo py, which is one of the most powerful selection tools to discriminate be-
tween signal and background candidates as discussed in Section [4.3.1]
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6.7.2 Net-K number and net-= number fluctuations

In this analysis, the total systematic uncertainty is determined by combining all
possible variations of the selection criteria using a multitrial approach similar to
that described in Section [5.4.1] For each multiplicity interval, the full analysis is
repeated using all possible combinations of the varied selection criteria reported
in Table [6.5] The resulting numbers of trials are 1800 and 30 for pazax and
Kko(AZ) /(27 + =F), respectively. The results of pazax and ko(AZ) /(27 + =)

Table 6.5: Variations of candidate selections applied for the evaluation of the
systematic uncertainties in the analysis of net-=Z number and net-K number fluc-
tuation.

Variable variations

NTPCClusters > 60, 70, 90

Xtpc/MTPCClusters <2, 25

IDCA| < 0.05 (for pr > 0.5 GeV/c), 0.1 cm
[norpc,ror| <2, 25, 3,35, 4

BDT efficiency nominal +£5% (Aegpr = 1%, 10 variations)

IM(A+ 7~ +c.c.) — Mz| < 20, 30, 40

are obtained for each of the trials and the distribution of the results is built. The
systematic uncertainty is then obtained as the standard deviation of the distribu-
tion. The mean value of the distribution is assigned as the central value of the
observable. The statistical uncertainty, estimated in each trial with the subensem-
ble method, for the combination of selections that is closest to the obtained central
value, is assigned as statistical uncertainty of the final result. The multitrial dis-
tributions obtained from the analysis of the Pb—Pb data sample in each of the
analysed centrality intervals are shown in Fig. [6.9 and Fig.[6.10] The central value
and standard deviation of each of the distributions are reported in the text of the
figure. As discussed above, the results obtained with the nominal selection are
not reported in the final results. Nevertheless, they are shown in the Fig. and
Fig. in all cases, they agree with the central value of the distributions. Similar
results are also obtained from the analysis of the pp and p—Pb data samples.
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Figure 6.9: Multitrial distributions of pazak in Pb—PDb collisions, for each analysed
centrality interval. The results obtained with nominal selections are shown with
red dotted lines.
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Figure 6.10: Multitrial distributions of xo(AZ)/(Z~ +=F) in Pb-Pb collisions, for
each analysed centrality interval. The results obtained with nominal selections are

shown with red dotted lines.
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6.8 Results

In this section, the results obtained in this Thesis for event-by-event observables
are presented. The results are separately presented and discussed based on the
physics processes studied with these observables: namely strangeness hadroni-
sation mechanisms on the one hand, and light nuclei formation process on the
other.

6.8.1 Net-K number and net-= number fluctuations

The results obtained for k2(AZ)/(Z~ + =T) and pazax in pp, p-Pb, and Pb-
Pb collisions at /sy = 5.02 TeV as a function of the average charged particle
multiplicity, (dNu,/dn), are shown in Fig. The charged particle multiplicity
was previously measured by the ALICE Collaboration for each of the analysed
colliding systems [215-217].

For both observables, the experimental results are compared with the baseline
values obtained under the hypothesis of fully uncorrelated particle production.
In this case, the net-particle number is the difference between two independent
Poissonian random variables. The probability density function of the difference is
described by the Skellam distribution. The normalized second-order cumulant of
the Skellam distribution is equal to one, while the Pearson correlation coefficient
of the two-dimensional distribution is zero. These baseline values are represented
by black dashed lines in Fig. In both cases, a deviation from this baseline is
observed across colliding systems: this is interpreted as the effect of correlated par-
ticle production arising from quantum number conservation in the hadronisation
process.

In addition, the experimental results show a continuous evolution from low-multiplicity
to high-multiplicity events, across the different colliding systems. This observation
suggests that strangeness hadronisation is driven by a common production mecha-
nism going from hadronic to heavy-ion collisions. The measured observables show
a decreasing trend for increasing charged-particle multiplicity, with a saturation
towards semicentral Pb—Pb collisions. This is understood as an effect of the evo-
lution of the K and = pr spectra, induced by dynamical multiparticle correlations,
across the explored multiplicity range [21], |120-122]. This results in a shift of
the average tranverse momentum, (pr), and hence of the bulk of the production,
within the analysed pr acceptance. For very low multiplicity collisions, this trend
is also affected by the limited size of the produced system, resulting in a reduction
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Figure 6.11: Results obtained in this Thesis for ky(AZ)/(Z~ + =) (left) and
pazak (right) in pp, p—Pb, and Pb-Pb collisions, as a function of the average
charged particle multiplicity. The error bars show the statistical uncertainties,
while systematic uncertainties are shown as boxes. The calculations of various
phenomenological models are shown as bands. The width of the band depicts the
statistical uncertainty in the model calculations.

of the candidates available in the analysed phase space.

Model-to-data comparison

The experimental points are compared with the predictions of various hadroni-
sation models. All of the models used in this Thesis are implemented as MC
event generators: consequently, statistical uncertainties are assigned to the calcu-
lations shown in Fig. [6.11} A subset of these models implements the Lund string
fragmentation mechanism as the underlying hadronisation process. These include
different tunes and versions of PYTHIA 8 [57], depending on the colliding system
analysed. For pp collisions, both the Monash tune [123] and the state-of-the-art
implementation of QCD-based colour reconnection (CR) and rope hadronisation
are used [63]. In the former, the model parameters are tuned on sets of mea-
surements carried out at eTe™ facilities; the latter includes both the rearrange-
ment of final-state colour configurations (colour reconnection) based on the SU(3)
colour algebra and the interaction among strings. This interaction leads to colour
ropes formation, where the increased tension determines an enhanced production
of strangeness in high-multiplicity pp collisions. For p—Pb and Pb—Pb collisions,
the PYTHIA ANGANTYR model [58] is used, consisting of an extrapolation of the
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string-fragmentation hadronisation to heavy-ion reactions. In addition, the HIJING
generator [59], which is also based on string-fragmentation hadronisation is used
for Pb—Pb collisions.

Finally, the expectations from the statistical hadronisation model (SHM) are
computed using the THERMAL-FIST code [54]. The canonical ensemble (CE)
SHM implementation is used, where quantum numbers are conserved exactly. In
THERMAL-FIST, this is achieved by imposing global quantum number conservation
across a static canonical volume, V., centred around midrapidity. The canonical
volume is expressed in terms of the unitary volume corresponding to one rapid-
ity unit, dV/dy. This model also includes a strangeness saturation parameter,
s, enabling the description of (multi)strange hadron yields in small collision sys-
tems [127]. The thermal parameters, Tiem, dV/dy, and 75, are tuned on the mea-
surements of hadron yields as a function of (dNg,/dn) published by the ALICE
Collaboration [127]. The MC event generator implemented in THERMAL-FIST also
includes a sampling of the hadron momenta based on the Blast-Wave model [177].
The Blast-Wave parameters used in this Thesis were extracted by the ALICE Col-
laboration via combined fits to the light-flavour hadron pr spectra measured in pp
and Pb—PDb collisions |21} 218].

—__

From the model-to-data comparison of k(A=) /(Z~ +="), shown in the left panel
of Fig.[6.11] it is observed that all models that implement the Lund string fragmen-
tation mechanism overestimate the deviation of the observable from the Skellam
baseline. On the contrary, THERMAL-FIST calculation well describes the data by
setting the canonical volume V., = 3 dV/dy. This quantity is only affected by the
correlation between hadrons carrying opposite-strangeness-sign, which is present
in Eq. via the two-particle cumulant 1, (2%,Z7). Thus, a larger deviation
from the uncorrelated baseline implies a stronger strange-antistrange hadron corre-
lation, which in turn hints to a shorter-rapidity-range correlation. Consequently,
the experimental observations are consistent with the hypothesis of strangeness

correlations over a large rapidity range, from low-multiplicity pp to the most cen-
tral Pb—Pb collisions.

By analysing pa=ak, it is observed that the models relying on string fragmentation
underestimate the anticorrelation observed in the data across different colliding
systems, while the CE SHM calculations are in agreement with the data. Contrar-
ily to the normalised second-order cumulant, the Pearson correlation coefficient
of net-particle numbers is also sensitive to the same-strangeness-sign correlation,
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which is introduced by the two-particle cumulant terms in Eq. . Hence, the
observed discrepancy between the string-fragmentation expectation and the data
hints to the existence of a same-strangeness-sign correlation in the data. This
effect is intrinsically included in the CE SHM implementation of THERMAL-FIST
by the requirement of the exact quantum number conservation over a large finite
volume.

The deviation between the state-of-the-art PYTHIA 8 calculations in pp collisions
and the experimental results is also quantified by a y? test. The test is carried
out computing a combined x? for the two observables analysed, i.e., x? = xi +
Xz, Jny- For the x? calculation, the systematic uncertainties are treated as fully
correlated with the charged-particle multiplicity, using a conservative approach.
The separation between the model calculations and the experimental data is then
experessed in terms of standard deviations. A discrepancy of 7.50 is obtained
with this procedure. This observation hints to a shortcoming of the PYTHIA 8
to describe the correlations observed in the data. This effect was also observed,
limited to opposite-strangeness-sign correlations, in previous studies of angular
correlations between identified (multi)strange hadrons [219).

Estimation of the canonical volume

The V. parameter of THERMAL-FIST is extracted from the experimental results ob-
tained in Pb-Pb collisions by a combined fit of the xo(AZ)/(Z~ +=*) and pazak
data with the model calculations. The THERMAL-FIST calculations are repeated
for several values of V. in the range dV/dy < V., < 4 dV/dy. For this fit, the
temperature is fixed for all multplicities to Tthemn = 155 TeV and the strangeness
saturation parameter is fixed to 7, = 1. These parameters provide a good de-
scription of the hadron yields observed in Pb-Pb collisions at the LHC [127]. A
combined x? is determined for each of V, value by comparing the data and model
calculations for both of the analysed observables. The resulting x? profile is shown
in Fig. [6.12] For the x? calculation, only statistical uncertainties are used: the
best V. is determined by minimising the x? obtained. The systematic uncertainties
are treated as fully-correlated with multiplicity. The effect on the extracted V. is
assessed by reapplying the fit procedure to the data points coherently shifted both
upwards and downwards by the systematic uncertainty value. The half-difference
between the two values extracted is assigned as systematic uncertainty of V..

The obtained result, V.. = 3.19+0.14 dV/dy, is reported with the full uncertainty,
computed as the sum in quadrature of the statistical and systematic uncertainties.
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Figure 6.12: x? profile obtained from the combined fit of xy(AZ)/(Z~ +Z*) and
PAEAK With THREMAL-FIST calculations, in Pb—Pb collisions. The error bars on
the x? estimates is obtained from the propagation of the model uncertainties. The
x? values obtained from the V, scan are fitted with a quartic function, shown as
a dashed red line. The inset shows a close up of the x? profile in the minimum
region.
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Figure 6.13: Comparison between the xo(Ap)/(p + p) measured by the ALICE
Collaboration |143] and the expectations of THERMAL-FIST obtained in this Thesis
setting V. = 3 dV/dy.

This result is in agreement with CE SHM analyses of the Z/x yield ratio mea-
sured in different colliding system by the ALICE Collaboration [127]. In addition,
the obtained volume is consistent with the event-by-event fluctuation observations
made for the net-proton number in Pb—Pb collisions by the ALICE Collabora-
tion |143]. The comparison between the experimental data and the THERMAL-FIST
expectations for ko(Ap)/(p + p) are shown in Fig. [6.13] The model calculations
are obtained using V. = 3 dV/dy for the conservation of the baryon quantum
number. This observation hints to a common hadronisation mechanism for light
and strange hadrons, where the conservation of quantum numbers takes place
across a large volume of about 3 units of rapidity. These conclusions are also
extended to the event-by-event fluctuations of net-A number, as it is discussed in

Section [6.8.2]

6.8.2 d number and net-A number fluctuations

The results obtained in this Thesis for ko(AA)/(A+A) and pga, in Pb-Pb collisions
at \/snny = 9.02 TeV as a function of centrality are shown in Fig.|6.14, As expected
from quantum number conservation, the two measured observables deviate from
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the Skellam baseline. The size of the deviation is related to the strength of the
correlation, as it can be obtained from Eq. (6.16|) and Eq. (6.14) (modified for the
net-A case).
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Figure 6.14: Trend of the values of xy(AA)/(A+A) (left) and pga, (right) in Pb—
Pb collisions, for different centrality classes. The error bars show the statistical
uncertainties, while systematic uncertainties are shown as boxes. The expectations
of the Thermal-FIST SHM for different canonical volumes are depicted as bands.

Model-to-data comparison

Similarly to what is presented in Section the experimental results are com-
pared with different model calculations. In this case, the THERMAL-FIST model
is used with two configurations of V.: namely, 1.6 dV/dy and 3 dV/dy. The
value V., = 1.6 dV/dy was obtained from the analysis of the Pearson correlation
coefficient of the d number and d number, pdp [135]. On the other hand, the
V. = 3 dV/dy value is the reference one obtained from the analysis of light-flavour
hadron fluctuation observables, as shown in Section [6.8.1] The chemical freeze-out
temperature is set to Tepen = 155 MeV, while the dV/dy and ~, parameterisations
are extracted from Reference [127].

The ratio k2 (AA)/{A+A), reported on the left of Fig.|6.14] is well described by the
THERMAL-FIST calculations using a canonical volume of 3 dV//dy. This observation
is in agreement with the other measurements carried out for net-p, net-K, and =
discussed in Section [6.8.1, This confirms that quantum numbers associated to
light-flavour hadrons are conserved over a large volume in Pb—Pb collisions. The
evolution of the cumulant ratio as a function of centrality is in agreement with
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the change of the (pr) of produced A within the studied pr acceptance across the
analysed centrality range.

The experimental results of pja,, reported on the right of Fig. [6.14lare well
described by the larger V. setting, while the calculations carried out for V. =
1.6 dV/dy show a deviation from the data. This discrepancy is quantified by a x?
test, assuming that systematic uncertainties are fully correlated with centrality:.
The discrepancy, expressed in terms of standard deviations, is found to be 2.94¢.
On the contrary, the computations obtained with V., = 3 dV/dy are compatible
with the data within 1o. As discussed in Section [6.1] this observable is sensitive to
the hadron production mechanisms underlying the nuclear formation process, i.e.,
it probes the effects of baryon number conservation in the production of the con-
stituents of light nuclei. Consequently, the measurement presented in this Thesis
suggests that a common hadronisation mechanism determines the production of
light flavour particles, including the antideuteron constituents. This implies that
the stronger correlation observed in pg4; compared to pgaa, corresponding to a
smaller V, value in the THERMAL-FIST model, is induced by the nuclear formation
process acting on top of the nucleon production. For instance, this could hint to
the presence of nuclear coalescence effects inducing local correlations among nu-
cleons on top of the correlations due to the quantum number conservation in the
nucleon production itself.






Chapter 7

Conclusions

This Thesis aims at exploring two aspects of light-flavour hadron production in
hadronic and heavy-ion collisions at the LHC. On the one hand, the antimatter-
to-matter balance of the system formed in Pb—Pb collisions was characterised by
extracting chemical potentials from measurements of antiparticle-to-particle yield
ratios of different hadron species. On the other, the hadronisation mechanism
leading to the formation of (multi)strange hadrons and light antinuclei was inves-
tigated through measurements of event-by-event hadron multiplicity fluctuations.
On a more fundamental level, these studies probe the underlying quantum-number
conservation mechanism in both the collision and the hadronisation processes. A
summary of the main results obtained in this Thesis is presented in the follow-
ing.

The baryon-number and electric-charge chemical potentials, pp and pg, were ex-
tracted from yield ratios of antiparticles and respective particles measured in Pb—
Pb collisions at /syn = 5.02 TeV. The measurement was carried out in classes
of centrality across the range 0-90%. The values of up and pg extracted with fits
based on the GCE SHM are compatible with zero across centrality, indicating that
the medium formed in such collisions is baryon-symmetric and electrically neutral
independently of the collision geometry. The centrality-averaged values obtained
are up = 0.71 £ 0.45 MeV and pg = —0.18 £0.90 MeV. These results pose tight
constraints on baryon-number transport mechanisms, such as the baryon-junction
model, in the TeV energy scale. In Fig. [7.1] the pp estimate determined in this
Thesis is shown in red along with the results obtained in previous works. The
measurements presented in this Thesis confirm the decreasing trend of pp, and
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Figure 7.1: Baryon chemical potential, up, extracted as a function of the centre-
of-mass energy per nucleon pair, /sy, from the SHM analysis of hadron yields
and yield ratios measured in Au-Au and Pb-Pb collisions at the AGS (E802,
E866, E877, E895, E896, E917 Collaborations), SPS (NA44, NA49, NA47 Collab-
orations), RHIC (BRAHMS, PHENIX, STAR Collaboration), and LHC (ALICE
Collaboration) facilities [111], 113, |114]. The phenomenological parameterization
of up(y/snn) is shown in black [19]. The comparison between the two results ob-
tained at the LHC is shown in the inset of the figure [19]

hence of baryon-antibaryon number imbalance, with increasing centre-of-mass en-
ergy. Moreover, the results extracted in this Thesis improve by more than a factor
of eight the precision of the measurement when compared to the previous esti-
mate at the LHC. This is due to the full treatment of correlated and uncorrelated
systematic uncertainties in the present measurement. The observation of nuclear
transparency up to central Pb—Pb collisions enables the measurement of event-
by-event fluctuation observables, as the matter-antimatter balance is a condition
required to decouple the fluctuations originating in the hadronisation dynamics
from those arising in the event multiplicity variations within the fixed multiplicity
intervals employed in the analysis.

In this Thesis, the normalised second order cumulants of both the net-= number
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and net-A number were determined. In addition, the Pearson correlation coeffi-
cient between the net-K and net-=Z numbers and the one between the net-A and
antideuteron numbers were measured. The analyses were carried out in Pb—Pb
collisions at /sy = 5.02 TeV for all the species. For kaons and =, the measure-
ments were also extended to pp and p—Pb collisions. The results are shown in
Fig. [7.2] as a function of either the centrality or charged-particle multiplicity of
the collision. All of the obtained results exhibit deviations from the uncorrelated-
particle-production baseline: this is understood as an effect of global quantum-
number conservation in the system. By comparing the experimental results with
different model calculations, it is observed that the data are consistent with the
expectations of the canonical ensemble statistical hadronisation model (CE SHM)
as implemented in THERMAL-FIST [54], suggesting that both baryon-number and
strangeness are correlated over a conservation volume extending over about three
rapidity units. This picture consistently holds both for small and large colliding
systems. For the strangeness sector in small systems, the state-of-the-art string
fragmentation implementation of PYTHIA 8 deviates from the data, suggesting
both that the correlation range of strangeness is larger than predicted by the
string breaking mechanism and that a strange-strange correlation, as predicted by
the CE SHM approach, might exist in nature.

The studies presented in this Thesis will be further expanded with the data col-
lected by the ALICE Collaboration in the ongoing physics data taking run (Run 3)
of the LHC. Specifically, the large data sample of Pb—Pb collisions to be collected
over the whole Run 3, amounting to an integrated luminosity of Ly, ~ 5 nb™*,
will enable a more precise determination of the antiparticle-to-particle imbalance
of light nuclei. This will imply an improved constraint on the baryon-number
asymmetry of the system using baryon-rich species. Concerning event-by-event
fluctuation measurements, the next frontier is measuring observables that, un-
like those presented in this work, could separately probe same- and opposite-
quantum-number correlations. This would provide a direct probe for the existence
of canonical-like quantum-number conservation in small collision systems. The
major limitation for these measurements is posed by volume fluctuation effects
convoluted with the correlations arising from the hadronisation process. The new
larger minimum-bias data samples collected with proton beams, corresponding to
Ling = O(5 pb_l), could be used to investigate quantum-number fluctuations via
rarer probes, such as Q% baryons, as they are less affected by volume fluctua-
tions.



166

A108 T T T T TTTTT T T \\\\H‘ T T T T ororrr X T T T T TTTTg T T \\\\H‘ T T T T TTTT
|
b ALICE, {Syy=5.02 TeV, Il <08 1 5 Q0T ALICE, s =5.02TeV, 7] <08
s %L oo {p-Pb {Pb-P = | tep tp-Pb {PbPb |
= oF-- —
< 1.04} = PYTHIA Monash, pp _ 0.2<p,(K)<1.0 GeV/c
= | % PYTHIA QCD + Rope, pp HIJING Pb-Pb i L ~ 4
. i PYTHIA Angantyr, p-Pb = PYTHIA Angantyr, Pb-Pb 1.0 <p(8) <3.0 GeVic
\ 1.021 TheFIST CE SHM, V. = 3 dV/dy n -0.01— s n
+ [ T ehemr dV/dy, and y_from Phys. Rev. C 100 (2019) 054906 | L 4
62T S A : LN
< P -0.02- -
P T 1 $
0.98- ... +§E’ b [{] [*][}1%1[*] - '*'t%l‘g; 4 * 1
[ T 1 —-0.03— W I'iI] -
0.96/ . - | #*Hf 7,[*];[{]4’
4; e e 0.04] % PYTHIA Monash, pp B
0.9 77| £44 PYTHIA QCD + Rope, pp HIJING Pb-Pb
[ ] [ = PYTHIA Angantyr, p-Pb ~— PYTHIA Angantyr, Pb-Pb
0.92— — 0.05! TheFIST CE SHM, V. = 3 dV/dy B
L 1.0<p () <3.0GeVic 4 e T enem dV/dy, and v, from Phys. Rev. G 100 (2019) 054906
0.9 Ll Ll R | E Ll | | e
10 10 10° 10 10 10°
(chh/d n (chh/d m
= T T T T T T < — —
+ L ALICE Preliminary, Po-Pb s, =5.02TeV | /8 | ALIGE Preliminary, Pb-Pb {5, =5.02TeV
< - In<0.8,1<p <4GeVic 7 0.01— |5 <0.8 I
< [T ] [ - 4
= L ] | 06<p,(@<18GeVic ]
|2‘ i ] | 1< pT(A) <4 GeV/c |
< 095 H B i )
; : H H H H H M 1 0.005 H s
0.9~ _ - $ $ 1
I ] 0 |-
t Thermal-FIST CE SHM B + Thermal-FIST CE SHM B
0.85 T Vo dV/dy from PRC 100 (2019) 054906  —| L To Yo dV/dy from PRC 100 (2019) 054906
[ Bl V.=16dvidy Ve=38.0dVidy | L B V,.=1.6dVidy Ve=30dVidy =
P RN IR R I I I R
0 20 40 60 80 0 20 40 60 80
Centrality (%) Centrality (%)

Figure 7.2: First row: results obtained in this Thesis for ro(AZ)/(Z~ +=*) (left)
and pasak (right) in pp, p—Pb, and Pb-Pb collisions, as a function of the aver-
age charged particle multiplicity. Second row: results obtained in this Thesis for
ko (AN) /(A +A) (left) and pga, (right) in Pb-Pb collisions, for different centrality
classes. The error bars show the statistical uncertainties, while systematic uncer-
tainties are shown as boxes. The calculations of various phenomenological models
are shown as bands. The width of the band depicts the statistical uncertainty in
the model calculations.
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