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Abstract

The full differential cross section of the W boson produced in a proton-antiproton
collider can be written as a sum of nine terms. Each term is a product of an analytical
expression of the azimuthal and polar angles (¢ and ) of the charged lepton from the
W decay measured in the W-rest frame (leptonic part) times a helicity cross section
(hadronic part). By dividing the helicity cross sections by the full unpolarized cross
section we end up with eight angular coefficients (A4y—A;), which describe the W decay
distribution. At low W transverse momentum, only one of the angular coefficients is
non-zero. In order to study all the coefficients, we need to study the production of
the W at high transverse momentum, in association with the production of jets that
balance this transverse momentum.

In this thesis we present the first measurement of the A, and A; angular coeffi-
cients, for four ranges of the W transverse momentum py . We performed the analysis
on CDF Run Ia and Run Ib W — ey, data (integrated luminosity of 110 pb™') and
W — pv, data (integrated luminosity of 107 pb ') with the requirement for the ex-
istence of at least one jet passing the CDF jet requirements. We directly measure the
¢ angle of the charged lepton in the Collins-Soper W rest-frame. In this frame, ¢ is
exactly known, in spite of our ignorance of the longitudinal momentum of the decay
neutrino. Moreover, the V/-mass systematic uncertainty on the measured azimuthal
angle is negligible. We extract measurements for the electron and muon channel W
decays, and the statistical combination of the two.

We also present the Standard Model prediction for the W angular coefficients A;
as a function of p¥, using a W-+jet Monte Carlo event generator, which includes
gluon loops. The prediction for three of the angular coefficients (A;, A4 and Ag) is

presented for the first time.
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Chapter 1

Introduction

1.1 Understanding the World

Humankind has always possessed the desire to understand its environment. From the
very early years, humans realized that they are physically weak compared to their
natural competitors, and a way to survive was to decipher the world around them,
analyze reality and rationally solve their problems using their mental superiority. This
struggle for survival in an unfavorable environment is a possible source of the natural
inquisitiveness of people and a motive behind their quest for the full understanding

of the world.

1.2 The Early Greek Science

The most reasonable way for people to comprehend the whole is to understand its
parts. The first Greek Philosophers, the physical philosophers (6™ century BC),
tried to explain the origins of the world based on few material constituents and
their properties [1]. They were the first physicists, because they deviated from the
mythological interpretation of reality as they were naturally explaining the creation
and the future collapse of the world. Thales of Miletus upheld that everything had
come out of water, Anaximander of Miletus that the apeiron (infinity) and its qualities
(cold and hot) generated the cosmos. Anaximenes of Miletus declared that the air
is the origin of the world and expressed the first physical conservation law: nothing

can come out of nothing and what we observe are different manifestations of the



same quality. This statement could be the discovery of the concept of energy as a
physical quantity that is always conserved. Parmenides of Elea posed one of the first
difficult physical problems: how could motion exist? Something cannot move into
something that exists because the latter has to stop existing. Heracletus, on the
other hand, believed that everything is in motion and that fire is the generative of
the universe. Empedocles of Acragas declared that there are four material elements
(roots of everything) and two forces (love and hate). The elements come together
and mix through love, and separate from each other through hate. This could be
the considered as the first physical theory that explicitly includes both matter and
interactions. Anaxagoras of Clazomenae believed that everything is made of infinitely
small parts that are mechanically mixed in different ways to produce our world. That
was the start of the atomic theory. Major is the contribution of the atomist Leucippus
of Miletus who found a solution to Parmenides problem. He arrived at the conclusion
that there are two fundamental principles in the physical world, the empty space
and the filled space which consists of atoms. The word atom comes from the greek
word “atomo” which means indivisible. Hence the ancient Greek atom was in fact
an “elementary particle”. Democritus of Abdera tried to explain every phenomenon
using these elementary particles. He even explained colors as sharp atoms hitting the
eye like needles. This could be viewed as the first suggestion that light consists of
particles; the photons.

As it is understood from the above, the Greeks were able to develop physical
theories that could not be disproved, due to the lack of relevant experiments. The
conflict between the theories, which led to magnificent results, was always at the
theoretical and logical level. As mentioned above, the Parmenides argument of non-
motion led to the discovery of empty space. Parmenides’ friend Zeno of Elea had
developed many paradoxes, like the well known one about Achilles and the turtle,
which are based on the conflict between the discrete and the continuum. This conflict
was resolved with the discovery of the limiting processes of differential and integral
calculus by Archimedes [2]. The continuous motion of the particles was not illogical
any more.

The first attempt to quantify the physical knowledge came from Pythagoras of



Samos. His doctrine was that “all things are numbers”. He described the motion of
celestial bodies, the harmonics of a string and its melody and arrived at important
geometrical discoveries using numbers. One of his followers, Hippasus of Metapon-
tum, discovered the irrational numbers in 450 BC. Aristotle summarized the physical
knowledge of Ancient Greece in many of his books and his view of the Universe as
homocentric imperfect terrestrial and perfect celestial spheres survived for more than

1,500 years.

1.3 The Birth of the Atomic Science

Inevitably, the philosophers of Ancient Greece could not proceed further in their pur-
suit for understanding the basic elements of nature, without experimental data and
a complete quantitative establishment of the physical science. Humanity had to wait
for thousands of years for these conditions to be satisfied. Scientists first learned how
bodies move and interact through gravitational and electromagnetic forces, how light
behaves and then they were ready to start probing into the matter using their tech-
nology. By the end of the nineteenth century, physicists were comfortable with New-
ton’s concept of force, the Lagrange and Hamilton formalism of mechanics, and the
understanding of the electromagnetic waves. However they needed quantum physics,
relativity, and their combination (field theory) to proceed. And of course, without
experimental observations nothing is possible.

Until 1897 scientists believed that the world was constructed by atoms not much
different than the ones described by the Atomic Philosophers. They thought of them
as indivisible spherical objects that come in different kinds and construct all matter
both terrestrial and celestial. In 1869 chemist Mendeleev arranged all known elements
in a table, based on their atomic weight, and the assumption was made that all atoms
were fundamentally unique.

The discovery of radioactivity by Henri Becquerel in 1896 signaled the start of a
new era. Experiments by Marie and Pierre Curie and Ernest Rutherford showed that
there exist three kinds of radiation: « (helium nuclei, the result of strong interactions

in the nucleus), § (electrons and positrons from the weak interactions in the nucleus)



and vy (the result of electromagnetic interactions in the nucleus). Of course, when «,
[ and ~ radiation were discovered, their true nature was not understood.

The discovery of the first elementary particle came in 1897, when Joseph John
Thompson discovered the electron using a cathode ray tube. He also suggested that
electrons are the building blocks of the atom. In his theory, often called “raisin
cake model”, the electrons were embedded in a cloud of massless positive charge, to
construct the neutral atom.

In 1900, Max Planck explained the black body radiation by quantizing the radia-
tive energy. Unlike the Greeks, who had to solve the paradox of the continuum, the
physicists of the early 20*" century had to understand quantization. In 1905, Einstein
explained the photoelectric effect by using the quantization of light. That same year
Einstein wrote his first paper on relativity, the proper theory to describe subatomic
particles moving at high speeds comparable to the speed of light. In 1908, Rutherford
and Geiger realized that the « particles were actually Helium nuclei (He™™).

The discovery of the nucleus by Rutherford in 1911 was the first demonstration
of how angular distributions of particles and differential cross sections could be used
to extract important physical information. By studying the angular distribution of
« particles after being scattered by gold atoms, he came to the conclusion that the
scattering of the a particles in big angles could not be explained, unless all the positive
charge of the atom is concentrated in the center and its mass is considerably greater
than that of an « particle.

In 1913, Niels Bohr developed a theory to explain the frequency of the spectral
lines. In his theory, electrons rotate around the nucleus and the only way to make
the system stable was to quantize the angular momentum. That same year Geiger
and Marsden verified the Rutherford hypothesis.

Rutherford made another big discovery in 1918, when he realized that the Hy-
drogen nucleus is an elementary particle present in all nuclei. He named it proton
which means “first” in greek. It was the first subnuclear particle discovered. In 1923,
Compton experimentally verified that the photon is a particle.

Bose, Einstein, de Broglie, Schrodinger, Heisenberg, Bohr and Born are among the

theorists who contributed to the formation of quantum mechanics, which reached its



final firm theoretical basis after the operator algebra formalism of John von Neumann

in 1932. That same year James Chadwick discovered the neutron.

1.4 Particle Physics: Towards the Theory of
Everything

Immediately after the realization that nuclei were made of protons and neutrons, it
was understood that there is a separate interaction binding the protons together.
It was named strong interaction, because it had to be stronger than the electrical
repulsion between the protons. Similarly, as soon as the beta decay was viewed as
the result of the decay of a neutron, the weak interactions were introduced to explain
this process. As a result, physicists concluded that there were four interactions in
nature: the electromagnetic, the weak, the strong and the gravitational interaction.
The particles that interact weakly and (if they are charged) electromagnetically were
named leptons (from the greek “leptos” meaning light or weak) and the particles that
also interact strongly were named “hadrons” (from the greek “hadros” meaning heavy
or strong).

On the theoretical front, Dirac arrived at the equation of motion for the electron in
1930. He predicted the existence of the electron’s antiparticle to explain the negative
energy solutions of his equation. The Dirac equation described all particles with spin
equal to 1/2 and associated an antiparticle to each one. That first antiparticle to be
observed was the antiparticle of the electron (the positron) discovered in the cosmic
rays by Carl Anderson in 1932 [3].

In 1930, Wolfgang Pauli suggested that the missing energy in the beta decays is
actually carried by a new neutral particle. Enrico Fermi named this particle neutrino,
because it is a neutral lepton. According to Fermi’s theory of weak interactions,
formulated in 1934, the neutrino interacts only weakly.

Until 1933, the physical world at the lowest scale was very simple and understand-
able. There were only five elementary particles: the photon, the electron, the proton,
the neutron and the neutrino. The whole world was constructed by these particles,
as they were interacting through the four interactions. The cosmic rays, dramatically

changed this picture. In 1937, Anderson and Nedermeyer discovered the muons [4],



and in 1947, Powell et al. discovered the pions. Both types of particles were charged
and were detected in cosmic radiation, coming from galactic and extragalactic sources.
In fact the muons and pions are part of the secondary cosmic radiation, which is pro-
duced via the interaction of the primary cosmic radiation — mainly protons — with
the atmosphere. While the existence of the pions, as the supposed mediators of the
strong interactions, was predicted by Yukawa in 1935, the muons were the first parti-
cles which did not have any particular reason to exist and no theory predicted them.
The muons are 200 times heavier than the electrons, they are members of the sec-
ond generation of leptons, and their existence puzzled the scientists, because — just
like the leptons of the third generation — they do not construct the material world
around us. Physicists, almost immediately realized that a neutrino must exist to be
associated with this newly discovered charged lepton. In 1953 the electron neutrino
was discovered by Reines and Cowan, and in 1962 the muon neutrino by Lederman,
Schartz and Steinberg. The antiproton, the antiparticle of the proton predicted by
the Dirac equation, was discovered in 1955 by Chamberlain, Segre, Wiegard and
Ypsilantis [5]. Meanwhile, the Quantum theory of the electromagnetic interactions
(Quantum Electrodynamics, or QED) was introduced by Feynman, Schwinger, and
Tomonaga, in 1948.

The surprise of the discovery of a second family of leptons was not the only
one. As the energies of the accelerators in the US and Europe were continuously
increasing, new particles, that did not fit in the established workframe of the time,
were discovered. Between 1947 and 1953 new particles were created in the laboratory,
that had the strange properties of being produced in association, decaying always
separately and living longer than expected. These particles were produced via strong
interactions and decayed through weak interactions and they were attributed the
quantum number of strangeness; a quantum number that was conserved in strong
interactions but violated in weak interactions. Such particles are the kaons (K, K,
K°, K°), which are mesons (boson (integer spin) hadrons) and the baryons (fermion
(half-integer spin) hadrons) ¥, ¥+, £% A% Q7 == and Z° and their excitations.
Later on, the p*, p°, ¢°, w® and n° mesons were discovered and more particles were

being discovered every year. There was a chaos of over 150 hadrons that had to be



put in order.

It was more than obvious that the hadrons were composite particles. Zweig and
Gell-Mann introduced the theory of quarksin 1964, and Feynman introduced the more
general notion of partons. According to the original quark model, only three types
of quarks (fermion elementary particles interacting through all interactions) were
sufficient to describe the hadrons discovered by 1964. They were named u, d and s
(up, down and strange). The quantum number that was given to them was named
“color” and had to have three different values (due to the fact that, for example,
AT = yuu and Q- = sss and no three fermions can be in the same state unless
they have three different extra quantum numbers, according to the Pauli exclusion
principle for fermions), as Han and Greenberg noticed in 1965. Finally, in order not
to increase the number of all particles by a factor of three, it was explicitly stated that
only “white” or “color-neutral” states can be found free in nature. This also explained
why the quarks could not be seen in the laboratory. They were always bound in the
hadrons. The way to construct white particles is to combine all three colors of three
valence quarks or three valence antiquarks (baryons) or combine a valence quark with
a valence antiquark of the opposite color (mesons). The most common baryons are
the protons and neutrons. In addition, in every hadron there exists a “sea” of virtual
quarks and antiquarks, which are pair-produced from (and annihilated to) gluons.
This theory of strong interactions (Quantum Chromodynamics or QCD) established
an order in the original anarchy of the hadrons.

The statement that a fourth quark has to exist for symmetry reasons, since there
were two pairs of leptons at the time, was first made by Bjorken and Glashow in 1964.
In 1970 Glashow, Iliopoulos and Maiani established the prediction on more theoretical
grounds showing that this fourth quark could explain the absence of flavor changing
neutral currents in weak interactions.” A Brookhaven National Laboratory group
(lead by S. Ting [6]) and a joint Stanford Linear Accelerator Center (SLAC)-Lawrence
Berkeley Laboratory group (lead by B. Richter [7]) independently discovered this
fourth quark (named charm, c) in 1974, as the J/¢ = c¢ meson materialization. Later

also “naked charm” (only one ¢ or ¢ in the hadron) was detected. The symmetry was

tSee Appendix A for more details.



again established. There were two families of leptons and two families of quarks.

In 1975, a third charged lepton was discovered by Perl et al. at SLAC [8], called the
7 lepton, which was almost 3500 times heavier than the electron. Thus, an associated
neutrino and a third generation of quarks were also expected. In 1977, Lederman et
al. discovered the T particle [9] and the bottom (or beautiful) quark b (Y = bb) at

Fermilab in Illinois, USA. Later on, more excitations of T as well as °

‘naked beauty”
(only one b or b quark in the hadrons) were discovered.

The carriers of the strong interactions are eight gluons, that carry a combina-
tion of color and anticolor and couple the quarks together. An interesting feature
of the strong interactions is the fact that they are weak if the interacting particles
are close to each other, leading to quarks that are almost free inside the hadrons; a
phenomenon called “asymptotic freedom”. On the other hand, the strength of the
strong interactions increases rapidly as the distance between the quarks increases,
leading to the “infrared slavery”; the quarks cannot exist in free states. If a quark is
knocked outside a hadron, its interaction strength with the rest of hadron increases
continuously, until the potential energy is greater than that of a quark-antiquark pair
production created from the vacuum. This way quark-antiquark pairs are continu-
ously produced and a jet of hadrons is created. The first hadronic jets as a result
of quark and gluon emission were observed at TASSO and JADE experiments in
electron-positron collisions at DESY laboratory in Hamburg, Germany, in 1979. This
was the first experimental evidence of the correctness of QCD.

The carriers of the weak interactions (the W', W~ and Z bosons), unlike the
gluons, are massive and directly detectable. They were described by the Standard
Model of Glashow, Salam and Weinberg in 1968. This model, as discussed in Appen-
dix A, unified the weak and electromagnetic interactions into an electroweak theory.
The intermediate (or vector) bosons acquired their mass through the Higgs mecha-
nism, invented in 1964. The vector bosons were discovered by the UA1l and UA2
experiments at CERN laboratory in Geneva, Switzerland in 1983 [10, 11]. This was
a triumph of the human civilization.

The sixth quark (top quark), the partner of b quark, was discovered in 1995, by
the CDF and DO experiments at Fermilab [12, 13] in the form of ¢ production in



proton-antiproton collisions at /s = 1.8 TeV." No top meson was observed, since the
lifetime of the top quark is much smaller than its hadronization time. As a result, the
top quark decays before it actually creates a meson. Its mass is exceptionally high,
about 176 GeV*, close to the mass of a gold atom!

The sixth lepton, the tau neutrino, was directly observed in the production of tau
leptons as a kink of their decay in emulsion, by the DONUT experiment at Fermilab,
in 2001 [14]. There exist good theoretical reasons enforcing the common belief that

there are only three generations of quarks and leptons.

1.4.1 The Overall Picture

A formal synopsis of the Standard Model from basic principles to the calculation
of cross sections associated with this dissertation can be found in Appendix A. It is
understandable that we have not yet arrived at the final theory to describe the building
blocks of the world and the interactions between them. Although our theory is very
successful so far, it is actually an effective field theory, valid at energies achieved by our
accelerators, but invalid at the Planck scale (energy equal to 10'? GeV or, equivalently,
distance equal to 10~** c¢m), where gravity has the same order of magnitude as any
other interaction. Another problem of our current theory is that it contains 19 free
parameters, the values of which are not derived from any theory, but rather established
solely by experimental measurements. In this section, we summarize the reality, as it
is observed by experiment and explained by theory.

In nature we have three kinds of elementary particles: The leptons (which interact
electroweakly), the quarks (which interact both electroweakly and strongly) and the
gauge bosons which mediate these fermionic interactions. The photons transmit the
electromagnetic interaction, the weak bosons (W and Z) carry the weak interactions
and the gluons the strong.

The Lagrangians associated with each interaction is invariant under certain gauge

symmetries. The U(1) group describes the electromagnetic interactions, the SU(2)

tThe quantity s is one of the Mandelstam variables, equal to the square of the sum of the energies
of the colliding particles.

HIn accordance with the i = ¢ = 1 convention, in this thesis eV is the abbreviation for eV/c if
used as the unit of momentum, and eV /c? if used as the unit of mass, where c is the speed of light.



The elementary particles

Family Particle | Charge | Mass (MeV) | Spin Interactions
Leptons e -1 0.511 1/2 EM and weak

u -1 105.66 1/2 EM and weak

T -1 1777 1/2 EM and weak

Ve 0 <3-10°% | 1/2 Weak

vy 0 < 0.19 1/2 Weak

28 0 < 18.2 1/2 Weak
Quarks u +2/3 1.5-4.5 1/2 | EM, weak and strong

d -1/3 5.0-8.5 1/2 | EM, weak and strong

s -1/3 80-155 1/2 | EM, weak and strong

c +2/3 1000-1400 | 1/2 | EM, weak and strong

b —1/3 | 4000-4500 | 1/2 | EM, weak and strong

t +2/3 174000 1/2 | EM, weak and strong

Gauge bosons w* +1 80.40 - 10° 1 EM and weak

Z 0 91.18 - 10° 1 Weak

g 0 0 1 Strong

~ 0 0 1 EM

Table 1.1 The elementary particles

the weak interactions and the SU(3) the strong interactions. The weak bosons and
the gluons are unique because they interact with themselves, due to the non-abelian
nature of SU(2) and SU(3). There are also discrete symmetries: Charge conjugation
(¢ — —q transformation of charge), Parity transformation (r——r transformation of
the spatial coordinates),and Time reversal (t — —t transformation of time), or C, P,
T. Physicists originally thought that these three symmetries and their combinations
always conserved. As experiment proved, The weak interactions violate the C' and P
symmetry and there is also a C'P violation at least in the K° weak decay [15].

With the exception of the photons, neutrinos and gluons, all particles are massive
and interact gravitationally. This interaction is extremely weak compared to the other
ones. The Standard Model does not currently include a quantum theory of gravity.
Table 1.1 summarizes the properties of the known elementary particles and associated
quantum numbers. There is evidence of neutrino oscillations [16], which means that
the neutrinos could be massive.

The leptons can exist in free states, whereas the infrared slavery of the QCD

interactions forces quarks to be bound together to form the hadrons. Hadrons could
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have three valence quarks (baryons) or a pair of valence quark and antiquark (mesons).
In either case, the hadrons also include a sea of quarks, antiquarks, and gluons. There
is a rich spectroscopy of hadrons due to the many possible combinations of quarks
and antiquarks and the existence of excited states.

One of the big questions of modern physics is the origin of mass. The Unified
electroweak model incorporates the SU(2) symmetry for the left-handed fields and
the U(1) for hypercharge (a function of charge and the third projection of isospin).
This model preassumes massless fermions, because any mass terms would not be
invariant under SU(2). The mass of the fermions is generated by a process called the
Higgs mechanism. A doublet of scalar fields is introduced and its self-interactions
provide a mechanism for spontaneous symmetry breaking, causing the generation of
mass terms. One could argue that the generation of mass is explained, but the value
of the particles masses is not fully understood. The Yukawa couplings of the Higgs
field to the fermions are the new introduced parameters that determine the masses
and have to be deciphered. Although the Higgs particle has not been discovered
yet, the mechanism of mass production associated with it is attractive, because it
explains a basic property of the particles without destroying the elegant theory we
use to describe them.

Along with the quest for the Higgs, there are many other theories or extensions
of the current theory that try to solve fundamental questions. The Grand Unified
Theories (GUT), for example, are designed to unify all interactions. This unification
of interactions is considered to be a fundamental truth of nature. There is no reason
for the particles not to be assigned a single property and interact accordingly. Even if
this unification is broken in our world as we understand it, we would expect it to be
valid in higher energies. The Standard Model is based on the successful unification of
the Electromagnetic and Weak Interactions (Weinberg, Salam and Glashow model),
but it does not incorporate the strong interactions in the same picture yet. The Grand
Unifying Theories try to make this unification a reality, by introducing new higher
symmetries. As a side-effect, they also predict the existence of extra gauge particles
and phenomena such as the proton decay. One of the theories that has attracted a

lot of attention is Supersymmetry (SUSY), which assigns a supersymmetric partner
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to every existing known particle (the supersymmetric partners of bosons are fermions
and vise versa), and also assigns fermionic space dimensions to the existing bosonic
space dimensions. SUSY solves the naturalness problem: in the Standard Model
the Higgs’ mass has to be fine-tuned, which is unnatural. It also unifies the particle
interactions, incorporates the gravitational interaction and solves the gauge hierarchy
problem (why the Standard Model scale of ~ 100 GeV is so much smaller than the
Planck scale of 10" GeV).

On earth we do not usually encounter many of the elementary or composite parti-
cles, unless we are near an accelerator or nuclear reactor. All ordinary matter is con-
structed from protons, neutrons and electrons. Radioactivity also produces positrons
and gamma rays. Cosmic rays that primarily consist of protons reach earth mainly in
the form of muons (from the pion decays) or electrons and positrons (from the muon
decays). Many neutrinos also reach earth, as the decay products of cosmic rays or
directly from the center of our Sun. All other particles do not exist naturally around
us. If one wants to systematically study all particles one has to artificially generate
them in the laboratory. Most of the particles were common when the universe was
young, before the creation of matter as we know it. These particles are still produced
in specific locations of the universe, where high energy conditions exist, for example
the center of stars or super-nova explosions. There are also astronomical bodies, such
as the neutron stars, which consist of only elementary particles in a form of a plasma,

possible including hyperons (hadrons heavier than the proton and neutron).

1.5 About this Thesis

As we have already mentioned, many important discoveries in particle physics came
from the study of the angular distribution of particles in space. The discovery of the
nucleus, the discovery of parity violation in weak interactions [17], and the measure-
ment of the spin of the W [11] are few examples of how the study of differential cross
sections and angular distributions of particles may affect our understanding of the
microcosm.

After the discovery of the W boson, most scientists worked hard on measuring
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its mass and Breit-Wigner width as accurately as possible. Its total hadron collider
production cross section was also measured, some times as a function of its transverse
momentum. However, there were no systematic attempts to study the W helicity
and its full differential cross section at a collider, with the exception of the indirect
measurement of o, (defined in Equation (2.17)) by the D0 experiment at Fermilab
[18].

There are several reasons that motivate us to pursue the study of the angular
distribution of the leptons from the W decay [19]. This study enables us, in prin-
ciple, to measure the angular coefficients and helicity cross sections of the W boson
and compare our results with the ones predicted by the Standard Model or any other
model. The angular coefficients A5, Ag and A; are P-odd and T-odd [20] (their sign
flips under Parity or Time reversal transformation), and they could be associated with
possible C'P violation in W production and decay. In addition, the measurement of
the angular decay distribution of leptons provides constraints on the parton distrib-
ution functions [21]. Once the helicity cross sections are established for standard W,
we can use the same analysis to determine the couplings of possible heavier charged
weak bosons, since the next-to-leading order terms depend less on the normalization
and factorization scales [21]. The measurement of the lepton distributions in nucleon-
nucleon scattering [22] appears to disagree with the QCD improved parton model, so
it is interesting to test whether the W angular distribution at the Tevatron follows
the theoretical predictions. Finally the angular coefficients of the W and correspond-
ing helicity cross sections have not been measured before (with the exception of Ay
indirectly measured by the DO experiment) and it is worthwhile to experimentally
establish the complete differential cross section of the W boson. This study is phys-
ically rich, combining the electroweak physics with QCD and the polarization of the
Ww.

The main difficulty in the study of the angular distribution of the W is that it
cannot be fully reconstructed, due to our ignorance of the longitudinal momentum of
the neutrino. For example nobody had ever tried to directly measure the azimuthal
angle of the charged lepton in the W rest frame, because it is not possible to boost to

the W rest frame, if we do not completely reconstruct the W. In this thesis we attack
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the problem of measuring the full differential cross section and angular distribution of
the W which is related to its helicity cross sections and its polarization. We manage
to measure for the first time two of the five leading order angular coefficients related
to the azimuthal angle of the charged lepton in the W rest frame. We also extract
the Standard Model prediction for all the angular coefficients, using a Monte Carlo
(MC) generator of W+jet up to second order in perturbative QCD. Three of these

Standard Model angular coefficients have not been presented before.
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Chapter 2

Theory of W Angular Distribution

2.1 Review of the Theory of W Production at a
Hadron Collider

The simplest case of W boson production in high energy proton-antiproton collisions
is the zero transverse momentum production. Because the colliding partons probably
have a small net transverse momentum, the W will also have a small transverse
momentum which can nevertheless be neglected. The tree-level Feynman diagram
describing this process is shown in Figure 2.1. The quarks a and b are valence or sea
quarks originated from the proton and the antiproton, while the produced W decays
leptonically into a charged lepton and its antineutrino. The differential cross section
for this tree level W production follows the Drell-Yan distribution (1Fcos)? [25], if
only valence quarks contribute, where 6 is the azimuthal angle of the charged lepton
from the W decay in the W’s center of mass frame and the positive z-axis has the
direction of the proton in the laboratory frame. The Drell-Yan process describes the
production of a vector boson from a collision of two quarks; quark-gluon interactions
are not included.

The differential cross section becomes much more complicated, when the trans-
verse momentum of the W is non-negligible. This is the case, when the W is produced
in association with a jet of hadrons. The jet is the result of the hadronization of a
parton coming out of the interaction point. The Feynman diagram for this process
can be seen in Figure 2.2. Here, ¢ is an outgoing gluon or quark producing a jet of

hadrons. The diagrams in the interaction blob is not explicitly shown, because there
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Figure 2.1 W production at tree level and low pr at a pp collider.

Figure 2.2 W production in association with a jet at high py at a pp collider.
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a) Annihilation
tree diagrams

b) Compton
tree diagrams

¢) Two of the gluon-loop
annihilation diagrams

Figure 2.3 Feynman Diagrams for the W+1jet production.

are many processes that can contribute to the interaction with the same incoming and
outgoing particles. The most common higher-order process is the quark-antiquark an-
nihilation with an outgoing gluon jet. The tree level annihilation Feynman diagrams
are shown in Figure 2.3a.

The quark-gluon interactions cannot be neglected in W+jet production. In fact,
the interaction of the quark from one nucleon with a gluon from the other results
in Compton Feynman diagrams with a quark propagator. The tree level Compton
diagrams can be seen in Figure 2.3b. In that case, the jet comes from the hadroniza-
tion of a quark. The interaction blob can also include second order Compton or
Annihilation diagrams (with the appearance of a gluon loop) as shown in Figure 2.3c.

We will systematically [26] study the interaction of Figure 2.2. Two incoming par-
tons a and b (4-momenta p; and p,) collide and produce an outgoing W (4-momentum
q) which decays into a charged lepton (4-momentum k;) and its antineutrino (4-
momentum £, ), and an outgoing parton ¢ (4-momentum p; +p, — ¢) which hadronizes

into a jet. The interaction may include Compton or Annihilation diagrams at any
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QCD order of perturbation. It is common to use the following kinematic variables:

P=p+p
P=DP1—D2
q =k +ky
k =k —ky

Using Equation (A.73) the partonic cross section for the colliding partons a and b

becomes
daab

I — Ll N ; (e 2.1
d(pi¥)2dydy — T (2.1)

ab

where py¥ is the transverse momentum of the W, 2 is the solid angle of the charged
lepton in the W rest frame and y is the rapidity of the W corresponding to its energy
and longitudinal momentum. y is defined as

1. EV4pW¥

where EY is the energy and p!” is the longitudinal momentum of the W boson in
the laboratory frame. K,) is a constant that contains the electroweak and strong
couplings, phase space factors, spin average factors, the gauge boson propagator, the
mass scale of the interaction and the renormalization scale of the subprocess. L,,
and H!}" are the leptonic and hadronic tensors respectively, related to the spinors of
the interacting particles and the kind of interaction. After summing over all the spin

states of the leptons, according to Equation (A.74), the leptonic tensor is given by

QW kuky
Luu(Qa k) = 9u — 2—2 - ng . (23)

The form of the hadronic tensor is more complicated than the tree level one presented
in Appendix A (Equation (A.75)), and it is related to the processes that are hidden in
the blob of Figure 2.2. For a model-independent description of the hadronic tensor,
we need to construct it out of ¢*”, p, P and ¢q. We will only keep the symmetric

terms in the hadronic tensor, since it is going to be contracted with the symmetric
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leptonic tensor (see Equation (2.3)). In any case, the hadronic tensor needs to be
orthogonal to ¢ (¢"H,, = H,,q, = 0). Hence, we construct the tensor out of the
tilded quantities g, p, P and §, where §" = ¢"* — ¢"¢"/¢* and Pu = Pu — pq/Q%q,,

with similar relations for P and §. So we can write
w (P, P,q) ZH P, (2.4)

where P/ (p, P, §) are the projection operators and H!(s, M?, qp,qP) are the invariant
structure functions which depend on the invariant variables s, M?, qp, qP (s = —P?,
M? = —¢* pP =kq =0).

Using Equations (2.1), (2.3) and (2.4) we get

d&ab dé—ab ,
d(p]W)Zdde d(pIW)Zdydeld92d¢ ; i z( 1,92, ¢)7 ( )

where F; are functions of 6, and 6, (the polar angles of the two leptons) and ¢
(the angle between the lepton production planes), measured in the hadrons center of
mass. There is a problem in the formula above: the hadronic and leptonic degrees of
freedom are not manifestly separated. For fixed arguments of the structure functions
(hadronic variables) only two of the 6y, 65, ¢ are independent. To solve this problem

we introduce the helicity amplitudes HYY defined as

77 (s, M2, qp, qP) = e, (o) H" (p, P, @), ("), (2.6)

where €,(0) are the polarization vectors for the gauge boson in its rest frame. For
the Collins-Soper frame W rest frame [27], the W polarization vectors are €,(&) =
1V2(0;£1, —i,0) and €,(0) = (0;0,0,1). We are now able to define the helicity
structure functions H, which are linear combinations of the helicity amplitudes, or

equivalently, the space components of the hadronic tensor.

H, = fi(HY) = f,(HT), i,j=1,2,3 (2.7)

The number of non-zero helicity structure functions depends on the intermediate
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states we allow in the blob of Figure 2.2. For only tree level W production with no jet,
there are two of them (H_; and H,). For tree level production of a W with an outgoing
parton (jet) we have six helicity structure functions (H_; — Hy). If we include second
order (i.e., a gluon loop) processes, then there are nine helicity structure functions

which contribute to the total cross section. These helicity structure functions are [21]

H_, H” + H*™* + H = = Hy, + Hy + Hyy

H[] = HOO :H33

1 1
H = ~(HY+H"-H°-H")=——<(Hy + H
1 4( ) 2\/5( 31 13)
1 B B 1
H, = §(H+ +H )= §(H22 — Hyy)
1 7
Hy = ~(H°+H"+H +H")=———(Hy; — H
3 4( ) 2\/5( 23 32)
H4 = H++ Hii = —i(H12 — H21)
B B 1
H5 = §(H+ H +) = —§(H21 + Hl?)
7 1
Hy = —(HY -H" "+ H° - H) = ———=(Hy + H.
6 4( ) 2\/5( 23 32)
i i
H = ——(HY-H*"-H°+H"Y=—— _(Hy, — H
7 4( ) 2\/5( 31 13)

We have nine Equations with nine unknowns (the space components of the hadronic
tensors). The helicity structure functions of the equation above are defined so that
if we solve for the H,, and replace in Equation (2.1) we get the following expression

for the cross section at the parton level:

dé
e = Ky L, HY = (0, 0) K v
dO'ab
Z —— a0 : (2.8)
= 16 ( )2dy
where

dog; 167

: Ky Ho(pr ,y) (2.9)

d(p)2dy ~ 3
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are the partonic helicity cross sections, 6 and ¢ give us the direction of the charged

lepton in the Collins-Soper W rest frame, p'¥ and y are directly related to the hadronic

variables and the g,(0, ¢) functions are

g.1(0,6) = 1+cos’f
go(0,¢) = 1—3cos’H
91(0,0) = 2V2sin26cos ¢
9:(0,¢) = 2sin?fcos2¢
95(0,6) = 4v/2sinfcosp
g.4(0,0) = 2cosf
g5(0,6) = 2sin®@sin2¢
96(0,¢) = 2v/2sin20sin ¢
g:(0,6) = 4v/2sinfsin ¢.

(2.10)

In order to get the total hadronic cross section, we have to convolute the par-

tonic cross section with the parton distribution functions f, and f, and sum over all

processes

do

daab

—_——— = dxqd M? MH—
d(pqu)2dyd9 ;/ T x?fa(xla )fb(x% )d(pjvy)gdydga

(2.11)

where z; and z, are the momentum fractions of the partons a and b inside the proton

and the antiproton. We can also write the expression above as

do ’ do®
T Pdyan = 2= 167709 gy

a=-—1

where
do® 2 2
72@ :;/dxld%fa(be ) fo(2, M )d(

6,
d(pl¥)

are the hadronic helicity cross sections.
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We now define the standard angular coefficients

do® do* do?
Av=2p A= =i

do? do* do®
A=AV A=2g A= 2

do®

AG — 2\/5—7, A7 = 4\/5
do—1

(2.14)

Using the angular coefficients of Equations (2.14) and the g, functions of Equations
(2.10) along with Equation (2.12), we get the following standard expression for the

total hadronic cross section of the W:

do 3 dot (1 + cos? )
AP 2dydcosfdp  T6rd(pW )2y

1
+ §A0(1 — 3cos” ) + A sin 26 cos ¢

+ %AQ sin” @ cos 2¢ + Aj sin 0 cos ¢
Ay cos B + Assin® fsin 2¢
Agsin 20 sin ¢ + A7 sin 6'sin ¢).
(2.15)

In contrast to Equation (2.5), the dependence of the hadronic cross section on the
leptonic variables # and ¢ is completely manifest in Equation (2.15) and the depen-
dence on the hadronic variables (p}')? and y is completely hidden inside the angular
coefficients. This allows us to treat the problem in a model-independent manner since
all the hadronic physics is described implicitly by the helicity structure functions and
it is decoupled from the well understood lepton physics.

If the W is produced with no transverse momentum, it is polarized along the beam
axis, due to the V' — A nature of the weak interactions and Helicity conservation. In
that case, A, is the only non-zero coefficient. If only valence quarks contributed to
the W¥ production, A, would equal F¥2, and the angular distribution (2.15) would
be proportional to (1 cosf)?, a result that was verified by the UA1 experiment [11].
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If the W is produced with non-negligible transverse momentum balanced by the

associative production of jets, the rest of the angular coefficients (A;.4) are non-

zero and the cross section depends on the azimuthal angle ¢ as well. The last three

angular coefficients (As, Ag, and A7) are non-zero, only if gluon loops are present in

the production of the W. Therefore, in order to study all the angular coefficients and

associated helicity cross sections of the W in a hadron collider, we have to consider

the production of the W with QCD effects up to order a?2.f

[t is common to integrate Equation (2.15) over one of the angles, in order to

get simpler relations, which are also easier to study experimentally. Equation (2.15)

is also usually integrated over the rapidity y of the W, which is not determined

experimentally, leading to the study of the y-integrated angular coefficients. If we

integrate Equation (2.15) over ¢ and y, we get

do
W:C(1+QICOSG+Q2C0529)
where
3 do Ag 24, 234,
C=Saprpl t 2k =y e o,

If we integrate Equation (2.15) over cos @ and y, we get

do
——=C'(1 2 i in 2
AT (14 B cos ¢ + By cos2¢ + [3sin ¢ + 3, sin 2¢)
where
1 do 3r Ay
r— = — —_ —
C - QWd(pIW)Z, ﬁl 16A37 52 4
37T A5
B3 = 1_6A77 By = 5

Finally, if we integrate Equation (2.15) over cosf, ¢, and y, we get

/ do p 0do — do~!
d(p)2d cosbdg” " T d(pin)2

fa, = g,/4r is the strong coupling constant. For a definition of g,, see Section A.4.
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(2.17)

(2.18)

(2.19)
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We conclude that the cross section on the right-hand side of Equation (2.20) is the

unpolarized total cross section.

2.2 Standard Model Prediction for the W Angular
Coefficients

In this section, we derive the Standard Model prediction for the W angular coeffi-
cients. Three of these coefficients (A;, A, and Ag) are presented for the first time.

If we define Equation (2.15) to describe the W~ production, this equation has to
be C' P-transformed, to describe the W™ bosons. Parity transformation does not affect
the y-integrated angular coefficients studied in this thesis, but it does change the sign
of some of the g;(cos 6, ¢) functions. In the Collins-Soper frame, parity transformation
of the W takes 6 to m— 6 and leaves ¢ unchanged, hence the g, 4 6(cos 6, ¢) are parity-
odd. If we C'P transform both the incoming and outgoing particles, then we also
transform the Collins-Soper frame. In that case, the A; angular coefficients and the
g; functions are the same for both charges of the W bosons, as expected from C'P
conservation. On the other hand, if we keep the Collins-Soper frame unchanged, based
on the proton direction in the laboratory, then we have to multiply the coefficients A;,
Ay, and Ag in Equation (2.15) by (—1), to correctly describe the W+ bosons. In this
thesis we keep the colliding proton-antiproton system and the definition of the Collins-
Soper frame fixed, and we study the angular coefficients and helicity cross sections
for the W~ bosons. To increase the statistics of our samples, we C'P transform the
W bosons and we include them in our sample.

We generate W +jet events up to order o2, including up to one gluon loop, at /5 =
1.8 TeV, using the DYRAD Monte Carlo event generator [28] described in Chapter
5. We measure the § and ¢ angles of the charged lepton in the Collins-Soper (CS) W
rest frame, shown in Figure 2.4. The CS frame is the rest frame of the W, where the
z-axis bisects the angle between the proton momentum (pigg) and the opposite of the
antiproton momentum (—pqg). The CS frame is unique, in the sense that the ¢ and
| cos @] of the charged lepton are known, even though the longitudinal momentum of
the neutrino (p%) is not measurable.

The signs of the angular coefficients depend on the orientation of the Collins-Soper
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Figure 2.4 Going from the lab frame to the Collins-Soper frame. First, we boost to
the W rest-frame, then we rotate the 2 — z plane so it coincides with the ' — p plane.
Finally, we rotate the frame around the y-axis so the z-axis bisects the angle between
P and —p). The positive y-axis is selected to have the same direction as peg X Pes-
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Figure 2.5 The Standard Model distributions of the Collins-Soper azimuthal angle
of the charged lepton from W +jet events, for four py regions.

x and y axes. We define the x and y axes so that the x — z plane coincides with the
Pes — Pog plane and the positive y-axis has the same direction as prg X pog. The
set, of transformations we perform to the laboratory 4-momenta in order to go to the

Collins-Soper frame are:

e Boost along the laboratory z-axis, so that the W has zero longitudinal momen-

tum,

e Boost along the direction of the transverse momentum of the W, so that the

W is at rest,
e Rotation about the z-axis, so that the proton momentum lies on the x — 2 plane,

e Rotation about the y-axis, so that the proton momentum lies along the positive

Z-axis,

e Rotation about the y-axis, so that the z-axis bisects the proton momentum and

the opposite of the antiproton momentum.
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Figure 2.6 The Standard Model distributions of the cosine of the Collins-Soper
polar angle of the charged lepton from W -+jet events, for four py regions.

The SM distributions of ¢ and cos@ for four p}¥ bins (15-25, 25-35, 35-65 and
65-105 GeV) can be seen in Figures 2.5 and 2.6 respectively. We note that at low
transverse momentum of the W, the ¢-distribution is almost flat, whereas the 6-
distribution follows the (1 + cosf)? law. At the fourth p}' bin, there is a strong ¢
dependence of the cross section, and the # distribution is almost a straight line (the
| cos 0| distribution is flat). There is a correlation between cosf and Mj}", with the
low cos @ corresponding to low M} events, as seen in Figure B.4 of Appendix B.

To calculate the angular coefficients from the angles of the charged lepton, we use

the method of moments. First, we define the moment of the function m(6, ¢) as

[ [do(F ,y,0,0)m(8, ¢)d cos Ode
[ [do®},y,0,¢)dcosbdp

< m(0,¢) >= (2.21)

We can easily prove that

3 2
(1 —-3cos’0) >= —(Ay — =)

<mp> = < 20 3

N =
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Figure 2.7 The W angular coefficients up to order a?.

<m; > = <sin2fcos¢ >= %Al

<my> = <sin?fcos2p >= 1—1()A2

<ms3> = <sinfcos¢p >= %A:;

<my> = <cost >= %ALL

<mg> = <sin’fsin2¢ >= %A5

<mg> = <sin2fsin¢g >= éAG

<m7;> = <sinfsing >= 3A7 (2.22)

For a set of discrete data from a Monte Carlo event generator, we replace the integrals
of Equation (2.21) by sums and the cross section values by the weights w; of the events.

The moments become N
21:1 m(@i, d)z)wz
Zi]\il W

<m(0,¢) >= (2.23)
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Figure 2.9 The W helicity cross sections up to order a?.
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If we solve Equations (2.22) for the angular coefficients and substitute the moments
with the discrete expressions of Equations (2.23), we extract the Standard Model
prediction. Ignoring the W rapidity, we actually calculate the y-integrated angular
coefficients, which are now functions only of p}¥. The results are presented in Figure
2.7. There are infrared and colinear singularities associated with the theoretical
calculation for p¥ < 10 GeV, and this determines the minimum of the p!¥-axis. The
maximum of the axis is determined by statistics.

We notice that A, is the only surviving coefficient at low p}¥ values, as expected.
It is also the only one that decreases as the py increases. A;, although it is a leading-
order coefficient, is much smaller than Aj, 54 and comparable to the next-to-leading
order ones As¢7. The coefficients Ay and A, would be exactly equal if gluon loops
were not included. At order o, Ay is consistently greater than A,. To better measure
Ay and A7 we use the four p¥ bins, to improve the statistics. The result is shown
in Figure 2.8. Using Equations (2.14) that directly connect the angular coefficients
with the Helicity cross sections of the W, extracting the unpolarized cross section of
the W as a function of pi¥ at the generator level, and using our measurement of the
angular coefficients, we arrive in the Standard Model prediction for the W helicity

cross sections at /s = 1.8 TeV, as shown in Figure 2.9.
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Chapter 3

The CDF Experiment

3.1 The Tevatron Collider at Fermilab

The Fermilab Tevatron collider, located close to Chicago in the state of Illinois, is
currently the most powerful particle accelerator in the world, accelerating protons
and antiprotons up to an energy of 0.9 TeV or equivalently 1.8 TeV in the center
of mass of the colliding particles. The reason antiprotons are used, although their
production, cooling and storage is involved, is the higher production rates for many
processes that are present in a proton-antiproton collider at about 2 TeV. At higher
energies this advantage diminishes, so the future Large Hadron Collider (LHC) at
CERN will be a proton-proton collider (to operate at 14 TeV in the center of mass).
Another advantage of a proton-antiproton collider is that the same sets of magnets
can be used to control the trajectory of both particles of opposite charge moving
in opposite directions. Figure 3.1 illustrates the Fermilab Accelerator System. We
describe here the Accelerator system used for collider Run Ia (1992-1993) and Run
Ib (1994-1995).

The protons are accelerated in many stages. We start with gaseous Hydrogen
which is injected into the ion magnetron source and it is negatively ionized. The
H ™ ions are extracted from the source at 18-20 KeV, and the beam has a current of
50-55 mA. One bottle of Hydrogen can supply protons for a period of 4-6 months.
A 90° bending magnet is used to compensate for the large asymmetry in the two
transverse axes and to obtain an almost circular beam. The beam is electrostatically

accelerated by a 3-staged diode-capacitor voltage multiplier, called the Cockcroft-
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Main Ring and Tevatron share the same tunnel.
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Walton preaccelerator, to 750 KeV.

Subsequently the ion beam is transmitted to a 150 m long linear accelerator (Al-
varez Linac) [29, 30, 31, 32] consisting of a series of drift tubes with 201.25 MHz
radio-frequency (RF) AC voltage. The lengths of the drift tubes gradually increase
as the H~ are accelerated, so that the anions are always in the tubes when the di-
rection of the electric field is opposite to the acceleration direction, and they are
accelerated only when they are in the gaps between the tubes and the electric field
has the forward direction. RF cavities are used because they operate in only one fre-
quency (the frequency of the standing wave defined by the cavities geometry) while
all other noise frequencies are rejected.

Until 1993 (Run Ia) the Linac consisted of nine 201.25 MHz drift tubes and the
final energy of the ion beam was 200 MeV. After 1993 (Run Ib), only the first five
201.25 MHz drift tubes are used (old part of the Linac) and accelerate the beam to 116
MeV. After passing a 4 meter radio-frequency transition section, which matches the
201.25 MHz old part of the Linac with the new 805 MHz one, the ions are accelerated
to 400 MeV by a series of seven 805 MHz side-coupled cavity structures. The higher
frequency allows higher accelerating gradients (average axial field became E, = 8
MV /m, three times better than the drift tubes one). The frequency is limited by the

probability of appearance of sparks and is given by the formula
f = 1.643F}e %5/, (3.1)

where Fj, is the conventional Kilpatrick limit on the surface field to avoid sparking
and 1.643F), is the maximum surface field. The old part of the Linac is powered
by triodes and the new one by klystrons. The H~ beam passes through a carbon
foil which removes the electrons leaving protons at 400 MeV. The energy upgrade
of the Linac led to increased proton brightness intensity delivered to the rest of the
accelerating system, reduced the beam emittance degradation in the 8 GeV Booster
accelerator following the Linac and increased the total intensity of the antiprotons.
A typical Linac pulse is 40 us wide and includes 4,000 bunches and 6 trillion protons
in total. A bunch is a collection of particles that are collectively handled by the
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accelerating, cooling or storing systems. The horizontal emittance of the linac beam
is 6 mm-mrad and the vertical emittance is 57 mm-mrad for ions at 400 MeV. The

emittance € of a beam is defined as

e =/o20% — 02, (3.2)

where y is one of the transverse space coordinates (horizontal  pointing outwards, or
vertical z pointing upwards), 3’ is the space coordinate differentiated with respect to s
(the space coordinate along the beam direction), o, and o,, are the RMS beam widths
corresponding to y and y' (0, = /(¥2), 0, = /{¥?)), and 0, is the correlation
between them (o,,, = (y-y')). There is a horizontal and vertical emittance and their
values are a measure of the transverse size of the beam. The Linac beam has a peak
current of 45 mA and its transfer to Booster accelerator is 98% efficient.

The next acceleration stage is the Booster [38, 39, 33], an alternating circular syn-
chrotron, 500 feet in diameter, which accelerates the protons through 17 RF cavities
up to an energy of 8 GeV in 0.0333 seconds. In that interval the beam goes around
the Booster 16,000 times. Because the circumference of the Booster is only 2.2 us
long, the Linac beam must be wrapped around the Booster many times. The syn-
chrotrons have two kinds of magnets: dipoles for bending the beam and quadrupoles
for focusing. Because the quadrupole magnets focus in one direction and defocus
in the orthogonal direction, alternate focusing and defocusing magnets are used (by
continuously reversing the magnets polarity), so that stability is achieved overall in
both directions. This method is called strong focusing. In the Booster, the bend-
ing and focusing functions are combined in the same conventional magnets made of
copper water-cooled coils. Ninety six such magnets are used. Unlike the Linac, the
synchrotron-accelerated particles pass many times through the same RF cavities and
magnets, so the radio-frequencies and magnetic fields must increase with time and
be synchronized with the beam acceleration, hence the term synchrotron. Seventeen
RF cavities of frequency ranging from 30 to 53 Hz are employed. Increasing the mag-
netic field allows us to keep the particles in the same circular orbit. The protons in

a synchrotron-accelerated bunch participate in transverse oscillations, called betatron
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oscillations, which are originated from small divergences of the originally injected
beam, small asymmetries in the magnet alignments and other deviations. The pro-
tons also undergo longitudinal oscillations called synchrotron oscillations, which are
due to the fact that some particles are slightly faster or slightly slower than the center
of the bunch, which is in synchronous phase. Fortunately, the RF system is such that
the faster particles receive a smaller RF kick and the slower ones a larger RF kick
and the dynamic stability is achieved through synchrotron oscillations. The particles
oscillate around the equilibrium point within the bunch. The nominal Booster hori-
zontal and vertical tunes (number of betatron oscillations during one revolution) are
6.7 and 6.8 and the synchrotron tune (number of synchrotron oscillations during one
revolution) is v, = 0.075. The transition gamma of the booster is v, = 5.445 and
the harmonic number of the ring is A = 84. The transition gamma times mc gives
us the momentum for isochronous revolution of a particle. If p > ~,mc, the parti-
cle will have revolution period shorter than that of a synchronous particle, whereas
the opposite is true for a particle with p < 7ymec. The harmonic number times the
revolution frequency defines the RF frequency of the cavities. The harmonic number
h = 84 means that the Booster RF must sweep from 30 to 53 MHz during the 33.3
msec acceleration interval. The Booster loads 9-13 pulses (bunches) of 8 GeV protons
beam into the Main Ring.

The Main Ring [29, 33, 34, 35, 36, 37] is a synchrotron with a radius of one kilo-
meter, and 1011 conventional magnets: 771 Dipoles for bending and 240 Quadrupoles
for focusing. There are also two overpasses to accommodate the experimental areas
of the CDF and DO detectors, making the Main Ring one of the truly non-planar
accelerators in the world. The Main Ring accelerates the protons and the antipro-
tons through two separate RF systems of eight cavities each. The RF frequency is
controlled by feedback control systems as the protons and antiprotons are accelerated
to 150 GeV, which is the energy of the beams at the time they are injected to the
Tevatron accelerator. The final frequency of the cavities is 53 MHz, with a harmonic
number A = 1113. The Main Ring also produces the 120 GeV proton beam used for
the production of antiprotons. The particle bunches are combined into a single high

intensity bunch before being injected to the Tevatron; this process is called bunch
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coalescing. This is done with two RF bunch phase space rotations before extraction:
the first one is to lower the beam energy spread and it takes place in normal Main
Ring RF bucket (h = 1113, f = 53 MHz) with some additional linearizing (h = 2226,
f =106 MHz). The second rotation is for a quarter of a synchrotron period in a low
frequency bucket (h =53, f = 2.5 MHz), with some additional linearizing (h = 106,
f =5 MHz). This rotated ensemble of bunches is then recaptured in a single bucket
(h =1113, f = 53 MHz) and injected into the Tevatron. Note that all (h, f) combina-
tions of the RF systems, correspond to the same rotational frequency of the protons
in the Main Ring, which is 47.6 KHz for protons having speed almost equal to the
speed of light. The efficiency of the coalescing process is a function of both the initial
and longitudinal emittances of the individual bunches and the RF voltages available
for the h = 53 bunch rotation (and its h = 106 linearization). This is the reason why
the h = 53 and h = 106 RF voltages were increased in Runlb by a factor of 2.5. The
whole procedure is repeated six times, to produce the six proton and six antiproton
bunches in the Tevatron.

We now discuss the production and acceleration of the antiprotons. To produce
them, we first accelerate about 80 bunches of protons of intensity 3 x 10*? to 120 GeV
in the Main Ring. The protons are extracted and transported to a target area where
they collide with a nickel target every 1.5 sec (Figure 3.2). Antiprotons along with
many other secondary particles are produced. About 10° protons are needed for the
production of one anitproton. The antiprotons are focused with a lithium lens and
they are separated from the rest of the particles with a pulsed magnet. Since the
initial Main Ring protons were bunched, the antiproton beam will also be bunched.
The antiprotons are produces with energy of about 8 GeV.

Subsequently the antiprotons are transferred to the Debuncher [40, 41], a syn-
chrotron accelerator, where the bunches of antiprotons are reduced in size through
betatron stochastic cooling (damping of transverse motion) and momentum cooling
(reduction of longitudinal momentum spread). The latter is achieved with the use
of RF bunch rotation and adiabatic debunching. The reduction of the pulses mo-
mentum and the limitation of the betatron oscillations are combined with adiabatic

debunching to improve the transfer to the Accumulator (the next antiproton beam
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Figure 3.2 The antiprotons are produced by the collision of a 120 GeV proton beam
with a nickel target. The resulting antiprotons are focused by the lithium lens and
separated by a dipole magnet.

stage) because of the limited momentum aperture of the Accumulator at injection.
The stochastic cooling increases the phase space density of the beam, provides
low emittance (maximum luminosity), makes space for more particles in the same
ring, preserves the beam quality, and creates almost monoenergetic beams. The
Debuncher has a triangle shape with rounded corners and it is divided to 6 sectors of
19 Quadrupole and 11 Dipole magnets each. Correction dipoles and sextupoles are
also included in the lattice. There are three straight sections (low dispersion parts)
and three arcs (high dispersion parts). Dispersion increases in the arcs because of
the bending magnets that have different effects on the particles, depending on the
particles position within the beam and their momentum. The stochastic cooling is
achieved with the feedback technique using pairs of pickup electrodes which sense the
position of the particle, and “kickers” which apply electric force to limit the betatron
transverse oscillation of the particle. The cooling kickers, the extraction kickers, the
septum, and Schottky pickups are located at the straight sections of the Booster. The
pickups and kickers must be an odd multiple of 7/2 apart in betatron phase and far
enough so that a chord drawn across the ring is significantly shorter than the signal.
For debunching the beam, the large energy spread and the narrow time spread are
exchanged for narrow energy spread and large time spread. This action corresponds to
a rotation of the beam in 2 —x’ phase space. It is done based on the fact that the faster
antiprotons are decelerated and the slow ones are accelerated by the Debuncher’s RF
cavities. There are three RF systems. The DRF-1 system (53.1 MHz, h = 90) is

used to perform six bunch rotations and adiabatic debunching, since initially the 8
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GeV antiprotons retain the bunch structure of the 120 GeV protons that created
them. The circumference of the Debuncher is 7.1% larger that of the Accumulator.
To fit the antiproton beam into the Accumulator, a gap has to be created by the
DRF-2 system (2.36 MHz, h = 4), which creates a barrier bucket that excludes some
of the particles. Actually the phase of the RF wave is shifted by 180 degrees, so
that the higher momentum particles are accelerated upon entering the barrier region,
whereas the lower momentum particles are decelerated and separated by the rest of
the beam. The DRF-3 is only used for accelerator studies. The antiprotons stay
in the Debuncher for 1.5 sec, during which the emittance of the beam reduces from
177 mm-mrad to 47 mm-mrad. They are transferred to the Accumulator just before
another beam of antiprotons arrive from the target. There are about 6 — 9 x 107
antiprotons in the output beam fed to the Accumulator.

The main purpose of the Accumulator [40, 42, 43, 44] is to store the antiprotons for
several hours or days, until the desirable intensity is achieved. Successive Debuncher
antiproton pulses are stacked together. The Accumulator consists of three RF systems
responsible for moving the antiprotons from the injected orbit to the center of the
Accumulator beam pipe (the core), capturing a proton of the core and moving it
towards the injection point and bunching the beam during extraction. There are also
three cooling systems: momentum cooling (reduces the longitudinal energy spread
with pickups at the high dispersion area), betatron cooling (reduces the transverse
spread due to betatron oscillations with pickups at the low dispersion area) and
core/tail cooling. Dipole, quadrupole and other correction magnets are also included.

Initially, the injection kickers put the injected antiprotons onto the injection closed
orbit, which is 80 mm to the outside of the central orbit. The kicker is located in
a high dispersion region causing the higher energy injected beam to be displaced to
the outside of the Accumulator. After the antiprotons are injected, the shutter opens
and the first RF system, the ARF-1 (52.8 MHz, h = 84), captures the incoming
beam at injection orbit, adiabatically bunches it into 84 bunches, decelerates it by
approximately 60 MeV to the edge of the stack tail (deposition orbit), adiabatically
debunches the beam and then adiabatically turns off. This process takes 430 ms.

After that, the stack tail momentum cooling system acts on the antiprotons and
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decelerates them by 150 MeV to move them 63 mm closer to the core. This process
takes 30 minutes. During stacking six stochastic cooling systems act on the beam.
The 2-4 GHz and 4-8 GHz core momentum cooling systems control the momentum
spread and keep the antiprotons from hitting the low momentum aperture and allow a
denser bunch. The 2-4 GHz and 4-8 GHz core horizontal and vertical betatron cooling
systems keep the transverse emittances minimized. The GHz frequencies, mentioned
above, refer to the Traveling Wave Tubes that amplify the pickup signals by 30-60 db
over a bandwidth of microwave frequencies. The cooling rate is proportional to the
bandwidth of the system. A typical horizontal emittance is 0.97 mm-mrad, a typical
vertical emittance is 0.6r mm-rad, and a typical momentum width is 2.5 MeV. A
common problem that introduces instabilities is the existence of trapped positive
ions. The ARF-2 is used for stabilizing RF to minimize the number of trapped ions
in the Accumulator, by weakly bunching the beam. This frees the trapped positive
ions from their potential traps.

The stacking process lasts for hours or days until the desired intensity is achieved.
When the antiprotons reach a satisfactory number (around 10 particles), they are
ready to start being extracted with the use of the ARF systems. The ARF-2 (1.26
MHz, h = 2) system is used to unstack beam from the core during collider operation.
The ARF-3 (1.26 MHz, h = 2) is used to narrow bunches to 210 ns on the extraction
orbit. Finally, the ARF-1 is energized, the antiprotons are rebunched into 11 bunches
separated by 19 ns, the extraction kicker shutter closes, and the kicker is fired. The
antiproton beam passes through the Lambertson' and is extracted to the transfer line
that leads to the Main Ring.

The 11 bunches of the antiprotons are accelerated to 150 GeV in the Main Ring and
coalesced into one bunch. This process is repeated six times to produce six antiproton
bunches in the Tevatron. Waiting 40-120 seconds before each Accumulator antiproton
extraction allows the core to cool down to smaller emittances in all three dimensions.
The emittance of the 6" extracted antiproton beam is typically 10% smaller than the
1% extraction.

The final stage of the proton and antiproton acceleration is the Tevatron [45, 46,

tA Lambertson magnet has a field-free area, through which the beam normally passes, and a
dipole magnetic-field area, through which the particles are forced to pass at extraction mode.
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47, 48, 29, 35, the world’s first superconducting synchrotron and currently highest
energy accelerator. It shares the same tunnel as the Main Ring. Its 1000 supercon-
ducting magnets can reach magnetic fields of 4.2 Tesla, which allows the acceleration
of the protons up to 980 GeV. The magnets are made of niobium-titanium alloy wires
and the current reaches the 4000 Amperes at 980 GeV. Liquid helium is used to keep
the magnets cold. This cryogenic cooling system is the largest in the world. It is able
to supply 1000 liters per hour and to keep the temperature at 4.6 K. The Tevatron is
loaded with six proton bunches and six antiproton bunches, which are injected onto
electrostatically separated orbits. Strong focusing low-beta quadrupoles either side
of each interaction region squeeze down the beam spot size and the beams are then
brought into collisions at the center of the CDF detector.

The Tevatron luminosity L is defined as

f?’LprNp Oy

L= /ol E ol (5)7 (3.3)

where f is the revolution frequency, n;, is the number of bunches per beam (six),
N, and N, are the number of protons and antiprotons in each bunch respectively,
0, and o, are the proton and antiproton transverse beam sizes at interaction point
respectively, F' is a form factor that depends on the length of the bunches (o) and
the beta function (/) at the interaction point (often denoted 3*). The beta function
describes the amplitude of the betatron oscillations and is a measure of the transverse

beam size. The actual relation is

o(s) =/€el(s), (3.4)

where € is the emittance, and s is the position along the Tevatron beam pipe. If we
multiply the luminosity by the cross section of a particular particle process (defined
by A.56), we obtain the rate at which this process will be produced at the Tevatron.

From the discussion above, we understand that the luminosity at the Tevatron is
proportional to the product of the phase space density of the proton bunches and the
number of antiprotons in the collider for a particular store. The number of antipro-

tons is determined by the antiproton production rate, the typical store duration, and
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the transmission efficiency from the Accumulator to the low-beta quadruple in the
Tevatron. Typical antiproton store lengths are 11 hours, average antiproton produc-
tion rate is 3 x 10'® p/h (Run Ia) and 4.5 x 10" p/h (Run Ib), and the antiproton
transmission efficiency is 70%. A typical number of antiprotons per bunch is 3 x 10'°
(Run Ta) and 6.5 x 10" (Run Ib), and a typical number of protons per bunch is
12 x 10" (Run Ia) and 22 x 10'° (Run Ib). The proton emittance is 20m mm-mrad
(Run Ia) and 227 mm-mrad (Run Ib), and the antiproton emittance is 127 mm-mrad
(Run Ta) and 147 mm-mrad (Run Ib). These values lead to a typical instantaneous
luminosity of 0.5 x 10**ecm 25! (Run Ia) and 2 x 10**'cm 25! (Run Ib). The bunch
length is 55 c¢m, the bunch spacing is 3 um, and the beta at the interaction point is
35 cm.

The total integrated luminosity delivered by the Tevatron in Run I was 150 pb .
Due to finite overall data taking efficiency, the integrated luminosity seen by CDF was
110 pb~" (20 pb™" in Run Ia and 90 pb™" in Run Ib). The reasons for the increase in
the number of antiprotons in Run Ib are the increase by 50% of the number of protons
targeted for antiproton production and the improvement by a factor of three of the
antiproton stacking rate. The acceleration of particles in the Tevatron is slow (30
seconds in collider mode), thus no feedback is needed. The Tevatron accelerates the
protons and the antiprotons to their final energy of 900 GeV, which was the reliable
operational energy during the Run I. The six bunches in the Tevatron would normally
lead to 12 collisions per revolution. To prevent collisions where no detectors exist,
electrostatic separators are used to provide two-dimensional helical orbits and allow
bunch crossings only at the two detector locations. There is one bunch crossing every
3.0 s.

The Fermilab accelerator system has been upgraded for the Run II. The goals are
the increase of the luminosity by a factor of 10 (over the original 10*'cm™2s™') and
the increase of the energy of the proton and antiproton beams to 1 TeV. In 1999, the
Main Injector [29, 49, 50] was commissioned to replace the Main Ring. It is a rapid
cycling proton synchrotron, 3.3 km in circumference, consisting of 344 dipole magnets,
and 80 quadrupole magnets. The Main Injector has larger aperture than the Main

Ring and its goal is to deliver 36 bunches of protons and 36 bunches of antiprotons
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in the Tevatron. A new 8 GeV storage Ring, the Recycler [51, 52|, is installed in the
same tunnel as the Main Injector, and makes use of 45 strontium ferrite permanent
low-field dipole magnets. Its purpose is to recover antiprotons from the end of stores
so they can be used again. In Run I, more than half of the antiprotons remained at
the end of the collider stores and one would like to reuse them.

The Run II Tevatron [29] will initially accelerate 36 particle bunches per beam
with a minimum spacing of 392 ns, to be followed by the operation at 108 bunches
per beam and a minimum spacing of 132 ns. To achieve these goals a proton density
is chosen that produces an antiproton beam-beam tune shift close to maximum. It is
also essential to have the Accumulator deliver the maximum number of antiprotons.
The Run IT Accumulator lattice [53] and its stack-tail system are upgraded. There is
also an improvement of the pickup and kicker systems of the Debuncher, the operation
of which will be dynamically varied based on the transverse beam size. The energy
upgrade of the Tevatron accelerator to 1 TeV per beam (2 TeV in the center of
mass of the system) will be achieved by identifying inadequately performing magnets,
and by either replacing them or decreasing their temperature by proper cryogenic

manipulation.

3.2 The Collider Detector at Fermilab

3.2.1 Overview

The Collider Detector at Fermilab (CDF) is a general purpose detector of charged
leptons, jets of hadrons, and photons [54]. The W and Z bosons are detected through
their leptonic decay products, and the transverse momentum of the neutrinos is es-
timated from the missing transverse energy of the events (F7 ). Individual charged
mesons and baryons are also routinely detected.

The z-axis of the detector coincides with the direction of the proton beam and
defines the polar angle # of the laboratory frame. The z-axis is horizontal pointing
outwards, and the y-axis is vertical pointing upwards. The high energy collisions

occurring at the center of the detector produce particles that are uniformly distributed
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in azimuthal angle ¢, and in rapidity y. The rapidity of a particle is defined as

1 E+p,
§ln(E _pz), (3.5)

Y

where F is the energy of the particle and p, its longitudinal momentum. We use the
rapidity because all the high energy events are boosted and y is additive quantity
under relativistic boosts. For high energy interactions and not very massive particles,

the rapidity can be approximated by the pseudorapidity n, given by
n = — In[tan(6/2)]. (3.6)

The detector n and the azimuthal angle ¢ are used to specify detector areas of CDF.
The detector n is defined with respect to the nominal center of the CDF detector.
When we describe regions of the CDF detector, we will refer to the detector pseudo-
rapidity. For the physics analysis, we use the physical pseudorapidity of the particles,
defined with respect to the vertex of the event. Other useful quantities used to
describe the operation of the detector and the data selection, are the transverse mo-
mentum of a particle pp = psin# (where p is the total momentum of the particle), the
transverse energy of a particle Er = E'sinf (where E is the energy of the particle),

and the missing transverse energy of the events
Er = Z Epi;, (3.7)
i

where the sum is over all the energy clusters, E% is the transverse energy of cluster
i, and 7; is the unit vector pointing to the cluster i. Equation (3.7) is actually a fast
crude calculation of the missing transverse energy, used by the trigger system of the
detector. We will present a more accurate calculation in Chapter 4.

The CDF detector consists of a central detector covering the absolute n-region
0 < |n| < 1.1, a plug detector covering the absolute n-region 1.1 < || < 2.4 and a
forward /backward detector covering the absolute n-region 2.4 < |n| < 4.2 The central
detector is made up of the solenoid magnet, steel yoke, central tracking chamber,

electromagnetic calorimeter, hadron calorimeter and muon chambers. The plug de-
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Figure 3.3 The CDF detector at Fermilab. The central, plug and forward regions
are shown.

tector consists of electromagnetic and hadron calorimeters. The forward/backward
detector consists of time-of-flight counters (for luminosity monitoring), electromag-
netic, hadron calorimeters and muon chambers. At the center of the detector, there
exists a vertex detector, enclosing a silicon vertex detector. A schematic of the CDF
detector can be seen in Figure 3.3. The location of the main subdetectors in 7 is
shown in Figure 3.4. In this section we will describe these subdetectors of the CDF

system.

3.2.2 The Tracking System

The tracking system of the detector consists of the silicon vertex detector, the vertex
detector and the central tracking chamber and it is immersed in a magnetic field of
1.4 Tesla and longitudinal direction along the positive z axis. The magnetic field

is produced by a superconducting solenoid of length 4.8 m and radius 1.5 m. The
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Figure 3.4 A quadrant of the CDF detector at Fermilab. The main subdetectors
and their respective 7 locations are shown.
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Figure 3.5 A Silicon Vertex Detector (SVX) barrel.

coils are made of an alluminum-stabilized niobium-titanium alloy. The combined

momentum resolution of the tracking system is dps/pr = 1/(0.0009p7)% + (0.0066)2,
where pr is the transverse momentum in GeV. In the following, we describe the

subdetectors of the tracking system.

The Silicon Vertex Detector (SVX)

The SVX [55] is a four-layer silicon micro-strip vertex detector located immediately
outside the beampipe. It is used to find secondary vertices and to provide the impact
parameter of tracks in the transverse r — ¢ plane. This is important for tagging long-
lived heavy flavors produced in the pp collisions. In Run Ib a radiation harder version
of the detector (SVX' [56]) was developed!.

The active area of the SVX consists of two back-to-back cylindrical modules that

tUnless otherwise stated, when we mention SVX, we also refer to SVX'
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Figure 3.6 The SVX ladder consists of three silicon strip detectors.

cover a region of 51 cm. The SVX consists of four radial layers of 8.5 cm long silicon
strip detectors, which are arranged as a twelve-sided barrel at each radial direction.
An SVX barrel can be seen in Figure 3.5. The radii of the four layers are 3.0 cm, 4.3
cm, 5.7 cm, and 7.9 cm. (the first layer radius of SVX' is 2.9 ¢cm). The strips on the
inner three layers have 60 pum pitch, whereas the pitch is 55 um for the outermost
layer.

The silicon strip detectors are single sided (n-type substrate with p-type silicon
strips one one side), and they are connected in groups of three called ladders. Overall,
there are 96 ladders (12 faces x 4 layers x 2 ends). The ladders are tilted by 3° with
respect to the radial direction, to increase the overlap between adjacent faces. At one
end of the ladder there is a board, called ear, which contains the readout chips for
the ladder, as well as some of the bus circuitry. When a particle passes through the
fiducial region of the silicon strip detector, it deposits energy that moves electrons
from the valence band to the contaction band of the silicon, with the subsequent
creation of holes in the valence band. The detection of the electron-hole pairs leads
to the detection of the position the particle passed through. Due to the low energy

needed for the creation of an electron-hole pair in silicon (of the order of 1 eV), the
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SVX efficiency is greater than 99%.

Figure 3.6 shows an SVX ladder. There are 128 channels per chip, 46,080 indi-
vidual readout channels, and the power dissipation is 175 mW. In order to process
the signals, a Very Large Scale Integrated (VLSI) circuit is developed that amplifies,
samples, sparsifies, and multiplexes data from the SVX. This way, the amount of
electronics needed is limited. The detector is operated in sparce mode to read out
only channels whose signal is above a hardware threshold. The readout time is 2.7
ps (2.1 ps for SVX').

Particles traversing the active regions of the detector will pass an average of 3% of
radiation length, so the effect of the SVX on the rest of the CDF detector is minimal.
The radiation length (Xj) is defined as the distance an electron travels in a material,
before it loses 1/e of its energy. Careful consideration for the radiation levels the
SVX experiences has been taken. The impact parameter resolution of the SVX is
o4 = (13 4+ 40/py) pm, where pp is the transverse momentum of the track in GeV,
and the average position resolution is 12 pym. The resolution is very satisfactory,

compared to the size of the B-meson track of crp = 430um before its decay.

The Vertex Detector (VTX)

The VTX [57] is located outside the SVX and it is a vertex drift chamber that provides
tracking information in the (r — z) space, up to a radius of 22 cm and pseudorapid-
ity of |n| < 3.5. It is used for the measurement of the z-position of the primary
vertex. It also provides event topologies for 3.5° < 6 < 176.5°, identifies multiple
interactions, detects conversions, and provides intermediate angle tracking, essential
for electron/pion separation. It is composed of 28 octagonal time projection cham-
bers surrounding the beam pipe and mounted end-to-end along the beam direction.
Figure 3.7 shows the cross section of a VIX module. As a particle passes through, it
generates electrons through ionization and excitation of the atoms of the gas in the
chambers. From the drift times of the produced electrons, as they move towards the
sense wires, we are able to reconstruct the track of the particle.

The 28 modules are separated into two halves, to reduce the drift time of the

electrons produced in the gas as they pass the fiducial volume of the VTX, so that
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Figure 3.7 The Vertex Detector (VTX) cross section.

it is shorter than the time between bunch crossings (3.5 us). Adjacent modules are
rotated 15 degrees with respect to each-other in ¢, to eliminate inefficiencies near their
boundaries. Each octant consists of a cathode grid, a plane of field shaping wires,
a plane of sense wires, and a resistive ink cathode plane. The materials are chosen
with emphasis towards low mass and long radiation length. (Kapton film, Rohacell
foam, epoxy-fiber, glass and graphite fiber). The gas in the chambers is 50%-50%
argon-ethane. There are 16 sense wires per octant at low |z| positions and 24 sense
wires at the modules which are located at higher |z|. The signals from the wires pass
through an Amplifier-Shaper-Discriminator (ASD) and a Time-to-Digital Converter
(TDC) and provide drift time information useful for the r — z reconstruction of the
track. Track segments in the VTX are intercepted with the beam axis to reconstruct
the primary vertex. Special correction is needed to remove the leading-electrons effect
which can cause shifts in track position. The resolution of the measurement of the z

position of the vertex is 2 mm.

The Central Tracking Chamber (CTC)

Surrounding the SVX and the VTX is the Central Tracking Chamber [58], a large
cylindrical drift chamber with excellent spatial and momentum resolution (200 pm
and dpr/p3 = 0.002 to 0.004 respectively) used for the measurements of the track
parameters of isolated particles with high transverse momentum ps. This informa-

tion, when combined with calorimeter data, is critical to the identification of high
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momentum leptons, especially muons. The CTC is also used for the measurement
of high-pr particles in jet cores and the measurement of track parameters at angles
below 30° with respect to beam direction. It is additionally used for the identification
of cracks in the calorimetry or muon chambers, for the identification of secondary
vertices in cooperation with the vertex detectors, and for matching the tracks with
shower centroids in the calorimeters (important for particle identification and removal
of pion backgrounds). Finally, the CTC is used for many detector studies, such as
studying the calorimeter response as a function of the position and momentum of the
particles.

The CTC is 3.2 m long and covers the pseudorapidity interval |n| < 1.0 and
transverse momentum pr > 0.4 GeV. It consists of 84 layers of sense wires arranged
in five superlayers of azial wires and four superlayers of stereo wires. The axial
superlayers have 12 radially separated layers of sense wires, parallel to the z-axis that
measure the r — ¢ position of the tracks. The axial superlayers are interleaved with
the stereo superlayers, which have six layers of sense wires with a 3° stereo angle with
respect to the z-axis and they measure a combination of r — ¢ and z information. All
sense wires are tilted by 45° with respect to the radial direction, so that the Lorentz
angle (the angle of the electron drift direction with respect to the applied electric field)
is large and the drift trajectories are approximately azimuthal. In addition, making
the Lorentz angle large ensures that the particles produced in the collider will pass
close to at least one sense wire. The cross-section of the CTC with its superlayers
can be seen in Figure 3.8

Both axial and stereo layers are divided into cells, so that the maximum drift dis-
tance is less than 40 mm, corresponding to about 800 ns of drift time. The boundaries
of the cells are defined by two planes of field wires. The field wire voltages control
the strength of the drift field. Between the field wire planes there exists the plane
of sense wires. Each sense wire is separated by its neighbor by a potential wire that
controls the gas gain. Each cell includes a set of 14 special wires to keep the electric
field uniform. Typical electric fields are 1350 V/cm.

The inner fiducial radius of the CTC is 309 mm and the outer fiducial radius is

1320 mm. The endplates are made of two-inch-thick aluminum, 30% of which was
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Figure 3.8 The Central Tracking Chamber (CTC) cross section. The 84 layers
arranged in five axial and four stereo superlayers.
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removed to allow passage of the wires and insulators. The inner support cylinder is
made of 2 mm thick carbon fiber reinforced plastic and supports the axial compressive
load of 9 tons.

The stereo and axial data are combined to reconstruct the three-dimensional track,
important for properly matching the calorimeter and muon chambers information.
When a charged particle is produced, it enters the fiducial volume of the CTC, and
it follows a curved trajectory because of the magnetic field of 1.4 Tesla. The particle
interacts with the gas of the chamber (49.6% argon, 49.6% ethane, 0.8% ethanol),
ionizes its molecules, and produces electron-ion pairs, which drift to the cathode and
anode wires creating electromagnetic signals on the sense wires along the trajectory.
Each sense wire is connected to a preamplifier, which provides fast and low-noise
amplification of the signal and eliminates the wire-to-wire cross-talk (caused by the
1/t tail in the signal due to the positive ion motion). The preamplified signal is
passed through the ASD, where the timing information is extracted, and consequently
through a multiple-hit TDC. For Run I, the TDC had to have a resolution better
than 1 ns and a range of about 1 us to accommodate at least eight hits per wire per
event. Each signal corresponds to a point in the space and by fitting these points
we get the curvature and the momentum of the particle. Practically the momentum
of the particle is constrained from an extra point, the interaction vertex. This final

momentum is called beam constrained momentum.

3.2.3 The Calorimetry system
Central Electromagnetic Calorimeter (CEM)

The Central Electromagnetic Calorimeter [59] detects electrons and photons and mea-
sures their energy. While other particles that interact electromagnetically may also
deposit some of their energy in the CEM, electrons and photons deposit almost all of
their energy in the calorimeter. The CEM consists of 31 layers of 5 mm thick SCSN-38
polystyrene scintillator interleaved with 30 layers of 1/8 inch lead, clad on both sides
with 0.015 inch aluminum; the CEM total thickness is 18 radiation lengths (32 cm), to

make sure that 99.7% of the electrons energy will be deposited. In order to maintain
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Figure 3.9 A portion of the Central Electromagnetic Strip Chamber.

a constant radiation length thickness as polar angle varies, acrylic is used instead of
lead in certain layers. A proportional strip chamber (Central Electromagnetic Strip
chamber, or CES) is inserted between the 8" lead layer and the 8" scintillator layer,
at the depth corresponding to maximum average transverse shower development (5.9
X, within the calorimeter, or 184 cm from the beam line). The strip chambers are
small drift chambers consisting of wires and strips used to determine the shower po-
sition and transverse development of the cascade by measuring the charge deposition
on them. The wire signals give us the ¢ position and the strip signals the z shower
position. The shower topology information allows us to distinguish an electron or
a photon from a light hadron (7 or K) or muon signals that may also shower in
the calorimeter, since the transverse development of the showers is different for these
particles. The position resolution of the CES is 2 mm in both transverse directions
for 50 GeV electrons and 3 mm for 10 GeV electrons. Figure 3.9 shows a cell of the
CES.

The whole central electromagnetic calorimeter consists of 48 modules. Each one
of them is segmented into 10 projective towers of 0.1 unit in 1 and 15° in ¢ pointing
to the nominal interaction point at the center of the detector. The 48 modules are
arranged into 24 east wedges and 24 south wedges, each wedge covering 15° in ¢. A
CEM module can be seen in Figure 3.10.

The photons and electrons interact with the lead layers and produce electrons
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(through mainly pair production) and photons (through mainly bremsstrahlung). The
new photons and electrons also interact with the lead layers producing more electrons
and photons and finally, a electromagnetic shower is created. Lead was chosen to be
the interaction material because of the small radiation length Xy[gr/cm?] ~ A/Z
(the energy deposited by an electron due to bremsstrahlung is dFE/dx = E/X, and
we want it to be as large as possible). As the energy of the shower decreases, the
particles lose their energy due to mainly ionization, instead of radiation. The scin-
tillators interact with the electrons (mainly) and photons and transform their energy
into blue light. The light is collected in 3 mm thick UVA acrylic doped with 30
ppm Y7. Two waveshifters redirect the light through lightguides to the photomul-
tiplier tubes (PMTs). Without any corrections, the light output from individual
waveshifters varies from point to point as much as 45% due to internal reflection and
different transmission through the waveshifters. This problem is solved by eliminating
reflection, by controlling the thickness of the waveshifter material with laser cutting,
and by limiting other non-uniformities.

The PMTs are 1.5 inches in diameter, they have a bialkali photocathode and
ten stages of amplification. They detect the green light emitted by the waveshifters
and output electrical signals used for the measurement of the energy of the initial
particle. Their gain is 4 x 10° for a high voltage of 1700 V and a full scale output
pulse is 1200 pC. Since there are 48 modules of 10 towers each and 2 PMTs per tower,
960 photomultiplier tubes are needed. Actually four of these PMTs are not installed,
since they correspond to the two chimney towers that were removed to make space
for the cryogenic plumbing needed for the superconduction solenoid magnet.

The CEM covers the pseudorapidity region |n| < 1.1 and it has an average energy
resolution 6 Ep/Ep = /(13.5%/v/Fr)? + (2%)?, where Er is the transverse energy

of the detected particle in GeV. The position resolution is 2 mm at 50 GeV.

Plug Electromagnetic Calorimeter (PEM)

The PEM [60] consists of two cylindrical modules covering both ends of the 3 m in
diameter and 5 m long solenoid. The modules have an outer diameter of 280 cm

and depth of 53 cm. The total coverage in pseudorapidity is 1.1 < |n| < 2.4. At
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Figure 3.11 A quadrant of the Plug electromagnetic calorimeter. The pad and wire
layers are shown.

high pseudorapidity areas, a fine lateral segmentation of the detector is needed. If
scintillator had been used as the interacting material, many hot/dead spots would
have been created. For this reason, gas proportional chambers were used instead of
scintillator.

One PEM module consists of four quadrants (A¢ = 90°) of 34 layers of propor-
tional tubes. The tubes are made of contactive plastic, their cross-section is 7 mm
by 7 mm and the anode in their middle is made of gold-plated tungsten. They are
interleaved with 2.7 mm thick lead absorber. The contactive plastic has high resis-
tivity and enables us to pick up the signals caused by the electromagnetic avalanche,
utilizing the pads and strips etched on printed circuit boards. The patterns of pads
and strips gives us the (1, @, z) segmentation of the calorimeter. The strips are
segmented four to five times finer than the pads, in order to provide high resolution
around the shower maximum for pion background rejection. A quadrant of the Plug
Electromagnetic Calorimeter can be seen in Figure 3.11.

The signals from the tubes pass through a charge integrating amplifier. The
analog output (maximum 2.5 V for a 500 pC input) is digitized by a 16-bit ADC.
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There are 8,720 PEM channels overall. The ¢ resolution from the strips is 0.1°, while
the # resolution from 0.04° to 0.06°. This corresponds to 2 mm by 2 mm position
resolution. The signal from the interaction of the electrons and photons with the gas
(50%-50% argon-ethane with a little ethyl alcohol) is proportional to their energy.
The energy resolution is given by the empirical formula oz /E = 30% m, where
L is the thickness of each layer in radiation lengths, with a constant term of 2% added

in quadrature. The average energy resolution is op/E = \/(28%/\/E)2 + (2%)?,

where F is the energy in GeV. Given the high energies of the electrons and photons
which reach the plug electromagnetic calorimeter, the resolution above is comparable

to the central electromagnetic calorimeter.

Forward Electromagnetic Calorimeter (FEM)

The Forward Electromagnetic Calorimeter [61] consists of two modules covering the
pseudorapidity region 2.4 < |n| < 4.2. They are located 6.5 m away from the inter-
action point and they enclose the beam pipe. Each calorimeter is 3 m long on side
and 1 m deep and it consists of 30 sampling layers of cathode pads, 80% radiation
lengths thick lead sheets (radiating medium), and gas proportional tubes. The tubes
are constructed of aluminum and fiberglass. The cathode pad geometry is etched on
three fiberglass panels. A FEM proportional tube is shown in Figure 3.12. There are
1440 pads per layer and 5760 towers in total. Each pad covers 0.1 units in pseudora-
pidity and five degrees in azimuthal angle. The gas is 50%-50% argone-ethane with
an addition of isopropand to prevent glow discharges. The nominal high voltage value
is 1900 V resulting to a gain of 5000.

The signal from the cathode pads is transferred to a low-noise charge integrator
and subsequently to a sample-and-hold system (for high rate environment) and an
ADC. The energy resolution is oz /E = \/(25%/@)2 + (2%)?, where FE is the energy

in GeV, and the position resolution varies from 1 mm to 4 mm, depending on the

location.
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Figure 3.12 A proportional tube of the Forward Electromagnetic Calorimeter.

Central Hadronic Calorimeter (CHA) and Endwall Hadron Calorimeter
(WHA)

The hadrons produced in the CDF detector deposit energy in the hadron calorimeter
[62], whereas the electrons and photons do not often reach the hadron calorimeter’s
material, since their shower is almost completely absorbed in the electromagnetic
calorimeter. Hadron-electron/photon identification is the reason why the electro-
magnetic calorimeter is closer to the interaction point than the hadron calorimeter.
The hadron interactions with the calorimeter’s material are much more complicated
than the electromagnetic interactions of the electrons and photons in the electro-
magnetic calorimeter and they produce a hadronic shower. The CHA covers the
pseudorapidity region 0 < |n| < 0.9 and the WHA covers the 0.7 < |n| < 1.3. There
are 48 wedges of 2.5 cm sampling for the CHA and 48 wedges of 5.0 cm sampling for
the WHA. Each CHA wedge is divided into eight projective towers, and each WHA
wedge is divided into six projective towers. Each tower covers approximately 0.1 unit
of pseudorapidity and 15° in ¢.

The hadronic calorimeters consist of layers of steel (interacting material) inter-

leaved with layers of scintillator (signal collector material). There are 32 layers in
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the CHA and 15 layers in WHA. The scintillator used is PMMA plastic doped with
8% napthalene, 1% butyl-PBD and 0.01% POPOP (1 cm thick). Three main inter-
actions lead to a hadronic shower: the hadron production, the nuclear deexcitation
and the pion/muon decays. These strong and electroweak interactions cannot be an-
alytically described, so they are properly simulated. The hadronic absorption length
is A[gr/cm?] ~ 35AY3 therefore steel was chosen as the interaction material. The
hadronic absorption length X is defined as the distance a pion travels in a material,
before it loses 1/e of its energy. The length of the hadron calorimeter was chosen to
be 4.7\ to make sure that almost all the energy of the shower is absorbed. The light
output from the scintillator is collected by waveshifters and is transferred to 12-staged
photomultiplier tubes. There are 1344 PMTs overall; 768 for the CHA and 576 for
the WHA. Anode signals are digitized by a 16-bit ADC with full scale of 750 pC.
The arrival time of the signals is digitized by a 16-bit TDC with full scale of 3.2 us.
The calibration of the hadron calorimeters is done with laser systems and radioactive
sources. Twelve of the towers are totally in the CHA, six are in WHA, and six are
shared.

The energy resolution of the central and wall hadron calorimeters is op/E =
\/(50%/\/E)2 + (3%)?, where E is the hadron energy in GeV, but this degrades at
hadron energies higher than 50 GeV. The spatial resolution is 10 cm by 5 cm.

Plug Hadronic Calorimeter (PHA)

The Plug Hadronic Calorimeter is located behind the Plug Electromagnetic Calorime-
ter and has the same segmentation with it. It consists of 20 layers of propor-
tional tubes interleaved with 5.1 cm thick steel. The pseudorapidity coverage is
1.32 < |n| < 2.4, the position resolution is 2 cm by 2 ¢cm, and the energy resolution is
130%/v/Er + (4%)?, where Ep is the transverse energy in GeV. The hadrons interact
with the steel and a hadronic shower is developed. The produced particles interact
with the gas of the proportional tubes and their energy is measured. Unlike the CHA
and WHA, scintillator could not have been used as the signal collectors in PHA, due

to the high rates of particles per unit volume of the plug detectors.
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Forward Hadronic Calorimeter (FHA)

The FHA [63] is designed to detect energy and position of hadrons in the pseudora-
pidity region of 2.2 < |n| < 4.2, through their interaction with the gas of ionization
chambers. There are two modules at both ends of the detector along the z-axis. Each
module is segmented into four independent sections made of 27 steel plates inter-
leaved with 27 ionization chambers. The cathode surface of each ionization chamber
is segmented into 20 bins of Anp = 0.1 and 18 bins of A¢ = 5°, for a total of 360
pads per chamber. The cathode pads at fixed (7, ¢) locations form a projective tower
and their signals are summed up to give the charge signal for that tower. This signal
is digitized by the ADC. In addition to providing the charge information, the sense
wires form six sections of wires per chamber and their signals are used for monitoring
the performance of the calorimeter, and for studying the longitudinal development of

showers. The energy precision of the calorimeter is op/E = \/(130%/\/E)2 + (4%)?,

where E is the energy of the traversing particle in GeV. The spatial resolution is 3

cm by 3 cm.

3.2.4 The Muon System

The muon chambers [64] are the outermost part of the detector, because the high en-
ergy muons are able to pass through the rest of the detector without losing much of
their energy. The central muon system is capable of detecting muons with transverse
momentum pyp > 1.4 GeV and pseudorapidity || < 1.0, through their interaction
with the gas and subsequent drift of the produced electrons towards the anode wires.
The detection of high-pr muons is very important because their most probable source
is a vector boson decay. There are three central muon detectors, the central muon
chambers (CMU) covering the |n|-region from 0 to 0.6, the central muon upgrade
chambers covering the same |n|-region as the CMU, and the central muon extension
chambers (CMX), covering the |n|-region from 0.6 to 1. The ¢ coverage is not com-
plete: 84% of the solid angle for |n| < 0.6 is covered by CMU, 63% by CMP, and 53%
by both. Figure 3.13 shows the coverage of the central muon detectors in the (n — ¢)

space. At the high pseudorapidity region, there exists a forward muon system.
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Figure 3.13 The Muon coverage of the central muon system (CMU, CMP and
CMX).
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Central Muon Chambers (CMU)

The CMU system is located 35 m from the interaction point, and it is segmented in ¢
into 24 east and 24 west 15°-wedges, which fit into the top of each central calorimeter
wedge. Each wedge contains three muon chambers and each muon chamber consists of
four layers of four rectangular drift cells. A stainless steel sense wire with a resistance
of 0.4 Qmm~" and diameter of 50 um is located in the center of each cell. Four sense
wires, one from each layer, make up a muon tower. The sense wires from alternating
layers are offset with each other. By comparing the drift times for alternating layers,
we resolve the ambiguity of which side of the sense wires the muon passed. To
reduce the number of electronics and to read out the signals only from one side of the
chambers, each sense wire is connected at its end to a sense wire in the same layer
which is separated from the first by an intervening cell. Figure 3.14 shows a CMU
chamber.

The walls of the muon chamber cells are held at -2500 V and the sense wires
at +3150 V. Typical electric fields are 100 V/mmm. The gas used is 49.6% argon,
49.6% ethane, 0.8% ethanol. The electric pulse passes through the blocking capacitor
of the front-end electronics and subsequently through an Analog-to-Digital converter
(ADC) and a TDC. The final output is the charge collected in the ADC and the
timing information from the TDC. The position of the track along the sense wire is
determined by charge division. The charge collected from the ADCs of two connected
wires, when a muon passes through a chamber, is not the same. The difference
depends on the position of charge deposition in the z-axis. On the other hand, the
time information from the TDC is used to determine the drift-¢ information and to
correct the calculation of the z-position of the muon passage due to the exponential
decay of the charged accumulated in the capacitor. Calibration of the chambers is
performed using radioactive sources, cosmic rays, and a pion test beam. The drift-¢
resolution is 250 um and the z resolution is 1.2 mm. The system is essentially 100%
efficient for muons above 3 GeV. The geometric acceptance is limited by the 2.4°-gaps

between the CMU wedges.
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Figure 3.14 A Central Muon Chamber (CMU chamber) consists of 16 drift cells.
Four cells in the same radial direction make up a tower. There are three CMU
chamber per wedge and 48 wedges in total.

Central Muon Upgrade (CMP)

The CMP chambers are located above the CMU chambers and they were introduced
to remove the m punch-through contamination. The three absorption lengths of steel
(0.6 m in thickness) between the CMU and CMP chambers absorb any energetic pions
that reach the CMU chambers, so they do not reach the CMP chambers. The muons,
on the other hand, pass through both detectors and a signal from both CMU and
CMP is a confirmation of a true muon passage. The pseudorapidity coverage of the
CMP chambers is the same as the CMU ones. The ¢ coverage is not complete, as
shown in Figure 3.13.

The CMP muon chambers are drift chambers operating in the limited streamer
mode. They are very similar to the CMU, with the exceptions that preamplifiers are
included, there is only one anode wire per chamber, and the anode wires are not con-
nected in couples, because the z-information of the CMP chambers is not important.
Unlike the CMU chambers which are arranged in towers, the CMP chambers are
arranged in stacks, positioned around the detector. The resolution of the chambers

in the drift-¢ direction is 250 pm. Figure 3.15 shows a CMP stack.
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Figure 3.15 A Central Muon Upgrade (CMP) stack.

Central Muon Extension (CMX)

The Central Muon Extension chambers cover the region 0.6 < |n| < 1.0. These drift
chambers are similar to the CMP ones and they are sandwiched between scintillators
(CSX). The chambers are arranged in wedges, like the one shown in Figure 3.16.
There are gaps in the CMX configuration at ¢ = 90° (bottom) due to the collision
hall, and at ¢ = 20° (top) due to the beam pipe and the solenoid refrigeration.
Depending on the incident angle, particles have to penetrate 6-9 absorption lengths
on material to be detected in the CMX. The ¢ information of the muons is measured
with a resolution of 250 ym. The CMX chambers were used in the Run Ib to increase

the pseudorapidity coverage in the central region.

Forward Muon System (FMU)

At the high pseudorapidity region, there are two muon spectrometers [65]. Each
spectrometer contains two 1 m thick, 7.82 m in diameter, 395 ton steel toroids, which
are excited by four coils to a magnetic field of 2 T at the inner radius to 1.6 T at
the outer radius. Three layers of drift chambers measure the muon trajectories with
accuracy of 5° in the ¢ direction and ~ 200 pm in the r direction. Each chamber is
composed of two planes of drift cells: 56 coordinate cells are closest to the beam and
40 ambiguity cells are staggered relative to the coordinate cells to resolve the left-right

ambiguity. Each cell contains a 63 pym in diameter anode wire. All cells are graded
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Figure 3.16 A Central Muon Extension (CMX) wedge.

and projective with respect to the nominal interaction point. Position resolution is
130 pm and the gas used is 50%-50% argone-ethane. Two layers of counters made of
13 mm thick 10% naphthalene-doped acrylic scintillator provide trigger information.
Signals from the spectrometers pass through a preamplifier, amplifier-discriminator,
and a TDC. The momentum resolution is 13% for muons with total momentum

greater than 8 GeV.

3.2.5 The Beam-Beam Counters

There is a plane of scintillation counters (beam-beam counters (BBC) [54, 66]) on the
front face of each of the forward and backward electromagnetic shower calorimeters,
that cover the pseudorapidity region 3.24 < |n| < 5.90. They provide a minimum-bias
trigger, and they also monitor the luminosity. Their timing resolution is 200 ps, hence
they provide the best measurement of the interaction time. Because their position
resolution is 4 c¢m, they only provide a crude measurement of the vertex position of
the interactions. The minimum-bias trigger requires at least one of the counters in
each plane to fire within 15 ns window, centered on the beam crossing time. The rate
(number) of coincidences in the BBC counters divided by the effective cross section

of the counters gives us the instantaneous (integrated) luminosity.
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3.2.6 The Triggers

The event rate at CDF is 286 kHz for one bunch crossing every 3.5 ps. Typical
minimum-bias multiplicity is greater than 50 charged particles. Because we are lim-
ited by the data recording rate of ~ 10 Hz, we have to select and write on the tape
only the interesting events. This is achieved with the CDF three-level trigger system
[66]. The most time-consuming process in the data handling is the data readout of
the detector components by the data acquisition system, which takes about 1 ms.
Readout starts only if Level 2 trigger has been satisfied.

The CDF has a three-level trigger system designed to select events that can con-
tain electrons, muons, jets and missing transverse energy. The first two levels are
implemented in hardware, while the third is a software trigger (a version of the offline
reconstruction software optimized for speed and implemented by a CPU farm). More
than one level is used so that the fast and simple functions are performed at a lower
level, where the rate of data is high, and the more complicated and time consum-
ing processes are taking care at the higher level, where the rate of incoming data is
considerably decreased. The trigger system of CDF is designed so that the known in-
teresting high energy processes are accepted, without excluding possible new-physics

related processes.

Level 1 Trigger

At level 1 decisions on which events will be further considered have to be made in

less than 3.5 pm, the time between beam crossings. These decisions are based on

e The sums of the energy from the electromagnetic and hadron calorimeters and

the sum of total transverse energy Er of the event,

e The transverse energy imbalances in the electromagnetic and hadron calorime-

ters (given by Erpcos¢ and Erpsin ¢),

e The existence of stiff track in CTC and/or existence of muon candidates in

central and forward muon chambers and
e The presence of beam-beam interaction and/or presence of beam-gas interaction
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The synchronization of all processes of the trigger system is taken care by the
Timing Control. Since speed is an important issue at Level 1, the first steps of the
central calorimetry energy summation is performed on analog signals, with the use of
operational amplifiers. In the case of Forward and Plug calorimeters the summation
is performed by the front-end amplifier cards.

Initially, the signals from two neighboring calorimeter towers are combined to
form trigger towers with resolution of (7,¢) = (0.2,15°). This reduces the num-
ber of electronic channels. The signals are then multiplied by a weighted factor, to
accommodate tower gain variations, and a bias factor is added, to compensate for
calorimeter amplifier pedestals. These functions are performed by the Receive And
Weight (RAW) cards. The signals are consecutively passed to the Compare And Sum
(CAS) cards, which sum the tower energies that are above a threshold. There are five
Electromagnetic Crates and five Hadronic front-end Crates. Each crate has 10 CAS
cards and each CAS card has 24 channels. These accommodate 2016 channels from
the calorimeters. The crates sum the output signals from the CAS cards. The energy
sums at the CAS and Crate levels are analog. The output from the crate summation
is digitized by the Fast ADCs on the crates and passed to the Level 1 Sum (Sum of
all Crates), for the final — digital — summation. The digital logic used is ECL for
speed and compatibility with the FASTBUS backplane. The output sums are ) Er,
> Ercos ¢, and > Epsin ¢ for the electromagnetic and hadronic calorimeters. If the
sums are above a threshold, a bit is produced. The sums and the comparison bit are
stored in a RAM until next event flushes them out. Information on the comparisons,
for 4 different thresholds, is sent to the Fred which will take the final decision for
Level 1.

Level 1 trigger also uses information from the BBC counters, which provide a
minimum-bias trigger, tag the halo particles, roughly find the interaction point with
a precision of 10 cm, and accurately measures the interaction time.

At level 1, electrons are selected by the presence of an electromagnetic trigger-
tower with E above 6-8 GeV (one trigger tower is two adjacent physical towers in
pseudorapidity). Muons are selected by the presence of a track stub in the CMU or
CMX, where there is also signal in CMP.
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Level 1 delivers a data rate of few KHz to Level 2 trigger. The specific Level 1

trigger requirements for our data sets are presented in Chapter 4.

Level 2 Trigger

The Level 2 trigger system has 20 — 30 microseconds to decide if an event is interesting
enough to be recorded. This introduces 10% dead-time for the detector. Level 2
studies the topological features of the transverse energy deposition (clustering of
transverse energy in calorimeters) and performs calculations (invariant mass of groups
of clusters). It also associates high-py tracks with calorimeter clusters and perform
first order electron-pion discrimination. The Central Fast Tracker (CFT) is another
essential part of the Level 2 trigger. It is a special purpose processor which finds
tracks in the CTC that are above a programmable pr threshold. The Level 1 Muon
trigger signals come from the analysis of track segments from central muon systems.
Angular cuts are applied in the r — ¢ plane that correspond to the py threshold. There
is also the requirement that the segment should track back to the nominal interaction
point.

A list of energy clustering is compiled and passed to a set of programmable proces-

sors that make the final decision, which is based on

e The number of energy clusters and their properties (E7, E7sin ¢, Er cos ¢, (n),
o, (rms width), (¢), 0,) and presence of high-pr tracks,

e The presence and position of track segments in the muon chambers that are

associated with high-py tracks,
e The total energy and possible transverse energy imbalance in the detector and
e The presence of beam-beam interaction or beam-gas interaction.

At level 2, the CAS energy information from level 1 is loaded to the Cluster Finder,
which assigns particular towers to the energy cluster and returns this information to
the CAS. This way, the CAS board creates energy sums of individual clusters.

The procedure for finding clusters in the calorimeter starts with the application of

an initial high threshold on the RAW card (100 GeV) through the DAC. The threshold
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gradually decreases until at one or more calorimeter towers pass the cut; these are
the first seeds of the clustering algorithm. A second low threshold (1 GeV) is then
applied and the towers which pass this requirement are loaded to the Cluster Finder
as low level towers. The process of creating the clusters starts with the seeds, which
ask their nearest neighbors that pass the low threshold to turn on. These towers to
the same with their nearest neighbors, until no contiguous towers are found. In the
process the diagonal neighbors (with different n and ¢ than the requesting towers)
are excluded. The energy information of the towers of the cluster is then sent to the
CAS to be summed. This process is repeated for all seeds in order to construct all
calorimeter clusters. After that, the whole detector is treated as one cluster and the
total energy at the towers is summed, to give us an accurate indication of possible
missing transverse momentum.

As the clusters are created, the Track Finder is monitoring the Cluster Bus (over
which the cluster information is transmitted) and as soon as a bit that corresponds
to a high-pr CTC track is turned on, the momentum information of the particular
track is passed to the Timing Control and is to be included in the List of properties
of the event.

The Crate Sum at Level 2 is similar to the Level 1 Crate Sum. The difference
is that at Level 2 the three analog quantities received from CAS FEp, Ersin ¢, and
Ersin ¢ correspond to a single calorimeter cluster, and the weighted sums ) Epn and
S Epn? are also produced in Level 2. These five quantities are digitized by a Fast
ADC and are sent to the Listmaker, along with the number of calorimeter towers in
a cluster.

The Listmaker hardware compiles a list of physical quantities pertinent to the
Level 2 Trigger. It outputs three 64-bit words per cluster. The first word contains
the electromagnetic Er, Ersin ¢, Ersin ¢, (1), 0, (¢) and o, and the second contains
the same quantities for the hadronic calorimeters. The third word includes the origin
of the cluster, the number of trigger towers, position of the Cluster Finder seeds and,
in case there was a high-pr CTC track associated with the towers, the momentum
of the particle. The Listmaker is composed of Sum Boards, Multiplier Boards and
RAM Boards. The first two kinds perform the arithmetic operation while the third
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one stores the information to be used by the Level 2 processors.

When the interaction between the Cluster Finder and the CAS is over, the muon
system takes over the Cluster Bus and transfers the n and ¢ information of muon
candidates (which have a high-pr CTC track associated with the muon chambers) to
the Cluster Finder. The CAS, Crate Sum and Listmaker work like before, so the first
two words of the muon input to the Level 2 processors will have the electromagnetic
and hadronic information associated with the muon and the third one will include
the muon momentum.

The Level 2 processors receive the List of three words per calorimeter cluster or
track, process the information and make trigger decisions. For example, electron
and muon selections are made based on the List information. The results of all the
operations are sent to the Fred upon request.

Fred receives up to 12 Level 1 input signals (four bits from the energy sum com-
parisons and bits from muon logic, track processor, beam-beam counters and silicon
counters) and generates a Level 1 accept/reject. If a Level 1 accept is generated, then
the Level 2 Processors information is used to generate a Level 2 accept/reject. Fred
also serves as the interface between the trigger system and the data acquisition sys-
tem (DAQ). If a Level 2 accept is generated, the read out of the front-end electronics
begins and the trigger information from the Fred is passed to the Level 3 trigger.

The specific Level 2 trigger requirements for our data sets are presented in Chapter

Level 3 Trigger

Unlike Level 1 and Level 2 triggers, the Level 3 trigger is implemented with software.
The FASTBUS system is flexible with support for both high and low speed devices.

If an event passes Level 1 and Level 2 triggers, data from the end crates are
digitized and read by scanner modules. Each scanner can buffer four events and the
buffering is managed by the Trigger Supervisor. When an event is buffered, the Buffer
Manager (BFM) is notified. The BEM supervises dataflow from the scanner modules
to the host computers. The Event Builder (EVB) reads the buffers and reconstructs

complete events. It writes these events into a specified node in the Level 3 processor
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farm (Silicon Graphics computers) of thoughput of about 100 events/sec. The EVB
reformats scanner data into banks which are organized by detector component.

The Level 3 computers execute FORTRAN filter algorithms and they apply trigger
requirements on-line. If the events pass the Level 3 trigger, their banks are stored
on magnetic tape. The specific Level 3 trigger requirements for our data sets are

presented in Chapter 4.
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Chapter 4

Data Selection

The determination of the data sets used in the physical analysis is a crucial task.
One wants to apply the proper requirements (cuts) in order to accept the maximum
number of signal events and, at the same time, reduce the background as much as
possible.

As discussed in the previous chapter, the online data selection takes place in
three trigger levels. In this Chapter we describe the specific electron and muon
requirements that need to be satisfied at each level of the trigger system. We also
present, the quality cuts that are applied on the data sets to generate strict inclusive
lepton data sets associated with the production and decay of the W boson. Jet
cuts are applied to select the W and at-least-one-jet data set (inclusive W+jet data
sample). As discussed in Chapter 2, we perform our analysis on a high-pr W data
sample containing at least one jet satisfying our selection requirements. This jet
balances the W transverse momentum p)¥ and allows us to compare our results to
the Standard Model prediction of the angular distribution of the W as a function
of the py¥. This prediction includes at least one jet, for non-trivial values of the W

transverse momentum.
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4.1 The Electron Data Sample

4.1.1 The Level 1 Electron Trigger

The electron candidates are required to deposit a minimum energy of 6 GeV (Run
[a) or 8 GeV (Run Ib) in a trigger tower, to be further considered. One trigger tower

is the sum of energies of two adjacent (in 7) physical towers of the CEM calorimeter.

4.1.2 The Level 2 Electron Trigger

The Level 2 trigger rejects electron candidates if the ratio of the hadronic to electro-
magnetic energy in the central calorimeter is greater than 0.125.

In Run Ia, the event passes the trigger if the energy cluster in CEM is at least
9 GeV with a seed tower of at least 7 GeV and there exists a matching track in the
CFT with pr > 9.2 GeV. It also passes the trigger if there is an isolated cluster in
the CEM calorimeter of at least 16 GeV.

In Run Ib, the event passes the trigger if

e the energy cluster in CEM is at least 16 GeV and there exists a matching track
in the CFT of py > 12 GeV (most common trigger), or

e the energy cluster in CEM is at least 8 GeV and there exists a matching track
in the CFT of pr > 7.5 GeV, or

e or the energy cluster in CEM is at least 8 GeV and there exists a matching

track in the CFT of py > 7.5 GeV and matching CES hits, or

e there exists an isolated cluster in the CEM calorimeter of at least 16 GeV (with

or without CES hits), or

e if there is an isolated cluster in the CEM calorimeter of at least 23 GeV and

matching CES hits.

There is an overlap between loose and tight trigger requirements, in order not to

bias the data sample at this early stage.

73



4.1.3 The Level 3 Electron Trigger

At Level 3, the online triggers are a logical “or” of eight central electron triggers [67].

In Run Ia, most of the accepted events pass the trigger requirement that the
CEM cluster has Er > 18 GeV and it is associated with a track of pr > 13 GeV.
The transverse energy of the cluster is defined as E7 = E'sinf, where E is the total
energy deposited in the CEM calorimeter and 6 is the polar angle measured from
the event vertex to the centroid of the cluster. An event can also pass the trigger if
E; > 25 GeV. Quality cuts check the shape of the electron shower profile and the
energy deposition patterns.

In Run Ib, the CEM Er > 18 GeV and CFT py > 13 GeV requirements are
applied, with the addition of a tighter requirement of CEM E; > 50 GeV and CFT
pr > 25 GeV.

The offline selection starts with the reconstruction of the electromagnetic clusters,
starting with the towers with Ep greater than 3 GeV (seed towers). The towers
adjacent to the seed towers are included in the cluster, if their E, is at least 100
MeV. If the E; of a newly included tower is greater than the E; of the seed, it
becomes the new seed. In the central region (CEM), which is the one used for this
analysis, most of the electromagnetic clusters are contained in one tower. The wider
energy deposition covers three towers in 7, whereas the development of the shower
in more than one tower in ¢ is prohibited by the CEM cracks. The event passes the
offline Level 3 trigger if Er > 5 GeV, and the ratio of hadronic to the electromagnetic
energy associated with the cluster is less than 0.125

Events that pass the Level 3 triggers constitute an inclusive high-pr electron sam-

ple.

4.1.4 The Electron Quality Cuts

To improve the quality of the electron sample, reducing the probability that some of

our events are not true W — ev,, we apply the following requirements:

e Good Run requirement.

Some runs are not acceptable because the beam was not stable or at least one
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major part of the detector or the data acquisition systems did not operate

properly. These runs are not included in the analysis.

| Zyrx| < 60 cm,

where Zyx is the event vertex as measured by the VI'X. We require the produc-
tion of the electron to occur within the expected z range of proton-antiproton
collisions, to maintain the projective property of the calorimeter towers and to

be confident we use the fiducial volume of our detector.

Fiducial region requirement.

We apply the geometrical requirement that the electron passes through a part
of the CEM calorimeter which functions properly and is well understood. The
position of the cluster is determined from the CES strip detector centroid and its
local coordinates (X0 Zlo¢l) have to be: | X2 < 21 em and 9.0 < |Z0%] <

230 cm.

EF™ > 20 GeV,

where EF™ > 20 is the transverse energy of the cluster corrected for differences
in response, non-linearities, and time-dependent changes. In the rest of this
dissertation, when we mention the energy of the electron, we will always refer
to the corrected energy of the cluster. The requirement that the transverse
energy is high reduces the tau lepton background, where the tau decays to a
electron. The electrons originated from tau decays tend to have lower transverse
energy, due to the extra neutrinos present in the process. The QCD background

is also suppressed in high-FEr electron events.

EHAD JEEM <(0.055 + 0.00045EF,

EMAD g the energy deposited by the electron in the hadronic calorimeter

where
and E™ is the energy deposited in the electromagnetic calorimeter, both in
GeV. We do not expect large energy deposition in the hadronic calorimeters by
the electron. The energy deposited in the hadronic calorimeter slightly increases
with the electrons energy; that is the reason we use the sliding cut. This cut

has constant efficiency with electron energy.
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e 150(0.4) = EF**S(AR = 0.4)/ E5"™"*" < 0.10,
where EF**(AR = 0.4) is the transverse energy in the hadronic and electro-

magnetic calorimeters in a cone of size AR = /(A¢)? + (An)% = 0.4, with the

energy of the electron excluded. The quantity ISO is called usolation. This
cut rejects the electrons that are not isolated from extra hadronic activity and

could be the products of quark semileptonic decays.

e [AX| < 1.5cm and |AZ| <3 cm,
where AX is the difference in the 7-¢ space between the extrapolated CTC
track and the CES position of the shower, measured at the CES. AZ is the
same difference in the z direction. These matching cuts make certain that the
electromagnetic cluster position, measured by the CES, corresponds to the track
seen in the CTC. This dramatically increases the probability that both signals

were caused by the same particle.

e
Elgneas 7Ei Xp

L4 LSHR =0.14 Zz \/(0.14)2Emeas+(AE§xD)
where Lgyr is the lateral shower profile, E;** is the energy measured in the

_ < 0.2,

i-tower adjacent to the seed tower, and E;* is the expectation for the energy
in that tower (based on the seed tower energy, the CES position, the event
vertex and shower profile parameterization from test beam studies). The quan-
tity (AE;™) is the uncertainty on the expected energy and 0.14v/Emeas ig the
uncertainty in the measurement of the cluster energy. The sum is over the two
adjacent (in ¢) towers to the seed tower. From beam studies and Monte Carlo
simulation, we know that the Lggr < 0.2 cut, nicely separates electrons from

other particles that shower in the CEM.

e 0.5 < E/piC <2,
where p2° is the beam-constrained momentum of the electron. This means that
when we use the CTC hit points to determine the momentum, we include the
event vertex in the fit. This increases the momentum resolution by a factor of
two. In the rest of this dissertation, when we mention the track momentum of
the electron, we will always refer to the beam-constrained momentum. About

the cut: the high energy electrons have energy which is equal to their momen-
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tum. In practice, the energy measured in CEM and the momentum measured
in the CTC do not exactly match, because of the limited resolution of the de-
tector, because of bremsstrahlung some electrons experience in the CTC and
because of cracks in the electromagnetic calorimeter. Nevertheless, to accept
an events, we demand that the ratio of the measured energy of the electron to

its momentum to be between 0.5 and 2.

o (xtps < 10).
The CES strip detector provides us with the transverse development of the
electromagnetic shower, when it reaches its expected maximum. The strips
measure the shower profile in the z direction and the wires of the CES measure
the shower profile in the x direction. By comparing the measured z-shape and z-
shape with the expected ones (determined from test-beam studies) we construct
the x2, and x2; chi-squared quantities respectively. We use the average of the
two (x&gs) and we require it to be less than 10, to make certain that the shower

is caused by an electron and not another particle.

e Conversions Removal.
We remove electrons that come from photon conversion in the material of the
inner detector of CDF. A conversion is identified from the reconstruction in
the CTC of a low mass (< 1 GeV) electron-positron pair coming from common
secondary vertex. Another indication of a photon conversion is the mismatch
in the wire hits between the VIX and CTC. If we get more hits in the CTC, a

conversion is probable.

The electrons passing these quality cuts are called golden electrons. The in-
tegrated luminosities for the inclusive electron data sets used in our analysis are
19.64 + 0.71pb™" (Run Ia) and 90.35 4 3.70pb™" (Run Ib), for a total luminosity of
110 pb~.

To define our inclusive W data sample, we need to describe the correct determi-

nation of jets and missing Er. The next two sections address these issues.
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4.2 The Construction of Jets

Partons (quarks and gluons) are very frequently produced in hadron collisions. As
they move away from their production vertex, the QCD interaction between them
continuously increases. When the potential energy between them is larger than the
energy required for the production of a quark-antiquark pair out of vacuum, the latter
phenomenon takes place. This process is repeated for the resulting new partons and
consequently a spray of hadrons (materialization of quarks) is coming out of the
interaction point. This avalanche of hadrons is called a jet. The direction of motion
and energy of the outgoing jet is an indication of the direction and energy of the
initial parton.

Frequently, several jets per event are produced in hadron collisions. Hence, we
define a jet clustering algorithm that properly reconstruct the jets, and separates
them or clusters them together, depending on their topology.

The CDF jet clustering algorithm [68] is an iterative cone algorithm. It starts
with seeds in the electromagnetic and hadron calorimeters (towers with transverse
energy greater than 1 GeV). The highest-E7 tower becomes the attraction point and
a precluster is constructed by grouping together its adjacent towers within a cone of
radius R in n-¢ space. Next, the Ep-weighted centroid of the precluster is calculated
and a new cone of radius R is formed around that centroid. All towers in that
cone that have Er > 100 MeV are grouped into a new cluster. The new centroid
is calculated and the procedure is repeated until the cluster remains unaltered. The
cluster centroids are vector sums of massless four-vectors associated with every tower
of the cluster. The magnitude of such a four-vector is equal to the energy deposited
and its direction coincides with the outgoing ray connecting the event vertex to the
centroid of the tower. There is often an overlap between clusters. The algorithm
sums the transverse energies of the overlapping towers and divides the sum by the
total transverse energy of the smaller cluster. If the result is greater than 0.75, the
two clusters are combined into one. Otherwise, the two clusters remain separate and
the overlap towers are assigned to the cluster with the nearest center in 7-¢ space. In
both cases, the new centroids are calculated.

The energy of the cluster cannot be associated with the energy of the jet without
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corrections. The corrections applied (JTC96S) in the right order are [69]:

e Relative corrections: The calorimeters are not perfect instruments. Their re-
sponse varies from tower to tower as a function of n of the detector. Also, cracks
between the calorimeter modules affect the energy measurement. For these rea-
sons a correction is applied to the raw energy reported by the calorimeter. This
correction is detector-n depended and is determined from studies of dijets, with
one well measured central jet. The correction is applied to the calorimeter

towers, so that the second jet balances the well measured one.

e Extra interactions corrections: In the discussion on jet reconstruction, we made
the implicit assumption that there is only one interaction per beam bunch cross-
ing. It is very common that extra proton-antiproton interactions, the number
of which is generally proportional to the number of the reconstructed vertices,
take place in a bunch crossing and deposit energy in the calorimeters. In order
to accurately measure the jet energy, we multiply it with a correction factor,

determined from minimum-bias events studies.

e Absolute corrections: Unlike the relative corrections, which depend on the lo-
cation of the cluster in the calorimeters, the absolute corrections are relevant to
the global inefficiencies of the calorimeters, or physical processes (for example,
semileptonic decays of the heavy quarks within the jets resulting to neutrinos
and muons which deposit little or no energy in the calorimeters). Monte Carlo
generators produce and fragment partons that are processed by the CDF de-
tector simulator. The transverse momentum measured by the calorimeters is
compared to the actual transverse momentum of the generated particles and

the correction factor (as a function of the pr of the jet) is determined.

e Underlying event corrections: There is an underlying event which is not related
to the physical processes we study and it is due to the fact that the colliding
hadrons consist of many spectator partons which also minimally interact with
each other. As a result, there is extra energy in the calorimeters which is not
related to the jet-producing outgoing parton. A small Fr value is subtracted

from each jet to account for this effect.
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e Out of cone corrections: Some of the energy of the jet is deposited outside
the clustering cone. This energy is called out-of-cone energy and results in an
underestimation of the jet energy. One usual source of out-of-cone radiation
is the production of soft gluons. To compensate for this effect, we add some
energy in the measured amount. The correction is larger for low-ps jets, which

are wider in 7-¢ space and more of their energy lies outside the clustering cone.

After the application of the corrections, we are confident that our measurement
of the jet energy is as accurate as possible for the clustering cone chosen. In this
analysis, we use a radius of R = 0.7 for the clustering cone of jets. For the calculation
of the missing transverse energy, described in next section, we use jets of cone radius

R = 0.4. For the rest of this thesis, all jets have the JTC96S corrections applied.

4.3 The Missing Transverse Energy

Neutrinos produced in the proton-antiproton collisions are not detected by CDF,
because they only interact through weak interactions. Since our detector is hermetic
in the transverse plane, we can measure any energy imbalance in that plane for each
event and associate it with the undetected neutrino. This is the missing transverse
energy (Fr ), widely used in high energy physics analyses. On the other hand, the
same cannot be done in the longitudinal direction, due to the particles that are
not detected in the beam-line, or at very high pseudorapidities. In the z-direction,
we loose a significant number of particles, not just the neutrinos, and therefore the
longitudinal missing energy cannot be solely assigned to the neutrinos. As a result,
we can only make statements about the transverse properties of the neutrinos.
Equation (3.7), used for the fast estimation of the fr at the trigger level, is not
very accurate in providing us the missing transverse energy because of two reasons:
if there are more than one vertices in the event, the F7 could be calculated using
the wrong vertex, and, in addition, not all of the towers of the calorimeters have the

same response to the deposited energy ([70], [71]). The correct equation is:

l

ET = _Z( _»6+E’7+E'u+ _’jet"'"K uncl) (4-1)
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where Ee is the electron cluster energy in the electromagnetic calorimeter, 57 is any
photon energy in the calorimeter, Eu is the muon energy and Ejet is the total jet
energy calculated in a cone of AR = 0.4 and minimum jet Ep of 10 GeV, Eund is
the unclustered energy, and K is a scale factor for the unclustered energy correction.
Of course, for an electron sample, there are no muons or real photons in the above
formula. In the case of the muon sample, there are no electrons or real photons.

We calculate the unclustered energy by summing the energy deposited in all the
towers of the calorimeters, if it exceeds the 100 MeV. Because of detector cracks and
imperfections, the unclustered energy has to be corrected by the scale factor K. Its
value is determined by looking at Z events, where no missing energy is expected and
the events have to be balanced. In the above, we have to make sure not to count the
electron energy twice; when we calculate the jet energy, we remove the electromagnetic

calorimeter clusters that have already been counted as electron clusters.

4.4 The W — ev, Events Selection

After having defined the Fr , we can proceed with the W — ev, events selection

requirements:

o E7 > 20 GeV.
The typical W events are associated with large charged lepton transverse en-

ergy. Electrons with low Er could originate from processes other than direct

W decays.

(] ET > 20 GeV.

The typical W events are associated with large missing transverse energy.

o [°] < 1.
We concentrate on central electrons, measured in the CEM. Most of the W
decays, result in central electrons. In addition, we require the absolute physical
pseudorapitity of the electrons to be less than one, since we apply the same

requirement to the Monte Carlo sample.
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o MY > 40 GeV,
where the transverse mass is defined as My = \/2E$E%[1 — cos(¢, — ¢,)]. The

transverse energy EY. of the neutrino equals the missing transverse energy Fr
of the event and the azimuthal angles ¢, and ¢, of the electron and the neutrino
respectively are known, since the momenta of both particles are reconstructed
in the transverse plane. The transverse mass cut reduces the W — 7v,. back-
ground, where the 7 decays to an electron, as we will see in detail in Chapter

6.

e The event should not be consistent with a Z or a one-legged Z.
The Z particles decay to two electrons, so identifying both of them and verifying
that the combined mass of the dielectron is close to the mass of the Z leads
to the removal of these events from our sample. One-legged Z bosons are
the ones that have only one of their decay leptons (legs) detected. The other
leg is not observed, because it does not leave a track in the CTC or passes
through a non-fiducial part of the detector like the cracks between modules of
the electromagnetic calorimeter. These Z bosons look like W bosons, since
their signature is a lepton and a missing transverse energy (the energy of the
undetected second leg). Using the kinematics of the events, we can remove most

of them.

After the application of the above jet cuts, we end up with 73363 inclusive W —
eveevents (13290 Run Ia events and 60073 Run Ib events)

4.5 The (W — ev,)+Jet Events Selection

The final step to the creation of the (W — ev,)+jet) data set used in our analysis is

the application of the jet requirements. At CDF, a well measured jet has to have:

° E%ft > 15 GeV and

o [P < 2.4 GeV.
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In addition, we would like to have a good separation between the electron and the

jet in the n-¢ space. We define this separation as

AR—j =/ (20)% + (An)?, (4.2)

where Ag = ¢' — ¢'® and An = n' —1*", the differences between the lepton (electron)
and jet positions in the 7-¢ space. We require that

L] Alej > 07

This cut complements the isolation cut, described in Section 4.1.4.

Finally, we perform our analysis for pi¥ > 15 GeV. Our sample would be biased
for pIV below 15 GeV, because of the jet Ep cut of 15 GeV we impose on the data
and because of the approximate balance between the jet and the . This balance is
manifest in our event generator (DYRAD, described in Chapter 5), which sets a cut

on the produced jet at 10 GeV. So we impose:

o p)Y > 15 GeV

This cut complements the isolation cut, described in Section 4.1.4.

After the application of the above jet cuts, we end up with 12817 electron events
(2277 Run Ia events and 10540 Run Ib events).

Our analysis is done for four p}' bins (15-25 GeV, 25-35 GeV, 35-65 GeV, and
54-105 GeV), because we want to measure the angular coefficients as a function of
the transverse momentum of the . Therefore, we present the Run I W+jet yields
for the W decaying to an electron, in Table 4.1

In an angular distribution analysis of the W, it is necessary to choose a charge
of the W study, as explained in Section 2.2. We choose to work on W~ and we C'P
transform all W™ events to look like W~ eventsThe histograms of Figures 4.1 to 4.6
show the lepton, neutrino, W and jet four-momenta, rapidity, transverse momentum
and W transverse mass for our W+jet data set and for the Fast Monte Carlo (FMC)
prediction. Plot 4.7 shows the plots for the transverse momentum of the W. The

four-momentum of the electron is constructed based on the electron’s corrected CEM
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Data yields for inclusive (W — ev,)+jet

py (GeV) Number of electrons
15-25 5166 + 72
25-35 3601 £+ 60
35-65 3285 £ 57
65-105 624 £+ 25

Table 4.1 The electron CDF data yields for inclusive W +jet. The uncertainties are

only statistical.
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Figure 4.1 Four-momentum of electron for electron data (left) and electron FMC
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expected yields (no backgrounds are included).
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Figure 4.2 Four-momentum of neutrino for electron data (left) and electron FMC
(right) in W~ +jet events. The FMC histograms are normalized to the expected yields

(no backgrounds are included).
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Figure 4.3 Four-momentum of jet for electron data (left) and electron FMC (right)
in W~+jet events. The FMC histograms are normalized to the expected yields (no

backgrounds are included).
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Figure 4.5 Transverse momentum of the particles for electron data (left) and elec-
tron FMC (right) in W~ +jet events. The FMC histograms are normalized to the
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energy (and not its track momentum). The W four-momentum is the sum of the
electron and neutrino four-momenta. The FMC is a fast CDF detector simulator
which analyzes events produced from the DYRAD W+jet next-to-leading (NLO)
event generator. The DYRAD and FMC Monte-Carlos are described in Chapter 5.
The FMC events are normalized to the FMC yield predictions and the backgrounds
have not been included yet. In the data plots, the longitudinal information for the
neutrino and the W is not known but it is reconstructed. The two possible solutions
for the longitudinal momentum of the neutrino and the W are constrained by the W
mass while the choice of one of the two solutions is made using the phase space of
the kinematic variables, which consists of the DYRAD rapidity of the jet, charged
lepton, neutrino and the W. More details on this method can be found in Appendix

B. We observe good agreement, between the FMC and data plots.

4.6 The Muon Data Sample

4.6.1 The Level 1 Muon Trigger

The Level 1 trigger uses the drift time information from the CMU, CMP, and CMX
to reconstruct the momentum of a muon candidate that created a stub in the above
muon detectors. This stub momentum is inversely proportional to the drift time
difference between anode wires within the muon chambers, as seen in Figure 3.14.

The Level 1 requirement is that the stub momentum has to be greater than 6 GeV.

4.6.2 The Level 2 Muon Trigger

The Run Ia Level 2 trigger uses the CFT information on high-p tracks. It looks
at the r — ¢ pattern maps from CTC to the muon chambers and does not reject
the muon candidate, if the ¢ angle difference between the CFT extrapolation to the
muon chambers and the actual muon stub in the muon chambers is less than 5°. This
corresponds to a 9.2 GeV cut on the momentum of the CFT track. The muon stub
can be in either CMU and CMP chambers, or only in CMU, or only in CMP. No
CMX triggers are accepted in Run Ia.

88



In Run Ib, the Level 2 trigger requires a stub in CMU only, or CMU+CMP, or
CMX with a matching CFT track with momentum greater than 12.5 GeV and a
matching window of 5° in ¢. At this level there are also stricter triggers that require
minimum ionization transverse energy in the calorimeter wedge less than 3 GeV for
a CMU or CMP stub, and non-zero energy in the calorimeter wedge in front of the
muon stub for a CMX stub. Also accepted are the muon candidates that have a
muon chamber stub (in the CMU only, or CMP only, or in both CMU and CMP, or
in CMX) with the additional requirement of the presence of a jet [67].

4.6.3 The Level 3 Muon Trigger

The Level 3 trigger requires that [67):

o pii > 18 GeV,

where pf. is the CTC momentum of the muon candidate.

o FHAD <6 GeV,

EHAD

where is the energy deposited in the hadronic calorimeter by the muon

candidate,

[ ] |AXCMU| <5 cim, |AXCMP| < 10 CII, and |AXCMX| < 10 cim,
where AXcyvo, AXoump, and AXcyx are the differences between the x position
of the stub in the muon chambers and the extrapolation of the CTC track to

these muon chambers.

These requirements are implemented with online software. If the event passes
these cuts, the event is written on tape and a second set of requirements are applied

offline:
o pii > 18 GeV,
o LUAD <6 GeV,

o "™ <2 GeV,
where E¥M is the energy deposited in the electromagnetic calorimeter by the

muon candidate,
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® |AXCMU| <2 cm, |AXCMP| <b cm, and |AXCMX| < 5 cm.

These cuts are specific to our analysis. The electromagnetic energy cut was not ap-
plied from the beginning, in order to avoid biasing data sets useful for other analyses.

After Level 3 trigger, we have an inclusive high-pr muon sample.

4.6.4 The Muon Quality Cuts

To make sure we have true muons in our sample and we understand the data well,

we include the following requirements in our analysis program:

e Good Run requirement.
Some runs are not acceptable because the beam was not stable or at least one
major part of the detector or the data acquisition systems did not operate

properly. These runs are not included in the analysis.

* |Zyrx| <60 cm,
where Zyrx is the event vertex as measured by the VTX. We require the pro-
duction of the muon to occur within the expected z range of proton-antiproton

collisions.

e Fiducial region requirement.
We apply the geometrical requirement that the muon passes through a part of

the detector that functions properly and is well understood.

° p?«c > 20 GeV,
where p2© is the beam constrained momentum of the muon. This means that
when we use the CTC hit points to determine the momentum, we also include
the event vertex in the fit. This increases the momentum resolution by a factor
of two. Another correction of the momentum of the muon is the false curva-
ture correction i.e., a correction based on the fact that the CTC sense wires
are not perfectly aligned. In the rest of this dissertation, when we mention the
momentum of the muon, we will always refer to the beam constrained momen-

tum. The requirement that the transverse momentum is high, reduces the tau
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background, where the tau decays to a muon. The muons originated from tau
decays have lower momentum, due to the extra neutrinos present in the process.

The QCD background is also suppressed in high-p; muon events.

ETAD < 6 GeV.
We do not expect large energy deposition in the hadronic calorimeters by the

muon.

EPM <92 GeV.
We do not expect large energy deposition in the electromagnetic calorimeters

by the muon, as it is much heavier than the electron.

150(0.4) = BXxeess | /pBC < 0.10,

EExcess

where is the total energy in the calorimeters in a cone of size AR =

V/ (A¢)2 + (An)% = 0.4 with the energy of the muon excluded. We stress that

the beam constrained momentum is used in the definition of the muon isolation.
This cut rejects the muons that are not isolated and could be the products of

quark semileptonic decays.

IAXovu| < 2 em, [AXoup| < 5 em, and |[AXoux| < 5 cm.

These matching cuts increase our confidence that the stub detected in the muon
chambers and the track seen in the CTC correspond to the same particle. Figure
4.8 illustrates the extrapolation and comparison process. Multiple scattering

effects are removed this way.

Cosmic filter cut.
We require that the muon is detected within a time window after the proton-
antiproton collision. This time correlation considerably reduces the probability

that the muon is a cosmic one.

|d0| S 0.2 CII,
where dj is the impact parameter of the muon with respect to the event vertex.
This cut makes sure that the muon is close to the event vertex in the r — ¢

plane.
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o |Zy— Zyrx| <5 cm.
This cut ensures that the muon is close to the event vertex position on the z
axis. This cut combined with the impact parameter and the cosmic filter ones
ensures us that the muon is spatially correlated to the event vertex and it is not

a cosmic muon.

The muons passing these quality cuts are called golden muons. The integrated
luminosities of Run Ia and Run Ib are: Run Ia (CMUP): 18.33 +0.66 pb™", Run Ia
(CMNP): 19.22 + 0.69 pb~!, Run Ib (CMUP): 88.35 4 3.62 pb~!, Run Ib (CMNP):
89.20 & 3.66 pb !, and Run Ib (CMX): 88.98 & 3.65 pb ..T The total integrated

luminosity is 107 pb~! for the inclusive W — pv, Run I events.

4.7 The W — pv, Events Selection

o ph > 20 GeV.
The typical W events are associated with large charged lepton transverse energy.

Muons with low Ep could come from processes other than direct W decays.

o Fr > 20 GeV.
To select W events from the golden muon sample, we have to calculate the
Fr that corresponds to the neutrino undetected energy, according to Equation

(4.1). In the muon data set case there are no electrons or real photons.

o MY > 40 GeV,
where the transverse mass is defined as My = \/2pE%[1 — cos(¢, — ¢,)]. The

transverse momentum FE7. of the neutrino equals the missing transverse energy
Fr of the event, and the azimuthal angles ¢, and ¢, of the muon and the
neutrino in the laboratory frame are known. The momenta of both particles
are reconstructible in the transverse plane. The transverse mass cut reduces the
W — v, background, where the tau decays to a muon, as we will see in detail

in Chapter 6.

tCMUP muons pass through both the CMU and CMP chambers, whereas CMNP muons pass
only through the CMU and not the CMP chambers.
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e The event should not be consistent with a Z or a one-legged Z.
Z bosons decay to two muons. If they are detected and their combined energy
corresponds to the mass of the Z, the events are rejected. Often, one of the
muons is not detected, because even though it may be isolated, it passes through
a crack of the muon chamber (i.e., it is not fiducial). In that case, we have a
one-legged Z, which contributes in the background, because the event looks like
a high pr muon accompanied with missing Ep, just like W event signatures.

We can remove plenty of them by studying the topology of the events.

After the application of the above cuts, we arrive to a W inclusive sample with the
W decaying to a muon. The total number of events is 38601 (4441 Run Ia CMUP, 955
Run Ta CMNP, 20527 Run Ib CMUP, 3273 Run Ib CMNP and 9405 Run Ib CMX).

4.8 The (W — uv,)+Jet Events Selection

The jet requirements for selecting an inclusive (W — puv,)+jet data sample are the

same as in the electron case:

o B > 15 GeV
o 1% < 2.4 GeV
[ ] ARl_j > 07

o pV > 15 GeV

The result is 7029 muon W+jet events (745 Run Ta CMUP, 184 Run Ia CMNP,
3718 Run Ib CMUP, 659 Run Ib CMNP and 1723 Run Ib CMX). The yields for the
four py bins used in our analysis can be seen in Table 4.2.

Our analysis is done for the W~ boson (we have to choose a charge to perform
the helicity analysis). All W7 in the sample are CP transformed to be treated as
W~. Plots 4.9 to 4.14 show the muon, neutrino, W and jet four-momenta, rapidity,
transverse momentum and W transverse mass for our W+jet data set and for the

Fast Monte Carlo (FMC) prediction. Plot 4.7 shows the plots for the transverse
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Data yields for inclusive (W — uv,)+jet
pr (GeV) Number of muons

15-25 2821 £ 53

25-35 1869 + 43

35-65 1880 £ 43

65-105 371 £ 19

Table 4.2 The muon CDF data yields for inclusive W+jet. The uncertainties are
only statistical.

900 [ Entries 14058 jgg 3 Entries 702! 300 ; Entries 7505973, 300 F Entries 7505973:
©800 £ 400 & 9 f 8250 [
w600 F 300 W 200 ; 1 200 E
XS] 500 £ G 250 ? kS E XS] E
400 £ g200 - g150 F 31505
= H;
100 £ 50 £ 50 F 50 b

O:\\\‘\\\\ I . OZAJ\L PRI R L O’wu\uu P [o J PRI TR L

0 50 100 150 200 -200 -100 O 100 200 0 50 100 150 200 -200 -100 O 100 200
lepton E (muon) lepton g, (muon) lepton E (muon) lepton g, (muon)

400 ; Entries 702 600 } Entries 702 E Entries 7505973 450 ;— Entries 7505973;
%) £ %) £ 0 250 ©n 400 -
£350 500 | = i = E
300 £ ERN 2200 F g 350 &
wro @ 400 F om Q300
5250 ¢ 5t 5150 | 5250 |
g 200 F 5 300 E o} L 5200 E
Eel E o £ o E Qo E
EIS0 ¢ £200 | £100 - £150 F
Z 100 z E Z 5l Z100 &
50 | 100 : 0 £

Oiuu I . 14 O’UHJ PRI T, S B [o ATIEN ATR L 0 L ;I T L

2200 -100 0 100 200 -200 -100 O 100 200 2200 -100 O 100 200 -200 -100 O 100 200

lepton R (muon) lepton g (muon) lepton R (muon) lepton g (muon)

Figure 4.9 Four-momentum of muon for muon data (left) and muon FMC (right)
in W~ +jet events. The FMC histograms are normalized to the expected yields (no
backgrounds are included).

momentum of the W. The four-momentum of the muon is constructed based on
the muon’s beam constrained CTC track. The W four-momentum is the sum of the
muon and neutrino four-momenta. The experimental longitudinal neutrino and W
quantities are reconstructed, as discussed in 4.5. The FMC events are normalized to

the FMC yield predictions and the backgrounds have not been included yet.
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Figure 4.10 Four-momentum of neutrino for muon data (left) and muon FMC
(right) in W~ +jet events. The FMC histograms are normalized to the expected
yields (no backgrounds are included).
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Figure 4.11 Four-momentum of jet for muon data (left) and muon FMC (right)
in W~+jet events. The FMC histograms are normalized to the expected yields (no
backgrounds are included).
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Chapter 5

Detector Acceptances and
Efficiencies

Every particle detector biases the collected data in some manner, due to its limita-
tions in measuring the actual physical processes. It is important to understand these
limitations in order to properly reconstruct our expectations of what the detector will
see if a particular theory sufficiently reflects reality. If the detector was perfect, we
would directly measure the true physical phenomena and we would expect a success-
ful theory to fully describe the detected data without any corrections. In actuality,
the combination of reality and detector response gives us what we finally see in an ex-
periment. For a valid theory to agree with our observation, we must properly include
the detector limitations (acceptances and efficiencies) in our theoretical predictions.

The geometrical acceptance of the detector describes the fraction of events the
detector is able to measure, given its geometrical characteristics. Because of the
beam-pipe, separation between detector modules and other practical reasons, we can-
not have a full coverage detector (i.e., a detector that covers a solid angle of 4r).
Every subdetector of the CDF system loses some particles because of the limited
geometrical coverage. Given that only the fiducial volume of the detector is used, the
actual acceptance of the detector is worse than what is indicated by its geometrical
dimensions. The kinematic acceptance in our analysis is related to the W events we
lose because of the kinematic cuts we apply, namely the demand for a lepton with
transverse energy greater than 20 GeV, missing Ep greater than 20 GeV, transverse

mass of the W greater than 40 GeV and a jet with transverse energy greater then
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15 GeV, absolute pseudorapidity less than 2.4 and AR;_; > 0.7. The cuts are used
to improve the signal and remove backgrounds, but they inevitably remove some of
the signal too. The acceptance is the ratio of the (W — ev,) or (W — uv,) events
our detector can accept, to the number of corresponding W events, that are actually
produced in the pp collisions.

The relative efficiency of the detector is related to the physical limitations of the
detector to accurately measure a physical quantity of a particle (momentum, energy
or position). Because of resolution constraints, there is an uncertainty associated with
every measurement we make. As a result, any physical distribution constructed from
experimental data is smeared, with respect to the actual distribution. The absolute
efficiencies, on the other hand, are constant and not related to the actual quantity
measured. They are mainly trigger efficiencies and particle ID efficiencies. At the
trigger level, we apply some fast preliminary cuts to decide which events will prove to
be more interesting (Sections 4.1.1-4.1.3 and 4.6.1-4.6.3). Also, the requirements for
a golden electron (Section 4.1.4) or a golden muon (Section 4.6.4) further limited our
sample. For every trigger and every applied lepton identification (ID) cut, there is an
associated efficiency, which gives us the percentage of signal that passes the trigger
or cut. The product of all absolute efficiencies gives us the total absolute efficiency,
which is the ratio of the number of electrons (muons) that pass the triggers and all
cuts and are included in our data sets, to the actual number of electrons (muons)
that are produced.

We multiply the acceptances and efficiencies to produce a quantity (acceptances
times efficiencies) which describes our detector and can be written as a function of
any measured quantity. It is determined with the use of experimental data, Monte
Carlo data or test-beam data. For our sample, the lepton ID and trigger efficiencies
are measured by looking at the second lepton from data of Z decays and by studying
random cone distributions in data of leptonic W and Z decays. They are discussed
in detail in [67] and [72].

In this Chapter, we will describe the determination of the kinematic and geomet-
rical acceptances and the relative efficiency of the detector system as a function of

(cos B, ¢), where § and ¢ are the polar and azimuthal angles of the charged lepton
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in the Collins-Soper (CS) frame of the W respectively.! Because the trigger and ID
efficiencies are constant, they do not affect the shape of the angular distributions we
measure, hence for the rest of this dissertation, we will utilize only the geometrical and
kinematic acceptances and relative efficiencies of the detector, the product of which
will be denoted ae(cosf, ) . These acceptances and efficiencies are calculated using
the DYRAD event generator, which produces the SM prediction, and the FMC detec-
tor simulator, which produces the CDF experimental expectation. We first describe

the above simulators.

5.1 The Monte-Carlo Simulators

5.1.1 The DYRAD Event Generator

DYRAD [28] is the W-jet event generator we use to establish the SM prediction.
This program simulates the collision of a proton and antiproton at center-of-mass
energy equal to 1.8 TeV and the production of a W, that decays leptonically, and
up to two final state partons. If there is a gluon loop in the Feynman diagram,
there is no more than one outgoing parton. The partons are fragmented into jets
and the jet clustering algorithm is the same used by the CDF experiment. So this
generator produces W +jet events based on the Standard Model next-to-leading order
in perturbative QCD (order o) calculations.

The matrix elements of the Standard Model calculations and the parton distrib-
ution functions (PDF) are explicitly included in the DYRAD program. The differ-
ential cross section of the process as a function of the four-vectors of the incoming
and outgoing particles is calculated, after all possible subprocesses have been taken
into account. A VEGAS adaptive Monte Carlo integrator [73], which incorporates
importance sampling, integrates the differential cross section over the whole phase
space and generates four-vectors for the outgoing particles. Because of the impor-
tance sampling, the four-vectors are randomly selected to more probably lie in the

phase-space regions where the differential cross section is higher. As a result, the

tSee Chapter 2 for a discussion why the CS frame is used.
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generator simulates the way nature produces W decays, if the underlying theory is
the correct one.

The user of DYRAD can select the PDF, the energy scale of the events, the number
of jets (0 or 1) and the order in QCD calculations (0 gluon loop or 1 gluon loop). As
we have discussed in Chapter 2, at least one gluon loop is necessary for the theory
to be sensitive to the last three P-odd and T-odd angular coefficients, so we run in
the 1-loop DYRAD mode. Since we study W -+jet, we select the one-jet option. The
original PDF we use is the CTEQ4M(A = 0.3 GeV), where A is the scale of QCD,
and the energy scale is equal to the pole mass of the W (Q* = (MF*)?).

We can impose any cuts on the outgoing particles. The calculated cross section
and data distributions depend on these cuts. Because in nature there are no cuts, we
try to relax most of them, to get the SM unbiased prediction of the angular coefficients
and the theoretically expected angle distributions, as presented in Chapter 2. One cut
we do impose is on the minimum jet Er. We require that E%?t > 10 GeV, because the
theoretical calculations are unstable and unreliable for small jet transverse energies
due to the infrared and collinear divergencies. There is also a cut related to the jet-jet
separation, important for the definition of a jet. We use 0.7-cone jets, which equals
the cone size used in our data sets. All other kinematic cuts of the jet, charged lepton
and neutrino are removed. The cross section for inclusive W+jet calculated up to
order o, with the above minimal cuts, is 722.51 £ 3.89 pb for both signs of . The
DYRAD program generates massless leptons, without any discrimination related to
their flavor.

The DYRAD generator assigns a weight on every event produced, and the sum of
all weights is proportional to the cross section of the process. For this reason, when
we histogram any physical quantity using the DYRAD data, we properly weigh all
events. If DYRAD is run in the 1-loop mode, we take into account tree Feynman
diagrams with one outgoing parton, virtual’ Feynman diagrams with one gluon loop
and an outgoing parton, and real Feynman diagrams with two outgoing partons and no
gluon loop. The inclusion of the o processes introduces negative weights, which cause

spikes in the distributions we histogram. In order to have smooth SM distributions

t«“Real” refers to outgoing particles and “virtual” refers to loops of particles in the Feynman
diagrams.
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to use for the ae calculation, we have to run for a very big sample of DYRAD events
(~250 million events). To remove most of the remaining spikes, which are caused by
few events with very large weights, we set a cut on the maximum value of a weight
for a particular event to be accepted.

The DYRAD simulator allows us to establish the SM prediction for the ¢-distribution
of the charged lepton and the predictions for the angular coefficients and helicity cross
sections of the W. The expected ¢ and cos # distributions of the decay charged lepton
in W+jet events up to order o in QCD, for the four p}¥ bins, can be seen in Figure
2.5 and 2.6 respectively. Using DYRAD events we can extract the SM predictions for
the angular coefficients up to order o, using the method of moments. For zero p¥
we expect a flat ¢-distribution, whereas the QCD effects at higher p}¥ result in two
minima.

Figure 5.1 shows the cos # versus ¢ distribution of the charged lepton from DYRAD
data, for four bins of the W pr. We use 50 bins for the cos# direction and 50 bins
for the ¢ direction. These scatter plots are going to be used for the determination of

the ae(cos B, ¢).

5.1.2 The FMC Detector Simulator

To obtain the detector response to the actual theoretical distribution, which is what
we finally get performing our experiment, we pass the DYRAD-generated events
through the FMC program. The FMC (Fast Monte Carlo) is a CDF detector sim-
ulator. It analytically includes the detailed geometry of the detector, the detector
resolution effects, the luminosities, the geometrical and kinematic acceptances of all
subdetectors, the relative efficiencies, and all experimental cuts imposed on the W,
leptons, Fr , and jets. The effect of the minimum-bias underlying event is also
included. We input into the FMC the particle four-vectors and the cross section pro-
duced by DYRAD. The FMC uses the known resolutions of all the subdetectors, and
accordingly smears the input four-vectors using a Gaussian distribution. Taking into
account all the acceptances and efficiencies, it gives us the CDF detector response to
the input four-vectors of the particles.

Because the CDF detector in Run Ib is not identical to the Run Ia CDF detector,
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Figure 5.1 The (cos®,¢) phase space for the four p}¥ bins, for the DYRAD gener-
ator.
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FMC yields for inclusive W+ jet

pYW (GeV) N, Ny
15-25 3867 + 137 | 2027 + 102
25-35 2632 + 93 | 1384 £ 66
35-65 2474 £ 87 | 1314 £ 67
65-105 518 + 18 279 + 14

Table 5.1 The electron and muon FMC yields for inclusive W +jet up to order o?.
The backgrounds and the PDF/Q? scale systematics are not included.

there are actually two versions of the program for the two runs. In addition, the
electrons and muons are naturally treated differently by FMC, unlike DYRAD that
produces massless generic high energy leptons. Hence, we run the FMC program four
times for each DYRAD input four-vector file: for Run Ia electrons, Run Ib electrons,
Run Ta muons, and Run Ib muons. For each run we get a file with the smeared four-
vectors, affected by the efficiencies and acceptances, as well as the FMC yields for
each relevant region of the detector for the two leptons: Run Ta CEM electrons, RUN
Ib CEM electrons, Run Ia CMUP muons, Run Ia CMNP muons, Run Ib CMUP
muons, Run Ib CMNP muons, and Run Ib CMX muons (CEM electrons deposit
energy in the CEM calorimeter, CMUP muons leave a stub in a CMU and a CMP
chamber, CMNP leave a stub in a CMU chamber but not in a CMP chamber, and
CMX muons leave a stub in a CMX muon chamber). Table 5.1 shows the yields for
the inclusive W+jet next-to-leading order Monte Carlo sample and for the four p¥’
bins. The uncertainties correspond to uncertainties in the integrated luminosities,
the cross section, and the acceptance and efficiency of the detector. The observed
preliminary deviation of these FMC yields from the data yields of tables 4.1 and
4.2 will be addressed in Section 7.3.8. After the inclusion of the backgrounds and
PDF/Q? scale systematic uncertainties in the FMC prediction and the jet Ep and
jet m systematic uncertainties in the CDF data measurement, the disagreement is
less significant. The actual number of W+jet events is not of critical importance for
us, because we are interested in the relative yields between different lepton regions
(for the calculation of the acceptances and efficiencies (ae)) and in the shape of the
angular distributions (for the extraction of the angular coefficients of the ). The

absolute yields variations do not affect our analysis. Figures 5.2 and 5.3 show the
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FMC ¢-distributions for the electron and muon data set respectively. Figures 5.4 and
5.5 show the FMC cos #-distributions for the electron and muon data set respectively.
The plots are normalized to the FMC event yields.

The effects of the acceptances and efficiencies are significant. In the ¢ distribu-
tions, instead of two minima we get two maxima; the main reason for this behavior of
the data is the charged lepton and neutrino py cuts that limit the allowed (cos 6, ¢)
phase space considerably. The FMC plots are normalized to the FMC yields and the
jet cuts of EI > 15 GeV and [Mjet| < 2.4 have been applied to the leading jet. All
lepton and Fr experimental cuts have been applied to the FMC data as well. These
angular distributions provide the theoretical prediction of what the CDF experimental
charged lepton angular distributions would be.

Figures 5.6 and 5.7 show the FMC cos 6 versus ¢ distribution of FMC electrons and
muons respectively, for four bins of the W pr. These two-dimensional scatter plots
have a 50 x 50 binning, and will be used for the determination of the ae(cos ), ¢).

The plots shown in Figures 5.2, 5.4, and 5.6 were generated by combining the
respective CEM(Run Ta), CEM(Run Ib) electron plots in the right proportions. Sim-
ilarly, the plots in Figures 5.3, 5.5, and 5.7 were constructed combining the respective
CMUP(Run Ia), CMNP(Run Ia), CMUP(Run Ib), CMNP(Run Ib) and CMX(Run
Ib) muon plots in the right proportions. These proportions are given by the FMC
yields for each lepton region and CDF run.

5.2 The Determination of Efficiencies and

Acceptances

To produce the ae(cosf, ¢), we divide the two-dimensional plots of Figures 5.6 and
5.7 by the two-dimensional plots of Figure 5.1, for the four W p; bins respectively.
The results are the acceptance times efficiency of the detector for electrons and muons
from W4jet events, for the (cos#, ¢) phase space and for the four p}¥ bins of interest.
They can be seen in Figures 5.8 and 5.9 for electrons and muons respectively. It
is important to remove most of the statistical noise in the ae(cos, ¢) distributions,

so that they can be properly used without introducing non existing effects in our
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Figure 5.6 The (cos®, ¢) phase space for the four p}¥ bins, for the electron FMC.
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Figure 5.7 The (cos#, ¢) phase space for the four p}! bins, for the muon FMC.
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Figure 5.9 Acceptances and efficiencies for the muons as a function of cosf and ¢.
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predictions. For this reason, in our analysis programs, whenever we need the value
of ae(cos b, ¢) for a particular pixel of the 50 scatter plot, we actually average over
the ae values of that pixel and its first neighboring pixels. All the pixel values are

equally weighted.
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Chapter 6

Backgrounds

The main sources of background in the (W — ev)+jet and (W — pv)+jet processes
are the (W — 7v)+jet events, the Z+jet events [where the Z is misidentified as a
W (one-legged Z)], the QCD background of jets misidentified as electrons or muons
and passing the rest of the cuts and finally the EM background of W + 7 events.
The latter ones comprises of only few events with run and event numbers same as the
W + ~ events of [67] and we treat them as a systematic error in the measurement.
This error is very small (see Section 7.3.4).

Another small background is the top-antitop (¢¢) production where one of the
produced Ws is decaying leptonically and the other ones result in jets and missing
transverse energy. This background is estimated to be about 30 events [69]. Because
the distribution is expected to be flat as a function of p¥’, we expect to have about 3
events in each of the first two bins, 10 events in the third bin and 13 events in the last
bin. To demonstrate the insignificance of this background, we performed our analysis
including these tf background events in several possible shapes. The change in the
extracted results was minimal, and always smaller than our systematic and statistical
uncertainties. For this reason we ignore the effects of the top quarks in our analysis.

In our analysis we concentrate on the azimuthal angle ¢ of the charged lepton in
the Collins-Soper rest frame of the W. Therefore, we study the ¢ distribution of the

backgrounds, in addition to the backgrounds event yields.
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One-legged Z-+jet background
Py (GeV) N, Fraction N, Fraction
15-25 47421122 +0.07% || 127 £ 7 | 6.26 + 047 %
25-35 30+1]1.14+£0.05% | 8 +4 |592+0.40 %
35-65 25+1|1.01+£005% | 72+4 |548+041 %
65-105 5+0 | 096+0.03% | 12+1 |4.30=£0.42%

Table 6.1 Monte Carlo background estimation of the number of electron and muon
one-legged Z+jet events. The fractions of the backgrounds are calculated with respect
to the FMC W-+jet events.

6.1 The One-Legged Z Background

To study this background we generate a DYRAD file of Z+jet and we pass it through
the FMC Monte Carlo and the subsequent analysis program to see how many Z’s are
misidentified as W’s by having one of their “legs” (decay leptons) be undetected and
by satisfying all other kinematic and quality cuts. The DYRAD cross section for the
Z+jet up to order o is 68.21 + 0.37 pb [using Q* = (MP%'*)?, the CTEQ4M(A = 0.3
GeV), 0.7-cone jets and no cuts other than the E%, > 10 GeV cut and all experimental
charged lepton, Fr and W cuts]. At the FMC level, we require at least one “good”
jet (EX' > 15 GeV and |7**| < 2.4) that also passes the AR,_; > 0.7 cut. The result
can be seen in Table 6.1. Overall we expect 123 £ 5 electron one-legged-Z+jet and
337 £+ 18 muon one-legged-Z+jet passing the W+jet cuts. Comparing these numbers
to the FMC yields for W-+jet we see that the one-legged-Z+jet background is 1.14%
for the electron W+jet and 5.90% for the muon W+jet sample. Figure 6.1 shows
the FMC W transverse mass for the W+jet events and for one-legged Z+jet events.
To see how this background affects the W+jet lepton ¢ distribution, we plot the ¢
distribution for the leptons coming from one-legged-Zs for the four p!¥ bins (Figures
6.2 and 6.4). Figures 6.3 and 6.5 show the one-legged-Z background overimposed on
the FMC signal, for electrons and muons respectively. We see that the same pattern
of two maxima at 5 and 37” is present. The plots are normalized to the actual expected
yields from FMC. We will include the one-legged Z FMC ¢ distribution files into the
theoretical prediction of the ¢ distributions, in order to correctly extract the angular

coeflicients.

117



= ALLCHAN 9507. E ALLCHAN 9507.
300 [~ 300
£ 250 [ £ 250 [
(O] - [ C
> c > =
< 200 w 200 —
S) r o r
o C o C
g 150 B Jé 150 B
=) r S r
Z 100 [ Z 100
50 [~ ‘. 50 |-

= Z-eeo.l = W_'e‘)eVTVT
0 C11 ‘ L1 /\7l—\74*F—\er—L4-LJ L\ 0 C10 ‘ L1 /T/"T;T‘\’*\fif\fl [ ‘J
0 25 50 75 100 0 25 50 75 100
M W (GeV) M. W (GeV)

C ALLCHAN 4927. C ALLCHAN 4927.
160 — 160 —
140 — 140 -
a C 0 C
S 120 — S 120 —
> C > C
2 100 2 100 -
S) C 1) C
g 80 g 80 |-
§ 60 E 60
Z r Z r
40 40 —
r + - r

20 © Z_’“” ol 20 © W pv vy,
O oo b bt (T‘Fw—»-LJ Coa o b bt 0
0 25 50 75 100 0 25 50 75 100
MTW (GeV) MTW (GeV)
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6.2 The (W — tv)+Jet Background

If the W decays to a 7, the resulting particles are the charged lepton (electron or
muon) from the 7 decay and three neutrinos (two neutrinos from the 7 decay and one
neutrino from the W decay). The three neutrinos are observed as a single missing Ep
and the signal of one charged lepton along with missing E7 mimics the one of the W
direct decay to the charged lepton. There is no similar background from muon decays,
because muons rarely decay inside the detector, given their long lifetimes (2.197 us)
and energies (around 40 GeV).

Most of the tau background is removed when we utilize the fact that the charged
lepton and missing Ep coming from the 7 decay are soft (low energy ones). Also
the W transverse mass in the 7 events is significantly smaller than the one in the
electron or muon events. Figures 6.6 and 6.7 show how the SM charged lepton and
neutrino Ep and the M;" look like for the tau events and the electron/muon events.
By applying the pr cuts for the leptons (p% > 20 GeV and p% > 20 GeV) and the
W transverse mass cut (M}” > 40 GeV) we remove 92% of the tau W-+jet events at
the DYRAD generator level as shown in these Figures. The remaining background is
discussed in the rest of this section.

To study the W — 7v, background we start with a tau DYRAD sample and we
let the tau decay to an electron or a muon. Then, we vector-sum the three neutrinos
resulting from the W and tau decays to form a single missing Ep. Subsequently, we
pass the events through the FMC detector simulator to see how many events pass the
W +jet cuts after they are weighted by the detector acceptances and efficiencies. The
charged lepton, Fr , and W quality cuts are also applied. The branching ratio used
for the tau decays is 17.83 % for electrons and 17.37 % for muons. At the FMC level,
we require at least one “good” jet (EI' > 15 GeV and |7*| < 2.4) that also passes the
AR;_; > 0.7 cut. The results can be seen in Table 6.2. Overall, we expect 247 £9 tau
electrons and 130+ 7 tau muons infiltrated into the W +jet samples. Comparing these
numbers to the FMC yields for W+jet we see that the tau background is 2.28% for
both the electron and muon W+jet samples. Figure 6.1 shows the FMC W transverse

mass for the W+jet events, where the W decays directly to an electron or muon, and
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Figure 6.6 Electron and f7 transverse momenta and W transverse mass from the
decay of the tau coming from W+jet DYRAD events (solid histogram) superimposed
on the transverse momenta and W mass from the direct decay of the W to electrons
(dashed histogram). The resulting transverse mass from the tau decay is shown in
the lower right plot for all events (solid histogram) and for the ones that remain after
the application of the leptons pr cut of 20 GeV and the transverse mass of 40 GeV
(dashed histogram). This way 92% of the tau background is removed.
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Figure 6.7 Muon and Fr transverse momenta and W transverse mass from the
decay of the tau coming from W+jet DYRAD events (solid histogram) superimposed
on the transverse momenta and W mass from the direct decay of the W to muons
(dashed histogram). The resulting transverse mass from the tau decay is shown in
the lower right plot for all events (solid histogram) and for the ones that remain after
the application of the leptons pr cut of 20 GeV and the transverse mass of 40 GeV
(dashed histogram). This way 92% of the tau background is removed.
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Figure 6.8 Electron ¢ distributions for the four p}¥ bins for the W+jet FMC events,
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kinematic requirements. All other experimental cuts are applied. The histograms are
normalized to the FMC yields.
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Figure 6.11 Muon ¢ distributions for the four p}¥ bins for muon W+jet FMC events
(solid histogram) and for tau W+jet FMC events, where the tau decays to a muon
(dashed histogram). All other experimental cuts are applied. The histograms are
normalized to the FMC yields.
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(W = 1 v, = U, vy Dey, e/p)+jet background
Py (GeV) N, Fraction N, Fraction
15-25 86 +£3 (222 +0.11% || 45£2|222+0.15%
25-35 57221216 £0.10 % || 30 £ 2 | 2.17 £ 0.18 %
35-65 56 +£212.26+0.11% | 30+2]228+0.19%
65-105 15+11289+022% | 8+0 |287+0.14%

Table 6.2 Monte Carlo background estimation of the number of electron and muon
W +jet events, where the W decays to a tau and the electron or muon is the decay
product of the tau. The fractions of the backgrounds are calculated with respect to
the FMC W+jet events.

for the W+jet events, where the W first decays to a tau which then decays to an
electron or muon.

To examine how this background affects the W+jet lepton ¢ distribution, we plot
the ¢ distribution for the leptons resulting from tau decays in W-+jet events for the
four p} bins (Figures 6.8 and 6.10). Figures 6.9 and 6.11 show the tau background
overimposed on the FMC signal, for electrons and muons respectively. We observe
that the same pattern of two maxima at Z and 2F is again present. The plots are
normalized to the actual expected yields from FMC. We will include the 7-background
FMC ¢ distribution files into the theoretical prediction of the ¢ distributions, in order

to correctly extract the angular coefficients.

6.3 The QCD Background

The QCD background in the inclusive W production and decay consists of dijet events,
where one of the jets is misidentified as lepton and the other one is not measured,
resulting to the creation of missing Ep. In the W+jet case, the QCD background
is rather trijet events, where the highest E; jet is the one detected, one jet is lost
(resulting to missing Er), and the other one misidentified as lepton to erroneously
reconstruct a W. The studies of the QCD background of our W+jet analysis comprise
the estimation of the number of the background events for the four py¥ bins as well
as the shape of the background for these bins.

To measure the expected number of QCD events in the lepton data samples we
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Parameterization of | ISO > 0.1 and ISO > 0.1 and Fraction of
p,IW (GeV) ISO > 0.1 A¢l—j > 2.5 A¢l—j > 2.5 true QCD events
W +jet events W +jet events (W+jet)+QCD events
15-25 5.86 x A¢7l—j + 2.52 117 420 0.4378=(420-117)/692
25-35 3.22 X A¢y_; +1.37 64 190 0.3695=(190-64)/341
35-65 2.39 x A¢7l—j + 2.55 57 100 0.1814=(100-57)/237
65-105 0.24 X Ady_j +1.09 11 15 0.0975=(15-11) /41

Table 6.3 The parameterization of the A¢,_; distribution for /SO > 0.1 electron
W +events allows us to estimate the number of /SO > 0.1 W+jet events in the
Agy_j > 2.5 region. By subtracting these events from the combined W-jet and QCD
yield, and by subsequently dividing by the total number of events with SO > 0.1,
we estimate the fraction of true QCD events. We assume the same fraction is true in
the signal (150 < 0.1) region.

look at the electrons with Isolation (ISOT) greater than 0.1. Our signal is in the
ISO < 0.1 region and most of the events with lepton 7SO > 0.1, but not all of them,
are QCD background events. The upper histograms of Figures 6.12 to 6.15 show the
isolation distribution of the electrons from W +jet events, for the four p}’ bins. In the
semilog plots, the SO < 0.1 region and the SO > 0.1 can be approximated with two
straight lines. The basic technique is to extrapolate the /SO > 0.1 line into the signal
region and calculate its integral in that region, assuming that the QCD background
is not altered at the SO < 0.1 region. This integral would give us the number of
QCD events, if the SO > 0.1 region was filled exclusively with QCD events. In
reality, only a fraction of the SO > 0.1 events are true QCD background events,
the rest of them being true W+jet events. We actually expect to have some signal
in the region of isolation from 0.1 to 0.2, so we actually fit the area above 0.2 with a
straight line (in the semilog histogram), which describes the QCD background. We
also fit five continuous regions of isolation, around the central region of 15O = 0.20
to ISO = 0.65 (namely 0.15-0.65, 0.25-0.65, 0.15-0.60, 0.20-0.65, and 0.25-0.70) to
get a systematic uncertainty of this procedure. We are careful not use the empty bins
when we fit.

We can actually measure the percentage of the true QCD background above iso-
lation of 0.1, by making the histogram of A¢,_; for the events with /5O > 0.1, where
Ag,_; is the difference in the ¢ angle between the lepton and the highest-Er jet, with

no additional requirements for the jet. We expect the distribution to be almost flat

tThe Isolation in a cone of 0.4 is defined in Section 4.1.4 for electrons, and Section 4.6.4 for muons
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Figure 6.12 Isolation of the electron in W+jet events (upper histogram). We fit the
region from 0.2 to 0.65 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region is
QCD background. This is apparent at the lower plot where most of the events with
A¢,_; > 2.5 are actually QCD events, while the W+jet events are described by an
linear region. At low Ag,_; we expect the distribution to fall, due to the application
of the isolation cut. (First p}’ bin).
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Figure 6.13 Isolation of the electron in W+jet events (upper histogram). We fit the
region from 0.2 to 0.65 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region is
QCD background. This is apparent at the lower plot where most of the events with
A¢,_; > 2.5 are actually QCD events, while the W+jet events are described by an
linear region. At low Ag,_; we expect the distribution to fall, due to the application
of the isolation cut. (Second p} bin).
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Figure 6.14 Isolation of the electron in W+jet events (upper histogram). We fit the
region from 0.2 to 0.65 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region is
QCD background. This is apparent at the lower plot where most of the events with
A¢,_; > 2.5 are actually QCD events, while the W+jet events are described by an
linear region. At low Ag,_; we expect the distribution to fall, due to the application
of the isolation cut. (Third p} bin).
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Figure 6.15 Isolation of the electron in W+jet events (upper histogram). We fit the
region from 0.2 to 0.65 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region is
QCD background. This is apparent at the lower plot where most of the events with
A¢,_; > 2.5 are actually QCD events, while the W+jet events are described by an
linear region. At low Ag,_; we expect the distribution to fall, due to the application
of the isolation cut. (Fourth p}’ bin).
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Number of Number of Percentage of Fraction of | Percentage of
quy (GeV) electron QCD events QCD events true QCD QCD
W +jet events | before correction | before correction events background
15-25 5166 423F77 8.187 1 1% 0.4378 3.5870 2%
25-35 3601 353728, 9.8019-1% 0.3695 3.621021
35-65 3285 541351 1.6475:59% 0.1814 0.3010 $3%
65-105 624 14715 2.2415:219 0.0975 0.220-52%

Table 6.4 We fit the region from ISO = 0.20 to ISO = 0.65 to an exponential
(straight line in the semilog plot). By extrapolating this line to the signal region
(ISO < 0.1) we get the first estimation of the QCD background in the electron
W +jet sample, before correction. The uncertainties are systematic and are calculated
by fitting five different continuous regions from 1.S0O = 0.15 to ISO = 0.70, ignoring
the empty bins. Only a fraction of these events are true QCD background, the rest
being W+jet events. Using the fractions depicted in Table 6.3, we calculate the
number of QCD background events.

for the W+jet events, because there is no correlation between the jet and the lepton
¢ directions. In reality, the distribution falls at low A¢,_;, due to the application
of the isolation cut in our data. In the case of the QCD background, we expect the
A¢,_; between the highest Fy jet and the jet resembling the lepton to peak at .
This is true, because the two lower Er jets are balancing the jet with the highest
E7 in the transverse plane. We fit the W+jet part (A¢,_; < 2.5) with a straight
line and the part of the histogram with A¢,_; > 2.5 above that line corresponds to
true QCD background. By dividing this part of the histogram by the total number
of events with SO > 0.1, we obtain the fraction of the true QCD background. We
expect the same fraction to be valid in the signal region, so we get the right number
of QCD background events by multiplying the number of 1.SO > 0.1 events extrap-
olated into the signal ISO < 1 region (isolation plot) with this fraction we get from
the Ag¢,_; plot. We repeat for the four p¥ bins. The lower histograms of Figures
6.12 to 6.15 show the Ag,_; for the events with isolation greater than 0.1 for electron
W +jet events and for the four pj bins. The parameterized function of W+jet events
with /SO > 0.1 (straight line from fit) has to be integrated from A¢,_; = 2.5 to
A¢,_; = 7 and then multiplied by 30/7 (because we use 30 bins) to get the total
number of expected W +jet events with isolation greater than 0.1. Table 6.3 shows
the extracted fraction of QCD background in the SO > 0.1 region for the four p¥’
bins. The electron W+jet QCD background results can be seen in Table 6.4.
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In the study of the QCD background in the muon sample we face a new problem.
There is a cut applied to data (zmuo_veto) that removes events with extra activity
which could be consistent with the production of a Z boson. This cut searches for a
second muon in the event, which does not pass one (and only one) of the following

cuts:

e The isolation cut 1SO < 0.1
e The electromagnetic calorimeter cut E*™ < 2 GeV

e The hadron calorimeter cut EMAP < 6 GeV

These events are real Z bosons that look like W bosons since their second muon does
not pass one of the above cuts because of bremsstrahlung (internal or external, de-
pending on the failing cut). The zmuo_veto cut mainly affects the tail of the isolation
distribution (/SO > 0.1) and causes us to underestimate the QCD background, since
we use that tail to estimate it. For that reason, we neglect this cut, in order to remove
this bias at high isolation (ISO > 0.1) and make the transition from the low to high
isolation smooth. Of course some of the Z background is included this way, but we do
not expect it to radically affect our QCD background estimation. Using the isolation
method for muons we fit the background starting from 7SO = 0.17 to 150 = 0.40,
to increase the statistical significance of our estimation. We also fit five continuous
regions of isolation, around the central region of ISO = 0.17 to ISO = 0.40 (namely
0.16-0.40, 0.18-0.40, 0.16-0.35, 0.17-0.40, and 0.18-0.45) to get a systematic uncer-
tainty of this procedure. We are careful not use the empty bins when we fit. The
upper histograms of Figures 6.16 to 6.19 show the isolation distribution and fits of
for the muon W-jet events and for the four p}¥ bins.

Next, we measure the percentage of the true QCD events using again the histogram
of A¢;_; for the events with SO > 0.1, where A¢,_; is the difference in the ¢ angle
between the lepton and the highest- F' jet, with no additional requirements for the jet.
In the case of the muons, there is also a peak at A¢;_; = 0, due to the electromagnetic
bremsstrahlung processes that are not suppressed after we relax the zmuo_veto cut.
For the highest muon p}¥ bin the predicted number of true W+jet events is greater

than the total number of events with 7SO > 0.1 and A¢;_; > 2.5, which results in a

137



Parameterization of | ISO > 0.1 and ISO > 0.1 and Fraction of
p,IW (GeV) ISO > 0.1 A¢l—j > 2.5 A¢l—j > 2.5 true QCD events
W +jet events W +jet events (W+jet)+QCD events
15-25 1.44 x A¢7l—j + 3.23 45 256 0.4414=(256-45) /478
25-35 2.56 x A¢y_; +0.36 46 98 0.2131=(98-46)/244
35-65 0.23 x A¢7l—j + 3.07 23 45 0.1419=(45-23)/155
65-105 0xX A¢i_; +1 9 4 0

Table 6.5 The parameterization of the Ag, ; distribution for /SO > 0.1 muon
W +events allows us to estimate the number of /SO > 0.1 W+jet events in the
A¢y_j > 2.5 region. By subtracting these events from the combined W-jet and QCD
yield, and by subsequently dividing by the total number of events with SO > 0.1,
we estimate the fraction of true QCD events. We assume the same fraction is true in
the signal (150 < 0.1) region.

fraction of true QCD events above IS0 > 0.1 equal to zero. The lower histograms of
Figures 6.16 to 6.19 show the A¢,_; for the events with isolation greater than 0.1 for
muon W +jet events and for the four pi¥ bins. The parameterized function of W+jet
events with 7SO > 0.1 (straight line from fit) has to be integrated from A¢,_; = 2.5
to A¢,_; = 7 and then multiplied by 30/m (because we use 30 bins) to get the total
number of expected W +jet events with isolation greater than 0.1. Table 6.5 shows
the extracted fraction of QCD background in the 7SO > 0.1 region for the four p}¥’
bins. The muon W-+jet QCD background results can be seen in Table 6.6.

After we calculate the fraction of the QCD background in the signal region, we
multiply it to the actual CDF yields to get the absolute prediction of the number of
QCD events in the four p}¥ bins, for electrons and muons. The results can be seen in
Table 6.7.

To complete the study of the QCD background we need to estimate its shape
to properly include this background in the Standard Model prediction of the lepton
Collins-Soper ¢ distribution for the four p}¥ bins. For this reason we plot ¢ for the
events with 7SO > 0.1 and Ag,_; > 2.5 for the electrons (Figures 6.20 and 6.21 and
muons (Figures 6.22 and 6.23). We fit the distributions to the sum of two Gaussians
and two straight lines. For the last pi¥ bin of the electrons and the last two p)¥ bins of
the muons, there is not enough statistics for the fit, so we use the total distributions
(Figures 6.20 and 6.22) normalized to the actual number of events for those high p}
bins. We do not expect the shape of the QCD background to considerably change
with the p}¥. We use these distributions to add the QCD background to the Standard
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Figure 6.16 Isolation of the muon in W+jet events (upper histogram). We fit the
region from 0.17 to 0.4 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region
is QCD background. This is apparent at the lower plot where most of the events
with Ag;_; > 2.5 are actually QCD events, while the W-+jet events are described
by an linear region. At low A¢,_; the distribution increases, due to bremsstrahlung
processes, which go away if we apply the zmuo_veto cut. (First p) bin).
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Figure 6.17 Isolation of the muon in W+jet events (upper histogram). We fit the
region from 0.17 to 0.4 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region
is QCD background. This is apparent at the lower plot where most of the events
with Ag;_; > 2.5 are actually QCD events, while the W-+jet events are described
by an linear region. At low A¢;_; the distribution increases, due to bremsstrahlung
processes, which go away if we apply the zmuo_veto cut. (Second p}¥ bin).
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Figure 6.18 Isolation of the muon in W+jet events (upper histogram). We fit the
region from 0.17 to 0.4 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. Not all of this extrapolated region
is QCD background. This is apparent at the lower plot where most of the events
with Ag;_; > 2.5 are actually QCD events, while the W-+jet events are described
by an linear region. At low A¢;_; the distribution increases, due to bremsstrahlung
processes, which go away if we apply the zmuo_veto cut. (Third p}¥ bin).
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Figure 6.19 Isolation of the muon in W+jet events (upper histogram). We fit the
region from 0.17 to 0.4 to straight line and extrapolate into the signal region (isolation
less than 0.1) to estimate the QCD background. All of this extrapolated region is not
QCD background, as it can be seen in the lower histogram. (Fourth p}! bin).
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Number of Number of Percentage of Fraction of | Percentage of
p,I"Y (GeV) muon QCD events QCD events true QCD QCD
W +jet events | before correction | before correction events background
15-25 2779 2807 397 10.0775:50% 0.4414 44570 0%
25-35 1943 1031429 5.3015-51% 0.2131 1.13%5:01%
35-65 2002 139+50 6.941120% 0.1419 0.981022%
65-105 389 11+ 2.700-00% 0 0%

Table 6.6 We fit the region from ISO = 0.17 to ISO = 0.40 to an exponential
(straight line in the semilog plot). By extrapolating this line to the signal region
(ISO < 0.1) we get the first estimation of the QCD background in the muon W+jet
sample, before correction. The uncertainties are systematic and are calculated by
fitting five different continuous regions from SO = 0.16 to ISO = 0.45, ignoring the
empty bins. Only a fraction of these events are true QCD background, the rest being
W +jet events. Using the fractions depicted in Table 6.5, we calculate the number of
QCD background events.

QCD background
Py (GeV) N, Fraction N, Fraction
15-25 185 722 1358 7032 % [ 126 715 [ 4.45 0 %
25-35 130 119 | 3.62 T0-27 o || 21 +26 | 113 tlal %
35-65 10 727 1 0.30 382 % || 18 *1 | 0.98 3% %
65-105 15 102252 % 0 0%

Table 6.7 QCD background estimation for the electron and muon W+jet events.
The fractions of the backgrounds are calculated with respect to the CDF Data W +jet

events.
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Electron W+jet Backgrounds
Background || pJ=15-25 GeV | p¥=25-35 GeV | p¥ =35-65 GeV | p¥ =65-105 GeV
W — 1v, 86 +3(2.22%) | 57 £2 (2.16 %) | 56 £ 2 (2.26 %) | 15 £ 1 (2.89%)
Z —ete” 47+ 2 (1.22%) | 30 +£1(1.14%) | 25 £1(1.01 %) | 5 £ 0 (0.96 %)
QCD 185722 (3.58 %) | 130119 (3.62 %) | 10727 (0.30 %) 175 (0.22 %)

Table 6.8 Summary of electron W+jet backgrounds.

Muon W +jet Backgrounds

Background

pY =15-25 GeV

py¥ =25-35 GeV

Py =35-65 GeV

py¥ =65-105 GeV

W — 1v,
Z = ptp
QCD

45 + 2 (2.22 %)
127 + 7 (6.26 %)
126716 (4.45 %)

30 £2 (217 %)
82 + 4 (5.92 %)
21126 (1.13 %)

30 £ 2 (2.28 %)
72 + 4 (5.48 %)
18+7 (0.98 %)

8+ 0 (2.87%)
12 £ 1 (4.30 %)
0 (0 %)

Model prediction, after we normalize it to the expected number of QCD events, given

by Table 6.7.

Table 6.9 Summary of muon W-+jet backgrounds.

6.4 Summary of Backgrounds and Standard Model
Yield Prediction

The summary of backgrounds for electrons and muons for the four p}¥ bins are shown
in Tables 6.8 and 6.9 respectively. To construct them we used Tables 6.1, 6.2 and 6.7.
We get the total FMC prediction by adding the backgrounds of Tables 6.8 and 6.9 to
the FMC signal prediction from Table 5.1. To get the right errors, we add the signal

and electroweak errors linearly and add the result to the QCD errors in quadrature.

The results are shown in Tables 6.10 and 6.11.

FMC+backgrounds electron yields for inclusive W+jet
py (GeV) || N.(FMC) | N.(Backgrounds) | N,(Total prediction)
15-25 3867 + 137 318725 41857113
25-35 2632 + 93 217110 2849197
35-65 2474 + 87 91+27 25657 90
65-105 518 + 18 21+! 539719

Table 6.10 The electron total yields for inclusive W-jet up to order a?. The PDF

and Q? systematics have not been included yet.
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Figure 6.20 The ¢ distribution of electrons from W +jet events with 7SO > 0.1 and
A¢;_; > 2.5. These events are more than likely QCD events. We fit them with two
Gaussians on top of two straight lines. We assume that this distribution is going to be
the same as the one in the signal region (ISO < 0.1) after it is properly normalized.
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Figure 6.21 The ¢ distribution of electrons from W+jet events with I.SO > 0.1 and
Agy_; > 2.5 for the four p¥ bins. These events are more than likely QCD events. We
fit the distribution of the first p}¥ bin with two Gaussians on top of two straight lines.
For the higher p}¥ bins we use the distribution of the total background, shown in
Figure 6.20, normalized to the number of the QCD events in those bins. We assume
that these distributions are going to be the same as the ones in the signal region

(ISO < 0.1) after they are properly normalized.
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Figure 6.22 The ¢ distribution of muons from W+jet events with 7SO > 0.1 and
A¢;_; > 2.5. These events are more than likely QCD events. We fit them with two
Gaussians on top of two straight lines. We assume that this distribution is going to be
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Figure 6.23 The ¢ distribution of muons from W+jet events with 7SO > 0.1 and
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the distribution of the total background, shown in Figure , 6.22 normalized to the
number of the QCD events in the respective bins. We assume that these distributions
are going to be the same as the ones in the signal region (IS0 < 0.1) after they are
properly normalized.
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FMC+backgrounds muon yields for inclusive W +jet
pr (GeV) || N,(FMC) | N,(Backgrounds) | N,(Total prediction)
15-25 2027 + 102 208717 2325712
25-35 1384 + 66 133427 1517417
35-65 1314 + 67 1209 14347+73
65-105 279 + 14 20*! 299713

Table 6.11 The muon total yields for inclusive W-+jet up to order 2. The PDF
and Q? systematics have not been included yet.
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Chapter 7

Measurement of the W Angular
Coeflicients

7.1 A Method for the Extraction of the W Angular
Coefficients

It has been suggested that the experimental angular distributions of the charged
lepton from the W decay in W+jet events should be divided by the Monte Carlo
distributions obtained using isotropic W decays [19]. This division results in distri-
butions similar to the theoretical ones shown in Figures 2.5 and 2.6, which makes
the extraction of the angular coefficients is easier. The problem is that dividing the
experimental data by the Monte Carlo distributions does not allow us to perform
a model-independent unbiased measurement. We present a method that does not
bias the experimental data with Monte Carlo data. Instead, our method uses the
knowledge of the acceptances and efficiencies of the detector and their effect on the
theoretical distributions. In this section we demonstrate the method for the ¢ analy-
sis of FMC data. The azimuthal angle ¢ in the Collins-Soper frame is experimentally
exactly measurable with negligible systematic error, so this method can be used in
our experimental analysis.

Based on Equation (2.18), the assumption that only the A, and Aj3 leading order
coefficients are measurable with the ¢ analysis could be made, because the other
coefficients are integrated out. In reality, the observed ¢ distribution would be given
by Equation (2.18) if we had a 100% efficient detector with full acceptance and if there

was no need for kinematic cuts to reduce the backgrounds. In any other case, the
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acceptance and efficiency function ae(p}’ , cos @, ¢) multiplies Equation (2.15) before it
is integrated over cos f and, as a result, no angular coefficient is completely integrated
out. In the actual experiment, what we measure is the number of events as a function

of the transverse momentum of the W and the azimuthal angle of the charged lepton

do
w o w w
N(pr,0) = /—dede)dcosﬁae(pT ,cos @, ¢)dcos€/£dt + Nyy(pr , ), (7.1)

where £ is the instantaneous luminosity and ae(p}’ ,cos®, ¢) is the acceptances and
efficiencies for the particular W transverse momentum and pixel in the (cos 8, ¢) phase
space, and Ny, (py , ¢) is the background for the given ¢ bin and py' .

If we combine Equations (7.1) and (2.15), the measured distribution becomes

7

Ny, 0)=C'(f 1+ ZAifi) + Nig(pr, 9), (7.2)

1=0

where C" = C [ Ldt, and f; are the fitting functions, which are integrals of the product

of the explicit functions of cos @ and ¢ and the ae(cosf, ¢) and are given by

fior ,9) 2/_11 Gi(0, p)ae(py , cos b, ¢)dcos 0, (7.3)
i=-1,...,7 (7.4)
where
G 1(0,¢) = 14cos’f
Go(0.6) = (1~ 3cos’0)
Gi(0,¢) = sin20cos o
Gy(0,0) = %snﬁecosw
Gs(0,¢) = sinfcos¢
Gi(0,9) = cosf
Gs(0,¢) = sin®fsin2¢
Ge(0,¢) = sin20sin¢
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G:(0,9) = sinfsing (7.5)

The functions f;(p}’,#) can be calculated explicitly, if we know the acceptance
and the efficiency of the detector. Because we multiply by ae(p},cosf, ¢) before
integrating over cosf, no f; is exactly zero. Therefore, all coefficients are in principle
measurable using the ¢ analysis, and not only A, and Az, as Equation (2.18) suggests.
In practice, the A, and A; are measurable with a greater statistical significance,
because the f;+s3 are too small or because the coefficients themselves are small. As
it was shown in Chapter 2, the angular coefficients A;, A5, As and A; are very small
compared to the rest of the coefficients. For the precision of CDF Run I data, they can
be ignored. In the following we only consider the leading order angular coefficients
Ag—A, and the leading order functions f ;—f;

For perfect acceptance and no kinematic cuts (ae = 1), the only surviving leading
order f; functions would be f_;, fo, f3 and they would be equal to §, % cos2¢, and
T cos ¢, in accordance to Equation (2.18). They are independent of the transverse
momentum of the W, because the p}¥ dependence enters only through the ae. Fig-
ure 7.1 shows the leading order f; functions (f —f;) for perfect acceptance and no
experimental cuts applied on the data.

If we use the acceptances and efficiencies of the detector, and apply the exper-
imental cuts, the f; functions become distorted. The degree of distortion increases
with the transverse momentum of the W. Figures 7.2 and 7.3 show the f; functions
for the electron and muon acceptances and efficiencies respectively and for the four
pyY bins. As discussed in Chapter 5, the ae(cos f, ¢) functions depend on the p}V', so
do the f; functions. Again, the f_;, f; and f3 functions are the predominant ones.
We use Simpson integration for the calculation of the f; given by Equation (7.4). We
use 100 point integration and for each value of cosf and ¢ we get the acceptance
and efficiency given by Figures 5.8 and 5.9. In order to have smoother integrals, the
value of the acceptance which corresponds to a pixel of the 50 x 50 scattered plot of
Figures 5.8 and 5.9, is average between that pixel and its first neighbors.

The azimuthal angle distributions of the charged lepton are invariant under large

variations of the A, 5 coefficients. Figures 7.4 to 7.8 show how the expected muon
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Figure 7.2 Functions f; for the CDF electron acceptance and efficiency.
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Figure 7.3 Functions f; for the CDF muon acceptance and efficiency.
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Figure 7.4 Theoretical azimuthal angle distributions for muon W+jet events, as
we vary Agos4, if we take the detector acceptance and efficiency into account, for
transverse momentum of the W between 15 and 25 GeV. The backgrounds have been
added and the distributions are normalized.

distributions (according to Equation (7.2)) are modified as we vary the A;, one co-
efficient at a time (the electron distributions are almost identical). We vary Ay, A,
Ay and Az from 0 to 1 with a step of 0.1 and A, from 0 to 2 with a step of 0.2. We
realize that only A, and A; affect strongly the azimuthal distributions, so only these
are measurable with the ¢ analysis. Large variations of Ay and A, result into small
effects in the ¢-distributions, so the error bars of the measurement of A, and A, are
going to be very large, thus these coefficients cannot be measured in a statistically
significant manner. The A; coefficient is also very small to be even considered.

To demonstrate the consistency of our method of extracting the A, and A3 angular
coefficients, we analyze the FMC angular distributions of Figures 5.2 and 5.3. The
plots are normalized to the FMC expected experimental yields. We keep the A, ;3
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Figure 7.5 Theoretical azimuthal angle distributions for muon W+4jet events, as
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added and the distributions are normalized.
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Figure 7.6 Theoretical azimuthal angle distributions for muon W+4jet events, as
we vary Agss.4, if we take the detector acceptance and efficiency into account, for
transverse momentum of the I between 35 and 65 GeV. The backgrounds have been
added and the distributions are normalized.
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Figure 7.7 Theoretical azimuthal angle distributions for muon W+4jet events, as
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been added and the distributions are normalized.
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Figure 7.8 Theoretical azimuthal angle distributions for muon W +jet events, as we
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Figure 7.9 The FMC ¢ distribution (size of sample and error bars correspond to
expected yields at the Run I of the Tevatron at /s = 1.8 TeV) and the result of the
fit (dashed line) using the theoretical prediction of Equation (7.2) and varying A,
and Aj simultaneously. The backgrounds are ignored, only W events are considered.

coefficients frozen at their Standard Model values we determined in Chapter 2 and
we fit the distributions to the f; varying A, and A; simultaneously. We do not
include the backgrounds in the theoretical prediction for consistency, because the
FMC distribution we use does not include the background. The result of the fit can
be seen in Figure 7.9 for the electrons. The extracted coefficients for the electrons
and muons are presented in Figure 7.10. We conclude that the measured angular
coefficients are close to the theoretical values we extracted in Chapter 2, using the
DYRAD generator data. Since the FMC data are DYRAD data passed through the
CDF detector simulator, the fact that we got values close to the expected ones verifies

that the method is self-consistent and could be used for an experimental measurement.
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Figure 7.10 The extracted angular coefficients, using the Monte Carlo data of Figure
7.9 and fitting using the f; functions. The angular coefficients that do not affect the
shape of the ¢ distribution are fixed at their Standard Model values.

7.2 Measurement of the W Angular Coefficients

The analysis of real CDF data introduces some fundamental problems. For each
W +jet event in our data sample, we need to boost to the W rest frame to calculate
the polar and azimuthal angles of the charged lepton. The longitudinal momentum of
the W (pY’) is not known, because the longitudinal momentum of the neutrino is not
measurable. This does not allow us to fully reconstruct the W in three-dimensional
space and does not permit us to boost to its rest frame. To attack this problem, we
use the mass of the W to constrain the longitudinal momentum of the neutrino.

For a particular event, the longitudinal momentum of the neutrino is constrained

by the mass of the W, according to the Equation

1 = s (40 B~ 47 (7.6)

where

A% = My + (pr)* = (07)° = (7)%, (7.7)
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E' is the energy of the charged lepton, p} is its transverse momentum, p% is the neu-
trino transverse momentum and and p} is the transverse momentum of the W. This
Equation is unique for every event, since the kinematics of the lepton and neutrino
as well as the mass of the W contribute to the shape of the curve. If the mass of the
W was known on an event by event basis, there would be a two-fold ambiguity in the
value of the p’ of the neutrino in the lab frame. Because the W has a finite width
given by the Breit-Wigner distribution BW (M), we practically have two distributions
of possible values of the p, of the neutrino BW (M (pY)), where M (p?) is the mass
of the W as a function of the neutrino longitudinal momentum for the particular
kinematics of the event.

The choice of one of the two neutrino longitudinal momentum does not affect the ¢
analysis, since both solutions result in the same charged lepton ¢ (and opposite values
of cos®) in the CS frame. Only the choice of the W mass is of interest. It is made
based on the DYRAD My, vs M} scattered plot constructed with DYRAD events,
as discussed in Appendix B. For a specific M} we get a probability distribution of W
masses and we select one for each event, randomly, based on that distribution. This
complicated method was devised to better reconstruct the |cos(#)|. In our analysis of
the ¢ angle, the azimuthal angle is not affected by the choice of mass, so the answer
is almost the same even if we choose a mass based on the Breit-Wigner distribution
and the requirement that the mass is greater than the transverse mass.

After getting a ¢ for every event, we proceed to analyze our sample, using the ¢
analysis. We have verified that the FMC data fitted with the linear combination of f;
give us the expected angular coefficients. The expected experimental measurements
of the ¢ distributions can be seen in Figure 7.11 for the electrons and Figure 7.12 for
the muons (we used the f; and the SM values of the A;). To produce this plots we
used Equation (7.2) and the A; extracted from the analysis of DYRAD events with
the method of moments. We used the background ¢ shapes given by Figures 6.2, 6.8,
6.21 for electrons and 6.4, 6.10, 6.23 for muons, normalized to the yields of Tables
6.8 and 6.9 respectively. The theoretical signal is normalized to the FMC yields of
Tables 6.10 and 6.11 and the whole prediction N(p},¢) is normalized to one after

the inclusion of the backgrounds.
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Figure 7.11 Theoretical prediction for the normalized ¢ distributions for the elec-
tron W+jet events, taking into account the CDF detector acceptances and efficiencies.
The functions f; and the SM values of A; have been used and the backgrounds have
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Figure 7.12 Theoretical prediction for the ¢ normalized distributions for the muon
W +jet events, taking into account the CDF detector acceptances and efficiencies.
The functions f; and the SM values of A; have been used and the backgrounds have
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Figure 7.13 The ¢ distributions for the electron data (points) and the SM (line)
for the four bins of W boson py’ . The error bars are only statistical. Both data and
SM are normalized to one.

Figure 7.13 shows the ¢ distribution of the CDF electrons in W+jet events in
the CS frame for the four p)¥ bins. Figure 7.14 shows the ¢ distribution of the
CDF muons. The dashed distributions are the expectation from the SM for the CDF
detector (using Equation (7.2)) and the points correspond to the CDF data (the error
bars are the statistical ones). Both theoretical and experimental plots are normalized
to one. These results, show that there is agreement between the CDF distributions
and the expected ones according to the SM. The effects of W polarization and the
QCD processes in the W angular distribution is close to the one predicted by the
Standard Model.

Our next natural step is to try to extract a measurement of A, and A; using

the fitting method. We use MINUIT and vary both coefficients freely. Since the
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Figure 7.14 The ¢ distributions for the muon data (points) and the MC (line) for
the four bins of W boson p}¥. The error bars are only statistical. Both data and SM

are normalized to one.
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f; functions we use for fitting are not linearly independent, we cannot fit having all
parameters free. For this reason we keep the A, A, coefficients constant and vary the
Ay, Aj coefficients, which are the parameters which mainly affect the ¢ distribution.
After performing the x? fit, we fix A, and A; at the measured values, and we fit
again varying only A, and A, this time. We expect large error bars for the A, and
Ay, since they do not seriously affect the ¢ distribution and big variations in their
values slightly alters the ¢ angular distribution. We always keep A;, A5, Ag, and Ay
fixed to the SM values, since the theoretical prediction for these coefficient is very
close to zero and the variation for the first 100 GeV of p}¥ is negligible and much
smaller than our experimental precision.

We perform our fit in the negative-z x — y half-plane (7/2 < ¢ < 37/2), because

of the following considerations:

e If the jet perfectly balances the W its momentum will be placed on the z-x plane
and actually on the positive x axis. In reality, the jet lies close to that position.
This can be seen in Figure 7.15 for the electron and muon data. The jet’s ¢
in the Collins-Soper frame is always less than /2 or greater of 37/2 (Figure
7.16). Thus, there is a correlation between the distance AR between the jet and
the lepton in the ¢ — 71 space, as can be seen in Figure 7.16 . The situation is
similar for the extra jets (Figures 7.17 and 7.18), which are not modeled in our
Monte Carlo and may cause an extra problem in the region. Because we have a
lepton-jet separation requirement and since our sample is biased in this respect
(there is a default isolation requirement between the lepton and all jets), we are
more accurate in the measurement of small and sensitive variables, such as the

Ajs, if we completely avoid the positive-z x — y half-plane.

e The A; variable multiplies the f; function to contribute to the total ¢ distrib-
ution of the charged lepton. The term Ajf3(¢) is the smallest measurable term
(A, is practically zero so are the next-to-leading order ones). Its measurement is
more realistic in the region where the rest of the terms (and mainly the A4 f(¢),
which is the biggest in most of the ¢ range) are smaller. Figure 7.19 shows the
ratio Asf3(d) / Asfi(¢) for all ¢ bins. It is obvious that the term Ajf3(¢) be-
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comes significantly larger than the A, f;(¢) one in the region between 7/2 and

3m/2.

Noting that there is a bias if we try to fit the ¢ distribution over the whole x-y
plane, we fit it in the negative-r  — y half-plane. We normalize the theory to data
from 7/2 to 37/2 before we start the fitting procedure.

The result of the fits are shown in Figure 7.20 for the electrons and Figure 7.21
for the muons. The MC prediction along with the ¢ distribution corresponding to the
parameters extracted with the fit are presented. Both the Standard Model prediction
and the fit is normalized to the data from 7/2 to 37/2. In Figures 7.22 and 7.23 we
compare the ¢ distributions that correspond to the extracted values of the A, and
Az angular coefficients to the Standard Model distribution and CDF data, for the
electrons and muons respectively. In these plots, the data and the theory (for the
extracted and the Standard Model A, and Aj3) are normalized to unity, from 0 to 2.

Our measurement of the angular coefficients for the electrons can be seen in Figure
7.24, while the result for muons in Figure 7.25. The centers of the bins are determined
using the average value of py for the range of our four p)¥ bins. The electrons
and muons agree with the SM prediction and the measurement is self-consistent and
monotonic. We emphasize that the SM prediction is only up to order o? in QCD.
Note that the systematic uncertainties have not been presented yet. The statistical
uncertainties slightly depend on the initial MINUIT step. For this reason, we run the
x> minimization routine for 10 different values of the initial step and we choose the
highest value of the parabolic error to be our acceptable statistical uncertainty for each
bin. The statistical uncertainties for Ay and A, are very large, as we expected, making
the measurement of these coefficients unrealistic. Figure 7.26 shows the electron and
muon results overimposed.

Now, we proceed to combine the electron and muon measurements since there is
no theoretical reason for the angular coefficients to be different for the two leptons.
We combine the electron and muon results treating them as the measurements of two
separate experiments. For the combination we use the statistical uncertainties for the
electron and muon measurements for each bin. If A, is the electron measurement,

A, is the muon measurement, and o, 0, are the respective statistical uncertainties,
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Figure 7.15 The p, versus p, and p, versus p, for the leading jet in the Collins-Soper
frame, for electron (left) and muon (right) events.
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Figure 7.16 The ¢ of the leading jet in the Collins-Soper frame and the AR between
the jet and the lepton in the lab frame, for electron (left) and muon (right) events.
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the jets and the lepton in the lab frame, for electron (left) and muon (right) events.
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Figure 7.20 The ¢ distributions for the electron data (points) along with the result
of the fit (short-dashed line) and the MC prediction (long-dashed line). The data is
normalized to one and the theory is normalized to the data from 7/2 to 37/2. The
error bars are only statistical.
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Figure 7.21 The ¢ distributions for the muon data (points) along with the result
of the fit (short-dashed line) and the MC prediction (long-dashed line). The data is
normalized to one and the theory is normalized to the data from 7/2 to 37/2. The
error bars are only statistical.
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Figure 7.22 The ¢ distributions for the electron data (points) along with the MC
predictions using the Standard Model A, 3 (long-dashed line) and the experimentally
extracted A, 3 (short-dashed line) The data and MC is normalized to one. The error
bars are only statistical.

177



CDF PRELIMINARY (RUN I) CDF PRELIMINARY (RUN 1)

0.1 0.1
T — T
0.08 - Extracted distribution -------- 7 0.08 - Extracted distribution -------- 7]
o 0.06 B o 0.06 - -
RS } o T F,
$O0f g oan | 0] sl m
T 004 F - I P Ny T 004F e b S H
= e ks gl tipzh t
0.02 - 0.02 T -
0 1 1 1 1 1 1 o 1 1 1 1 1 1
0 1 2 3 4 5 6 0 1 2 3 4 5 6
® ]
CDF PRELIMINARY (RUN 1) CDF PRELIMINARY (RUN 1)
01 T T T T T T T T T T T T
prssoscev ot T | 03 foieosa0s Gov o o T
0.08 |- Extracted distribution -------- 7 0.12 |- Extracted distribution -------- 7]
0.1 B
g 006 %{&} %AH 1 % oot |
Z ?‘TE =N 5} Y pd r PN
ot By S Bagd Hf
7 \ / 3 004 F 4 } kg
0.02 i%i §£ = & { N /' } %‘
0.02 |- A }E—E'%/E ]
0 | | | | | | 0 ¥ | | ] | ] W
0 1 2 3 4 5 6 0 1 2 3 4 5 6
¢ ¢

Figure 7.23 The ¢ distributions for the electron data (points) along with the MC
predictions using the Standard Model A, 3 (long-dashed line) and the experimentally
extracted A, 3 (short-dashed line) The data and MC is normalized to one. The error
bars are only statistical.
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Figure 7.24 The measurement of the Angular Coefficients for the electron data
(points) and the SM prediction up to order o (line). The error bars are only statis-
tical.

then the combined measurement is:

A A
Ze |+ ke =3
o2 o2
Acomb = 1 1ﬂ ) (78)
ozt
and the uncertainty for the combined measurement is
1 1 1
- ==+ —. (7.9)
O-zomb 0-2 0-;21

The result of this statistical combination, along with the SM prediction, are presented
in Figure 7.27. This procedure will be repeated after the systematic uncertainties are

established, in order to reach our final measurement.
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Figure 7.25 The measurement of the Angular Coefficients for the muon data
(points) and the SM prediction up to order a? (line).The error bars are only sta-

tistical.
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Figure 7.26 The measurement of the Angular Coefficients for the electron and muon
data (points) and the SM prediction up to order a2 (line). The error bars are only
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electrons and muons (points) and the SM prediction up to order 2 (line). The error
bars are only statistical.

182



7.3 Systematic Uncertainties

7.3.1 Jet Systematic Uncertainties

The number of data events passing the jet cuts is affected by the systematic uncer-
tainties associated with the jet Er scale and the rapidity requirement. The same
systematic uncertainty has an effect on the measurement of the angular coefficients
and helicity cross sections.

The uncertainty on jet Er scale depends on the calorimeter stability, relative
corrections, extra interactions, and absolute underlying event corrections. The total

uncertainty is a quadratic sum of these effects

(0Er) = V(OEr)ca)? + ((0E7)e)® + ((0Er)m)? + ((0E7)uR)? (7.10)

The systematic uncertainty in the jet energy scale affects the reconstruction of
the missing F7 and the W. For every FMC event, we shift the energy of the jet
by +o = 85%VEi, where F'* is the energy of the jet in GeV, without changing
its direction. We then properly correct the Fr value and recalculate all the W, jet
and Fr kinematic variables. We subsequently calculate the new acceptance times
efficiency ae(cosf,¢) and analyze the data. We repeat for the energy shifted by
—0 = —85%V/Ei* and calculate the systematic effect of the jet energy scale on the
measurement of the angular coefficients, presented in Tables 7.4, 7.6 and 7.8 for the
electron, muon, and combined results respectively.

We subsequently vary the jet Ep cut by (0Er) = 850 MeV in 10 steps. Figure
7.28 shows how our yield changes as a function of the jet E; cut. Table 7.1 shows
the systematic uncertainty in the measurement of the yields of the W-+jet events due
to the jet Ep cut variation, for 15 GeV < p¥ < 105 GeV. The uncertainty on the
rapidity n of the jet is dn = £0.2. We vary the jet n cut from 2.2 to 2.6 and we get
the variation in the data yields presented in Table 7.2, for 15 GeV < p¥¥ < 105 GeV.
Table 7.3 shows the yield systematic uncertainties due to E!;,?t and 7" cuts and the
overall systematic uncertainty for the four p}¥ bins and for 15 GeV < p¥ < 105 GeV.

The systematic uncertainties for the angular coefficients due to the FX* cut vari-
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Figure 7.28 CDF W+jet yields as a function of the EI% cut (left plots) and the 7’
cut (right plots) for electrons (upper plots) and muons (lower plots). The solid lines
are for the total yields and the dashed for the yields in the 15 GeV < py¥ < 105 GeV
region.
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E%,?t cut (GeV) || Number of electrons | Difference || Number of muons | Difference
14.15 13488 6.4 % 7356 6.0 %
14.32 13321 5.1 % 7259 4.6 %
14.49 13158 3.8 % 7177 34 %
14.66 13006 2.6 % 7089 21 %
14.83 12826 1.2 % 7010 1.0 %
15.00 12678 0.0 % 6941 0.0 %
15.17 12505 -14 % 6858 -1.2 %
15.34 12360 -2.5 % 6768 -2.5 %
15.51 12224 -3.6 % 6693 -3.6 %
15.68 12073 -4.8 % 6616 -4.7 %
15.85 11937 -5.8 % 6543 -5.7 %

Table 7.1 Variation of data yields due to EjTet cut uncertainty for W+jet events and
for 15 GeV < pi¥ < 105 GeV.

jet

7 cut || Number of electrons | Difference || Number of muons | Difference
2.2 12375 -2.4 % 6787 2.2 %
2.3 12526 -1.2% 6871 -1.0 %
2.4 12678 0.0 % 6941 0.0 %
2.5 12823 1.1 % 6985 0.6 %
2.6 12963 2.2 % 6990 0.7%

Table 7.2 Variation of data yields due to 7'®* cut uncertainty for W+jet events and
for 15 GeV < pi¥ < 105 GeV.

ation are presented in Tables 7.4, 7.6 and 7.8 for the electron, muon and combined
results respectively. To obtain the combined results we combine the electron and
muon measurements for each bin and for each value of the EjTet choice using the sta-
tistical uncertainties of the central measurements as described in Section 7.2. The
same method is used for all the combined systematic uncertainties estimation.

We also run our analysis program for all different values of the jet rapidity cut
and we study the variation of the measured angular coefficients. The systematic
uncertainty in the measurement of the angular coefficients due the jet rapidity mea-
surement uncertainty is shown in Tables 7.4, 7.6 and 7.8 for the electron, muon and

combination results.
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W +jet yield systematic uncertainties due to the Ef,?t and 7t cuts
pY (GeV) | Charged Lepton || 0N due to EX' | 6N due to 79°* | Total systematic uncertainty
1525 electron I3 iR oIS
muon 590 Tl Caor
25-35 electron ﬂ;g tﬁm f;gi
muon B iy o0
35-65 electron A o o
muon 2 3 i
65-105 electron Jj? Jj% f%
muon s s s

Table 7.3 Systematic uncertainties on W-jet yields to due the E%?t cut, 7®* cut and
total systematic uncertainty, for the four p¥ bins.

7.3.2 Selection of W mass Systematic Uncertainties

As we previously discussed, in order to boost to the W rest frame, we have to select
a mass for the W boson. We have four different method for selecting the mass
and we study how the application of each method affects our angular coefficients
measurement. The first method selects a Breit-Wigner mass which is greater than
the measured transverse mass of the W. The second method selects the pole mass,
if it is greater than the transverse mass or selects the transverse mass, if the pole
mass is less than the transverse mass. In the third method we select the pole mass
or, in case it is less than the transverse mass, we select a Breit-Wigner mass which
is greater then the transverse mass. Finally the fourth method (default) selects a
mass based on the modified Breit-Wigner distribution which results from the slice of
the theoretical (DYRAD) My, versus Mj" scattered plot (for W+jet events) at the
measured transverse mass of the W (Figure B.5). This last method was preferred
because it removed some biases in the measurement of the polar angle f. In the ¢
analysis, the systematic uncertainty caused on the azimuthal angle ¢ by the selection
of the mass of the W, is minimal. All methods give almost identical measurements of

¢. The systematic uncertainties for the three cases are presented in 7.4, 7.6 and 7.8.

7.3.3 Backgrounds Estimation Systematic Uncertainties

There is an uncertainty in the estimation of the backgrounds, given by the uncertain-

ties shown in Tables 6.8 and 6.9. We vary our prediction from the highest value to the
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lowest possible value for every background as well as the FMC yields. These uncer-
tainties do not include the PDF/Q?-scale systematics. For each variation, we rerun
our analysis programs for electron and muon and we also combine the measurements.

The systematic uncertainties are shown in Tables 7.4 — 7.9.

7.3.4 W 4 ~ Systematic Uncertainty

The W+jet angular distribution can be affected by W+~ production, for hard -~y
well-separated from the decay charged lepton. Some of the events in our data-sets
are consistent with W+ production, according to [67]. We remove those events and
remeasure A, and A;. The new measurement is treated as a systematic uncertainty.
The systematic uncertainty is presented in Tables 7.5, 7.7 and 7.9 for the electron,

muon, and combined measurement respectively.

7.3.5 Ay and A, Variation Systematic Uncertainty

In our analysis, we keep A, and A, fixed at their SM values. To check how this
affects our measurement, we set Ay, at a minimum and a maximum value in all
possible combinations and repeat the analysis (Ay(min)=0, Ay(max)=1, A;(min)=0
and A;(max)=2). The systematic uncertainties are presented in Tables 7.5, 7.7 and

7.9 for the electron, muon, and combined measurement respectively.

7.3.6 PDF Systematic Uncertainty

We change the Parton Distribution Functions to the MRSA’ [, (M) = 0.105 and A =
0.150] and repeat the analysis. The systematic uncertainties are presented in Tables
7.5, 7.7 and 7.9 for the electron, muon, and combined measurement respectively. If
we try all PDFs of the MRSA and CTEQ families, we end up with a systematic
uncertainty of £11% on the DYRAD cross section which affects both the central
FMC yields and the electroweak backgrounds. These will be used for the estimation

of the FMC total systematic uncertainties.
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7.3.7 (@Q2-Scale Systematic Uncertainty

Finally, we change the renormalization and factorization scale (Q?) so that it is equal
to the square of the transverse momentum of the W. The systematic uncertainties
are presented in Tables 7.5, 7.7 and 7.9 for the electron, muon, and combined mea-
surement respectively. If we try all Q? choices provided by DYRAD, we end up with a
systematic uncertainty of (+19% / —10%) on the DYRAD cross section which affects
both the central FMC yields and the electroweak backgrounds. These will be used

for the estimation of the FMC total systematic uncertainties.

7.3.8 Overall Analysis Systematic Uncertainties

Tables 7.10, 7.11, 7.12 summarize the total systematic uncertainties for the A, and Az
measurement, for the four py¥ bins and for the electron, muon, and combined results
respectively.

Combining the E!;,?t and 7 systematic uncertainties in quadrature, we get the
final CDF yields presented in Table 7.13. Comparing with the FMC yields of Tables
7.14 and 7.15, we see that there is a reasonable agreement with the SM prediction.
We have also included the PDF and @Q* FMC systematic uncertainties described in
sections 10.6 and 10.7, combined in quadrature to give a systematic uncertainty of
(+22%/ — 15%) on the FMC yields and electroweak background.

The observed deviation of the FMC yields (Tables 7.14 and 7.15) from the data
yields (Table 7.13) could be explained based on the fact that the Monte Carlo Feyn-
man diagrams include only one outgoing parton if there is no gluon loop and up to
two outgoing partons if there is one gluon loop. This results in the production of a
jet with Ei* > 15 GeV and || < 2.4 and (sometimes) the production of a second
jet with E%?t > 10 GeV (the tighter cuts on the leading jet are the same with the ones
imposed by CDF). On the other hand, in the experimental data we do not have any
limitation in the number of jets. As a result, we expect the experimental yields to be
higher than the FMC ones. When we performed our analysis of CDF data requiring
only 1 jet with the tight cuts (EX" > 15 GeV and |7**| < 2.4) and accepting only
one additional jet with with the softer cut of Fi' > 10 GeV (to imitate what the
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DYRAD generator is producing) there was a better agreement between the experi-
mental data and the FMC prediction. Moreover, to count correctly the number of
W+jet events, we have to remove the out of cone correction [69]. This reduces the
jet energy scale and reduces the experimental data yields, improving the agreement
between data and Monte Carlo. In our analysis, we are not interested in jet counting,
since we are not trying to measure the W+jet cross section. We concentrate on the W
angular distribution and the jet is there just to balance the W transverse momentum.
Because we normalize both CDF and FMC data, and study only the shapes of the
distributions, the actual yields determination does not affect the measurement of the
angular coefficients. After the inclusion of the PDF/Q? systematic uncertainties in
the FMC prediction and the jet Fr and jet n systematic uncertainties in the CDF

data measurement, the disagreement became less significant.
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Source of systematic error || py (GeV) || 64, dA;

Jet Ep cut 15-25 o0 | To.0066

2535 || TG | b

SHE F

—0.0615 | —0.0151

Jet n cut 15-25 To03to | Fo0037

55105 || TS5 | 3

—0.0614 | —0.0051

Jet energy scale 15-25 ;g:gggé ;g:gggz
oy | ol | o

o105 || 5588 | s

—0.3818 | —0.0487

My selection 15-25 00001 | 00011
2535 || o | b

Mk

65—105 J_r0:0559 J—r0:0001

7 background 15-25 00010 | ~0:0000
+0.0010 | +0.0001

o | i | e

o105 || 33 | Fa5E

—0.0025 | —0.0003

Z background 15-25 $§j§§g§ $§j§§§§
oy | o | e

—0.0012 | —0.0000

65105 +0.0000 | +0.0002

—0.0025 | —0.0000

Table 7.4 Systematic errors in the measurement of A, and Aj, and their sources,
for electron W+jet events.
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Source of systematic error || py (GeV) || 64, dA;3

QCD background 15-25 00074 | “0'0004
+0.0043 | +0.0027

o | s | s

i | R | ke

—0.0026 —0.0000

FMC yield 1525 || 2000 [ 200000
25-35 | oo0o0 | Fo:0016

35-65 || *00000 | “0.0031

65-105 || *G0%8 | “0o0s1

Wi 15-25 |1 00064 | ~0.0092
o105 || TS5 | 3300

—0.0702 —0.0000

Ay /A, variation 15-25 ;g%égg ;g:g?gg
oy || S |

—0.1605 —0.0158

65-105 || *Toror | 0.0075

PDF variation 15-25 || oo | Tomomn
25-35 || T0:0000 | To.0094

s |4

—0.0000 —0.0000

Q? variation 15-25 00000 | ~0:0000
25-35 | *oAsa | +0.0000

35-65 +0.1352 +0.0000

o | i
65-105 —0.0960 | —0.0000

Table 7.5 Systematic errors in the measurement of A, and As;, and their sources,
for electron W+jet events (continued).
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Source of systematic error || py (GeV) || 64, dA;

Jet Ep cut 15-25 00198 | —0:003
“0.0128 | —0.0011

65-105 || *50000 | ‘0080

Jet 1 cut 15-25 0571 | o000
e lE k-

3565 00071 | +0.0039

A | o
65-105 —0.0000 | —0.0557

Jet energy scale 15-25 tg:gzéé tg:ggg
+0. +0.

e

~0.0848 | —0.0101

65-105 || *051se | “oime

My selection 15-25 00016 | ~0.0001

25-35 | o002 | o000

35-65 | Tooi0 | 00000

65-105 || Zom000 | L0058

7 background 15-25 00014 | “0:0001

+0:0022 | +0.0002

o | |

Joo | e | o

~0.0000 | —0.0000

Z background 15-25 ;g%gg% $§j§§§é

o | o | e

010029 | —0.0000

65-105 || +0-0001 | 100006

—0.0000 | —0.0007

Table 7.6 Systematic errors in the measurement of A, and Aj, and their sources,
for muon W+jet events.
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Source of systematic error || py (GeV) || 64, dA;3

QCD background 15-25 00033 | ~0.0022
+0.0202 | +0.0003

o | il | o

o5 105 || S5 [ 3358

—0.0000 | —0.0007

FMC yield 1525 || 2o [ 20005
2585 || Tho | b

3565 [ T | ‘b

65105 | “Ginss | “hieet

Wi EEREIE
SuE IF

55105 || TS5 | 3308

—0.0060 | —0.0166

Ay /A, variation 15-25 ;g:géé? ;g:ggié
oy | o | e

—0.1392 | —0.0121

65105 | "5 | b

PDF variation 15-25 || Z00008 | o000
SME E

o105 || S | same

—0.0000 | —0.0931

Q? variation 15-25 00000 | “o0114
2535 | Thies | Thaon

3565 +0.0386 | +0.0000

10:0000 | $0.0162
65-105 —0.2251 | —0.0000

Table 7.7 Systematic errors in the measurement of A, and A;, and their sources,
for muon W+jet events (continued).
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Source of systematic error || py (GeV) || 64, dA;

Jet Ep cut 15-25 05 | 200037
Soos | G| i

20,0302 | ~0.0378

Jet n cut 15-25 00180 | T0.0013
25-35 || T0:0900 | T0:009

3565 10,0069 | +0.0013

i | i
65-105 —0.0261 | —0.0207

Jet energy scale 15-25 ;g:gg% ;g:g?gé
o | o | h

—0.0614 | —0.0080

65-105 || *0558 | “00ss

My, selection 15-25 00000 | 00007
THE

35-65 || “0.003s | 00000

65-105 || Zo9ise | oo

7 background 15-25 fgﬁggiz 00001
00014 | +0.0001

o | |
R

—0.0016 | —0.0002

Z background 15-25 T00012 | T0:0000
25-35 || Zomoto | L0000

35-65 || “o.0017 | 00000

65-105 +0.0000 | +0.0004

—0.0016 | —0.0001

Table 7.8 Systematic errors in the measurement of A, and Aj, and their sources,
for the combined results of electron and muon W-jet events.
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Source of systematic error || pi (GeV) || 64, dA;

QCD background 15-25 00069 | “0.0011
+0.0093 | +0.0019

o | s | o

o105 || 3 | sas

—0.0016 | —0.0002

FMC yield 1525 || 2o | 2o
R

3565 | ‘it | Thh

65105 || “Gists | *hoa

Wi 1525 [ Tom [Toom
lE F

o105 || 308 | Fame

—0.0470 | —0.0048

Ay/ Ay variation 15-25 ;g%é%g ;g:g?gg
o | oBiE | e

—0.1539 | —0.0146

65105 || “outs | *boo

PDF variation 1525 | S0y | Tohono
“uE IF

o105 | wiis | e

—0.0000 | —0.0282

Q? variation 15-25 00000 | ~0:0028
2535 | *hiies | Che

3565 +0.1055 | +0.0000

e | S
65-105 —0.1427 | —0.0000

Table 7.9 Systematic errors in the measurement of A, and A;, and their sources,
for the combined results of electron and muon W-jet events (continued).
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pr

Total Systematics

Total Systematics

(GeV) (SAQ (SA3
+0.1255 +0.0095
s | A o
i i o
+0. +0.
oo g g
+0. +0.
65-105 —0.4225 —0.0584

Table 7.10 Total systematic errors in the measurement of A, and As, for electron
W +jet events.

Y Total Systematics | Total Systematics
(GeV) 5A2 5A3
T0.1352 o
35-65 10157 ~0.0003
65-105 03897 a1
~0.3941 +0.0451

Table 7.11 Total systematic errors in the measurement of A, and Aj, for muon
W +jet events.

pr Total Systematics | Total Systematics
(GGV) 5A2 5A3
T0.1285 o
;g—gg 181%%% 1818828
35-65 01534 oot
65-105 1035 g
~0.3978 +0.0692
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Table 7.12 Total systematic errors in the measurement of A, and Aj, for the com-
bined results of electron and muon W+jet events (continued).




Data yields for inclusive W+ jet
pTW (GeV) N Ny
15-25 5166 + 72 +613/—538 | 2821 £+ 53 +310/—301
25-35 3601 + 60 +195/—204 | 1869 + 43 +96/—90
35-65 3285 + 57 +63/—66 1880 + 43 +12/—41
65-105 624 + 25 +1/-2 371 + 19 4+0/—0

Table 7.13 The electron and muon CDF data yields for inclusive W+jet up to order
o?, with statistical and systematic errors. The systematic errors are due to E%,?t and

jet
Ui

scale uncertainties.

FMC+backgrounds electron yields for inclusive W+jet
py (GeV) || N.(FMC) | N.(Backgrounds) | N.(Total prediction) | PDF/Q? systematic
15-25 3867 + 137 31877, 41857113 +880/—660
25-35 2632 + 93 217119 2849197 +598/—408
35-65 2474 + 87 912" 2565150 +562/—383
65-105 518 + 18 211) 539715 +118/-81

Table 7.14 Total electron FMC yields for inclusive W-jet up to order a2, with

statistical and systematic errors.

errors are due to PDF and ? uncertainties.

The backgrounds are included. The systematic

FMC+backgrounds muon yields for inclusive W4jet
pY (GeV) || N,(FMC) | N,(Backgrounds) | N,(Total prediction) | PDF/Q? systematic
15-25 2027 + 102 298+ 23257179 +484/-330
25-35 1384 + 66 1331727 1517+7% +329/-224
35-65 1314 + 67 12079 1434773 +312/-212
65-105 279 + 14 201] 299112 +66/—45

Table 7.15 Total muon FMC yields for inclusive W+jet up to order a?, with sta-
tistical and systematic errors. The backgrounds are included. The systematic errors

are due to PDF and ()? uncertainties.
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Chapter 8

Results and Conclusions

8.1 Inclusion of Systematics and Final Results

Combining our statistical and systematic errors for the A, and A3 measurement, we
obtain our final result, presented in Tables 8.1, 8.2, and 8.3. Figures 8.1, 8.2 and 8.3
show the measurement of A, for the electron data, muon data, and the combination
of the two results respectively. Figures 8.4, 8.5 and 8.6 show the measurement of A;.
The centers of the bins are determined from the p¥ distribution within the bin and

they are determined to be 20, 29, 45 and 79 GeV.

8.2 Conclusions

The eight angular coefficients of the W fully describe its differential cross section and
angular distributions, according to Equation (2.15). The coefficients are related to
the hadronic tensor of the cross section, whereas the leptonic part is described by
explicit functions of the polar and azimuthal angles of the charged lepton from the
W decay.

We extracted the Standard Model prediction for these angular coefficients up to
second order in perturbative Quantum Chromodynamics. The inclusion of a jet is
important for balancing the transverse momentum of the W and also introduces
most of the leading-order angular coefficients. The consideration of a gluon loop is
important for the study of the last three P-odd and T-odd coefficients, which appear
only at next-to-leading order QCD calculations. We established that the leading
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Measurement of A, and Az angular coefficients (electrons)
pr (GeV) Ay Ay (SM) As A3(SM)
15-25 -0.02 £ 0.14 72331 0.08639 || 0.03 + 0.06 T50% | 0.01801
25-35 0.14 + 0.15 *218 1 0.18629 || 0.07 + 0.06 *2313 | 0.03989
35-65 0.46 £ 0.13 *918 | 0.35196 || 0.13 £ 0.07 F3931 | 0.08239
65-105 | 1.24 £ 0.29 T927 | 0.59764 || 0.21 + 0.15 T5:9%% | 0.16071

Table 8.1 Our measurement of the A, and Aj coefficients along with the statistical
and systematic errors (electrons). The SM values up to order a? are also included.

Measurement of A, and A; angular coefficients (muons)
pr (GeV) A, A, (SM) A; A (SM)
15-25 0.10 £ 0.18701T 1 0.08639 || 0.03 = 0.08739 | 0.01801
25-35 | 0.55 £ 0.21 F3-1° | 0.18629 || 0.10 £ 0.0975:53¢ | 0.03989
35-65 || 0.55 £ 0.20 F513 | 0.35196 || 0.13 £ 0.10759:92¢ | 0.08239
65-105 || 0.98 + 0.38%330 | 0.59764 | 0.33 £ 0.19 392 | 0.16071

Table 8.2 Our measurement of the A, and Aj coefficients along with the statistical
and systematic errors (muons). The SM values up to order o2 are also included.

Measurement of A, and Az angular coefficients (combined results)

pr (GeV) Ay Ay (SM) As A3 (SM)
15-25 0.03 £ 0.117033 | 0.08639 || 0.03 £ 0.05 FJ 000 0.01801
25-35 0.27 + 0.12+315 | 0.18629 || 0.08 £ 0.0575:0% 0.03989
3565 || 0.49 £ 0.11 312 1 0.35196 || 0.13 & 0.06 592 0.08239
65-105 | 1.15 + 0.23703% | 0.59764 || 0.26 + 0.12 T5-98 0.16071

Table 8.3 Our measurement of the A, and Aj coefficients along with the statistical
and systematic errors (combination of electron and muon results). The SM values up

to order o are also included.
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Figure 8.1 Measurement of A, (stars) using electron W+jet. The total (outer) and
statistical (inner) errors are shown along with the Standard Model 1-loop prediction
up to order o2 (line).
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Figure 8.2 Measurement of A, (stars) using muon W+jet. The total (outer) and
statistical (inner) errors are shown along with the Standard Model 1-loop prediction

up to order o2 (line).
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Figure 8.3 Measurement of A, (stars) using the combination of electron and muon
A, measurements. The total (outer) and statistical (inner) errors are shown along
with the Standard Model 1-loop prediction up to order o2 (line).
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Figure 8.4 Measurement of A; (stars) using electron W+jet. The total (outer) and
statistical (inner) errors are shown along with the Standard Model 1-loop prediction

up to order o2 (line).
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Figure 8.5 Measurement of Az (stars) using muon W+jet. The total (outer) and
statistical (inner) errors are shown along with the Standard Model 1-loop prediction
up to order o2 (line).
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Figure 8.6 Measurement of A; (stars) using the combination of electron and muon
Az measurements. The total (outer) and statistical (inner) errors are shown along
with the Standard Model 1-loop prediction up to order o2 (line).
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order coefficient A; and the next-to-leading order coefficients As, Ag, A; are negligible,
given the statistical significance of our data sample. The direct measurement of the
polar angle # of the charged lepton in the rest frame of the W produced in a hadron
collider is seriously limited due to the two-fold ambiguity in the longitudinal direction
of the neutrino, the large systematic uncertainty related to the choice of the mass of
the W on an event-by-event basis, and the poor acceptance of the detector at high
values of cos#.

On the other hand, the direct measurement of the azimuthal angle ¢ of the charged
lepton is possible with minimal systematic uncertainties. As explicitly shown in
this dissertation, only the A, and A; angular coefficients affect the shape of the ¢
distribution. Large variations in the values of Ay and A, do not affect the azimuthal
distributions. This fact does not allow us to measure A, and A, with statistical
significance, but it nevertheless gives us the opportunity to measure A, and As; with
the current size of our data sample it would have been very difficult to simultaneously
extract the four angular coefficients.

We performed the analysis of the azimuthal angle of electrons and muons from
the Run Ta and Run Ib of the CDF experiment using four regions of the transverse
momentum of the W. We constructed the theoretical prediction for the observed ¢
distributions, taking into account the detector effects, before integrating Equation
(2.15) with respect to cosf. We also included all relevant backgrounds. By fitting
the data to this prediction, we extracted the angular coefficients A, and As for the
four p}’ regions for electrons and muons and their statistical combination (Tables 8.1,
8.2, and 8.3, and Figures 8.1 to 8.6). These results are consistent with the Standard
Model prediction of Chapter 2. There exists some tendency of the measurements
to be higher than the Standard Model predictions, especially in the last py’ bin of
the A, coefficient. This could be due to the fact that our data sample contains all
orders of QCD, unlike our theory prediction which contains only the first two orders.
No significant discrepancy is observed. The values we extracted for the A, and A,
coefficients are not inconsistent with the Standard Model prediction, however the

large uncertainties do not allow us to extract a statistically significant measurement.
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Appendix A
The Standard Model

The Standard Model is the dominant theory that describes the microcosm today. It
is based on field theory, which combines quantum mechanics and special relativity in
a Hamilton-Lagrange formalism. The Standard Model describes the electromagnetic,
weak, and strong interactions in a consistent way [74, 75, 76, 77], whereas gravity is not
yet part of it; because the particles are so light, the gravitational interaction between
them are very weak compared to the other interactions and its experimental study is
not easy. From the theoretical point of view, there are models that describe gravity
in a gauge fashion, with gravitons, gauge bosons of spin 2, carrying the interactions.
Gravity is important mainly in the macrocosm; Newton’s laws are routinely used on
terrestrial problems, while General Relativity is the main tool of astrophysicists and

astronomers.

A.1 Quantum Electrodynamics

Particle physicists aspire to explain everything using as few axioms as possible. One
of the starting points is always symmetry. The world is undeniably symmetric and
we have to construct our theories respecting this reality. Maybe in the future we
understand why this is the case. We use global and local (gauge) symmetries to
construct our theory and explain the conservation of basic physical quantities.

In field theory we start from a Lagrangian £ and subsequently the Euler-Lagrange
equation gives us the equation of motion for the particles. This is similar to the

classical mechanics approach, with the main difference being that we substitute space
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position by fields and time by the space-time vector (4-space). In quantum field
theory the fields operate on the vacuum and they produce the particles at a specific
space and time.

Quantum Electrodynamics (QED) is the field theory that describes the electro-
magnetic interactions between spin—% particles (elementary particles with spin equal

to 1/2 i.e., leptons and quarks). The QED Lagrangian is
1 WY T (i
L= _ZF’“’F + (iv*D,, — m)ip. (A.1)

The first term of Equation (A.1) is the kinetic energy part of a massless electromag-
netic field A,, which describes the photon that transfers the interaction. The quantity

F,, is the electromagnetic field tensor (or field strength), defined as

F, =0,A

uv wity

—9,A (A.2)

we

The second term describes the kinetic energy and mass of the fermionic field ¢ of

mass m where D, is the covariant derivative, defined as
D, =0, +ieA,Q, (A.3)

where e is the unit of electric charge and @ is the charge operator (Qv¢ = g1, where ¢
is the charge of the particle). The field v is a 4-spinor, since we could have a particle
or an antiparticle and there is also a spin up and spin down probability. The Dirac
~v-matrices also have dimension four.

This Lagrangian is invariant under local (gauge) transformation of the form
v — U(x)y(x), A, (x) = Au(z) + 0,0(x), (A.4)

where

U(z) = e~"e@a@) (A.5)

and «(z) is an arbitrary function of the 4-space. For infinitesimal gauge transforma-
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tion, equation (A.4) becomes

P — (1 —ieQa(x))y(z). (A.6)

Actually, the reason we replaced the derivative d,, of the fermion kinetic part of the
Lagrangian by the covariant one given by equation (A.3) was to make the Lagrangian
gauge invariant. According to the Noether’s theorem, this gauge invariance leads to
the conservation of a quantity, which in our case is the electric charge. We realize
that starting from the QED Lagrangian, we can prove the conservation of charge, an
axiom of the past. Applying the Euler-Lagrange equations, we arrive at the Maxwell

equation describing the photon

0, F" = " Qu, (A7)
and the Dirac equation describing the spin—% fermion

(17" Dy —m) =0, (A.8)

which are both well established equations. The coupling of the fermion field to the
photon, which transfers the electromagnetic interaction and is given by the covariant
derivative, is again governed by the Lagrangian gauge symmetry requirement. Other
forms of couplings do not give us a gauge invariant Lagrangian.

This important symmetry, out of which we extract so much physical information,
belongs to the unitary group U(1), since the matrix U is unitary and of dimension
one. It is denoted U(1)q in our case, since the charge is the generator of the trans-
formations.

QED is the most successful physical theory. Its predictions have been experimen-

tally verified up to few parts in a million.

209



A.2 The Weak Interactions

In quantum mechanics we often group spin-3 particles in doublets (2-spinors), since
we have two possible third-projections of the spin. We then apply the spin operator
to move from one entry of the doublet to the other. These rotations in the spin space,
generated by the spin, are similar to the space rotations generated by the angular
momentum. In QED, we used 4-spinors instead, to include the antiparticles. After
the discovery of the fact that the neutron can decay to a proton through the weak
nuclear interaction, and since the neutron and the proton are not different from the
weak interactions point of view, it was natural to try to repeat the same grouping of
particles in isospin doublets ¢.} The proton and the neutron are assinged isospin equal
to 1/2 and opposite third-projections. This isospin is the generator of rotations that
trasform a neutron to a proton. As a result, theorists tried to introduce a Lagrangian
and a gauge symmetry similar to the one described in the previous section.

The weak Lagrangian is

1

£=-3

W;WWMV + QE(VYHD;L - m)wa (Ag)
which is invariant under the infinitesimal gauge transformation

Y — (1 —iga(z) - T)y(z), (A.10)

where « is an infinitesimal vector in isospin space and T is the isospin operator whose
components T; are the generators of the isospin rotations. The isospin components
T; are given by

1

T, =
where 7; are the Pauli matrices. Since the generated matrices are unitary, their
determinant is one, and their dimension is two, the T; are generators of the SU(2)

symmetry transformations. Just like the angular momentum, the 7; do not commute

YOf course, each entry of the isospin doublet is a 4-spinor, describing the corresponding fermion.
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and they follow the Lie Algebra

ity

The covariant derivative is given by
D,=0,+igW, T. (A.13)
The W, fields transfer the weak interactions and transform as
W, (z) = W ,(2) + 0,a(z) + go(x) x W, (z). (A.14)
The field strength W, is
W, =0W,—-0,W,—-gW,xW,. (A.15)

The last term in equations (A.14) and (A.15) appears because of the non-abelian
nature of the group. It tells us that the weak bosons interact with each other, unlike
the photons. It is important to notice that the weak fields and the weak strength
are vectors, because the isospin is a vector operator and the covariant derivative of
equation (A.13) would have no sense for a scalar weak field. This way, the need for
three gauge bosons to transfer the weak interactions arises naturally.

Although the theory presented above is consistent with the QED formalism, it
does not describe reality. We can construct two positive and a neutral gauge bosons
out of this theory, by proper linear combinations of the fields Wﬁ (1 = 1,2,3), but
they have to be massless. If we include a mass term in the Lagrangian, it will not be
gauge invariant anymore. This contradicts the experimental observations, according
to which the weak gauge bosons are massive. Another serious problem with the theory
is that the left-handed nature of the charge-current couplings is not included, although
in nature only the left-handed fermions and right-handed anti-fermions participate in
weak interactions. These problems are solved with the introduction of the Electroweak

Unification.
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A.3 The Unified Electroweak Model

A.3.1 The Unbroken SU(2);, x U(1)y

We define the massless left-handed and right-handed fermion fields

1 1
Y, = 5(1 — 75)1, VYp = 5(1 +75) 0. (A.16)

The helicity operator (that gives us the projection of the spin in the direction of
motion of the particle) is the same as the chirality operator for massless fermions (or
high energies). Therefore, the left-handed fermions correspond to negative helicity
and the right-handed fermions correspond to positive helicity.

We would like to have the SU(2) symmetry applied only to the left-handed fermion
field 11, to be consistent with observation, so we call the new symmetry SU(2).
The mass term mip = m(Yp + Ygrty) is not invariant under the SU(2),, so at
this point we consider massless fermions. This problem will be solved later. The
conserved quantum number is T}, or weak isospin. As we will see in section A.5, any
charged-current weak interaction will include terms of the form ¢;y*% (1 —5)¢,. The
bilinear quantities of the form v, are vectors (they transform as vectors under
Lorentz boosts, rotations and Parity transformation) while the bilinear quantities
of the form 1);7"y51, are axial vectors (they transform as vectors under Lorentz
boosts and rotations, but they are Parity-even). That is why we refer to the unified
theory involving only left-handed fermions and right-handed antifermions as the V' — A
(Vector minus Axial Vector) theory.

Now, in order to unify the electromagnetic and weak interactions, we introduce

the weak hypercharge Y, so that the charge operator is given by

1

The Lagrangian will be invariant under the new U(1)y symmetry and the conserved

quantum number is Y. The overall symmetry is denoted SU(2), x U(1)y.
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We can now write the Lagrangian for the unified electroweak model

1 y 1 R
L= —ZWWW“ + _ZB"”BM + iy D). (A.18)
The massless gauge fields are now the isotriplet W, for SU(2), and the hypersinglet
B,, for U(1)y. The field strength W, is defined in (A.15), while

B,, =0,B,—0,B (A.19)

v,

and the covariant derivative becomes

1

D, =0,+igW, T+ ig'iBuY. (A.20)
The Lagrangian (A.18) is invariant under SU(2); and U(1)y separately. To have
a unified theory, the neutral term i(gWs, T3 + ¢'3B,Y) of (A.20) has to contain
the term ieA,Q of (A.3). For this to happen, the W5 and B, fields have to be
linear combinations of A, and another neutral field Z,. The coefficients of the linear
combination can be expressed as sines and cosines, because the normalization of all
the vector boson fields is the same. So we can write

Wi, cos By, sinfy, Z,

= , (A.21)
B, —sinfy, cosby A,

where fy, is the electroweak mixing angle, a parameter of the Standard Model. The

neutral part of (A.20) now becomes

1
i(gWs, Trs + g'iBuY) =D, + D7, (A.22)

where
Dy =ieA,Q, (A.23)
D =ig,Z,(T;3 — 2w Q), (A.24)
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and

I , €
g_siHHW’ 9 ~ cosfOy
_ € a2
92 = 4 r—— Ty = sin” Oyy. (A.25)
If we define
+ 1 . + 1 ,
W= = —(Wlﬂ +F ZWQM) and TL = —(TLI +F ZTLQ), (A26)

V2

then the charge parts of (A.20) become

V2

DYV* = igWiTH, (A.27)

and we can write the covariant derivative (A.20) as
D,=0,+D)" + D +Dj+DE. (A.28)

Because the interaction part of the Lagrangian is given by the 1/;7jfy“Duz/), we realize
that equation (A.28) explicitly describes the interaction of the fermion with four
gauge bosons which correspond to the W= and Z particles and the photon . The
electromagnetic and weak interactions are unified.

We have solved the problem of the V' — A nature of the interactions by the uni-
fied SU(2);, x U(1)y theory but, at the same time we have not solved the problem
of the massive weak gauge bosons. Actually we introduced an extra problem: we
assumed that fermions are massless as well. Both these problems are solved with the

spontaneous symmetry breaking mechanism or Higgs Mechanism.

A.3.2 The Higgs Mechanism

We introduce a scalar field ® which is described by the isodoublet of a positive and

neutral field.

sy = | 7@ (A.29)

¢ ()
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We add to our Lagrangian (A.18) a kinetic part and a self-interaction part corre-
sponding to the new field
Ly =|D,2[ - V(2]*), (A.30)

where |®| = ®'® and V is a scalar potential, the most general renormalizable form
of which is

V= w10 + Al (A.31)

where ;2 < 0. From Lg we will get a mass for the weak gauge bosons and we will
introduce a new massive particle, the Higgs boson. The masses for the fermions will
come from explicit Yukawa couplings.

The minimum of V occurs at |[®|> = —1p*/\ = v?/2, also known as the vacuum
expectation value of ®. This vacuum expectation value defines a preferred direction
in the hypercharge plus weak isospin space and spontaneous breaks SU(2);, x U(1)y-

It is common to redefine the scalar ® as

. i&(z) T 0
d(z) = p<72v > Wi HE) | (A.32)

were & are real scalar fields, the Goldstone bosons, that appear whenever a continuous
symmetry is spontaneously broken and H(z) is a massive Higgs scalar with zero
expectation value. Finally we perform a finite SU(2); gauge transformation with
a(r) = &(z) and we eliminate the exponential. In this unitary gauge the W=+ and
Z acquire their mass. Using equation (A.32) — without the exponential —, equation
(A.28), and equation (A.30), we arrive to explicit mass terms for the gauge bosons.

The Higgs related part of the Lagrangian becomes:
1 o Lo 2, 1 2 1 2

From the equation above, we realize that the masses of the W and Z are

1 1 My
MW = §g’U and MZ =

(A.34)

After some manipulation, equation (A.33) describes a scalar boson H with cubic
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and quartic self-interactions, which couples to the weak gauge bosons with cubic and

quartic interactions and does not interact electromagnetically. Its mass is
My =/ —2u?. (A.35)

There are two kinds of spin—% fermions, the leptons and the quarks. The charged
leptons interact electromagnetically and weakly, while the neutral leptons (neutrinos)
interact only weakly. The quarks are all charged, so they interact electromagnetically
and weakly. The basic difference is that they also interact strongly. The leptons and
quarks acquire their masses through their Yukawa couplings to the Higgs doublet.

A.3.3 Lepton Masses

In the weak isospin formalism, the left-handed leptons are written in doublets (their
weak isospin is 3) and the right-handed charged leptons are singlets (their weak
isospin is zero). There are no right-handed neutrinos in the Standard Model. The
Lagrangian that corresponds to the Yukawa coupling between the Higgs doublet &

and the lepton doublet /; is

Lyvukawa = — G [ER(CI’WL) + (ELCI))ER] ; (A.36)
where
=", (A.37)
l L

and [ is the charged lepton (electron, muon or tau) and v; is the corresponding neu-
trino. We understand that there are 3 terms of the form (A.36) in the total La-
grangian. Notice that couplings between different lepton flavors are not allowed, due

to lepton number conservation. Using the unitary form of ®(z), we get

Gu. G .
Lxukana = ——\gu - 7%}111. (A.38)
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This equations tells us that the mass of the charged lepton [ is

. GZU

M= (A.39)

and its coupling to the Higgs is % We realize that we do not really answer the
question why the masses of the charged leptons are the ones we observe. We have to
understand why the charged leptons couplings to the Higgs are the ones we observe
to answer this question. Also note that the neutrinos do not have mass or couplings

to the Higgs, since there are no right-handed neutrinos.

A.3.4 Quark Masses

The quarks come in three generations just like the leptons. If we forget about Quan-
tum Chromodynamics, the main difference is that they all come in left-handed and
right-handed versions (whereas neutrinos are only left-handed). For each generation

we have a weak isospin doublet and two isospin singlets

q;
Qi = y iR, q;Ra (A-40)

!
q.
/L

where (g;,q;) are the weak eigenstates of the quarks and i = 1,..,3 for three quark

generations. The most general Yukawa interaction is
3 3
Lyukawa = — Z Z [GiﬂiR(iTZ‘I’*)TDiL +Giidg® Dig | + hec, (A.41)
i=1 j=1

where G;; and G;; are coupling constants, and “h.c.” means hermitian conjugate.

When @ and its conjugate acquire a vacuum expectation value, the mass terms become

q
(q1, 42 43)rM* | g, | +hec, (A.42)

Q3L
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and
i
(4, &5, 5) eM? | g5 | +he, (A.43)

!
Q3L

where MY, = %CNJU and /\/lf], = 5Gi; are quark mass matrices. These mass matrices
are not diagonal, so the weak eigenstates of the quarks are not the mass eigenstates.

For this reason, we define the following unitary transformations

0 u 7 d
g2 = UL,R C and qé = DL,R S (A.44)
!
B/ R t L.R B/ g b L.R
which diagonalize the M matrices
m, 0 O
Ut MWUy=1 0 m, 0
0 0 my
my 0 0
DM D=1 0 m, 0 |, (A.45)
0 0 my

where the diagonal elements are the quark masses. The quark mass eigenstates u, ¢, t
are linear combinations of the weak eigenstates ¢, g2, g3 and the quark mass eigen-
states d, s,b are linear combinations of the weak eigenstates ¢i, ¢5,g5. The bilinear

terms of the charged-current weak interactions are

¢ d
(Qh g2, QS)Lfyu qé = (ua c, t)LUzDLqu S ) (A46)
/
q3 I b I

where V = U zDL is the generation mixing matrix, the most common form of which

is the one constructed by Cabbibo-Kobayashi-Maskawa (CKM). There is no similar

218



matrix for the neutral-current weak interactions, since the bilinears have the form

a1 u
(qla q2, q3)Lqu p) = (’LL, C, t)LUzULqu & ) (A47)
a3 I t L

and UEUL = 1. In other words there are no flavor-changing neutral currents, in
accordance with the experimental observation; only flavor-conserving weak neutral
currents have been observed [23]. Finally, since we observe flavor-changing charged-
currents, the matrix V' # 1, so Uy, # Dy,. Since these matrices diagonalize M7; and
/\/l?],-, we conclude that /\/l;-]j # M;’J’ and consequently C~¥,~j # G5, which means that the
right-handed weak quark singlets are coupled to the left-handed weak quark doublet
and the right-handed weak quark with different strengths and this is true for all 9

flavor combinations.

A.4 Quantum Chromodynamics

The final piece of the Standard Model is the Quantum Chromodynamics (QCD) that
describes the strong interactions transmitted by the gluons. The quarks and gluons
are the only particles that interact strongly. It is an experimental fact that there
the quarks come in three colors (strong charges). The first proof was the discovery
of the A™" baryon, that has three identical quarks (uuu). The only way for three
fermions to be in the same state is to have three different quantum numbers, which in
our case is color. Because of the three colors, the non-abelian symmetry of the QCD
Lagrangian is SU(3). Following the established procedure, the QCD Lagrangian is

1 o
L= _ZFauquiw + 1/)]' (ZvﬂDujk - mjfsjk)'ébk, (A48)

where the covariant derivative is

Dujk = 6jk8u + igsTajkGau, (A49)
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where G# are the gluon fields, T, are the SU(3) generators, g, is the strong coupling
and m; are the masses of the quarks. To generate SU(3) we need 8 generators, so
the index a takes the values 1,...,8 while the indices j and k take the values 1, ..., 3,
since they are related to color. The delta functions make sure that the mass terms
and the kinetic terms are properly included (they should involve one quark and not

two quarks at a time) The gluon field tensor is
Fop = 0,Gaw — 00 Gy — g5 farcGouGev (A.50)
where fu. are the structure constants of SU(3) defining the Lie Algebra
[T, o] = i fapeTe- (A.51)

The Lagrangian (A.48) includes a gluon self-interaction, characteristic of the non-
abelian nature of the SU(3) symmetry. It is also invariant under the infinitesimal

local gauge transformations

1/)(33) - [1 - igsaa(x)Ta]w(x)
Gop(®) = Gop(2) + 0,00(7) + g5 fapeor ()G (). (A.52)

One of the characteristics of the QCD is the appearance of divergencies in calculations
such as infrared divergencies (appearing at low energies), ultraviolet divergencies (ap-
pearing at high energies) or colinear (appearing when the angle between two momenta
is almost zero). The way to solve these problems is to introduce new parameters (prop-
agator mass, momentum cut-off A in integration or decreased space-time dimensions
D —2¢), redo the calculations and then absorb the parameters in the existing physical
quantities by redefining them. This process is called “renormalization”.

The other peculiarity of QQCD is the asymptotic freedom and infrared slavery. The
strong coupling constant a; goes to zero at high momenta transfers (or low distances)
between the strongly interacting particles. This means that we can use perturbation
for particles that are very close to each other, like the valence quarks in a hadron.

They behave like almost free particles, hence the term “asymptotic freedom”. At
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the same time the quarks inside a hadron are “infrared slaves” as at low energies (or
long distances) the strong coupling becomes so big, that they can never escape their
hadron without producing more hadrons in the process. If the potential energy of the
“bond” that connects the outgoing quark with the rest of the valence and sea quarks
becomes higher than the energy of a quark-antiquark pair produced out of vacuum,
a jet of hadrons is created. These jets are an the evidence for the existence of quarks,
since there is no way to separate the quarks from their hadrons and directly observe

them [24].

A.5 Feynman Diagrams and Practical Calculations

In the previous sections we summarized the Standard Model theoretical framework.
A complete theory should describe all physical processes observed in nature or in
the laboratory. In this section we will describe the connection between the abstract
theoretical formulas and practical physical quantities that are experimentally mea-
sured. We will concentrate on the cross sections predictions of the theory, because
the subject of this thesis is the differential cross section of the W production in a
collider.

A common collision experiment involves two initial particles that interact with
each other and produce a number of other particles. We can write the total Hamil-
tonian of the system, as a sum of the free Hamiltonian H, and the interaction Hamil-

tonian Hj

Suppose we have some wavepackets that are initially (at time —T') free, they interact
through H; for some time 27 and at time 7" we have the creation of some new
wavepackets that are also free. We define a wavepacket in space as

&k 1

16) = / T, (A54)

where ¢(k) is the Fourier transformation of the spatial wavefunction and |k) is a

one-particle state of momentum k in the interacting theory.
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Suppose we initially have two fields ¢4 and ¢p that interact with each other

through H; to give us n fields ¢, ¢, ... ¢,. The probability for this to happen is

P =|(¢1s - dulpadn)|”. (A.55)

The cross section is defined to be

o= / d*bP(b), (A.56)

where b are the possible impact parameters in the colliding beams. Using (A.54) the
cross section is written in terms of the interacting-theory states of definite momentum,
as follows:

do = dF|(p,py -+ [kakp)|, (A.57)

where F'is the factor that contains the product of the factors in front of the momentum
states of the form (A.54). The final states are calculated at time 7', whereas the initial
states are calculated at time —7. We can use the time-evolution operator, to shift

the states to define them at a common reference time
do = dF| lim (pyp, -+ e” D |kakp)|* = dF|(pip, - |Skakp)®,  (A.58)

We just defined the unitary operator called the S-matrix. If we want to separate only

the part of the S-matrix that is causing the interaction, we define the 7-matrix as
S=1+:T. (A.59)

We can also define the invariant amplitude M, in order to separate kinematics (phase

factors) from dynamics

D10y [iT kakp) = (2m)'6W (ka+ kp = D _py) - iM(ka+kp — pipy---). (A.60)
7

Using (A.57) and (A.60) and summing over all final states and averaging over all

initial states, we get the cross section for the interacting transition from the initial to
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the final states
do=dJ Y |M(ka+kp = pips---), (A.61)

where the variable d.J includes the infinitesimal phase space factors, the initial flux
factors and the normalization factors. The states of equation (A.60) are states of the
interacting theory. In a perturbative picture we would like to express everything in

terms of the free theory states. We use the relation

kakp) ~ lim e Tk kg, (A.62)

T—o00(1—i€)

where |k k), are the free theory states, the ones we would like to use to estimate
the interaction theory solutions. Finally, we use the two-point correlation function to

write

lim  o(pypy- - |6_iH(2T)|kAkB>0

T—o0(1—ie€)

(P1py- -+ |S|kakp)

T
—lm oy (Tl [ deH O)lkaks)
T—o0(1—i€) _T
— i oppy (Tl [ dal@Dkakgly (463

where T" denotes time-order. If the coupling of the interacting Lagrangian L; is small
enough, we can Taylor-expand the exponential, keep only the few first terms of the
expansion and still get a good prediction of the cross-section. This is the main idea

of the perturbation theory. Expression (A.63) becomes

(P1py - |S|k1ks) = o(p1p2---|k1k2>o+o<p1p2---IT(—i/d4x£1(x))|k1k2>o+

opipy ([ @ty w) [ dueio) kol - (A0

The first term contains no interactions (the particles do not “see” each other). The
second term contains one interaction, the third term contains two interactions and
so on. Using Wick’s theorem, we can write the time-ordered sum of the product
of the fields that appear in the £; as a normal order (creation operators are to the

left of annihilation operators) of the sum of all possible contractions of the fields. By
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contraction of two fields we mean the Feynman propagator, which is the commutation
(bosons) or anticommutation (fermions) of the two fields, respecting causality. After
contracting the fields and producing the propagators, we contract any remaining fields
with the initial and final states of definite momentum.

In the unbroken Electroweak and the QCD theory we can have three kinds of

interaction Lagrangians:

LY = Py"B,cOY

LY = —cf"™(9,BB"B*) and
o) = =S BB (f BT BY), (A.65)

where £§1) describes the interaction of two fermions with a gauge boson (for inter-
action with a photon it is B, = A,, ¢ = e and O = (), for interaction with a
Zitis B, = Z,, ¢ =gz and O = (T3 — 2w @), for interaction with a W=* it is
B, = W;E, c=gand O = TLjE and for interaction with a gluon it is B, = G,
c=g,and O =TF), £(12) describes a cubic interaction of gauge bosons (the coupling
is ¢ = gsinfy, for WTW ™~ Z interaction and ¢ = gcosfy for WHW v interaction
and g, for ggg interaction.) E(Ia)
coupling is ¢ = ¢* for WHW W TW ™ interaction, ¢ = ¢° cos® Oy, for WTW~ZZ in-

describes a quartic interaction of gauge bosons (the

teraction, ¢ = €% for W W v~ interaction, ¢ = eg cos @y, for WTW ~Z~ interaction
and ¢ = g2 for gggg interaction). In the broken Electroweak theory we have in ad-
dition interactions of the fermions with the Higgs field, cubic interactions involving
the Higgs field (HHH, W W~H and ZZH) and quartic interactions involving the
Higgs field ( HHHH,W*W HH, ZZHH). The interactions above are the only ones
allowed in the theory.

In our theory the free fermions fields are given by

Y(x) = / 3] \/ﬁ Z apu’(p)e” " + blv® (p)e™), (A.66)

where u’(p) and u*(p) are 4-spinors which correspond to the fermion and antifermion

4-spinors, a;, is the annihilation operator of a particle with spin s and momentum p,
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and b;;f is the creation operator of an antiparticle.

The free vector boson fields are given by

3

d3p 1 . . .
o ror —ip-x ri rx ipT  ip-T
B,(z) = / (2m)® \2E, Z(apﬁu(p)e +aye, (p)e”Ter), (A.67)

r=0

where €, (p) are the polarization vectors. The only scalar boson of the theory (the

Higgs boson) is
d*p 1

(2m)® 2E,
Using equations (A.64), (A.65), (A.66), (A.67) and (A.68) we can arrive to expressions

for any physical process.

h(z) = (a,e” 7" + al ). (A.68)

We will continue for a 2 — 2 process of two particles colliding and producing two
particles. For a 2 — 2 process the leading-order term contains two interactions, so

the interacting part of (A.64) becomes

P iTlaks) = ol T [ doLste) [ di)lkady (409

For the simplest interaction of two fermions through only one gauge boson (tree
level) the interaction Lagrangian is £(Y). After substituting the time-order with the

normal order and keeping only one contraction (one gauge boson interaction) we have

(D1P2|1T k1 ko) ~
ool gy N [ d20(a1y" Bu(@)O0(z) [ d'yily)* BuOs(@)lkikzha.  (A.T0)

We contract the boson fields B,, with each other to produce the gauge boson propa-
gator term and contract the remaining fermion fields with the initial and final state
particles to produce the charge currents. Using equations (A.60), (A.66), (A.67)

(A.70) and performing the contractions as described, the result is
iM = (—ic)*u(k)y* Ou(ks) - [Propagator] - @(p;)y” Ou(p,). (A.71)

Similarly we calculate higher order terms of the expansion.
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Figure A.1 W production at tree level and low p; at a pp collider.

Practical rules (the Feynman rules) can be defined, based on Equation (A.64)
and the form of the interacting Hamiltonian to calculate the invariant amplitude
M. We start from a Feynman diagram and assign a value for every propagator
(intermediate fermion or boson), external lines (interacting fermions or bosons) and
vertices (couplings). For the tree-level W production from the collision of two quarks,
we start with the Feynman Diagram shown in Figure A.1.

We assign —i%fy“%(l — +°) to the vertices, ug, and v, to the quark external
lines, u,, and v; to the neutrino and lepton external lines and W% to the W
propagator. We use the v and v to denote incoming fermion and antifermion and @
and © to denote outgoing fermion and antifermion. The invariant amplitude is then
constructed out of these quantities. The expressions “outgoing” and “incoming” refer
to the charge flow of the external lines. For an antifermion, the momentum direction

is opposite to the direction of the external lines. The Feynman rules directly give us

the expression of Equation (A.71) for the W production:

) —ig B 1 —1G B 1
M= () Va5 0=, 5 (-
2
9 _ 5 1 _ 5

where ¢, is the quark with the lower charge, p is the momentum of the W and V,,,,
is the element of the CKM matrix (quark mixing). Using Equation (A.72), averaging

over the initial spins and summing over the final spins, the cross section (A.61),
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becomes

do = dJSpZm:S IMJ? = dj(f—;) = M&lx)/gl—qﬂ(ZMWFW)?L””HW’ (A.73)
were we defined the lepton tensor as
Ly = Y [1,7,(1 = ") vl (@7, (1 = 7°)ul, (A.74)
spins
and the quark tensor as
H" = [0,7"(1 =7 )ug,][00,7" (1 = 77)ug, ] (A.75)

spins

The formalism of Equation (A.73) is used in Chapter 2, when we study the general
production of the W in a hadron collider with a considerable transverse momentum,

taking into account next-to-leading order Feynman diagrams as well.
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Appendix B

Polar Angle Studies

B.1 Introduction

The study of the angular distribution of the W boson is done through the analysis of
the azimuthal (¢) and polar (0) angles of the decay charged lepton in the rest frame
of the W. To get these angles, we have to boost to the W rest frame. However, this is
not possible, because of our ignorance of the longitudinal momentum of the W, due
to our inability to measure or estimate the longitudinal missing energy corresponding
to the longitudinal neutrino momentum p’,. Nevertheless, we can constrain p) using
Equations (7.6) and (7.7). An important point is that the mass of the W (My;) is not
known on an event-by-event basis. However, we know that it follows the Breit-Wigner
distribution and has to be greater than its transverse mass (which is measured in the
laboratory). If we assign a mass to the W boson , there are two possible solutions
for p? leading to two possible momenta for the W and two possible values of cos#
and ¢. If we choose to work on the Collins-Soper frame, both choices of p%, for a
specific My, lead to the same ¢ and opposite cos . Consequently, the selection of the
value of My, for a particular event uniquely determines | cos|. The angle ¢ is better
measured because the choice of My, only causes a negligible systematic error in the
measurement, of ¢. In this Appendix we discuss the problems in the reconstruction

of cos .
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B.2 Reconstruction of cos§ Using DYRAD Events

The first natural step is to try to reconstruct the cos f using events from the DYRAD
Monte Carlo generator. Since we know the true value of cosf for each generated
event, we are able to compare it to the reconstructed value of cos. We run DYRAD
at leading order in QCD (no gluon loops), to avoid the negative weights.

There are two issues pertinent to the reconstruction of the cosf: the choice of
the mass of the W and the choice of the right sign of cosf. We will first use our
knowledge of the W mass for each generated event, to try to correctly guess the
sign of cosf, without seriously distorting its distribution. In [78] the shape of the
cos @ is not important, so always the positive value of cosf was chosen. The cosf
distributions of Figure 2.6, tells us that this method gives a successful reconstruction
about 70% of the times. It cannot be used in our case, because the shape of the cos 6
carries the information we need.

Our method consists of constructing a multidimensional phase space filled with
kinematic variables from DYRAD events. The two p% choices result in two different
locations in our phase space. We choose the value of p, that falls to the location
more heavily populated by the DYRAD events used to fill the phase space. This is
the most probable phase space location leading to the most probable choice for the
longitudinal momentum of the neutrino and the corresponding cosf sign.

We tried different variables and concluded that the most effective phase space
is the four-dimensional space of the rapidities of the W, charged lepton, neutrino,
and jet. Using this phase space (of 40 bins for each dimension) we arrive at ~80%
success in reconstructing the cos and, more importantly, the shape of the cosf is
preserved. This can be seen if Figure B.1. This approach capitalized on the kinematic
correlations of the W boson, the charged lepton, and the neutrino, similar to those
assosiated with the W + + production [79]. To demonstrate the correlations for the
W™ +jet case, we show the scatter plots of the rapidity y; of the charged lepton versus
the rapidity yy of the W™, the rapidity y, of the neutrino versus the rapidity of the
W, the rapidity y;e; of the jet versus the rapidity of the W, and the rapidity of the
neutrino versus the rapidity of the charged lepton (Figure B.2). Figure B.3 shows the
histograms of the corresponding rapidity differences (y; —yw ), (v — yw), (Yjet — Yw'),
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and (y, —y;). These differences of rapidities are invariant under longitudinal Lorentz
boosts.

The next step is to try to select a mass for the W, instead of using the actual
one. This introduces a serious systematic uncertainty at the region around cosf = 0.
This is because the curve My, = f(p¥) given by Equations (7.6) and (7.7) is usually
flat close to its minimum (depending on the kinematics of the particular event).
This minimum corresponds to My, = M} and cosf = 0. Small variations in the
selected mass lead to big variations in the resulting value of |cos @), if Mj" ~ My,.
This correlation between cosf and M} can be seen in Figure B.4, which depicts the
scatter plot of M} versus the cosf, for DYRAD W +jet events up to order o2. If the
transverse mass of the W is close to the pole mass of the W, the uncertainty in the
reconstruction of | cos f| is increased.

We use four methods for selecting a mass for the WW:

1. We select the Breit-Wigner mass above the transverse mass of the W.

2. We select the pole mass or, if it is less than the transverse mass, select the

transverse mass instead.

3. We select the pole mass or, if it is less than the transverse mass, select the

Breit-Wigner mass above the transverse mass of the W.

4. We use the mass versus transverse mass DYRAD scatter plot to select a mass

for the W.

The fourth method uses the My, -versus-My scatter plot and our knowledge of
M}, to select a mass for the W. This scatter plot can be seen in Figure B.5. We
used eight different scatter plots, depending on the transverse momentum of the W.
Figures B.6 to B.9 show the cos reconstructed and actual distributions for the four
p¥ regions. The cosf is reconstructed using the four methods of choosing the My,
(for the selection of a | cosf|) and the four-dimensional phase-space (for the selection
of the sign of cosf). We conclude that the fourth method for selecting the mass,

is the most effective one. Finally, to demonstrate how the ¢ angle is not affected

at all by the selection of the My or the selection of the direction of the neutrino,
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Figure B.1 The cosf reconstructed distributions (solid histograms) and actual dis-
tributions (dashed histograms), for leading-order (no gluon loops) DYRAD events, for
four p}¥ regions. We use our knowledge of the mass of the W on an event-by-event
basis to determine |cos@|. We choose the sign of cosf using the four-dimensional
phase-space of the rapidities of the charged lepton, neutrino, W boson, and jet at the
generator level.
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Figure B.2 The scatter plots of the rapidity y; of the charged lepton versus the
rapidity yy of the W™ (upper left), the rapidity y, of the neutrino versus the rapidity
of the W~ (upper right), the rapidity y;e of the jet versus the rapidity of the W~
(lower left), and the rapidity of the neutrino versus the rapidity of the charged lepton
(lower right).
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the Collins-Soper frame, for DYRAD W +jet events up to order 2. We see that the
greatest uncertainty in the selection of a value for the polar angle € is when cos € ~ 0,
which corresponds to transverse mass close to the pole mass of the W.
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we show its true and reconstructed distributions overimposed for the four regions of
the p})¥ (Figure B.10). We observe a perfect reconstruction of the ¢ angle. Figure
B.11 shows the error in ¢ and cos # reconstruction as a function of transverse mass of
the W and the scatter plots of reconstructed versus true ¢ and | cos#|, for DYRAD
data. We realize that the cos @ reconstruction is difficult at high values of M}, which

correspond to low values of |cos)].

B.3 Reconstruction of cos  Using FMC Events

The situation is different, if we use FMC events instead of DYRAD events. Using the
same phase-space filled with FMC events and the four methods of choosing a mass for
the W, we arrive at plots shown in Figures B.12 to B.15 for electrons (the plots for
the muons are similar). The reconstruction is not satisfactory, due to the smearing
caused by the detector resolution and the effects of the acceptances and efficiencies,
that affect our choice of the longitudinal direction of the neutrino and sign of cos 6. If
we plot the | cos 0| (Figures B.16 to B.19) in order to be insensitive to the choice of the
sign of cos f, we realize that the problem still exists and it is caused by the selection
of the W mass. The situation is not different for data, so we conclude that the effects
of the detector, as well as the systematic uncertainties caused by the choice of the
mass of the W on an event-by-event basis, bias the shape of the cos 6 distribution and
do not allow us to directly measure it. Again, the reconstruction of ¢ at the FMC
level is not a problem at all, as shown in Figure B.20.

Future progress in the direct measurement of the polar angle 6 could be achieved,
if the bias of the W mass selection is resolved. Alternatively, a parameterization of
this bias, for a specific mass selection technique, could be used, for the extraction of
the true polar angle distribution. A better understanding of our detector acceptances
and efficiencies is crucial for the application of this parameterization to experimental
data and for the correct selection of the sign of cosf. The determination of this sign
leads to the complete reconstruction of the charged lepton polar angle distribution,
that is necessary for the measurement of the A, and Ag angular coefficients and the

full understanding of the W differential cross section.
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Figure B.5 The scatter plot of actual mass versus the transverse mass for DYRAD
leading order (no gluon loops) events.
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Figure B.6 The cos# reconstructed distributions (solid histograms) and actual dis-
tributions (dashed histograms), for leading-order (no gluon loops) DYRAD events
with 15 < pi¥' < 25 GeV, and for the four methods of selecting the mass for the W
(method 1 is used in the upper left plot, method 2 in the upper right plot, method 3
in the lower left plot and method 4 in the lower right plot).

237



x 103 x 103

4000 — 4000 —
[ = % F
G 3500 [ & 3500
> - Y C
[0)] C ()] C
< 3000 < 3000 [
& c Q e
5 2500 — 5 2500
o E o E
2 2000 = 2000 [
S = S E
5 1500 5 1500 E
€ 1000 - € 1000 -
Z E 2 =
500 500

0:\\\\‘\\\\‘\\\\‘\\\\ 0:\\\\‘\\\\‘\\\\‘\\\\

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

« 103 DYRAD cos (25< p;W < 35 GeV) 103 DYRAD cosf (25< p;W < 35 GeV)
4000 £ 4000 —
[ - I F
& 3500 & 3500
> F > C
[} C (5} C
< 3000 — = 3000 [~
Q r Q C
5 2500 S 2500
) = ) F
2 2000 [~ = 2000
S o ks E
5 1500 = 5 1500 —
€ 1000 - € 1000 -
Z = =z =
500 | 500 [

O:\\\\‘\\\\‘\\\\‘\\\\ O:\\\\‘\\\\‘\\\\‘\\\\

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
DYRAD cos (25< p,W < 35 GeV) DYRAD cosd (25< p,W < 35 GeV)

Figure B.7 The cos# reconstructed distributions (solid histograms) and actual dis-
tributions (dashed histograms), for leading-order (no gluon loops) DYRAD events
with 25 < pi¥ < 35 GeV, and for the four methods of selecting the mass for the W
(method 1 is used in the upper left plot, method 2 in the upper right plot, method 3
in the lower left plot and method 4 in the lower right plot).
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Figure B.8 The cos# reconstructed distributions (solid histograms) and actual dis-
tributions (dashed histograms), for leading-order (no gluon loops) DYRAD events
with 35 < pi¥' < 65 GeV, and for the four methods of selecting the mass for the W
(method 1 is used in the upper left plot, method 2 in the upper right plot, method 3
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Figure B.10 The ¢ reconstructed distributions (solid histograms) and actual distri-
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for four p}¥ regions. The result does not depend on the method of selecting the mass
of the W.
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Figure B.11 The error in ¢ and cos f reconstruction as a function of the transverse
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Figure B.12 The cosf reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 15 < p!¥ < 25 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.13 The cosf reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 25 < p!¥ < 35 GeV, and for the four methods of selecting the mass for
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Figure B.14 The cosf reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 35 < p!¥ < 65 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.15 The cosf reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 65 < pj¥ < 105 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.16 The |cosf)| reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 15 < pl¥ < 25 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.17 The |cosf)| reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 25 < p!¥ < 35 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.18 The |cosf)| reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 35 < pl¥ < 65 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.19 The |cosf)| reconstructed distributions (solid histograms) and actual
distributions (dashed histograms), for leading-order (no gluon loops) FMC electron
events with 65 < pj¥ < 105 GeV, and for the four methods of selecting the mass for
the W (method 1 is used in the upper left plot, method 2 in the upper right plot,
method 3 in the lower left plot and method 4 in the lower right plot).
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Figure B.20 The ¢ reconstructed distributions (solid histograms) and actual distri-
butions (dashed histograms), for leading-order (no gluon loops) FMC electron events,
and for four p¥ regions. The result does not depend on the method of selecting the
mass of the W.
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