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Abstract

The overall focus of this thesis is the calculation of observables such as Wilson loops using
string theory. In the first part of the thesis, Wilson loops are introduced. Then, the quark-
antiquark potential in an AdSs x S° background is calculated using string theory, reproducing
the result by Juan Maldacena in 1998. Then, the vacuum expectation value (vev) of a circular
Wilson loop is calculated in the same ten-dimensional background. The second part of the
project investigates bosonic fluctuations over a classical string solution in a general curved
background and interprets them in terms of intrinsic and extrinsic geometric invariants. The
objective is to extend the results of the 2015 paper by Forini et al. to the action involving
the antisymmetric 2-tensor. An expression for the bosonic mass matrix is obtained. The
second-order fluctuations thus obtained can be used to precisely calculate the expectation
value of observables such as the Wilson loop and the free energy beyond the classical order.
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Agrip

Efni pessarar ritgerdar snyst um ad reikna malisterdir svo sem Wilson lykkjur med hjalp
strengjafraedinnar. I fyrsta hluta ritgerdarinnar kynnum vid Wilson lykkjur til sogunnar og
tengjum pad vid mettid 4 milli tveggja kvarka. Vid rifjum upp reikning 4 pessu matti sem Juan
Maldacena framkvamdi 4rid 1998 med pvi ad nota hina pekktu AdSs x S° lausn strengjafraed-
innar. Pvi nast reitknum vid vaentigildi Wilson lykkja i nokkrum 10-vidum timardmslausnum.
I 63rum hluta ritgerdarinnar einbeitum vid okkur ad truflunarreikning fyrir streng f almennri
timardmslausn. Vid utvikkum fyrri nidurstddur fra 2015 med pvi ad taka andsamhverfa
B-pininn med i reikninginn og reiknum massafylki truflananna. Nidurstodur pessarar ritgerdar
ma medal annars nota til pess ad reikna ventigildi Wilson lykkja i sodulpunktsnalgun.
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1 Introduction and Motivation

According to the (AdS/CFT) correspondence [1, 2, 3] (see, for example, [4] and [5]), an
n-dimensional conformal field theory (CFT) or a quantum field theory (QFT) is dual to a
gravity theory in n+ 1 dimensions which is asymptotically anti-de Sitter (AdS) or has a
constant negative curvature at infinity. The best-understood example of this duality, first
proposed by Maldacena in 1998 [1], is the AdSs x S° space-time and 4-dimensional .4/~ = 4
U(N) Super Yang-Mills at large N [6]. Basically, the bulk is a region of dynamic gravity
whereas the boundary is a conformal field theory without gravity. A very important of this
holographic duality is that when the gauge theory is strongly coupled and cannot be studied
using perturbation theory, the gravitational side is described by essentially a classical theory
and vice versa.

What does it mean to have a duality? Two theories are said to have a duality if we can find
a map between all parameters and observables of the corresponding theories, and if we can
develop a precise computational framework for dynamical computations on both sides. These
observables should naturally be independent of the chosen gauge. Since the discovery of
this correspondence, efforts have been put to develop an AdS/CFT dictionary that relates
observables on both sides. The parameters are found to have the following matching:

g2y =4mgs, R=(4mwg,N)'*l;, A =g2yN,

where, gy is the gauge theory coupling, gs is the string coupling, R is the radius of the
AdSs and S°, and A is the ’t Hooft coupling. In AdS/CFT correspondence, we concern
ourselves with the limit N — oo while keeping A finite but large (> 1) and look at expansions
around it. The AdS/CFT correspondence can be generalized to a general duality, called
the gauge/gravity duality or holography, between quantum field theories in n-dimensions
which are not necessarily conformal or supersymmetric, and gravitational theories on AdS
spacetimes in n + 1-dimensions.

One such observable that we can study is the Wilson loop operator which is manifestly gauge
invariant. It was first proposed by Kenneth G Wilson [7]. The calculation for the Wilson loop
vev was initially proposed holographically in [8]. The Wilson loop operator corresponds to
an open string living in an AdS spacetime with certain boundary conditions, and its vacuum
expectation value (vev) at the leading order is given by the area of minimal two-dimensional
surface swept by the dual open string in AdS. What makes Wilson Loops an excellent
candidate for studying holography or comparing it with gravitational predictions is that we
can calculate its vev exactly on the field theory side using the methods of supersymmetric
localization [9, 10, 11].

The natural next step would be to calculate the vev of these operators next to the leading order.
The attempts to study this duality beyond the leading order were initiated for .4 =4 in [12,
13, 14, 15] and the matching between the QFT and the string theory calculation was finally
achieved in [16, 17, 18, 19, 20] when a ratio of observables is considered. Recently, attempts



have also been made to study holography for cases where the field theory is not conformal.
Thus, making the gravitational dual a bit more complicated and the calculations of vevs a bit
more involved. For examples, see [21, 22] where Free energy and Wilson loop vev calculations
are done beyond the leading order for Dp-branes and 5D maximally supersymmetric Yang-
Mills, respectively, using string theory and found to match the supersymmetric localization
results present in the literature. An important step in calculating the next-to-leading order
contribution, on the gravity side, is to calculate the quadratic fluctuations around a classical
string background. These fluctuations can be expressed in terms of the geometric invariants
of the theory as shown in [16]. In this thesis, we will see how we can calculate the vev of
observables like the Wilson loop operator (partition function, free energy, etc.) at the leading
and then beyond the leading order in a general string background extending the results of [16]
to the string action with the antisymmetric tensor, that is, where the string action is given by:

1

S =
4o’

The thesis is divided into two broad parts: In the first part, we calculate the vev of the Wilson
loop operators on the gravity side using string theory and reproduce established results; In the
second part, we take a general string action (1.1) as mentioned above and calculate the bosonic
fluctuations and express them in terms of the intrinsic and extrinsic geometric invariants of the
theory. We will also see how these fluctuations can be used to calculate the vev of observables
such as the Wilson loop to the next to the leading order on the gravity side.

The structure of the thesis is as follows: We will first review gauge invariance, the field
derivative in a gauge theory, and the construction of Wilson lines/Wilson loops in the context
of abelian and non-abelian gauge theories. Then, we look at the conserved currents in a
non-abelian gauge theory and find that the global symmetry does not correspond to a gauge-
invariant conserved current and thus, cannot be used to define a potential. To circumvent this
problem, we propose that the vev of the Wilson loop operator provides a useful definition for
the potential. We also prove that this is indeed the case for Quantum Electrodynamics (QED).
We then see how we can calculate the vev of the Wilson Loop operator to the leading order
on the gravity side and reproduce existing results. First among these is the quark-antiquark
potential separated by a distance L first calculated in [1] by Maldacena. Then, we calculate
the vev of the Circular Wilson loop [23] which argues that this vev is given by an appropriate
Legendre transform of the area of the minimal surface. We then see how this method is
applicable, not just to AdSs x S°, and apply it to find the counter-term in the calculation of
vev of a Wilson loop for a general Dp-brane metric.

We want to calculate the vev of observables beyond the leading order for a general string
background. We start with reviewing the Polyakov path integral and the Faddeev Popov
method. Then, we use the background field method [24] to obtain a manifestly covariant form
for the coefficients in the expansion of the field around a classical background as a local power
series in spacetime vectors. Then, we decompose our quadratic fluctuations into tangential
and normal directions to the worldsheet and finally prove that the quadratic Lagrangian can
be written as a sum of longitudinal and transverse quadratic Lagrangians. Then we see how
these quadratic fluctuations can be used to calculate the expectation value of the Wilson loop
operator to the next-to-leading order.



2 Gauge Invariance and Wilson lines/loops

In this section, we revisit gauge invariance and discuss the construction and motivation behind
the Wilson line, define a derivative, and a connection, and then construct the Wilson loop in
the context of abelian and non-abelian gauge theories. We will also see that the conserved
currents in non-abelian gauge theories are not gauge invariant, meaning, we now need a new
definition for the potential. We then show how the vev of the manifestly gauge invariant
quantity, the Wilson loop, can be used as potential and prove that this definition works really
well for QED. References [25] and [26] are used for the analysis that follows.

2.1 Abelian gauge theories

Let us start by considering a complex scalar field ¢ (x) that transforms as follows:

9 (x) — €' "9(x).

We can construct Lagrangians that are invariant under this transformation and have terms
such as

Iud(x)0"(x), mé (x)(x), ...

Let us see what happens if we push this to be a local symmetry instead. Say
9 (x) — *Wp ().

where a(x) is a function of x. The term d;, ¢ d* ¢ will not be invariant under the transformation
above. We can immediately see a problem. It lies in the transformation of the derivative. To
see how the derivatives transform, let us first try to compare fields at two distinct points x*
and y*. Since our theory is local, the phase convention o(x) should be independent of ¢ (y).
Let us see how the difference ¢ (y) — ¢ (x) transforms under this transformation:

0(y) — 9(x) — Vg (y) — * W (x).

We can see that |¢(y) — ¢ (x)| depends on the local choice of our phase. Hence, we cannot
compare fields at different points in a convention-independent way. Since we cannot calculate
field differences that transform nicely, we cannot obviously calculate the derivative dy, ¢ (x)
because this transformation will depend on the choice of phase, too. To compare field values
at different points x* and y*, we define a new bilocal field W (x,y) called a Wilson-line that
depends on both x and y. We demand this field transforms as follows:

W(x,y) — ei“(x)W(x,y)e*ia(y).

We now define the difference between the field values at x* and y* as W (x,y)¢(y) — ¢ (x).
This field must satisfy W (x,x) = 1. We see that it transforms as follows:

W(x,7)9(y) = § (x) — e *OW (x,y)e @D *Dg (y) — ¥ ()
= W (x, )9 (v) - 9 (x)].



Now, as we can see, W(x,y)@(y) — ¢(x) is independent of our choice of a local phase
convention. Consider two points x* and x* + 6x*, where dx* is very small. From the first
principle and using our definition of differences, we define the field derivative at x* as follows:

Duoo) = tim MHIIO0ES) 00

For small 6x*, we can expand W (x,x+ 6x) as

W (x,x+8x) = 1 —igdx* Ay (x) +O(8x%),
for some Ay, (x). Here, we have taken out a factor of —ig. Using the transformation of W (x,y),
the transformation of A, (x) will be

Au(x) — Au(x) + é&ua(x).

Plugging into the expression for our derivative, we can write
Dy (x) = du¢(x) —igAu¢(x).
We can see that the derivative, now called the covariant derivative, transforms as
Dy (x) — eia(x)Du(Z)(x).

Now, we have introduced a gauge field A, (x) as a connection that allows us to compare field
values at different points despite their arbitrary local phases. We can write a closed-form
expression for the Wilson-line W (x,y) as follows:

Wp(x,y) = exp (ig /yxAu (z)dz“). (2.1)

This is a line integral along the path P connecting y* to x*. Since the transformation of the
Wilson line is independent of the path and just depends on the endpoints, if we set x =y, we
get a contour integral:

W}l)oop = exp (ing“dx”> ) (2.2)
P

This is known as a Wilson loop. Wilson loops are manifestly gauge invariant. Using Stokes’
theorem, we can write the above integral as

WP — exp (ig / FuvdG“")
X

2.3)

over the surface ¥ with surface element do*" bounded by the path P. So, the Wilson loop
only depends on the gauge invariant field Fj,, = dyAy — dyAy. Also, we notice

[Dy, Dv]¢(x) = ([, V] —ig[du,Av] +ig[dv,Au]) 9 (x)
= —igFuv¢<x)~



The operator [D,,Dy] turns out to just be a function. We can define the field strength as
i
Fuv — (E[D“,Dv].

We also see that this operator is gauge invariant.
D, DV]9 (x) — € ¥ [Dy, Dy] ().

Geometric Interpretation: We can think of the field Fj,, as the difference between the
derivative of the field in the v direction followed by the derivative in the u direction (DyDy)
and vice versa (DyD,). Equivalently, we can say that its value is obtained as the result of
comparing fields around an infinitesimal closed loop in the i — v plane. We can see that this
is nothing but the value of the Wilson loop around a rectangular path.

Figure 2.1. Field strength from commutator of covariant derivatives

2.2 Non-Abelian gauge theories

Let us now consider non-abelian gauge theories. Consider the kinetic Lagrangian with N
Dirac fermions:

N
Z = Zl Vi(id —m)y;.
=

The Lagrangian is invariant under a global SU (N) symmetry where the fields transform as
i — (@)

Here, T¢ are the SU(N) generators in the fundamental representation. This is a global
symmetry because a“ does not depend on x. Here, we want to make a well-defined derivative
to compare field values at different points but we have an issue because the generators do not
commute. We construct the Wilson line the same way as before:

Wp(x,y) =P {exp <ig /y xAz (z)T”dz“) } . (2.4)



Here, the P outside the curly brackets {...} implies path ordering. Taylor expanding this and
applying path ordering to all terms, we get:

Wp(x,y) = 1+ig/01 dz;(LMAZ (z(A))T4dA

1 1 b dz* (L) d7(7)
“3¢ ), dl/o T dr
X A% (2(A))AY (2(2)[T*TPO(A —T) = T"TO (T — 1) + ...,

where we have defined the integral in terms of parameters A,7 € [0,1]. Let us see what
happens under a gauge transformation:

Wp(x,y) — % OT Wp(x,y)e 1 * O,

Using T9" = T for SU(N). We will represent the gauge field as a Lie-algebra-valued field
given by
Ay =ALTY

Then, we can write the Wilson line as

Wp(x,y) = P {exp (ig /y "Ay (z)dz“) } .

This looks very similar to the Wilson line in the Abelian case. Here, Aﬁ are the components
of Lie-Algebra-valued one-form A = A, dx*. Expanding the Wilson line infinitesimally gives

W (xH xH + 0xH) =1 —igAy, 6xH.
Let us now look at local transformations. A local transformation can be expressed in terms of
Ux) = %@ ¢ SU(N).
This is the group element for the transformation at point x. Then
Yx) — Ux)- g (),

And
W(x,y) =U@)W(x,0)U (y),

using U (y) = U~!(y) in SU(N). We expand the transformation of W to determine the
transformation of Aj;. We find

1 _
A, =UA U - §(8uU)U L
In terms of components, we can write
1
Al (x) — AL (x) + gau o (x) — f“bcocb(x)Afi (x) +0(a?).

Let us now see how the commutators of the derivatives D, transform:

Dy Dy = (—ig(duAv — Ay Ay) — g [A, AV]) .



We can see that there are no derivatives acting on ¥(x). Then, the field strength is then given
by

i .
F’u_v - g[D”,Dv] — (aﬂAv - avAu) - lg[Au7Av]7
where the components of Fyy = Fj, T can be written as
Ffly = uA§ — 9y A% + g f° AL A,

In the abelian case, f%*¢ = 0. Additionally, F, 11y 18 antisymmetric and its transformation law is
given by

F,L?V —>Fa fabc bF[jV?
regardless of whether « is local or global. Now, we can write a locally SU(N) invariant
Lagrangian:

1 N — . Apa
L =1 (FL+ X Wi(8id + A TS —m&y) ;. (2.5)

i,j=1
Let us now see what the conserved quantities are for this Lagrangian.

2.3 Conserved Currents

The equation of motion corresponding to the above Lagrangian is
a Fanv +gfabcAb FeHy — g‘lfz}’ II/]’

for the gauge fields and

(id —m)yi = —gA T}y,
for the spinors. Here, repeated indices are summed over regardless of where they appear.
Since the Lagrangian has gauge symmetry, it will also have a global symmetry such that

Vi — Y +ia Ty,

and

Al — A — [ alAY,

for an infinitesimal ¢. Since there is a global symmetry, there will be a conserved current
given by
Z £ o (l)n
9 (utn) 5 o

In the non-abelian case, there will be a current for each symmetry direction &“ thus giving a
total of N> — 1. Summing over all matter fields and gauge fields (¢, = v;, Aj}), we get

JH — _Wl,yu l//J _|_fabcAch[Jv

We can see that this current is neither gauge invariant nor covariant. Thus making it unphysical.
This means there is not a well-defined charge that can be measured. But the quantities

Q' = /a’3xJ6’,



are conserved, that is d,Q“ = 0. The problem, however, is that these charges depend on the
choice of gauge. Thus, in non-abelian gauge theory, for example, Quantum Chromodynamics
(QCD), we do not have a classical current as we do in QED. Unlike QED, the gauge fields in
QCD are bound up with the matter field in an intricate and nonlinear way. The matter current
only constructed out of fermions can be defined as

Jn =Ty,
This, as we can see, is gauge invariant. It satisfies
Dy j* = 9 j™ + g fAL jH =0,

Thus, the matter current is not conserved (since dy, j§, # 0) and hence, there is no associated
conserved charge. These observations and results also follow from the Weinberg-Witten
Theorem [27]: A theory with a global non-abelian symmetry under which massless spin-1
particles are charged does not admit a gauge-invariant conserved current.

But now we run into a problem. We can see that (Q|T{Jj; (r)J2(0)}|Q) is not gauge invariant
in QCD and therefore does not provide a useful definition of a potential. How do we define
potential for non-abelian gauge theories? Wilson loops come to the rescue.

2.4 Potential from Wilson Loops

Having run into problems with the usual definition of potential in the case of non-abelian
gauge theories, we now propose the expectation value of a Wilson loop for the definition of
potential:

1
V()= lim — In(Qjr (WP Q), (2.6)

WP = P {exp [ig jq{ A Tl-?dx“} } .
P

The trace here is a color trace (trace over indices i and j) for SU(N). Here, P{...} denotes
path ordering and P denotes the path of the loop. We take this path to be a large rectangle
in the ¢t — z plane as given in figure 2.2. What is special about this definition is that it is

where

\f

<

R

Figure 2.2. Wilson loop rectangle

manifestly gauge invariant. But the question we still have not answered is why does this



work? For example, let us consider modifying the pure QED action by adding an gA,J* term
with

Jo(x) = 8(x)6()6(z = R) — 6(x)6(y)6(2),
This represents two charges separated by a distance of R. We want to adiabatically turn on
this current at time t = —g and then turn it off at r = g with T > R such that, at 7 — oo, the

vacuum is unchanged. Since we are adding this term to the Lagrangian, it adds directly to the
Hamiltonian density. Then, the vacuum in the background has non-zero energy E for time 7.
As T — oo, transient fluctuations drop out and we have

e ET — (Qe™ T |Q) (2.7)

1
/@A exp [i/d“x (—ZFjv -I-gAHJ“)}
= 1 .
/@A exp [i/d4x (_ZF‘%V)]
If we identify E = V/(r) as the energy of the two charges separated by a distance R, we seem

to have justified our proposition for the definition of the potential for the Abelian case. Let us
see it by evaluating this path integral. We find

(2.8)

. 2
e 'ET —exp {i/d“x/d“y‘%]“(x)D“v(x,y)J"(y)} : (2.9)

Here, iD,y(x,y) is the gauge boson propagator in position space given by

1 gt

iDHY (x,y) = (QIT{A ()4 (1)}Q) = 1 (x—y)? —ie

: (2.10)

where the second integral is evaluated in the Feynman gauge. These integrals diverge if both
the currents are at z = R or both at z = 0. But these contributions give no R dependence. It
comes from x and y on the opposite sides of the loop. That is

ET & T2 00 [ gy ! 2.11
- __47752 /T/2 o /oo Y (X()—y())z—Rz—iS ( ) )
2 T2
_ & dx (2.12)
4R J-1)2
)
ig’T
_ 2.13
4R ( )
g2
= E=—-2_=V(R). 2.14
AR (R) (2.14)

In the y" integral, we have taken T to infinity to extract the leading T behavior. Our result
confirms the result for QED. Thus, we can see that the expectation value of the Wilson loop
provides us with a good definition of the potential and is also gauge invariant by construction.
How can this help us with QCD? This can help us prove confinement in QCD. If the QCD
potential grows linearly with distance, that is, if

In (Wioop) ~ TR, (2.15)



then, it would take an infinite amount of energy to separate quarks asymptotically and would
explain why we have never seen free quarks. From a lattice perspective, In (Wjoop) scales as
the area (T'R) of the loop at strong coupling. Confinement has been confirmed in a lattice
gauge theory setting using numerical simulations and holds well in any gauge theory but it is
yet to be proved in the continuum limit.

2.5 Holographic Wilson Loop

Consider a p-dimensional spacetime with X" as its embedding coordinates (m =0,1,...,p)
and g,,, as its metric. The Nambu-Goto action for a relativistic string with worldsheet
coordinates 0% (o = 1,2) is given by (in Euclidean signature)

1
SnG = / d*o/h, (2.16)

2o

where h = dethyy and hyy is the induced metric, given by the pullback of the target space

metric (gmn,):
oxX™m oXx"
hyy = 0% 9gh S (2.17)
This is nothing but the area of the string worldsheet which we need to minimize for the
classical solution. The Nambu-Goto action has 2 symmetries, Poincare invariance, and

reparametrization invariance. The equations of motion are
do(Vhh*F Ipx™) = 0. (2.18)

Now, we want to quantize it. But the square root makes it rather difficult to calculate the
path integral. So, we use another string action which is equivalent to the Nambu-Goto action,
called the Polyakov String action (in Euclidean signature) [28, 29]:

1
 4nal

Sp / d*6\/7Y*P gmnda X" X" (2.19)
Here, Y*# (o, = 0,1) is a dynamical 2-dimensional metric on the string worldsheet,
gmn (myn=0,1,...,9) is the ten-dimensional metric on the target space, X"s are the embed-
ding coordinates, and y = detY,g.

The vev of the Wilson loop using string theory was first calculated by Maldacena [8]. He
proposed that the vev be given by the string partition function of a string with its worldsheet
ending along the loop on the boundary of space as we can see in the figure 2.3 This is given
by

(W(C)) ~ e Sswing (2.20)

where C is the loop on the boundary that the string worldsheet encloses, and Sgging 18 the
string action. Classically, the vev of the Wilson loop operator is determined by a minimal
surface. In [8] and [30], the Nambu-Goto action is assumed, and the vacuum expectation
value (vev) of the Wilson loop operator is given as the area (A) of the minimal surface in the
large N limit:

(W(C)) ~e ™. (2.21)

But this does not, however, specify the vev of the Wilson loop completely. As we move close
to the boundary of the metric, divergences in the classical action show up in the result. Now,

10
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Figure 2.3. Holographic Wilson loop: The shaded region is the boundary of the space and the
circular dome is the worldsheet of the string

the question is how do we get rid of these? One option is to isolate the divergent piece by
regularization and shove it under the rug. But soon we will run into other issues. Since there
can be many different actions having the same equation of motion differing by only a surface
term or total derivatives. We can also find a way to systematically determine the counterterm
to be added to the String action so our calculations do not blow up. Following this, [23]
argues that the vev of the Wilson loop instead of the area of the minimal surface should be
given by an appropriate Legendre transform of it.

We will now consider a few examples, starting with Maldacena’s result for the quark-antiquark
potential. Then, we will look at the vev of the circular Wilson loop.

11






3 Calculated Examples

Here, we discuss some examples to see how the calculation for the expectation value of
Wilson lines and loops is performed on the gravity side.

3.1 Quark-Antiquark Potential Using Supergravity

We want to calculate the Quark-Antiquark potential kept at L distance apart on the boundary
of the spacetime. This result was first obtained by Juan Maldacena in 1998 [8]. We start with
the AdSs5 x §° metric in Poincaré coordinates:

av?

ds’ = R? | -5 + UPdxuda | + R*Q3. 3.1)

We can see that, as U — oo, the metric diverges but is conformally flat. This is going to be our
boundary. Identifying the string coordinates such that:

t=tx=0,U=U(c)=U(x). (3.2)

Now, we can calculate the pullback on the string world sheet as follows:

gre = RU? (3.3)
o:U)?
%o = R* (U2+ ( ’[“]2) ) : (3.4)
Now, we write the string action using the Nambu-Goto action (2.16):
1
SnG = rd /dtdx Plguv] (3.5)

R?
_ 4 2
— 2jm,/dtdx\/U + (3U)2. (3.6)

L L
We place a quark at x = ) and an anti-quark at x = +§ as shown in Figure 3.1. The string

connecting the two extends all the way to U — 0 where gravity is weak. And this string moves
in time. Now, the tension in this string will correspond to the energy of the pair. Essentially,
we need to minimize the area of the string worldsheet. Our string action now looks like this:

R (T (L2 YT
SNG = 53— /0 dt / LU +(a.U) 3.7)
TR2 L2
_ 4 2
— / /Ut @R (3.8)
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a) b)

Figure 3.1. Pair of W-bosons with their coupling to the U(N) gauge theory a) turned off b)
turned on. The configuration in b) minimizes the action and the vev of the Wilson line is then
given by the difference of the two configurations.

Since the Lagrangian does no explicitly depend on x or #, the following quantity is conserved:

JL
C= W(axU) —L (3.9)
TR> U4

- (3.10)

2 U (9.U)2

Now, when U — 0, the metric blows up, so, we will take it to be some finite value U = € and
then take the limit € — 0. From symmetry, we can see that the string turns around at x = 0
and we have, U (0) = €, and U’ (0) = 0, where U’ (x) = d,U. Using this in the above equation,

2
we get C = —g? . Now, we solve the following differential equation for U:
2o
U4
g = (3.11)
VU*+(0U)?
qU)? Ut
T (3.12)

U4
= o'?xU:j:Uz\/F—l (3.13)

U 4qu
N / —4:/dx (3.14)
¢ Un/% -1
1 rU/e
N x:_/ _ (3.15)
EJ1 y2 y4—1

Here, in the last step, we have made the substitution y = U /€. In the limit U — oo, we evaluate
the above integral to obtain &€:
L V7L(3/4)
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2\/ml'(3/4 L
This gives us the value of € = \I{I?(—l(/él/)> We can see that the string will approach x = 5

quickly for large U. Plugging (3.11) into (3.7), we evaluate the area to be

S

TR? Ule  y?
% 2¢ / y dy (3.17)
1

T 2 N

We can see that the integral is linearly divergent. If we subtract the self-energy contribution
of the pair of quarks, we should have a finite result. To estimate the energy of a quark, we
need only consider a long linear string from U — oo to U = 0. Alternatively, we can identify
the divergent part of the above integral and subtract it from the total potential. We find,

_ TR? Ule  y2dy

S=_ xe/l o (3.18)
_ TR’ VaL(3/4) A

- (“Hte) G

Here, A is some quantity linearly divergent with U. Ignoring the divergent quantity, we are
now left with the energy of the quark-antiquark pair:

S R*2ym(3/4) . _VELB/4)

E=V(L)~ == 3.20
(L)~ T = 2e0 IT(1/8) T(1/4) (3-20)
R?2I°(3/4)* 1
__(—/)_. (3.21)
o T(1/4)? L
Using I'(z)T'(1 —z) = — ﬂn , we get I'(3/4)['(1/4) = /2x. This gives the energy as
SINTTZ
R* 47 1
E=V " (3.22)

=Ty

Identifying R? = /2g%,,Na/', we get
424\ /2g3,N 1
V(L) =—— Y (3.23)

r(1/4)* L

Thus reproducing Maldacena’s result.

3.2 Circular Wilson Loop
We start with the global metric for AdSs x $°:
ds* = R*(—coshp?dt* 4+ dp?* + sinh p>d Q3 +dQ3). (3.24)

Here,
dQ3 = dO} +sin 0;%d 63 + sin 6% sin 6,°d 63 (3.25)
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We have our boundary when p — c. We wrap our string around the sphere d Q% at the equator

T
(6 =6, = 5). Taking T = 63 and ¢ = p, we find the pullback on the string to be

grr = R*sinhp? (3.26)
gop = R* (3.27)
= g = R*sinhp?. (3.28)

The Nambu Goto action is then given by

1
Svo =5 [ d¢ [ dp @ (3.29)
R2 ) .
= w/o dp sinhp (3.30)
R2 [eP e P
-z {_2 - 1} | (331)

We can see the first term is divergent, so, we will ignore it. Now, we have the expectation
value of the Wilson loop as

(W) =¢S5 = &/ = V27N, (3.32)

if we identify R> = |/2¢%,,Na'.

Let us see what happens when 0; = 6;(o) and 6, = 6,(o) depend on o. The pullback is
given by

ger = R%sinh p?(sin 6, sin 6,2) (3.33)
gpp = R2[1+sinhp?((9,61)2 +sin 6,%(3,6,)%)] (3.34)
= g = R*sinh p?(sin 6% sin 6,%)[1 +sinh p*((d, 81 )* +sin 6;%(d, 62)%)]. (3.35)

The Nambu-Goto action is then given by

R2
Sy = - /dp sinh p sin O, sin 92\/1 + sinh p2[(dp ;)2 + sin 912(8p 6,)2]. (3.36)

The terms sinh p2[(9, 61)% + sin 8;%(dp 62)?] is positive. To minimize the above, we can take
0; and 6, to be constant. Then, we have 8,) 0, = 8,_-, 6, = 0, and the above equation becomes

R2sin 6 sin 6
Syg = 2 / dp sinh p (3.37)
R2sin6;sin®, [eP +e P
— —1]. .
o { . ] (3.38)

Range of 0 and 6, is (0, 7).
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3.2.1 An alternative method
Starting with the metric:
R2
ds® = ?(dzz +dX]) 4+ R*dQ3, (3.39)
the minimal surface is parametrized by 7 € [0,27] as follows [23, 31]:

X* = (Va*—Z%cost,\/ a? —Z%sint,0,0), (3.40)
and the rest of the coordinates be given as:
6’ =(Z,0,0,0,0,0). (3.41)

Assuming the S° sphere to just be a point. We can write the pullback as

R 5

81 = ?(a —7Z°) (3.42)
R? a?

877 = ? X m (34—3)
R4

=g=_za" (3.44)

Here, Z goes from 0 to a. The Nambu-Goto action will then be

R? ra g
= — — 4
SNG o). 72 (3.45)
R? 17¢
:—f’[——] (3.46)
a Z|,
Ral 1 1
= |——4= 3.47
o { a+e} (347)
R*> R%al
- 47 3.48
oc’Jr o' € ( )

We can see that the last term diverges. Hence, the expectation value of Wilson Loop is given
by
(W) =e 5 = F/ = oV 25uN, (3.49)

if we identify R? = /2g12, y/No'. This also matches our previous result 3.32.

3.2.2 Legendre transformation method
Starting with the metric for AdSs x §°:
R2
ds® = ?(dzz +dXudX") + R*dQ3. (3.50)
Let us combine the Z coordinate with the 5-sphere metric and write

R2

ds® = ?(qudX” +dY;dY"h), (3.51)
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where Y/ = Z0'. The boundary of the AdS is at Z = 0. !e choose the string worldsheet
coordinates to be 6% (& = 1,2) such that the boundary of the worldsheet is at 62 = 0. Let
our string coordinates be

ol=1, 6*=2, (3.52)

with T = [0,27]. Since X's form the CFT coordinates, we impose Dirichlet boundary conditions
on XH:
X“(c!,0) =x(cl), (3.53)

Say the minimal surface is given as
XH = (x!(t,2),%*(1,2),0,0), (3.54)
and the rest of the coordinates are
Y'=(Z,0,0,0,0,0). (3.55)

We can write the pullback as follows:

R, ,
8t ?(x ) (3.56)
R2
8722= "3 (3.57)
R4
=g= ?xz (3.58)
R2
=8 = ?|x|, (3.59)
(3.60)
. Ox - :
where X = o and Neumann boundary conditions on Y
1 . . .
—=h13eP%9,Y (c1,0) =y (c') = Pi(c',0). (3.61)

Vh

We want to write our Lagrangian in terms of coordinate X* and the conjugate moment P’ of
coordinates Y'. So, we Legendre transform it

L=L—-0d(PY"), (3.62)
or

A=A— fdolpiyf. (3.63)

This gives, for us

2 B
A=A—-R j{dc ?Y (3.64)
:A—Rzyfd&% (3.65)
1

:A—RZE?{dGIM. (3.66)
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In the last step, we have put Z = €. This gives

A—RZ/drdzm—R—zyfdrm) (3.67)
B 72 € Y '
R2
= ?/d‘c(|x|—]y]) + finite term. (3.68)

We see that this works when the constraint x> = y is satisfied. We can also see the application
of this method in a general D p-brane setting and find the counter-term to find the renormalized
area to calculate the Wilson loop vev.

3.3 D-p Branes

The discussion that follows is a study of the paper [21].

3.3.1 Details of the metric

The metric for a general Dp-brane is given by

2(p—3)
e'l e o 1 ~ .
ds?, = ds? 5+ — (d6%+ Pcos® 043 + Qsin® 0dQ3 ) | . (3.69)

VO

g is the gauge coupling of the (p +2)-dimensional supergravity theory. We can relate it to the
ten-dimensional string theory parameters as follows:

N
27lg)P T = S
(27lsg) Ve,

(3.70)

Here,
N = number of Dp — branes,
gs = string coupling,
Iy = string length,
2 p(n+1)/2

I (n +1 >
2
dQ%_ » is the metric on the 5 — p-sphere of unit radius, df!% 1s the metric on the 2-dimensional

de Sitter space of unit radius given by
dQ3 = —dt?> + cosh’tdy?, (3.71)

V,= , volume of the unit radius n — sphere

and dsf, 4o Is given by
dst , =dr* +edQ2 . (3.72)

The function A(r), can be determined in terms of scalars 1(r), X(r), and Y (r). P and Q are
given by

X (X sin?0 4 (X>—Y?)cos>0)~! forp <3
P: 2 ) —1 5 (373)
X(cos” 0+ Xsin”0) for p >3
X(sin® 6 + X cos?6)~! forp >3
= . 74
Q {X(Xcos26+(X2—Y2)sin29)_1 forp <3 3.74)
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3.3.2 Holographic Wilson Loop

To compute the vev of the supersymmetric Wilson loop holographically, we use the Maldacena
conjecture [8]. It is given by
In <W> = _Sstring- (3.75)

Here, Sgring 18 the on-shell action that is given by the Nambu-Goto string action

1
Suring = 5—— /E 20\ [detPlg,y). (3.76)

in general, where g,y is the 10 dimensional metric and is given by (3.69). Let us now

parametrize the worldsheet by 01 = r and 6, = { € [0,2x]. The pullback on the metric (3.69)
becomes . 26 9

’ e Q' 00/

P[dslo]:@{( T8I o,

where the functions @(r) describe the coordinates in the internal directions. The determinant
is given by

) dr* —I—eZAdCZ} (3.77)

2n+2A a®l a® j
2 e
Now, in the Euclidean signature, all g;;s are positive definite. Thus, the quantity in brackets,

00’ 00/
(1 + gi iS5, 8_) is naturally positive. Now, to minimize the string action, we just minimize
roor
the determinant, which can be done by considering constant ®(r)s. We now have
62n+2A
det P[ds?,) = (3.79)
Q
e +24 2
B ¢ (sin® 0 + X cos® 6) for p < 3,
- (r)+2A(r 2 2 2N 2 . (3'80)
(Xcos“ O+ (X*—Y*)sin“0)  for p > 3.

. . nmw . .
We can see that the above function will have extrema at 8 = > forn € Z. As explained in

[21], only 8 = O corresponds to a Wilson loop that we are interested in. So, we find the string

action to be
strlng /dl”dC\ / detP dSIO (3.81)

- / dre*A, (3.82)

In the last step, we have integrated over . Now, this diverges close to the UV boundary (r —
o) and we need to renormalize it which can either be done using the Legendre transformation
method discussed above using which, the counterterm is found to be [21]

I 4p 3
Sstring,counterterm =— 651 ) (3.83)
ga r—oo

or one can isolate the divergent piece and drop it.
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4 Strings and the Polyakov Path Integral

The discussion that follows is from [32, 33, 34].

For the purpose of this discussion and calculations thereafter, we will be using the Polyakov
string action. According to Feynman’s path integral formulation, the amplitude of going from
an initial state to a final state is given by summing over all the possible paths that can lead to

the final state weighted by erSM]. This notion can be extended to String theory as well. We
will basically sum over all the allowed worldsheet configurations given initial and final curves.
Examples of allowed interactions are given in Figure 4.1 Examples of interactions that are not

oV

Figure 4.1. The first figure is an open string breaking into two and rejoining. The second
figure is a closed string breaking into two closed strings

allowed are given in Figure 4.2 These are not allowed since they cannot be added without

(a) (b)

Figure 4.2. Two closed loops interacting in a) close contact or b) long-range

breaking symmetries. The allowed interactions are implicit in the worldsheets or their sums
and can be seen as quantum corrections involving intermediate states.

4.1 Symmetries of the Polyakov Action

The Polyakov String action is given by (in Euclidean signature) [28, 29]:

1

Sp =
P~ 4no

/ d*6\/7Y*P gunda X" IpX". (4.1)

Here, y*# (o, = 0,1) is a dynamical 2-dimensional metric on the string worldsheet,
gmn (myn=0,1,...,9) is the ten-dimensional metric on the target space, X"s are the embed-
ding coordinates, and y = dety,g. The Polyakov action enjoys the following symmetries:
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1. Poincaré invariance. The action is invariant under the following transformation:
X" > AN X"+ ",
where A" is the Lorentz transformation matrix and ¢ is a translation. This is a global
symmetry.

2. Reparametrization invariance, also called diffeomorphism invariance. If we redefine
the coordinates on the worldsheet as 6% — 6% (o), the fields X”'s and the worldsheet
metric Y, will transform as follows:

X"(o) — f(m(é) =X"(0),
(0) = Tap(®) = 22299, (0)
The action remains invariant under this local transformation.

3. Weyl Invariance. The action is invariant under a rescaling transformation:

Yap (0) = Q*(0)Yup5(0).

This transformation preserves angles. But it is special to 2 dimensions. Weyl invariance,
even in two dimensions, gets broken if we add a potential term ([ d*c\/7V (x)) or a
cosmological constant term (i [ d>6/7).

4.2 The Path Integral

We will now try to write the path integral for the Euclidean Polyakov action given in 4.1. We
integrate over all Euclidean worldsheet metrics ¥, and the fields X "(o)s. In general, we can
write the path integral as follows:

—Sp[X, Y]
Vol/@X_@Ye

Now, the Vol term accounts for the overcounting because as we know, the configurations
related by Weyl transformation or diffeomorphism represent the same physical state. We thus
need to divide by the volume of this local symmetry group or the gauge action on fields. That

1s, we want to find out
_ / IXDY _ ,-spixm 4.2)
Volgiff, x Weyl

To achieve this, we will integrate over a slice (gauge slice) that cuts through each gauge
equivalence class with the appropriate Jacobian. Each equivalence class represents a physically
distinct state. The gauge orbits represent families of equivalent configurations. This Jacobian
for the change of variables is nothing but the Faddeev-Popov determinant.

4.2.1 Fixing the metric

Both Reparametrization invariance and Weyl invariance are local symmetries. These are also
gauge symmetries. Thus, two metrics related by Weyl transformation or diffeomorphism must
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Qa.uje slice

qn.uje orbits

Figure 4.3. A schematic of how we pass through each gauge orbit once

be considered the same physical state. These symmetries will allow us to fix a gauge. We
know that the worldsheet metric has three independent components. The reparametrization
invariance allows us to choose two of them. Using this, we bring our worldsheet to a
conformally flat form (this is locally true unless we are operating on surfaces with genus zero:
a cylinder, or a sphere). Let us call this the fiducial metric:

2¢(0)

%c,B =e€ Nag- 4.3)

Here, Nap is Minkowski metric, and ¢ (o) is some function on the worldsheet. We can use
Weyl invariance to set ¢ (o) = 0 and get Yap = Nap locally.

4.2.2 The Faddeev-Popov Determinant

We use the Faddeev-Popov method to obtain the correct measure. As mentioned earlier, we
plan to separate the path integral into an integral over the gauge group times an integral along
the gauge slice and then divide out the former. The Faddeev-Popov determinant is essentially
the Jacobian for this change of variables. Let us denote by { the combined coordinate and
Weyl transformation. So, we write

Jot doVv

: 907 a0 (%)

Yap(0) — ¥g5(0") =
Consider the integral over the gauge orbit of our fiducial metric, . Now, for a certain

transformation ¢, the configuration f/é will coincide with our worldsheet metric y. Thus, we
define the Faddeev-Popov measure as follows:

1=Aen(y) [ 7€ (v ). 4.4)

We now show that this measure is gauge invariant:
Ber(F) ! = [ 28 80 - ) (4.5)
= [2¢ 8- 9) +6)

— [2¢" s(r-#") @)
= Arp(y)~ L (4.8)
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Here, " = {~!.¢’. In the second step, we used the invariance of the delta function, and in the
penultimate step, we used the invariance of the measure. Plugging (4.4) into our expression
(4.2), we get

N DEDXD
Al e —— f =L Arp(y) 8(y—95) e S (4.9)
Oldiff. x Weyl
_/W%@X App(§F) e~ SPEF (4.10)
Oldiff. x Weyl

We write Z[§] since our path integral here depends on the choice of the fiducial metric. In the
second step, we have integrated over Y making use of the delta function. Now, if our theory is
truly Weyl invariant, we could write

29X

27 App(§) e SPXT,
Volgiff, x Weyl 7

Z[7 =

We see that in this case, nothing on the right-hand side depends on ¢ and thus, the integral
over § gives us the gauge-group volume exactly canceling the denominator. This gives

7 :/@X App(9) e SPIXT, 4.11)

We see that App is indeed the Jacobian associated with this transformation and thus gives
the correct measure. Now, we calculate the value of Arp. Let us go back to (4.4). Recall
that for exactly one value of {, that is, for { = 0, the value of the delta function 8(y — 7*)
is non-zero. Consider an infinitesimal Weyl transformation parametrized by ¢ (o) and an
infinitesimal diffeomorphism 6% — % 4+ v*(c). We can write the change in metric under
this transformation as:

8705[3 = 2¢Yaﬁ — VaVﬁ — Vﬁva-

We define a differential operator P as follows:

[PV]ap = Vavg +Vgve — ngayaﬁ. (4.12)
The change in the metric then becomes

Yap = (20 —Vv°)Yap — [PV]ap-
We can see that P generates traceless symmetric tensors since left hand side is a tensor and

the first term on the right hand side contains the trace and is symmetric. Plugging all this back
into (4.4), we get

L= er(§) [ 20Dv 6(~(20 ~ Vor" g + [Prlap). (4.13)

Here, we have replaced 2 by 2¢ Zv. A hat on the operators implies that they contain the
fiducial metric 7. Now, Fourier transforming the delta-functional in the integral, we get

A 0) = [ 2077 exp |2 [ 07 B (20~ Iar* fup + Plap).
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where BB is a symmetric tensor field on the worldsheet. Now, let us perform the 2¢ integral.
It produces a delta functional forcing B*P to be traceless. That is

ﬁaﬁ?aﬁ =0.

Then, we are finally left with
8D = [ 7978 exp|2m [P /TB P Prlug .

Now, we have the value of the inverse determinant. We want to be able to invert it to get Agp.
Now, we recall from the path integrals in fermionic field theories that the determinant can be
written as a path integral over Grassmanian or anti-commuting fields. We are going to do the
same here. We replace each bosonic field with a corresponding Grassmann field (We will call
them ghost fields):

ﬂaﬁ — baﬁv 4.14)
T (4.15)

where b is traceless, just like B5. Our final expression for the Faddeev-Popov determinant
becomes (we have carried out the Wick rotation)

AFP(}A/) = /@b@c exXp [—SghostL

where the ghost action Sghos is defined as

1 — N
Sghost = 5 / &> \/PbaplPe]®P, (4.16)

where
[Pc]aﬁ = VaC/} + VBCa — '}’aBVO-CG.

Plugging our expression into the path integral (4.11), we get
Z['j}] — /@X@b@c e*SP[X7ﬂfsghosl[b7C7ﬂ.

Since the action is quadratic in the field, we can perform a Gaussian integral over X and the
ghost fields b and ¢, and write the final result as

Z[7] = (detV?)"P/2 det P. (4.17)
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5 Calculation of Bosonic Fluctuations

In this section, we generalize the calculations in [16] to the string action involving the
antisymmetric tensor. We first derive the equations of motion for the background fields. Then,
we find the quadratic action for fluctuations along the worldsheet and transverse to it, and find
an expression for the bosonic mass matrix.

5.1 Equations of motion

The first order of business is to find out the equations of motion in the presence of a general
B-field. We start with the action

! / d*6\/7Y*P grnda X" IpX" +

4o’
Here, ¥, (@, = 0,1) is the metric on the string worldsheet, g, (m,n=0,1,...,d — 1) is
the target space metric, X" are the embedding functions B,,, is the antisymmetric background

1
ol

/ d*6\/Y€*P Bundo X" X", (5.1)

: . e e” :
field in the target space, and £*P is the Levi-Civita tensor (€*F = W where 2B is the tensor

density). Solving the Euler-Lagrange equation for the Embedding functions X"(c'!, 62),
< 0¥
= —0y| 555~ | =0,
axr d(dyXP)

we get

goP
Ox' +y*PT 00X g X" = Tﬂlmnaaxmaﬁx", (5.2)
1
Here, [0 = W Aot (\/TY*P dg) is the covariant Laplacian on the worldsheet metric, and

pl
l—‘lmn = %[amgpn + 8ngmp - apgmn]a (5.3)

Hlmn = gpl [0pBn ~+ 0uBpm ~+ OnBp).- 5.4)

The calculations are explicitly done in Appendix A. Expanding the covariant derivative in
terms of the worldsheet metric ¥, and related Christoffel symbols AP ap> We write,

gB
1P (9udpX' — Ao gdpX' +T',,,00X " IpX") = TH,ﬁmaocxmaﬁxn (5.5)
gP
= YK = —H'0aX"0pX" (5.6)
ap
o N %Hlmnaaxmaﬁx". (5.7)
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Here, we introduce the second fundamental form, the extrinsic curvature, K’ ap’ and K', the
mean curvature. Also, we have

p
€
81p0oXPK! g = T“H’mnapxmaﬁxng,paoxl’ (5.8)
p
- %‘Hpmnapxmaﬁxnaaxl’ =0 (5.9)

Thus, the extrinsic curvature is orthogonal to the vectors 1)y = doX™. This means that among
the equations of motion (5.5), only d — 2 are independent. These are the transverse degrees of
freedom.

5.2 Bosonic Fluctuations

In this section, we will discuss the second-order quantum fluctuations around the classical
background (5.1). To calculate these fluctuations, we use the background field method [24]
for non-linear sigma models and expand in Riemann normal coordinates. Then we will write
these fluctuations in terms of the intrinsic and extrinsic geometric invariants of the classical
solution. We will start with our action for fields X",

1

S =
4o’

[ @011 gn(R) + €% B (X)] (9uX" 95", (5.10)

X will be our classical solution, and we express X" = X" — X™ will be our fluctuations
around this classical solution. As discussed in [24], the fluctuations if written as a power
series do not produce a manifestly covariant expression for the series coefficients. To obtain
a manifestly covariant expression, we use Riemann normal coordinates and express the
fluctuations as a local power series in spacetime vectors tangent to the spacetime geodesic
connecting X" and X" + §X™. We parametrize a geodesic X" (¢) with parameter ¢ as follows:

X"™(0) =X", X™(1)=X". (5.11)
The geodesic equation for X™(¢) is given by

X™(6)+ T X"(1)XP () = 0. (5.12)

Writing {™ = X" (0) and Taylor expanding X" (¢) around ¢ = 0, we get
. 1 . .
X"(t) = X™(0) +1X™(0) — EtZF”;pXm(O)X"(O) +0(3). (5.13)
Here, we have used (5.12) to write X" (0) = —I", X" (0)X”(0). This gives, forr =1,

N 1
X :Xm+Cm—§T"flp§m(:"+O(t3). (5.14)

Differentiating the above with respect to the worldsheet coordinates, we have
aaXm = aaXm + Vacm — Fn:lpaaxngp

1
- Eaaxr(arrnrlzp - 2Fnrizlrlrp) Cncp - Fr:;pcnvacp + 0(C3)
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where Vo §" = 00" +17, ,00 X" CP. Similarly, we expand our target metric and the antisym-
metric 2-form as follows:

(%) = g (X) + L 0rgm = 5T s + 30+ O(L), (515)
Bun(R) = Bun(X) + 0B — 3T EC0, B+ 380,08 +0(). (5.16)
We can write the action given in (5.10) as
§=50 453 +5 1083,
where, S(©) denotes the classical action (5.1), ngz) and Sg) denote the contributions to the

quadratic fluctuations coming from the target space metric and the antisymmetric tensor
respectively, and are calculated as follows:

s¢) = inol / o\ /7YP Vol "V EC" 8mn — Rimsn§ §*0aX X", (5.17)
and
(2 _ 2 m n m ngr
Sp 4m,/d o \7e?? [anVaC VEE" +20,BundaX"VpE"E (5.18)
+_ (a OsByn + BunpRY, 5y + BpnR? ) 9o X™ 0 chrgs] (5.19)

- / Lo ST [Hmnraaxmvﬁ§";r+ SViHan2aX X" E | (5.20)

To have a canonically normalized kinetic term, we introduce a set of vielbein E/ (A,B,--- =
0,...,d — 1) for the target metric, given by

Zmn = NABEAES = EAE,,, (5.21)

with inverse E)}' such that
EAER = &3, (5.22)

and a set of zweibein ¢, (a,b =0, 1) for the worldsheet metric, given by
Yo = Nab€oeh = €heap, (5.23)

with inverse eZ such that
eqen = 0. (5.24)

Here, nap and n,;, are the d dimensional and 2 dimensional flat metrics. We redefine the
fluctuation fields as follows:

EA = EAL™, (5.25)
Equation (5.17) becomes
s = o VTP DoEADgn — Rampnt™ 1) EAEE]. (5.26)
Here,
DA = 054 + QA LEBOLX", 1 = E2e%0,X™, (5.27)
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where QAnB is the spin connection that replaces the usual Christoffel symbols. Also, we have,

AN = Nap. (5.28)

Equation (5.18) becomes

1 1
s = i / d*c /7P {HmAgaaXmDﬁﬁAéB + EVAHmnB&aXm%X"éAtSB} . (5.29)

See Appendix B for explicit calculations that lead to the results (5.26) and (5.29). Combining
equations (5.26) and (5.29), we get

1
s — e /dza\/?[y“ﬁDaéADﬁéA — Rappnt ™1y EAED
1

+EaﬁHmABaaXmDﬁéAéB+8aﬁ§VAHmnBaaXmaﬁXn§A§B} :

or

s —

1
o [ @0 VTP Du& Dy + €% HunnduX"DpEAEE ~ MasEAEP]. (5.30)

Here,

ap
Myp = RAMBNtaMl‘N — ETVAHmngaaXm8ﬁX”. (531)

a

We introduce (d — 2) orthonormal vector fields NZ-A orthogonal to the worldsheet, satisfying

NAN A = &), (5.32)
tANEnap =0, (5.33)
ttEn® + NANB ST =B, (5.34)

and decompose the redefined fluctuation field £4 tangential (x?) and orthogonal (%) to the
worldsheet. We can now write £4 as

EA = Ay (5.35)

Here, a,b =0,1,and i, j = 2,...,d — 1. Carrying over this decomposition to the covariant
derivatives, one finds

1% Do = Dx” — K% o NAY, (5.36)

o
tangent bundle and y' belongs to the normal bundle, Z, acts on x* and y' differently and as
follows:

Here, Ki{ , = EAmeaﬁ K’”ﬁ is the extrinsic curvature in mixed basis. Since, x* belongs to the

Dax” = dgx® + 0% (1 (5.38)
Doy = Iy —|—Aijayj. (5.39)
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The connection A, on the normal bundle is given by
Aija = NiBDaNjB = NiB(aaNjB +NjCQBCa), (540)
and the connection @¢, on the tangent bundle is given by
0% =14Daty =1%Daty +1, Vyq). (5.41)
Using Gauss-Codazzi equation [35]

A, C, B, D
RACBDta lp tﬁ Is

) Rappo + MasK'y s Koo — 148K 6 K'h o (5.42)
and the Codazzi-Mainardi equation [35]
DoK', — DpK'oy = Rungstq gty N, (5.43)

where K’ of = KAaﬁNi Kg:ﬁEmNA, along with the equation of motion (5.5), we find the

quadratic Lagrangian (5.30) to be
2= 7Py 2.
where,
D= 7|y Dax* Dgxa —2 Rupx*x" + v*F Doy’ Dy
—2y%P (anaKi,aﬁyi - @ay’.xal(,-ﬁﬁ) + ZVQﬁVaKme“yi
— (Ramsnt™MiNNANE — yP yPGK,ﬂij’BG)yiyf} . (5.44)

and
— /7e%P VHaﬁjyy ' Hoij Dpy'y’ + Hop i Dpy' @Byix)“)]. (5.45)
Here,
ViHyp; =V -HunsEAN{ EZNT 115, (5.46)
Hyij = Hynsty EAN{} EZNY, (5.47)
Hypi = Hynst St EAN2. (5.48)

Combining the two, we get
2) _ B c B i L Ao
— \/7[}/0‘ Dax® Dgxe + Y*P Dy Dpyi — Ryox"x

0B i
- (RAMBNtCMtéVNzANf —Y*PYPOK; apK jBo— Vi Haﬁ/) ’
+2 (yO‘BVaKiJL[;) Ay 4 so‘ﬁHaijgﬁyiyj

P i i
—2 | *PK; jq — BN am] (Zpx*y — Dpy Xl)]- (5.49)
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Now, we shall introduce a new quantity %, ! ap 3 follows:

8%

p
Hap = Kip — wnOpX"IpX" = Kiys — Hlmntp 3 (5.50)

Our equation of motion (5.5) thus becomes:
YAy = A" = (5.51)

with the mean modified curvature (.#) being zero. Plugging this into our results, we get

=7 [Y“ﬁ Dax® Dpxo + 1" Doy Dyi — Ryox
B (RAMBNICMtéVNlANJB - Vaﬁ?’pcffﬁap'%/jﬁﬁ
1 eap men\ i
+ Zypd?’ngispHMG T(VAHm”B)N’{L‘thO‘tﬁ>y Y

+2 (Y“ﬁ Va%m> Py + e Hyi Dpy'y
— 27" A o2 (Ppxy - @ﬁyix’“>] . (5.52)

To decouple the longitudinal fluctuations (x®) from the transverse ones ('), we derive the
equation of motion from (5.52) for x° [36]:

0L _g 0
dxH Y\ 9(2yaH) )
This gives
Y"P D Doxo + Raox® = DP 2.0, 55y'] | (5.53)
Now, we see that
VP (Vi ap) = Y'VP A (5.54)
=0. (5.55)

using equations of motion (5.51). This implies Cy5 = 2yi<)£§7a g 1s traceless. The equations of
motion for the fluctuations parallel to the worldsheet can also be written as

[xq + RypxP = 2PCyp. (5.56)
We can also write this equation as

P (x)aﬁ = DgxXo + DaXp — Yaﬁ.@pxp = Cqp, (5.57)
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since the operator P; generates traceless symmetric tensors. We make the shift x — X+ x with
X satisfying (5.56) and (5.57) in the Lagrangian (5.52) and find

p(2) — VY [yo‘ﬁ an".@[;xc — Raﬁx“xﬁ + }/O‘ﬁ .@ayi.@lgyi

— (RAMBNtCMtéVNzANf - Vaﬁ?’pcf%ﬁap%/jﬁd
1 oo en %P AnBmon i
+ Z}"O V' HiepH jp6 — —~ (VaHup)N;'N; tatﬁ>y y

We see that the longitudinal and the transverse fluctuations decouple except for the last term.
Now it can be written as

Y D02 Hiop)Z® = ¥*P Do (Cop)%° (5.59)
= PP (Copi®) — Cop 2P 3°. (5.60)

The first term being a surface term will vanish. Looking at the second term, we do the
following:

1
~Cop?P3® =~ Cop(PP3° + 2°) (5.61)
1
— _ECGﬁ (CPo 4 0P DpiP) (5.62)
1 ij B
— _ECGBCﬁG = 2y A o5 ;. (5.63)

using (5.57) and the tracelessness of Cpg. Plugging back into (5.52), we get

p2) _ ﬁlyaﬁ @ax"@ﬁxd — Raﬁxaxﬁ + yaﬂ @ayi.@gyi
- (RAMBNICMtéVNf‘Nf + VPP Hiap K] po
goh

. .
n Z}’pcf)“Hieij/lo _ T(VAHmnB)N{‘th’gtg)y’yJ] . (5.64)

We can thus write the quadratic Lagrangian as a sum of transverse and longitudinal La-
grangians as follows:

3(2) = ﬁong + ﬁran& (5.65)
with
Long = \/T/[}/“ﬁ Dax" Dpxq — @R pxx), (5.66)
and . o
Livans = /YY*P Doy Dpyi — M2y'y], (5.67)
where
B
Doy = Zoy' + THBl'j’ (5.68)
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and
e///,i = (RAMBNICMIéVNZANf + Yaﬁypcc%f,ap%/j,ﬁc

1 e%p mn
+ Zryo‘ﬁ ('}’gAHieaHjlﬁ + 5lei(lejl3k> - T(VAHmnB)N?thatﬁ> . (5.69)
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6 Results and Conclusions

We have successfully shown the usefulness of the vev of the Wilson loop operator as field
potential and found the potential of a quark-antiquark pair separated by a distance L on the
gravity side, reproducing the result in [8]. We have also calculated the vev of a circular Wilson
loop reproducing the result in [23]. We see that this vev needs to be normalized. In this
process of renormalization, we have also seen how instead of using the area of the minimal
surface for the vev of the Wilson loop operator, one should use an appropriate Legendre
transform of it [23]. We saw how the Legendre transforms can help in obtaining a finite value
of vev of Wilson loop in AdSs x S° metric and can be applied to calculate the vev of Wilson
loops in a general Dp brane metric as shown in [21].

Then we discussed how one can calculate observables like the Wilson loop operator beyond
the leading order using geometrical properties of the underlying geometry of the spacetime in
which the string moves. Extending the work in [16], we considered a general string action
involving the antisymmetric 2-tensor

B 1
drmal

/ d*c\/y (y“ﬁgmn + s“ﬁan> do X" IpX".

We calculated the net quadratic Lagrangian for this case expanding the fields (X™s) around
their classical values using the background field method and found it to be

&= \/T/[}/‘XB Dax® Dpxc — Raﬁxaxﬁ + 2P @ayi.@ﬁyi
— (RAMBNICMI?IN,ANJ'B‘F Vaﬁ?’pcefi/i,apz/"i/jﬁc
+1yp"y”H- H; —ﬁ(v H )NANBt’"t”) iyl
4 ieplljjlo ) AtImnB )iV Njtalp yy .

We showed the tangential fluctuations (x%) and the transverse fluctuations (y) to the string
worldsheet can be considered separately and we can write the net quadratic Lagrangian as a

sum of these contributions:
3(2) = Dziong + Lirans,

where, Long and Lirans are given by (5.66) and (5.67), respectively. We have also obtained a
general expression for the bosonic mass matrix .#;; given by

M= (1""AMBNfCMIiV NANE + PP St 0p K s
af

1 £
+ 377 (¥ HieaH 25 + 3" HicaH g1 ) — 5 (VaHms)NIN $):
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which now gets contributions from the antisymmetric 2-tensor, B,,,. For the case B,,,, = 0,
our results reduce to the results in [16]. Explicit examples of calculation of the vev of the
Wilson loop operator beyond the leading order can be seen in [12, 16, 22].

For future work, we also want to look at the fermionic fluctuations and obtain a general
expression for the fermionic Lagrangian and mass matrix and check against known examples.
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Appendices

A Equations of motion

To calculate the equations of motion, we vary the action (5.1) with respect to the embedding
functions X7 on the target space. The left-hand side of Euler-Lagrange equations is

0.
O T By + P, Bu](DaX" 35X, (A1)

and the right-hand side is

d
9 (510577 ) = G VPt €830 "
VIO g+ €97 B 0aX""
@ (VTP apx)

47r
+ (9r8mp) (V/7Y** daX™)
+8pndo(v/71°P dpX")
+ 8mp9o (\/ YY" daX™)

+ 0 [VIEP BpudpX" + /76X BpdaX"] .
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1
Multiplying and dividing by /7, rewriting (J = W o (/7Y*P dg), and combining both, we
get

[Y*P 0pgimn + €%F 0,Byun) (0u X" IpX"™) = [0 X" Ongpn°P IpX"
05 X" On@mpY*® D X™
20X, + €% 9,,B,,n o X" Ip X"
3% 3B inp06 X" I X™]
=200X,, + 9o X" Ingpn VP IpX" + 06 X" 0ugmp V™" 0aX™ — Y*P 0pgndu X" Ip X"
= [~€°P 0,uB 06 X" IpX" — €%° 0By X" 0o X" + €%F 0, Bynde X" Ip X"
=200X, + Y*P [9&pn + Ongmp — Opgmn) da X" IpX"
= £%P[0,Byun — 0uBimp — OmBpn] 0o X" IpX"

B
s DXZ ,},aﬁrl naa Xmaﬁ X" 5 Hl naa Xmaﬁ Xn’
with

pl
1_‘lmn = %[amgpn + angmp - apgmn]a

H' ., = g"'[0pBun + 0uBpm -+ OnBnp)-

The covariant laplacian can also be written as

1
Ox! = ﬁaa(\/wxﬁ 9pX') = ¥*P (dadpX' — A% 5doX"). (A2)
The equations of motion become
op

7P (9udpX' — A% g 06X +T,,00X" 3pX") = %Hlmnaaxmaﬁx" (A3)

Brl _ ﬁ l 9 X" 0p X"

gP

=K'= THlmnaocxmaﬁxn. (A.5)

Here, Klaﬁ = 8a8ﬁXl — AZB(%XI +l"lmn8aXm8ﬁX" is the extrinsic curvature and K! =

y‘xﬁ K! B is the mean curvature.

40



B Bosonic Fluctuations

Starting equation (5.30), we have 3 types of terms to calculate:

I=Da&"Dpéy, (B.1)
II = Dy EAEB, (B.2)

and
111 = EAEB, (B.3)

Also, using Dy E4 = QaéA + QA EBJyX™ and the decomposition of £ into longitudinal
(x*) and transverse (y') fluctuations:

EA =xtd +y N (B.4)

The covariant derivatives of the vectors tangent (tﬁ) and orthogonal (le“) to the worldsheet
are given by

and
DN = 0uNA + Q4% NBOux™. (B.6)

We can write Dy E4 as

Do = Do (x2} +y'N}')
= 0o (Xt +Y'N;) + Q,, 00 X" (x°1 + Y'NT)
= (9ax")t +x%(9aty) + (9 )N} + ¥ (9aN})
QABm8aX mx“tf + QABm 0o X myiNl-Ig
= (Fax")ty + (Jay )N} +x(Oaty + Qg 0aX"1})
Y (9N} + Q% 00X "NF)
= (&axa)tﬁ + (aayi)NzA —I—xa(Datﬁ) +yi(D0¢NiA)-

Obtaining

Do&* = (9 )ty + (9ay' )N +x(Daty) +5' (DaNf) | (B.7)

Now, the covariant derivative acts differently on the longitudinal (x*) and the transverse (y')

components:
Dax® = Oox* + a)‘fmxb, (B.8)

and . . . _
Doy’ = 0oy +A’jayf. (B.9)
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Equation (B.7) becomes

Dot = (Do — @2 )i+ (T’ — Aty W+ 34 (Det2) + ¥ (D)
= 12 Doix® — 04 X1 + N Doy’ — ATy N+ x4 (Dot ) + Y (DaNP).
Calculating type I term:
VP DaE D = VB |12 T — 011+ NE Dy
— AN+ (Datf) +7 (DN}
X [fbA@ﬁxb - wbcﬁxctbA +NjaZpy’
—AjkﬁykNjA +x"(Dptpa) +yj(DﬁNjA)] . (B.10)

We have the following terms:

e DxDx :
= VP (12 Dorx®) (tp2 Zp ")
= /yaﬁ gaxa@ﬁxa.
* DxDy:
= }/(XB [tﬁ@axaNjA@ﬁyi +N?@ayitbA @Bxb]
=0.
* DyDy:
= VP (N D0y ) (N4 Zpy)
e Dx.x:

= yoB [tg*%xa(—wbcﬁxctm +xP(Dptpa)) — 0% X1 tp4 Dpx” + 1 (Daz;‘)tbA_@ﬁxb}
= yoB [—_@axaa)acﬁxc + (.@ax“)xb(tZ‘DﬁtbA) — 0o X DX+ x“ (Datf)tbAQﬁxb}
= —(D%X) Ve x’ + (D%x)XP2 Dty — Ducax’ (2%x) 4 2P (Dtps )12 (2% x)

= 2(.@ax“)xb [lﬁDatbA — (Daba] =0.

* Dyy:
= y*P [N} 9ayi(—z‘\jkﬁyk]\’jA +3/(DgNja)) — A" oy N{*Nja Dy’ + ¥ (DN )N js Zgy’]
=y [—-@ayiAik[;yk + Zay'y NN (DgNja) — A' 10y’ Zpyi+3 (DN )Nja Zpy’]
= —D%A" oy + D%y N\DoN? — DA’ j0y’ + D%yiy/ NyDoN?}
= Z(Qayi)yj[—Aija +NADOLN3?‘] =0.
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o xx:
= VP [~ 0%t +x (Dot [~ 0 g3 tpa + X" (Dpiya)]
= 1P 0?, a)acﬁxbxc—a)“baxbtﬁxc (Dptea) —x° (Datf)a)bcﬁxctbA +x“Dat9beﬁ tpal

= ,},(Zﬁ [—Xa(Datg)waB.xctbA +anat1a4XbDBtbA].

<y
= VP [—AT 0y N+ (D)) x [~A Y Nja +y/ (DgNja)]
= VP IAT g Aupy Y — Aoy N Y DgNia — ¥ DalNP A gy N ja + 'y DaN{ DN ).

o X.y:
= PP [(~ 0%t} +xDat}) (—A% gy Nja + ¥/ DgNja)
+ (A ;¥ N +y'DoN}') (—wbchcfbA +x"Dgt)]
= Y*P =@ X 13y DN ja—x“ Doty A, g Y'Nja + Xy Doty DgNja
—A" oy NEX"Dgipa—y' DaN; 0 5 x 1y + X"y DoN; D]
= 27*P Xy DN Dptya.
e Dx.y:
= ,yaﬁ [t;?@ax“(—AjkBykNjA —I—ijBNjA) + (—AijaNlA +yiDaN§4)tbA.9Bxb]
— 0B [@axayitg‘DﬁMA + .@Bx“yitﬁDaN,-A]
—2y%B @ax“yithﬁNiA.
* Dyx:
= VPN Doy (— 0 g xton + XDty ) + (— 0%,x"1 + XDt )Nja Dy
=2v*P D0y x"NADptaa
= —2’}’aﬁ .@ayixatﬁDﬁNiA.
Calculating type II term:
DﬁéAgB = tg‘.@ﬁx“ — w%ﬁxbtf} —{-Nl{q.@ﬁyi —AijﬁyleA + x4 (Dﬁtﬁ)
+ y"(DﬁN,A)] x [xbtf + nyf]. (B.11)
We have the following terms:

e Dx.x:

=4 @ﬁxaxb 1y
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= tg‘.@ﬁx“yij.
e Dyx
= N?@Byixbtf.
* Dy.y:
= leq.@ﬁyiyij.
* x.x
- (—a)“bﬁxbtf + x4 (D)) xtB
= x"xbtl}fDﬁt;l4 — a)‘zﬁtftfxbxc.
)y
= (—A" 5y N +y'DgNA )y N}
i INBTY NA Al LikNANB
=Y'Y/NyDgN;' — A5y YN 'Nj;.
° xy:

= (02’15 +x(Doty))y' NP + (—A' 53/ N + Y DgN x‘tf
= —co“bﬁxbtﬁyij —I—X“(Datﬁ)yij —Aijﬁyij‘xctf +yiDﬁfoctf.

Calculating type III term:
88 = (i + YN (i + /N,

We get the following terms:

° X.X:
= xxPrALB,
*yy:
= yiyijNf.
e Xx.y:
— x“yjtﬁNf +yixbthlA.

Going back to equation 5.30, we can now find the following terms:
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1. Term 1 can be calculated as follows: y“BDaéAD/; Ea

7P Do Dpén = v Tax" Tpxa+ 1 Doy’ Dy,
+ 7% [~ (Dat}) 0", gty + X" Doty X" Dptaa]
+ VP [y DaNF AT 5y Nja + 'y DaN}DgNja]
+2y%B XayiDaNlADﬁtbA +29* Doxyt} D pNia
_ zy“ﬁ _@ayix“thﬁNiA~ (B.13)

2. Now we calculate the first term in the equation 5.31, we get

_ aM N a b.A.B i JanJANTB
= Rampnt™ 1, (x X't +yny,- Nj

+x YN + PPN

= RAMBNZ‘CMléVl‘;AlExaxb
M N AfANTB, i\ ]
+ Rampnt ™t Ny Njy'y!
cM N B a.j
+ Rapnt t, l'ﬁij yJ
Sy

RAMBNtCMténg é B

ixb

+ Rampnt y

A M BN b
— (RAMBNtatp tg t6> eCpegeS‘efxax

+ Ramsnt ™Y NAND Yy
+ (RAMBNtétg[l‘év NBeP e % xty;
+ (RAMBthththAi)ec” efegxbyi.
(a) Looking at the first term:
g
(RAMBNtthltg@) ePeledelxxh = (PRyppo + NasK)sKaq
— T[ABKSGKga)eCp efegefxaxb
2 A B
- T[ABKSGKga)eCp egegefxaxb
=) RS xx + ap(K g K,
- Kchga)eCpefegegx"xb
=) Ropx“x” + Map(Kyp K&y
— Kchga)eCp efeg‘efx“xb.
(b) The third and fourth terms become:
(RAMBNtétg[thBi)eCp el eSxy; + RAMBthththAi)eCp egefxbyi
= (Ramsntaly taN" + Rpnamtgty ty N4 )eP el e x"y;
= [Qawa — DpKhs + @aKép — @GK&p]eCpefegxayi
= [9061(;;6 - ngcixc + gaKép - @GK&p]ypGegxa)’i
= 2[.@0(1(;)0- - ng&p]/}’pGegxayl.
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Combining our recent results, we get

VP Do EADpEL — Ransnt™ 1) EAER = v Dox Dpxa+ VP Doy Dy
+ 7P [—x(Daty) 0, gx 1o + X Dot} X" Dptpa]
+ VP [y DaNFAT 5y Nja + 'y DaN}DgNja]
+ ZYOCﬁx“yiDaNlADﬁtaA +2y%B .@ax“yithﬁNiA

- 2y°‘ﬁ QayixatﬁDﬁNiA - (Z)Rabxaxb

_ TIAB(KgﬁKga - KgaKga)eCPegegegx”xb

—2[PaK}y s — DpKiy| VP exyi
— Ramsnt ™M NANTYY . (B.14)
Combining like terms, we find
’}’aﬁDaéADﬁ éA —RAMBNtaMténg(;:B = ’}’aﬁ @axa@ﬁxa + ’}’aﬁ .@ayi.@ﬁyi ) Rabxaxb
+ 2}106/3 [@axayilaADﬁNi — @ayixathﬁNiA]
+27"PV o K; g2y — (Rampnt ™M NANE
- Yaﬁ?’pGKi,aij,ﬁc)yiyj-
This can also be written as
}/aBDaEAD[; éA — RAMBNtaMténgéB = }’aﬁ .@ax“.@ﬁxa + }’aB .@ayi.@[;y,— ~ @ Rabxaxb
- ZYOCBKi7aa [@ﬁxayi - @Byixa]
+2y%F V(XKi,a[ixayi — (Rappnt™MtY N{‘Nf
- Vaﬁ?’pGKi,aijﬁc)yiyj,
or
YaBDaéADﬁ En — Ramant ™1y E4ER = yF Dox® Dpxe + 7P Doy Dpyi
— ) Roxxt = 20°F K, 50| Dpxty — Dpy'x*] +27"PV oK, gty
— (RAMBNZ‘CMISIN?N? — }’(XBYpGKi’aij_ﬁc)yiyj. (BIS)

Here,

o __ ,a,0
x" =x"e,

Now, we calculate the remaining terms of equation 5.30, that is, we now find

1
gP HmABaaXMDB§A§B+EVAHmnBaaxmaﬁxngAgB . (B.16)
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The first term gives:

HmABQ(meDﬁ?:AéB = H,ag0aX™ [tﬁ.@[;x"xbtg + tﬁ.@ﬁx“y-iNf
NA Dg y'y/ Nf +NA Dp yixP t,lj
xxtB Dg - a)‘;)ﬁtftfxbxc

YY/NIDgN; — A5y YNANE
— a)‘zﬁxbt?yij +x“(Dﬁtﬁ)yij

- AijﬁyleAxctf +yiDﬁ]\flec

This gives

Iinabc?aXm@ﬁx"xb —f—Hm,’jaaXm.@Byiyj +Hmaj8aX’"(.@ﬁx“yj — _@Bija)

+ Hyuppdo X "X (1 Dpty) — 05, ﬁrg‘rf )
+ HyuapdaX"y'y! (N? DNt — AL s NENT)
+ HmABaocmeayi(_ w’i,,; thz'Ig +(Dg t?)NzB
— Al N
or
Hpgt w151 Dox* x + Hyt f EAERN{N® Dgy'y/
+Hprt oL EANA [ Dty — Dpyiat].

The second term gives:

2 2

+ x“yjtﬁNf +yixbt

This gives
|
5V,HmmEgEg,aaxmaﬁx"x“x”rg‘rf

1 .
+ EV,}LIm,,,SzL:gE,gNg“Nj? 0o X" IpX"y'y!

1 1 -
~VaHunp0o X" IgX"EVED = —V sHyunpdo X" IpX" [x'x"e0 1) + y'y N/ N?

(B.17)

+DgN{tl), (B.18)

N2 (B.19)

+ V Hyuns EAE§ 0o X" Ip X "X Y tE N,

or

1 1 - ,
Y Hunstg 1 (—t; 15 x% + ZEANAESN®Y'Y + 1y NAELy'x*

2 2
Combining the results from the previous two equations, we get

gp
2 2

1 1 > :
YV Hunstg 1} (—zgt;x’tx" + SERNPERNTYy + sz{‘Egy’xl>

Hmpqt&”ti’t?,.%x’lx" + Hynrty EAERN{N? D y'y/

+ Hmp,tgfthgNlA [@ﬁx’lyi - @ﬁyix’l] .

Now, we combine our results. We have:

).

(B.20)

(B.21)
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* XX

R ﬂVH M N T .S Ao _ _ﬁv Ao _ A, o
10T 7 Vr mnstlglile | X°X° = R)s > AHopo | X7x7 = =Ry sx"x".
Here,
ViHopo =V rHunstg 151316
* Yy
806/3 m.n iJj 806/3 iJ
—mij+TViHmnjfafﬁ Yyl =-— mij_TViHoch ¥y
Here,
ViHop; =V HunsEAN{ ESNT 115,
and
mi; = Rappnt ™I NANE — y*PyPOK; 0K .
* X.y:

(29 V K2 + P Vit )

gaﬁ . .
=2 (y“ﬁVaKiw + TViHOCﬁ71,> xlyl = QYQﬁVQKi’ABX)LyZ.

Here,
ViHaﬁl = VernsE[r‘NiAthtgti.
* Dx.x:
SaBHmnsthtﬁt‘g,@ﬁx’lxo = saﬁHalG@ﬁx’le.
Here,
Hyjo = Hunst gt

* Dyy: . .
%P Hyijty Dpy'y’ = €*P Hoij 2y’

Here,

Heij = Hyunsty E\N{ EZNY.
* Dx.y:

EOCB mn i i
-2 '}’aﬁKiﬂa — THmnitOCtl] (@ﬁxly - .@ﬁy xl)

g

= —2|7*PK; 10— - ali] (Zpx"y — Dgy'x™).

Here,
A
Ki,)Loc = Km,(xkEziNi :

and
A
Hyy; = HmnsthtZijNi
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* Dx.Dx—+Dy.Dy: .
}’aﬁ(.@axc.@ﬁxc + .@ay’.@l;yi).

The quadratic Lagrangian looks like

g%B

\/7[7043 gaxo-@ﬁxo + Vaﬁ-@ayigﬁyi - <R7LG - TV/'LH(XB0'> xC

0B
- <RAMBNICMt£]NiANf - ’}’aﬁ’ypcKi,ap j,Bo — —Vi Hocﬁj>

b
+2<YO‘BVa w+ VHaB/'L>xy

+ €% Hyp o Dp* x° + e Hoyj Dpy'y!

gaﬁ . .
—2 | Y*PK;jq — - oc/li] (-@ﬁxl)’l —Qﬁy’xl)]- (B.22)

After making the modification 5.50, the terms involving the modified curvature become the
following:

AR

o 8
_fyaﬁ’}/pGKi’apK]‘ﬁo'yly]:_yaﬁ’yp |:’%/05P+ 2aH’mnt8 P:|

A
E ..
['%/J‘,BG + Tﬁprqfffcqr] vy
A
B €5 pa , €
__,}/OC fyp %ap ﬁ6+_2 '%7aijpqtltG+ 2 j,BGHlmnt tp

€&, e

+=2 2ﬁ HipnH jpgt™ tpt)th]yy

= YV Hiap ) po'y — 1O S ap Hjmt} 165y
| .
—l—ZypG'}'dHimnHqut titgy’y :

* Dx.y:
805

B P B
e Ki,)ta_T ari| =V K an
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°* X.y:

B
(Y(Xﬁva /lﬁ+_VHaB/l)x Y = 1PV o paxty

O'

+Yaﬁ B V(XHzmnt t xlyl"f”yaﬁ _Htmnvat tleyl

—l—}’aﬁ TﬁHimnt?Vathly’
_ ﬁV A A i—£V'H A
=7Y*PVy ipAxX Y 5 Vi acAX Y
oo oo
n A_i

E
+7Himnvat t/{ixlyl"f— D) Himntgfvat/lx y

@B .
+ TViHa[Mxlyl
o
= ’}’aﬁva%[mx y + > Hmme tﬁxky’
oo

+ THzmntoKnlx y

805/3 .
= <'yaﬁ V(X‘%ﬁl + THlmntZlKnﬁl) xlyl

gaﬁ gaﬁ o
= <')/aﬁva<}i§,ﬁl + THimnt(an‘%/gl + > Hlmnta zﬁH’l}L) X y

gop y‘w

= (Yaﬁva%ﬁl +—= zmntmr/ai/ﬁl Hzman t tgt;{) xlyi-

SGOC
where TH,-manZGtX = 0 for symmetry reasons. Plugging these into the 5.49, we get

VY [y‘xﬁ PDax® Dpxo + VP Doy’ Dpyi— (Ryo)x"x°

B <RAMBN’CM4VMAN§9 - VO‘BVPG%,W% Bo

1 gab -
+ ZYPGYMHieijAc - TViHaﬁj>yly]

of c
e .
2 <yaﬁva¢%§,ﬁ/l +— zmntmt%/ﬁ)t Ya Hzman t tgtg) xlyl

+e%P Hoi;jDpy'y! — 27°P H; o5 (Dpx™y' — .@,ay"x%] . (B.23)

We propose that the covariant derivative on the tangential and transverse fluctuations will also
get modified in the presence of the antisymmetric tensor. Let us assume it gets modified to

Day' = Doy’ +M'jy’. (B.24)
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We want to find out what this M’ o 18. S0, let’s find out. We are hoping to get a term that
looks like DayiDﬁyi, so, let’s just start with that

Y*PDoy'Dpyi = Yaﬁ(.@ayiJrMikayk)(@ﬁyi—M’;By]')
= y*P (-%cyi-@ﬁ)’i +295y' Mijoy’ —MikaMJ;ﬁykyj> -
Comparing with B.23, we find
2" 25y'y Mijo = €7P Hoiij D'y’
e
= MijOC - THISU

Thus, we find that we can replace Y% 2,y Dpyi+ e*PH,; i2py'y’ by

. B .
yoP Day'Dpyi + Y%Haf‘HﬁjkytyJ

Plugging into B.23, we get

VT [y‘xﬁ PDax® Dgxo + Y*P Doy Dpyi — (Ry.o)x*x°

— (RAMBNtCMtinANf - Yaﬁypaﬁfi,ap%ﬁG
ap

1 8 1 . .
- ZVPGfAHiSPHj/IG 5 aHmnp) NN 15t + ZyaﬁHa’kHﬁjley]

+2(}/OCBVOC%J;;L)x’lyi—Z}/aB%’a,l(.@ﬁxkyi—_@ﬁyix’l) . (B.25)

51



	List of Figures
	Acknowledgements
	Introduction and Motivation
	Gauge Invariance and Wilson lines/loops
	Abelian gauge theories
	Non-Abelian gauge theories
	Conserved Currents
	Potential from Wilson Loops
	Holographic Wilson Loop

	Calculated Examples
	Quark-Antiquark Potential Using Supergravity
	Circular Wilson Loop
	An alternative method
	Legendre transformation method

	D-p Branes
	Details of the metric
	Holographic Wilson Loop


	Strings and the Polyakov Path Integral
	Symmetries of the Polyakov Action
	The Path Integral
	Fixing the metric
	The Faddeev-Popov Determinant


	Calculation of Bosonic Fluctuations
	Equations of motion
	Bosonic Fluctuations

	Results and Conclusions
	References
	Appendices
	Equations of motion
	Bosonic Fluctuations

