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Abstract
The '*C(a,n)'°0 reaction is the main neutron source of the s-process taking
place in thermally pulsing AGB stars and it is one of the main candidate
sources of neutrons for the i-process in the astrophysical sites proposed so far.
Therefore, its rate is crucial to understand the production of the nuclei heavier
than iron in the Universe. For the first time, the LUNA collaboration was able
to measure the 13C(oz,n)IGO cross section at E ,, = 0.23—0.3 MeV drastically
reducing the uncertainty of the S(E)-factor in the astrophysically relevant
energy range. In this paper, we provide details and critical thoughts about the
LUNA measurement and compare them with the current understanding of the
3C(,n)"°0 reaction in view of future prospect for higher energy measure-
ments. The two very recent results (from the University of Notre Dame and the
JUNA collaboration) published after the LUNA data represent an important
step forward. There is, however, still room for a lot of improvement in the
experimental study of the '*C(a,n)'°O reaction, as emphasized in the present
manuscript. We conclude that to provide significantly better constraints on the
low-energy extrapolation, experimental data need to be provided over a wide
energy range, which overlaps with the energy range of current measurements.
Furthermore, future experiments need to focus on the proper target char-
acterisation, the determination of neutron detection efficiency having more
nuclear physics input, such as angular distribution of the '*C(c,n)'®0O reaction
below E, < 0.8 MeV and study of nuclear properties of monoenergetic neu-
tron sources and/or via the study of sharp resonances of B3C(a,n)'®0.
Moreover, comprehensive, multichannel R-matrix analysis with a proper
estimate of uncertainty budget of experimental data are still required.

Original content from this work may be used under the terms of the Creative Commons
Attribution 4.0 licence. Any further distribution of this work must maintain attribution to the

author(s) and the title of the work, journal citation and DOI.
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1. Introduction

Half of the chemical elements heavier than iron in the Universe are produced in stars via slow
neutron captures (the s-process) through sequences of neutron capture reactions and 3 decays.
Spectroscopic observations combined with stellar models support the '*C(c,n)'°0O reaction as
the neutron source for s-process in low-mass Thermally Pulsing Asymptotic Giant Branch
(TP-AGB) stars [1, 2]. A TP-AGB star is composed of a degenerate carbon—oxygen core
surrounded by a thin He-rich shell and an extended, convective H-rich envelope. Periodically,
these stars undergo thermonuclear instabilities caused by flashes of He-burning shell, called
thermal pulses (TPs). Each He-flash generates a convective zone that mixes the carbon
produced by the triple-a reaction up to the top of the He shell. During the TP, the shell H
burning is extinguished, while after a TP the external convection may penetrate the He-rich
shell. Because of this recurrent mixing process, so-called third dredge up, carbon enriched
material is brought up to the stellar surface. As a byproduct of these recursive mixing
episodes, a so-called '*C-pocket can be formed at the top of the He shell through the reaction
sequence 12C(p,w)BN (ﬁ+,u)13C [1, 3]. In between the TP events (referred later as an
interpulse period), the 13C(a,n)mO reaction is activated at temperatures of about 90 MK and
provides a neutron flux with relatively low density of around 10’ neutrons cm > for about
10* years. Starting from Fe-group nuclei, neutron capture reactions followed by 3-decays
along the valley of stability of nuclides [4] produce heavier chemical elements in the He-rich
region reaching up to *°’Bi, the highest mass stable nucleus. To predict chemical abundances
in TP-AGB, the complex study of stellar structure, composition and mixing phenomena needs
to be supported by accurate and precise reaction rates derived from reaction cross sections in
the relevant astrophysical energy window.

Furthermore, the ">C(a,n)'°0 cross section around E. ,, = 0.14—0.25MeV is crucial to
estimate the energy balance and neutron flux in the TPs for those stellar models where the '*C
nuclei can survive the interpulse period, be ingested into the convective shell, and burn at
higher temperature of around 200 MK [5, 6]. It is also significant for one of the astrophysical
scenarios assumed to explain the observed surface abundances of a fraction of the Carbon
Enhanced Metal Poor stars, post-AGB stars, and of Sakurai’s object [7-9], where protons are
ingested directly into a TP. This mixing results in the production of '*C nuclei that ignite the
3C(a,n)"®0 reaction at temperatures around 200 MK, providing a neutron flux with a neutron
density up to 10"* neutrons cm , and driving the intermediate neutron capture, so-called, i-
process, i.e. neutron capture further away from the valley of beta stability [2]. The associated
Gamow energies in this case are E. ,, = 0.2—0.54 MeV.

The '3C(a,n)'®0 reaction can become an important source of background in ultra-low
event rate research, such as underground nuclear, neutrino research and double-beta decay
experiments [10—12]. In fact the a-emitters of the 232Th and %U decay chains combined with
an environment of carbon-rich construction material, e.g. plastic for neutron shielding or
electrical insulation, and the detector materials of organic scintillators can become a sig-
nificant contributor to neutron background, mimicking neutrino signal.

To constrain the phenomena described above, an accurate knowledge of the total and
differential reaction cross section (o(E) and do(E)/dQU(E), respectively), over a wide energy
range is crucial. These quantities can be extracted, e.g. from the experimental yield (Y),
defined as the number of neutrons per charge, and expressed by the formula:
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Figure 1. Level scheme of '70O. Widths of the horizontal lines reflect the widths of the
excited states. The sharp 5/2 levels with altering parities at 6.861, 7.166, 7.379 and
7.382 MeV are omitted, because their effect over the cross section at stellar energies is
marginal.

E, o(E)

Y = n(E,
() E,~AE €y (E)

dE, (D

where n(E,) is the neutron detection efficiency at a given neutron energy, E, is the beam
energy and e.(E) is the effective stopping power. AFE is the energy lost by the beam in the
target. Since the measured yield is proportional to the integral of o(E)/e.p(E), the cross
section needs to be extracted by an iterative approach and the o(E) can be converted to so-
called astrophysical S(E)-factor defined by:

o(E) = %exp*ZW"S(EL ®)

where 7 represents the Sommerfeld parameter [13]. Each parameter to obtain the cross section
requires careful and specific evaluation of the corresponding uncertainties.

Here, we summarize the experimental parameters of the LUNA measurement [14—17] and
discuss in details the efforts made to keep under control the systematic effects due to target
characterization. This is one of the main, and often overlooked, source of uncertainty for
3C(a,n)'®0 cross-section measurements. We also guide the way forward to an improved
determination of the cross section. Section 2 describes the state of the art of cross-section
measurements of the 13C(oz,n)lf’O reaction; section 3 provides the details of the experimental
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Table 1. Parameters of the resonances (resonance energy E,, excitation energy E, and
Lorentzian width T),) relevant to the S(E)-factor extrapolation of *C(a,n)'°0 at
E.m < 0.8 MeV. All values are given in keV and the source references are provided.

[20] [18] [19]

JT E,

E, r, E, r, E, L,
3/2+ —641 5869.62 6.6 58684 252  5869.7
1/2 — —=569.7 5931.6 32 59232 —48.1 5931 33
1/24 2.7 6361.5 124 6379.5 158.1 63634 136

5/2— 10539 716586 1.38 7164.6 1.88  7165.4

3/2+ 1162.6 7214 263 724777  340.1 7216 262
5/2+ 13329 7379.23 0.61 73779 041  7380.1

5/2 - 1336.5 738237 09  7380.7 1.77  7380.1

3/2 — 15482 7543 500

7/2+ 1590 75735  <0.1 7573.5

parameters affecting the uncertainty budget of cross-section data. Section 4 gives details for
the selection of experimental data sets to the LUNA extrapolation of the cross section to
Gamow energies. Section 5 provides the work of LUNA for low-energy extrapolation and the
comparison with more recent measurements of the 13C(oz,n)l(’O reaction. The conclusions and
prospects of upcoming experiments are discussed in section 6.

2. The 3C(«,n)'®0 cross section: state of the art

The low-energy behaviour of the '*C(a,n)'°O reaction cross section is determined by several
resonances and their interference patterns [14, 18-20]. Thus the low-energy extrapolation is
affected by the uncertainties of the resonance parameters at E, = —641keV (J™=3/27),
E,=-569.7keV (J"=1/27), E,=-27keV (" =1/2") and E,=1162.6keV
(J7=3/2"). In particular, the tail of the broad near-threshold resonance with J"=1/2" and
total resonance width (equal with the neutron partial width) Ty =1, = (136 =5) keV is
found to cause an increase of the S(E)-factor below E., <0.3MeV [19]. Table 1 sum-
marizes the parameters of the resonances in 3C(,n)'°0 relevant for the S(E)-factor extra-
polation below E. , < 0.8 MeV and figure 1 shows the 70 level scheme.

Despite their marginal effect in the S(E)-factor extrapolation, sharp resonances between
E.n=0.7—1.2MeV can be used to constrain experimental parameters, such as target
thickness and neutron detection efficiency [21]. Therefore, their parameters (except the
resonance strength wv) are also indicated in table 1. It is worth mentioning that parameters of
sharp resonances show discordance in literature, e.g. the works of [22, 23] and [24, 25]
suggest ~12 and 17 eV, respectively, for the wy of the E_ ,, ~ 0.8 MeV resonance. Although
[25] attributes this discrepancy to the contribution of the non-resonant cross section at the
resonance energy and the stopping power of « particles in carbon, a dedicated measurement
of the resonance parameters is advisable to confirm that.

Because of the 2.215MeV [26] Q-value of the *C(a,n)'°0 reaction, at beam energies
E.n. =0.23—1.53 MeV, neutrons are emitted over a wide energy range E, =2.1—4.1 MeV,
depending also on the emission angle §. The neutron angular distribution will be discussed in
section 3.2.

To properly estimate the a-induced neutron background generated on '*C nuclei, the
reaction cross section needs to be determined up to several MeV range.

5
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Figure 2. Experimental S(E)-factor data of the 13C(,n)'%0 reaction combined with
theoretical calculations with and without the effect of the near-threshold resonance. The
grey area represents the Gamow-window of the reaction for about 7= 0.1 GK.

For example, 219po with the emission of E. ,, = 4.0 MeV initiates the >C(c,n)'°O reac-
tion, in turn, opening the «, ng;, branches and populating the E, = 0(ng), 6.05(n;) and
6.13(n,) MeV states in 10, respectively [12, 27]. Therefore, the 13C(oz,n)IGO reaction has
been extensively studied by past and recent experiments over a wide energy range between
E.m =0.23-6.1 MeV.

Experimental S(E)-factor data of *C(a,n)'°0O [14, 18, 22, 28-32], combined with theor-
etical calculations [18, 33] with and without the effect of the near-threshold resonance, are
shown in figure 2.

Beside direct measurements, indirect studies were performed with the goal of determining
the energy of the near threshold levels by v-spectroscopy [19]; the squared Coulomb-mod-
ified asymptotic normalization coefficient (ANC) [34, 35]; or the similar spectroscopic factor
[36—40]. The latter were used to calculate the low-energy astrophysical S(E)-factor and the
13 C(oz,n)léO reaction rate. Reference [41] repN()rted that the S(E)-factor calculation based on

the Coulomb renormalized a-particle ANC (C) obtained in different indirect measurements
bears roughly 20% uncertainty, which is also highlighted by [42], and the inconsistency of
direct measurements gives another ~40% to the uncertainty budget in the s-process temp-
erature range. The significant effect of such uncertainties in different astrophysical scenarios
was further emphasized by [43].

In the last three years new experimental data has been published, which potentially reduce
the uncertainties of experimental cross-section data. Direct measurements performed under-
ground by the LUNA collaboration [14] in the E. ,, = 0.23-0.31 MeV region using the thin
target approach and the work done by the JUNA collaboration [31] in E ;;, = 0.24-1.90 MeV
using thick and thin targets, have allowed to significantly reduce the uncertainty below
E, <0.40MeV providing improved constraint to calculate s-process nucleosynthesis.
Together with a recent measurement above ground with high angular resolution in the
E.m =0.61-4.8 MeV [32] reports that based on their R-matrix analysis using 714 angular

6



Table 2. Selected experimental setups and parameters of direct measurements of the '*C(a,n)'%0 reaction.

Int. Accelerator Laboratory
References  E, (MeV) (u1A)  Accelerator calibration Detector ~ Detector calibration Solid angle Target Thickness Method background
Sekharan 1.95-5.57 Bombay, VdG BF; based Li(p.n)’Be, Ra- 4 Electrically enriched '*C
[75] counters a-Be (30%) onto 0.25 mm Ta
embedded in
paraffin
Davids [51] 0.475-0.7 25-30 Kellogg Radia- Stilbene crystal Not clear 0°  Thick '°C target from CHzl 200 pgem > *C(p.,7)'*N reso-
tion Labora- and PSD enriched to 54% in '°C, nance, but E, is not
tory, Oak Total 1.3 C was collected indicated
Ridge type
RF ion
source
Bair [22] 1-5 — Oak Ridge “F(o,n)**Na,  Graphite- In [96] Age-diffu- 4r Infinitely thick disk of 5 keV at 1 MeV 2-3¢/s
NAtional "Li(p.n)''B, sphere neu- sion Theory, reca- compressed carbon enri- based
Lab. 30(a,n)*'Ne tron detec-  lib. with Standard ched '3C and thin '3C tar- on [96]
5.5MV Van tor, 8 -'°BF; Sources get produced by cracking
de Graaff detector enriched acetylene onto Pt
backing
Ramstrom 0.6-1.15 Neutron Phy-  E, = 1.05MeV 20 '°BF; 0.7m PuBe, RaBe, 47 Methyl Iodine heated onto 88 and 13 (in 0.7  Weighting and
[24] sics Labora-  was repeated, shielding of 3 lV(p,n)SICr (at Ta 89% '3 and 1 MeV) width of profile at
tory, 5keV was paraffin, Cd 2.3 MeV) Assum- ;J,g/cm2 E, = 1.05MeV
Nykoping, observed and used and concrete ing non-energy
Sweden, 5.5 in corrections dependent detector
MV Van de function
Graaff (183 £ 1.5)
Kellogg [28] 0.4-1.2 Calltech Neutron detec- 47 0.027 ¢/s
pelletron tor with 23%
efficiency-no
details
Drotleff [29]* 0.35-1.4 100 Stuttgart 4 MV 2 concentric  **2Cf, E depend- 47 99% '3C on solid Cu 0.08 ¢/s
Dynamitron cycle of 8 ence was calculated backing
*He counter  with multiproup
in PE plus calculation
layers of PE,
Paraffin, B
and Cd

10250} ($202) LS "SAud "Med JoNN B "sAud T
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Table 2. (Continued.)

Int. Accelerator Laboratory

References E, MeV) (nA)  Accelerator calibration Detector  Detector calibration Solid angle Target Thickness Method background

Brune [23]° 0.45-1.05 50 Calltech 11 3He filled  2°2Cf (20.2% effi- Am Thin "*C target (99.2%) From known 0.1 ¢/s
pelletron counter in  ciency obtained), onto Cu disk, electron BC(a,n) yield of

PE [100] [100] 7Li(p,n) reac- beam evaporated non-resonance
tion eff. is constant range and reso-
50 keV and 2 MeV nance strength
within 5% (refer to [23]
and [22]
Harissopulos ~ 0.8-8 100 Ruhr-Uni- 8 *He counter *’Cf with MCNP 47 99% '3C on Ta backing. 22 pgcm 2, NRRA using  0.22 ¢/s
[30] nA versitat, at 16cm,8  simulation, Above Air cooled target 40 mm, le'® atom cm™2 13C(p,'y)”N at E,
Bochum, He counter 6 MeV nl, n2 target degrad. is partially = 1.75 MeV
Dynamitron- at 24 cm, branching explained. Yield test at
Tandem Embeded in selected energies gave 2%
Laboratory PE passive reproducibility. Pre-
shielding sumably 1 target was used
(Cd, PE, in this measurement.
B-PE,
B-parafin)

Heil [18]  0.416-0.899 50 Karlsruhe "Li(p,n)''B, E, 42xBF, n/y S'Wpn)3'Cr 4m 13C(99%) electron gun 7keV at E, NRRA "C(p,7)"*NAlmost BG
3.7 MV van = 402, 814, converter E, = 135, 935, onto 5 ym Au and Cu = 448.5keV  at E, = 448.5 keV, free condi-
de Graaff 953 keV using 1935 keV sheet, Impurities of Cu is yield check at E,, tion due to

13Cd(n, GEANT4 not discussed = 800 kev, '2C multiplicity
4cd simulation build up, mixing
with Au
Febbraro [12] 4.2-6.4 University of  E, = 1.05, 1.34, EJ315 and SV(p.n)*'Cr,  Between 0° '*C ACF foils 99% evap. 12-20 pug cm ™2 Yield at E,, = 1.05,
Notre Dame  1.59 MeV and EJ301D F(a,n)**Na and 90° in onto Ta (0.2 mm) 1.34 MeV and E, =
Nuclear Sci- *’Al(p,7)**Si E,  scintillators five-point 1.75 MeV
ence = 992 keV and twelve-
Laboratory point (near
resonances)
angular
steps
Ciani [14]  0.305-0.4 300 LUNA400, 18 *He based Sy (p,n)’'Cr, 47 Enriched "C targets using 170 nm NRRA *C(p,7)"*N0.000 85(8)
LA INFN- counters AmBe combined electron gun evaporation at E, = 1.75MeV, c/s and
LNGS embedded in  with GEANT4 onto 0.25 mm Ta backings 0.0003(0.3)
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Table 2. (Continued.)

Int. Accelerator Laboratory
References E, MeV) (nA)  Accelerator calibration Detector  Detector calibration Solid angle Target Thickness Method background
PE with BPE yield check at E,, c/s
shielding, = 380 keV with PSD®
PSD applied
Gao [31] 0.31-2.5 up to CJPL and 3 2C(p,y)'"N, 24 °*Hefilled °'V(p,n)°’'CrE, 4 2 mm thick '*C enriched Repeated yield 0.0013(5.5)
2.5 MV Tande-  2’Al(p,7)**Si, proportional = 1.7-2.6 MeV, graphite, 97% measurements c/s¢
meA  tron at IlB(p,'y)'zC, counters GEANT4
Sichuan “Np.y»"0 [57)
University
Brandenburg  2.9-8.0 Edwards He and BF; 22y, SIV(p,n)SlCr, 41 13C ACF foils 99% evap. (1.12 £0.05) x a-elastic scattering,
[50] Accelerator neutron-sen- 13C(oz,11)160 com- onto Cu le'® atoms cm 2 « energy-loss mea-
Laboratory sitive pro-  bined with MCNP surements, and scan
at Ohio portional of the 1.05 MeV
University counters '3C(<v,n) resonance
[101]
deBoer [32]  0.8-6.5 10euAUniversity of ~ Resonances in  ODeSA, nine  °Be(d,n)'°B com- Between 0° Similar than [14] 10.3(6) and  NRRA "*C(a,n)'°0
Notre Dame BC(a,n)'®0 deuterated  bined with MCNP and 157.5° ~5pgem™> at E, = 1.05 MeV
Nuclear Sci- scintillators simulation
ence [73]
Laboratory

? 1t is referred to Soiné Diplomaarbeit 1991 Stuttgart.
° 1t was stated that [28] need to be enhanced with a factor of 1.17.
¢ Beam induced background measurement agrees with environmental background.
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distributions and the combination of Bayesian uncertainty estimation, the uncertainty of the
extrapolation of cross section significantly reduced to the level of ~5% over the entire
Gamow energy range.

3. Experimental aspects

In this section, we review the experimental parameters affecting the determination of the cross
section of >C(a,n)'®0 towards its astrophysically relevant energy region with a focus on the
LUNA experiment. The most important experimental parameters of the direct cross-section
measurements are summarized in table 2.

3.1. Experimental apparatus and its background

The LUNA collaboration performed the study of '*C(a,n)'®O at the deep-underground
accelerator LUNA400 [44—46] at the Gran Sasso National Laboratory (LNGS). A detailed
discussion on the origin of background contributions and the advantage of deep-underground
location for rare event research is found in the literature [13, 47—49]. Here we just emphasize
that due to the rock overburden of LNGS, the background neutron flux is reduced by up to 4
orders of magnitude with respect to the neutron flux measured on the surface of the Earth.

In general, experiments have used multiple approaches to detect neutrons. Gas filled
proportional counters based on *He gas [16, 23, 29, 30]; lOBF3 gas [22, 24] or their com-
bination [50] are widely used. Although these provide higher neutron detection efficiency,
direct information on neutron energies is lost by the moderation of neutrons. Thus, the
discrimination of background events is more challenging. Experimental setups based on
scintillators, e.g. [12, 32, 51] allow angular distribution measurement to be performed, but
their neutron detection efficiency is limited. The experimental study of the angular dis-
tribution of the emitted neutrons is limited by the thermalization process in the moderator
material using gas filled proportional counters. Thus, simulation of the angular distribution
must be considered during the extraction of the cross section. This issue is further discussed in
section 3.2.

The location of the experimental apparatus of LUNA and the selected stainless steel
material of the enclosure of the *He counters imply a unique low environmental background
with 3.3 counts h™' counting rate in the detector.

Although a very low level of environmental background is achieved, the reaction yield of
the '3C(a,n)'®0 reaction drops to the 1eventh ' level at energies close to the s-process
Gamow peak. Therefore, background is still one of the most severe sensitivity limitations of
the experimental apparatus.

To further improve the signal-to-noise ratio, the LUNA collaboration used Pulse Shape
Discrimination (PSD) technique based on digital filter to convert the integrated signal of the
charge sensitive preamplifiers to a current pulse. The application of this PSD technique allows
suppression of the internal a-induced background by 98.5% and thus reduces the total
background of the LUNA neutron array to (1.23 & 0.12) counts /hour [17, 52]. Note that PSD
also reduces the neutron detection efficiency, and should therefore be considered carefully in
the cross-section determination. The achieved background rate by LUNA represents an
improvement of two orders of magnitude over similar setups [29, 30] used in the past and it is
a factor of 4 better than the value obtained recently by the JUNA collaboration (see table 2).

The uncertainty due to the background of the setup can be eliminated using indirect
detection of neutron as described by Heil ef al [18]. These authors used a 47 BaF; calorimeter
with n/~ converter based on spherical cadmium-loaded paraffin to achieve a practically
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Table 3. Properties of some neutron emitting radioactive sources and nuclear reactions
often used for neutron detection efficiency determination.

Neutron source  Q value (MeV)  Mean energy (MeV) Half life
natUO

2%PuBe — 4.6 24110(30) years
241 AmBe — 4.0 432.6(6) years
241 AmLi — 0.8 432.6(6) years
B2cf — 2,132 2.645(8) years
8Y_Be 0.152, 0.949 (0.5%)°  106.626(21)d
1245h-Be 0.023 60.20(3) d
2H(y,n)p —2.23

D(d,n)*He 3.27

Li(p,n)’Be —1.64

“Be(v,n)*Be —1.66

“Be(d,n)'°B 4362

S'Wpn)’'Cr —1.535

57Fe(p,n)*’Co® —1.6186

 From [58]. Instead, [23] and [30] indicate 2-3 MeV as an average neutron energy.
° From [59)].

¢ From [60].

background-free condition. With this technique, low-energy gammas are well separated from
the signal of the ~ cascade from the ''*Cd(n,7)'"*Cd reaction yield at a total energy of
9043 keV, the drawback is that the total neutron detection efficiency is limited by the n/vy
conversion factor.

3.2. Neutron detection efficiency

In contrast to y-ray spectroscopy, the determination of the neutron detection efficiency as a
function of neutron energy 7(E,) is challenging mainly due to the limited choices of sources
with accurately known energy spectra and/or angular distributions (in the case of nuclear
reactions based source) and, in some cases, to the limited availability of accurately calibrated
sources. A standard procedure is to employ radioactive sources (*>Cf, AmBe), which emit
neutrons with a continuous energy spectrum, in combination with Monte Carlo simulations
[29, 30, 53]. This approach can be made more robust using nuclear reactions, e.g. the
51V(p,n)51Cr reaction [16, 21, 54-57]. To constrain the uncertainty of the efficiency deter-
mination, the design of neutron detection setup should be optimized to obtain a relation
between the detection efficiency and neutron energy as flat as possible along the energy range
of interest [21]. A list of the widely used neutron emitters (both radioactive sources and
nuclear reactions) is presented in table 3.

In the LUNA experiment, the 7(E,)) was experimentally determined over neutron energy
range 0.1—4.0 MeV using the >'V(p,n)’'Cr reaction and an AmBe neutron source, combined
with a detailed simulation implemented in the GEANT4 code. The GEANT4%° toolkit
[61, 62] was used to simulate the detector response of the LUNA neutron array. This
simulation was compared with the experimental data. The efficiency curve obtained from

26 Specifically the GEANT4 version 10.03, including the neutron high precision physics and thermal scattering
corrections enabled for water and polyethylene.



J. Phys. G: Nucl. Part. Phys. 51 (2024) 105201

L Csedreki et al

0.5
0af T # ~b &
~
~
~
~
= ~
0.3 4 B S
-~
0 s S~
o o~ =
E 0.2 g\% .......
- R R _>_—§_—.< .
B Exp_total el —aA—
A Exp_inner | 0 TUTTTTTre—e
0.1+ ® Expoutr | . TTTmeea
= =Sim_total x 0.78
|=--=Sim_inner x 0.78
- Sim_outer x 0.78
0.0 Interpslated .
0 1 2 5
E, (MeV)
0.5
¥4 5
~
~
~
0.4 ~
S S
-t =5
-~
-~
. -~ ~
=03+ N ~
2 L% . -~
S RS
= .
Wood B ——
v ¥ ~ IR
B Exp_total Tl
A Exp_inner ~. -
0.1+ ® Exp_outer i -
= =Sim_total x 0.78
= Sim_inner x 0.78
=« Sim_outer x 0.78|
Interpolated
0.0 T T T 1
0 1 2 3 4 5
E, (MeV)

Figure 3. Experimental efficiencies (filled symbols) and the rescaled simulated
efficiency curve (dashed line) obtained using the vertical (upper panel) and horizontal
(lower panel) setups. The simulated and the experimental efficiencies related to the
inner (green squares and dotted lines) and outer (blue triangles and dash-dotted lines)
rings of the setups are also presented. The interpolated efficiency value at
E,=2.4MeV are shown as green half empty dot.

GEANT4 is shown in figure 3 together with the experimental results. The plotted exper-
imental data were corrected for the kinematic energy distribution effect and angular dis-
tributions to obtain the nominal efficiency values. To cross-check the consistencies of the
simulation, the results for the inner and outer rings of the detector array are shown separately.

Absolute neutron detection efficiencies of (37 4+ 3)% (horizontal) and (34 + 3)% (ver-
tical)®’ of the two setups were obtained in the E, = 2.2-2.6 MeV range, which corresponds to
the energies of the emitted neutrons in the LUNA experiment. The efficiency was calculated
as an average of the GEANT4 simulation and the linear interpolation of the experimental data

as shown in figure 3.

z Equal with a 8% relative uncertainty. Uncertainty budget is described in [16].

12
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A discrepancy was found between the experimental and the simulated data. Therefore, a
scaling factor of 0.78 £ 0.01 was applied to the simulated efficiency curves shown in figure 3
in order to match the experimental data. The presence of such a discordance between
experimental and simulated efficiencies is rather general in literature [16, 21, 55, 57]. This
may indicate a model dependent uncertainty of the method, which can be related to the
uncertainty of angular distribution of nuclear reactions, geometrical effect of the setup, and/or
physics input of MC simulation (e.g. scattering cross sections, molecular vibrational and
rotational excitation modes in the moderator materials, etc) [63—69]. These sources of
uncertainties are discussed in the following paragraphs.

As mentioned in section 2, the '*C(a,n)'°0O cross section may have significant energy-
dependent anisotropy. Angular distribution measurements can be found in literature over a
wide E,, region [12, 32, 70-72]. Walton et al [70] used a scintillator detector, which was
placed at a distance from the thin target (AE < 20keV) of 11.5 cm above E, =2 MeV and
6.4 cm below this energy. Data was taken between 0° and 150° at angular intervals of 10° and
at 85°, 95°, and 155°, acquiring enough statistics to keep the uncertainty below 5%. A long
counter was also used to obtain absolute cross-section data at 6 =0° 29° and 146° at
E,=0.8—3.5 MeV. Moreover, Prusachenko et al [72] recently published angular distribution
data in the E, = 2-6.1 MeV region using a p-terphenyl scintillator and time-of-flight (ToF)
technique. Febbraro er al [12] performed measurement of '*C(a,n)'°O cross section in
E,=42—-6.4MeV using two deuterated scintillator detectors for neutron detection and a
single HPGe for ~-ray detection of '*C(c,n,)'®0. Similarly, deBoer et al [41] used deut-
erated scintillator array (ODeSA) [73] to provide high angular resolution differential cross-
section data between 6 =0° and 157.5° in E, = 0.8—6.5 MeV. They could not measure the
excited state cross section due to the background of fluorine and the resolution of their
unfolding technique.

The angular distribution can also be calculated assuming pure radiation in a two-step
process as described, e.g. by [13] (Appendix D.2) near sharp resonances. Moreover, R-matrix
calculation can be used to obtain the angular distribution for a given a-energy [41] based on
experimental elastic scattering and nuclear reaction data. This effect is discussed in literature
purely in terms of the uncertainty of cross-section data. Based on theoretical calculation [31],
estimates a relative deviation between the detection efficiency lower than 2.3% assuming
isotropic and anisotropic angular distribution in E, =0.3—0.8 MeV. This uncertainty can
increase significantly near sharp resonances and at higher energies. In the case of the LUNA
measurement, due to the larger solid angle and low energies, the uncertainty implied by
anisotropic angular distribution is far below the quoted relative 8% assigned to n(E,,). [50]
reports ~10% and =14% at « energies below and beyond 5MeV, respectively, using R-
matrix method and Hauser-Feshbach calculation [74].

As a conclusion, the angular distribution of the 13 C(a,n)l60 reaction is rather well known
and supported by experimental data above E, = 0.8 MeV, however the absence of exper-
imental data in the lower energy regime still requires theoretical predictions. Dedicated
measurements, e.g. with a long counter setup and/or plastic scintillators using pulsed beam
and ToF technique could provide data with the required precision.

In the context of low-energy nuclear astrophysics measurements, the MCNP, GEANT4
and FLUKA simulation codes are widely used to obtain parameters for cross-section calcu-
lations. To study the precision of different simulation codes, van der Ende et al [68] per-
formed a systematic study of boron-lined neutron detector characterisation using MCNPX



J. Phys. G: Nucl. Part. Phys. 51 (2024) 105201 L Csedreki et al

and GEANT4. They confirmed the reliability of GEANT4 to accurately characterise a thermal
neutron detector through the use of a special thermal elastic scattering matrix S(«,(3) tables for
neutron energies lower than 4 eV, as well as through the use of neutron high precision
models.*®

Related to the uncertainties implied by the geometry of the setup [57], suggests a solution
to resolve the discrepancy by adding boron to the moderator material to mimic the neutron
absorption effect. Nevertheless, the uncertainty of geometry propagates negligible effect
(relative <1%) in n(E,) in the LUNA experiment.

Finally, uncertainties of cross sections (e.g. neutron capture, thermal scattering) as inputs
of the simulation and their effect over the simulated detection efficiencies are poorly dis-
cussed in literature. Especially, their energy dependent effect would require special attention.
It is worth noting that this source of uncertainty also becomes significant in the case of
measurement using scintillator detectors, where neutron scattering on the construction
materials implies to apply even a ~30% correction [32].

In this section, we discussed the different aspects of the determination of the neutron
detection efficiency. In conclusion, dedicated studies of the scaling factor in a simple neutron
detection geometry combining the use of more extended monoenergetic neutron sources in
wide energy range are still advisable. A possible way to access this is the study of branching
of >'V(p,n)’'Cr above E,>1 MeV through the detection of gammas from excited states in >'Cr
(e.g. E,>2MeV) in combination with more precise knowledge of sharp resonance para-
meters E, = 1.05 and 1.59 MeV of the *C(c,n)'°O reaction.

3.3. Target characterisation

For 13C, the application of solid-state targets is dominant in literature (see table 2). Carbon
targets prepared from heating chemical compounds [22, 24, 51] or evaporated onto solid
backing such as Ta or Cu [14, 18, 23, 29, 30, 32, 75] have been used. In the following, we
review its various aspects.

3.3.1. Methods of target characterisation. Nuclear astrophysics experiments often require
long exposures of target under intense beams, which can easily cause significant target
degradation. Target modification processes (such as diffusion, melting, sputtering or
contamination of the target surface [76, 77]) that occur under intense beam irradiation may
result in significant changes of target stoichiometry as a function of depth and accumulated
charge [78]. There are different non-invasive ways to obtain information about target
degradation in situ, e.g. measurements of the experimental yield variation as a function of
time at a reference beam energy, Nuclear Resonant Reaction Analysis (NRRA), and the 7-
shape technique. These methods are discussed in the following.

The overall effect of target degradation can be followed by the continuous monitoring of
neutron or y-ray yield (Y,) of a given transition in the investigated nuclear reaction [23, 31].
However, while target thinning caused by, e.g. sputtering can be well corrected in cross-
section calculation from the time dependence of such a yield, other ion beam induced
processes such as diffusion and mixing of the target atoms into/with the backing are more
difficult to assess. The measured yields at LUNA400 of the '*C(p,7)'*N reaction at
E, = 0.31 MeV as a function of the accumulated charge on a single carbon target are shown
in figure 4 and represent the effect of modification through ion beam mixing. The calculated

*® From  the QGSP_BERT_HPphysics  package  (G4NeutronHPElastic, ~G4NeutronHPInelastic,  and
G4NeutronHPCapture).
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Figure 4. Reaction yield of '*C(p,7)'*N as a function of accumulated charge. Blue
squares represent the experimental yields, while red triangles show the calculated
values based on cross section taken from [79] and corrected for sputtering effect from
SRIM calculation. The green stars represent the calculated yields based on the NRRA
scans.

yields based on cross section taken from [79] if only target sputtering is considered are also
plotted. The effect of this is estimated from a simulation using the SRIM software package
[80]. It is evident that the sputtering effect alone can not explain the decreasing yield. The
calculated yields considering also the level of target modification obtained in NRRA method,
are also plotted and agree well with the experimentally obtained yield. The NRRA method
exploits the existence of a narrow and isolated resonance in a given reaction, whose cross
section can be well described by the Breit-Wigner expression, ogw [13]. By measuring the
yield as a function of beam energies in the proximity of the resonance on targets, a
characteristic resonance yield curve can be obtained, which contains information on the target
thickness and composition.

In the case of the LUNA experiment solid targets were produced by evaporating '*C
enriched powder onto tantalum backings. Details of target preparation and characterisation are
described in [15]. After the target production, a proton NRRA scan using the 1.747 MeV
resonance of the ">C(p,7)"*N reaction was performed to measure the initial target properties,
such as number of active nuclei and target homogeneity. NRRA yield profile measurements at
ATOMKI were repeated after different amounts of accumulated a-beam charges (done at
LUNAA400). The result is shown in figure 5, where the appearance of beam induced target
degradation is evident.

The observed modification of the measured target yield profile can be explained by the
intense diffusion between the active target layer and the target backing, even without the
inclusion of the light element implantation effect. This information should be used to correct
low-energy cross-section measurements. It is also worth noting that repeated measurements of
3C(a,n)'®0 experimental yield at higher E,, can be used to estimate target degradation [18],
but this propagates uncertainty to the cross-section calculation at low E,, where the
contribution of the surface layers to the experimental yield is more dominant, due to the
exponential drop of the reaction cross section. Thus, an alternative, in sifu technique to
monitor target modification is often required.
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Figure 5. Resonance yield profiles measured on targets with different accumulated (a-
beam) charge. Lines are drawn to guide the eye.

If no resonance is accessible, an alternative approach relies on the study of the shape of
the ~-ray lines emitted in a suitable radiative capture reaction, for example in *C(p,7)"*N, to
periodically check both the thickness and stoichiometry of the target. This so-called ~-shape
analysis method was applied during the '*C(a,n)'°0 campaign at LUNA [15]. To monitor the
target degradation during the '>C(a,n)'°O measurements, data taking at LUNA400 consisted
of long a-beam runs with accumulated charges of ~1 C per run, interspersed by short proton-
beam runs with typical accumulated charges of 0.2 C at most, so as to minimize possible
changes in target stoichiometry caused by the proton irradiation itself. The maximum
accumulated charge with o beam on each target was limited to 3 C, corresponding to at most
a 30% target degradation due to the modification of stoichiometry. The lowest studied
energies of E, = 0.245 and E, = 0.233 MeV required special attention, as the statistics
collected during a single run (~1 count/target) was insufficient to obtain a reliable estimate of
the cross section. Thus, all runs at the same energy with similar target degradation level
(obtained from ~-shape analysis) were summed up and the cross sections for each subset were
calculated to obtain the cross section for the given energy [81].

3.3.2. Stoichiometry of carbon target. The '’C target stoichiometry was studied with
different approaches. The NRRA technique was used to measure the isotopic abundance of
enriched '*C material based on the comparison of the plateau height of enriched and natural
carbon targets with nominal '*C content of 99% and 1.1%, respectively. The '*C abundance
of the powder used for LUNA was measured to be (97.1 &+ 2.3)%, compatible with the 99%
reported by the manufacturer.

Another approach that can be used even at low projectile energies is based on the
measured ~-ray intensities of DC — g.s. of the '*'*C(p,7)'*'*N reactions. A target was
irradiated at E, = 0.31 MeV at LUNA400 and the E, = 2.23 MeV (from '>C(p,)"’N) and
7.84MeV (from "*C(p,7)'*N) lines were detected using a HPGe detector. Based on the
interpolated cross-section data from [79] and [82] and on the efficiency measurement with
radioactive sources and radiative capture reactions, the isotopic abundance of the '*C target
can be extracted. In the LUNA experiment, (98 + 2)% was obtained, which agrees well with
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the data obtained from the NRRA measurement and with the value indicated by the
manufacturer.

3.3.3. Light element contamination. The presence of contaminants and their time dependent
accumulation in the irradiated targets requires a special attention. At low energy, deuterium,
boron isotopes, carbon, oxygen and fluorine are considered the main contributors of beam-
induced background in proton-induced reactions [83], while in a-induced reactions the °Be,
boron isotopes (especially ''B through the ''B(a,n)'*N reaction [84]), '°C and '"O might
contribute to the neutron background of the experimental apparatus. To prevent carbon built-
up on target surface during the irradiation good vacuum conditions often supplemented with
liquid nitrogen cooled cooling traps are necessary. The effect of possible carbon build-up, e.g.
are shown in figure 4 of [18] in the case of a thin-target and it is also considered as a potential
source of uncertainty in [31] in thick target arrangements. In the following we present the
different approaches used in the LUNA experiment to quantify the presence of light
contaminants and their origin.

The level of boron contamination in the target was measured by Particle Induced
Gamma-ray Emission (PIGE) technique at ATOMKI at E, = 3.23 MeV?’. Boron content of
the target was calculated based on the experimental thick-target yield [85] as well as on thin
target data using the well-known cross section of the ''B(a,n)"*N reaction [86]. An upper
limit of <6 ppm corresponding to about <4 x 10'* atom cm 2 was obtained.

To further investigate the possible contribution of beam induced background in the
LUNA "3C(a,n)'°O experiment, an evaporated *C target was irradiated with proton beam at
E, = 0.31 MeV with a total 6.7 C accumulated charge. This was compared to a beam induced
background study on a blank target (Ta backing) with a total 2.7 C accumulated charge at E,,
= 0.38 MeV. Observation were in line with the results obtained with PIGE and no evidence
of, e.g. boron contaminants was observed in the gamma-ray spectrum.

To further check the effect of possible light contaminants on e.(E), calculations using
SRIM for proton energies at E, = 0.28—0.31 MeV, and energies at E,=0.3—-0.4 MeV
relevant to the ">C(a,n)'®0 data taking campaign were performed. Assuming the presence of
only one light element contaminant in the target (H, He, C or O), €. E) changes by less than
3% for proton projectiles and less than 5% for « particles in the projectile energy ranges used
in the simulation. This can be also concluded if more than one contaminant is present at the
same time. According to this observations, the y-shape technique can quantify the stopping
power modification independently from the type of contaminant [87].

The low level of contaminant in LUNA targets were further supported by additional
measurements using Elastic Recoil Detection Analysis performed on irradiated targets at the
Ion Beam Center of Helmholtz-Zentrum Dresden-Rossendorf [88]. The analysis confirmed
that the concentration of elements such as H, He and O after the a-beam irradiation at LUNA
was at most 10%.

Similarly to the LUNA experiment, in [14, 18, 23, 29, 30, 32] isotopically enriched '*C
targets were evaporated onto heavy elements backings (e.g. Cu, Ta, Au) and the above
indicated target degradation effect was controlled either with NRRA method or with yield
measurements at a reference « energy. References [22, 24, 31, 51] used thick targets in their
experiments. Thick target measurements could be suited to avoid systematic uncertainty,
however, in these cases light particle implantation requires a special attention, discussed in the
next section.

2 The proton energy was chosen considering the neutron threshold of the '*C(p,n)'*N reaction at E,
= 3235.55 £0.29 keV.
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Figure 6. Simulation of E, = 0.4 MeV alpha particle implantation in carbon target
evaporated onto thick Ta backing.

3.3.4. Effect of high dose « implantation on the experimental yield. In the case of low energy
nuclear astrophysics experiments, the number of accumulated beam particles may become
comparable with the number of active nuclei of thin targets. For example assuming 100 pA
beam intensity and 1h irradiation time, even ~6 x 10'®atom cm 2 implantation dose is
reached with a typical size of a few mm lateral beam size. Therefore, the alteration of the
stoichiometry of the target due to the implantation itself and thus the modification of effective
stopping power may increase drastically the uncertainty of the calculated cross section.The
implantation effect should also be considered in thick target measurement, especially when a
single target is used in a long irradiation campaign [30, 31].

Simulation of the implantation using E,, = 0.4 MeV>" alpha particles impinging on a thin
evaporated '°C target is shown in figure 6 using SRIM software.

Although the simulation reveals that the bombarding particles are implanted in a finite
depth range in the Ta backings, well-separated from the evaporated thin layer, they might still
affect the cross-section calculation using a thick target over a wide alpha-energy range, e.g.
using repeated yield measurement at high E,, for target monitoring at low E, run [18, 31].

To estimate the effect of light nuclei implantation into carbon on the measured neutron
yield in the case of a thick carbon target, another simulation was carried out using the SRIM
software package. First, the target structure was modelled assuming 3 C implantation at
E,=0.4MeV. Then, the integrated yield at a E,=0.8 MeV>' was recalculated and
compared with the non-irradiated case. An important parameter of the simulation is the
saturation level of a given light nucleus in a heavier matrix. Although irradiation of carbon
with light nuclei (‘H, *He) has a significant interest in nuclear technology and material
science [89-91], limited experimental information is available in literature with intense THe
beam in the energy region of nuclear astrophysics interest. Wide range of indicated saturation
level are suggested [91, 92]. In our simulation, 40% saturation level [92] was used and the
results of the calculation is shown in figure 7.

It is assumed that helium atoms above the saturation limit diffuse towards deeper layers
of the target, which agree with the experimentally observed yield reduction in proton runs. If
different diffusion directions (e.g. towards the surface of the target) are assumed, the predicted
yield reduction disagrees with observations. Since at 3 C of accumulated charge the saturation

30 In line with the LUNA experiment.
! This energy was selected in line with [18].
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Figure 7. Calculated cross section of 13C(,n)'°0 reaction (dashed red line) and helium
profile (solid blue line) in thick carbon target at £, = 0.8 MeV beam after irradiation of
E.,=0.4MeV with a total of 3 C accumulated charge.

limit is reached, adding more charge does not change the structure of layers near the surface,
which mainly contribute to the observed neutron yields.

In summary, ~1.6% deviation of the experimental yields compared to the non-irradiated
case is obtained assuming 40% saturation level, which reveals the marginal role of
implantation effect in cross-section calculation.

4. Summary of currently available direct measurement data

Despite many attempts to measure the 13C(oz,n)160 cross section [18, 22, 23, 28-30, 51],
direct measurements inside the s-process Gamow window E_ ,, = 0.14—0.25 MeV have been
performed only recently [14, 31] and covering only its highest energy part. Thus, the
theoretical approach to extrapolate the S(E)-factor in the astrophysically relevant energy
region is still mandatory. Extrapolation based on experimental cross-section data is compli-
cated by the different systematic uncertainties of the different studies and because in many
cases the full description of uncertainty budget is not available. The uncertainties of the
available experimental data of the 13C(a,n)160 reaction are summarised in table 4.

To solve the inconsistency of the different experimental data-sets, normalization factors of
experimental data can be applied. Normalization factors as high as 40% have been reported
by various authors, which are well beyond the reported systematic uncertainties of the
experimental data, usually less than 20%.

For example, while Drotleff et al [29] did not mention this normalization issue, some
inconsistencies between data sets were already noted in previous works (see, e.g. Bair and
Haas [22], and Brune [23]). Harissopulos et al [30] re-scaled their data averaging their cross
section at E, = 1.00 MeV and compared it with that of Brune ef al [23], the difference was
<10%, inside the uncertainty bands. Moreover, their values were found to be lower by 28%—
37% with respect to Bair and Haas [22], instead Heil ef al [18] presented a good agreement
with Davids [51], while Bair and Haas [22], and Drotleff er al [29] have a poorer agreement
(15 % discrepancy) with Kellogg [28] and Harissopulos ef al [30].
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Table 4. Uncertainty budget of direct cross-section measurements of the '>C(a,n)'°0
reaction. The tabulated values are given in % unless noted otherwise.

Data Stat. Sys. E. calib.
Target Stopping Beam

M thickness power current
Heil et al [18] 0.1-92 5-40 n.d.
Bair er al [22] n.d. 15-18 0.15%
Davids [51] 2.3-10.7 10? n.d. 10 5
Drotleft et al [29] n.d. n.d.
Brune et al [23] 0.1%
Harrisopulos et al [30] 1.6* 1.7 3 3 2 3keV
Ramstrom and Wied- 8.2

ling [24]
Kellogg et al [28]
Sekharan et al [75] 12 16 2 3keV
Ciani et al [14] 2.2-18.1 8 5 3 0.1%
Gao et al” [31] <15; 7 6 5 n.d.
3-8% 2-34

Febbraro et al [12] Origin of uncertainties not described
Brandenburg ez al® [50] 1-7 16 4 7 1 0.2%
deBoer [32] <10 5 5 3

and

10

" At E,=1MeV.

® 2% and 4% implied by angular distribution.

¢ Originated from beam tuning and possible carbon build-up.

9 Reproducibility of thin and thick target measurement.

€ 10% and 14% implied by angular distribution in <5 MeV and >5 MeV, respectively.
f Intristic and MCNP/geometry efficiency, respectively.

Correction factors of 1.36 and 0.7 are proposed by Giorginis et al [93] and Plompen et al
[94] be applied to the data of Harissopulos ef al [30] and Bair and Haas [22], respectively,
which may originate from the inaccuracy of target thickness determination and neutron
detection efficiency calculation. Based on the analysis of [93], [95] reported that a correction
of 1.36 has to be applied to the number of active nuclei due to the incorrect extraction of
target thickness from the resonance profile obtained by Harissopulos et al [30] at E,
= 1747keV in C(p,7)"N reaction. They mention that the comparable value of target
thickness and energy resolution function requires a deconvolution (via Voight profile) ana-
lysis, however, they did not discuss the target profile obtained by Harissopulos ef al [30] at
E,=1054 and 1336 keV, which is in agreement with the target thickness at E, = 1747 keV
and therefore does not support the above proposed correction factor.

Bair and Haas [22] used age-diffusion theory calculation to obtain neutron detection
efficiency. Details of that work can be found in Macklin et al [96]. In this context [94], refers
to the need of different corrections due to geometrical (e.g. tube pressure) and angular
distribution effects recommending the reevaluation of this data.

Recent cross-section measurements will be discussed in the context of low energy
extrapolation in the following section.
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5. R-matrix approach for low-energy extrapolations

In spite of the available cross-section data, low energy extrapolations are still required by
stellar models. R-matrix theory has been proven to be a reliable tool for such extrapolations
[97]. LUNA implemented R-matrix through the code AZURE2 [82] and included the reso-
nance parameters proposed by [20, 35] and [98] and reported in [41]. Monte Carlo fits were
performed by fixing some parameters from literature and fitting others, as described in the
following. The cross-section data included in this analysis were those from Heil e al [18],
Drotleff et al [29] and Harissopulos et al [30].

The LUNA analysis was limited up to E.,, = 1.2 MeV, a range which includes the whole
Gamow window for temperature <1 GK. Two broad resonances are relevant in this range:
one located at E,,,, = 856 keV and the sub-threshold one at E,,, = —2.7 keV. The resonance
parameter of the latter was used from indirect investigation (e.g. [20]) as no close enough
direct experimental data exist. Resonance parameters were allowed to vary in the calculation
within their reported uncertainties, i.e. ANC = 5.44 x 10%° fm~'/2 (19%) from [35] (as also
confirmed by [33]) and I',, = 124 keV (10 %) from [20]. The 856 keV resonance energy was
fixed, being its influence negligible in the reaction rate evaluation. For each spin, a back-
ground pole at E.,, = 15 MeV was included to represent the non-resonant component of the
cross section (e.g. the contribution from low energy tail of higher energy resonances). Based
on the trends and absolute scale of experimental data, results of [28, 30] and of
[18, 22, 29, 31] form two well-separated subgroups.

The effect of the normalisation factor of the experimental data [14] was investigated via a
dedicated analysis. First, the data of [18] and [29] were considered as reference and a
normalization factor for [30] data was included to be fit together with the resonance para-
meters. Second, [30] data was considered as a reference and a normalization factor was
applied to [18] and [29], again to be fitted with resonance parameters. For the LUNA data,
considering the description of possible systematic uncertainties, no normalization factor was
applied. Results are summarized in figure 8. In the first case, the fitted normalization factor of
1.37(16), very close to 1.36 proposed by [95] was obtained (Left side of the figure), while the
value of 0.73(9) was used in the second case (Right side of the figure). Inside the Gamow
peak of the s-process, the effect of the different normalisation factor is only of the order of 5%
over the extrapolated S(E)-factor, increasing toward higher energies.

To estimate the S(E)-factor uncertainty, 30’000 evaluations for each normalization group
were performed with AZURE2 sampling input parameters with a Gaussian probability within
their experimental uncertainty as well as sub-threshold state ANC. Poles and the partial width
of 856 keV resonance were fit to data. The resulting S(E)-factors, extrapolated down to zero
energy, were used to build a probability density function (PDF) from which the reaction rate
was evaluated at several temperatures up to 1 GK, as reported in [14, 81]. Considering the
smaller tension with the data from [18] and [29], the normalization factor of 1.37(16) for [30]
was used in the evaluation of best reaction rates reported in Ciani et al [14]. The ‘low-LUNA’
rates, which are the present lower limit for the reaction rate, were obtained by extracting the
5% percentile line of the S(E)-factor PDF evaluated from the normalization of [18] and [29]
data with 0.73(9) (based on [30]). Considering that LUNA data are very close to the s-process
Gamow window, fits are well constrained in such energy range in spite of the normalization
used. At higher energies at interest for the i-process, the ambiguity on data normalization is
still relevant and deserves a deeper investigation.

Since the publication of the LUNA result, new directly measured cross-section data have
been published in [31] and [32].
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Figure 8. Left: astrophysical S(E)-factor of B¢ (a,n)'0 using [18] and [29] normalization
reference. The lines show the results of two R-matrix analyses, with and without LUNA
data [14]. The fit from [14] was updated adding results from [32] and [31] with their
original normalizations. Right: Fit performed with [30] as normalization reference. Data of
[31] and [32] was scaled by a factor 0.73. Reproduced from [99]. CC BY 4.0.

JUNA collaboration [31] provides a consistent data set from 0.24 to 1.9 MeV obtained in
two experimental campaigns at two accelerator facilities. Even if the JUNA data of different
campaigns do not overlap in energy, they seem to agree with the normalisation of [18] and
[29] (data are also shown in figure 8). This makes the LUNA assumption for the recom-
mended value more robust in the whole considered temperature range. It is worth noting that
JUNA performed R-matrix fit excluding other literature data to obtain ANC of sub-threshold
state and extrapolagted S(E)-factor at E. ,, =0.24 Mey and below. Their Coulomb renorma-

lized ANC value C = 2.1(5) fm~ is in tension with C = 3.6(7) fm™! of [35], which was used
in the LUNA analysis. The different ANC values imply uncertainty of extrapolation mainly
below E. ., =0.24MeV (see figure 2 of [31]), where no direct data exist.

2

Recently, a new value for the ANC C = 2.8(5) fm~! has been proposed [42], which
decreases the estimate of [35] about 22%. We performed an additional analysis including this
value (used [18, 29] as normalization reference) and found a difference of 15% in the reaction
rate at 90 MK. If this new ANC is confirmed, a deeper investigation of its effects on reaction
rates would be desirable.

Reference [32] published high resolution differential cross-section data in
E. . =0.6-5.0 MeV. Their result, similarly to [31], favours the absolute cross section pub-
lished in [18, 29]. Their angle integrated cross section obtained from Legedre fit of differential
cross-section data are also shown in figure 8. These authors performed a detailed R-matrix
analysis to obtain cross section over the Gamow energy range. First, an R-matrix analysis
completed with Bayesian uncertainty analysis was done using the experimental data of
[14, 18,29, 31] and 160(n, total) data. The obtained best fit suggests a ~~10% uncertainty over
the Gamow energy range. Then, the analysis was repeated using their differential cross-
section data. The two fits are consistent, but the latter results a reduced ~5% uncertainty of
S(E)-factor in Gamow energy. Experimental data were rescaled by [32] in their analysis by a
larger factor in the case of [14] than the quoted systematic uncertainty. Moreover, the two
data set of JUNA work [31] were handled independently to obtain their best fit. Overall, this
analysis highlighted the importance of low-energy angle integrated cross-section measure-
ment and the potential of their fit in Gamow energy range, they concluded that a full eva-
luation of all the literature data is still needed for the uncertainty analysis of the extrapolated
S(E)-factors.
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6. Summary

We have provided an overview of direct measurements of the 13C(Oz,n)l60 reaction cross
section and summarised the conclusions of the LUNA experiment, which measured this cross
section covering partially for the first time its s-process Gamow window located at
E.m =0.14—0.25 MeV.

In spite of the low-energy measurement, extrapolation using direct cross-section data over
a wide energy range is still required. Recent and past measurements at higher energy deviate
from each other by almost 30%. Based on our and earlier evaluation, the systematic uncer-
tainty assigned to the neutron detection efficiency and target characterisation can be the main
source of the observed discordance. To further constrain the S(E)-factor of the *C(a,n)'°O
reaction below E, = 0.3 MeV, special experimental efforts are needed to reduce systematic
and statistical uncertainties over a wide E, range.

As the systematic uncertainty of neutron detection efficiency is still the main contributor to
the uncertainty budget, extension of monoenergetic neutron sources produced by nuclear
reactions towards E, >2 MeV is required, e.g. via the study of the branching of different
neutron groups in neutron emitting nuclear reactions (SIV(p,n)SICr, 57Fe(p,n)57C0, etc).
Another task is to constrain the uncertainties of the angular distribution of the BC(a,n)'%0
reaction below E, = 0.8 MeV. This could be done via dedicated measurements with, e.g. a
long counter setup and/or plastic scintillators using a pulsed beam and Time of Flight
technique, which could provide data with the required precision and improve the total cross-
section calculations.

Moreover, revision of angular distribution and nuclear properties (resonance strength,
energy and width) of sharp resonances in '*C(a,n)'°O around e.g. E, = 1.05 and 1.59 MeV
can be another way to better constrain the uncertainty of neutron detection efficiency over a
wide E, region. We have found that in many cases, comparison of simulated and exper-
imental neutron detection efficiency parameters shows discordance. This problem can also be
better studied with well known, monoenergetic neutron sources and/or via the study of sharp
resonances of '*C(a,n)'®0. Proper monitoring of target properties and their modification
under beam-bombardment also deserve special attention in future experiments.

Phenomenological methods for the extrapolation of experimental data, e.g. the R-matrix
approach, rely on nuclear physics inputs, such as the parameters of near threshold resonances.
Thus, future indirect measurements of, e.g. spectroscopic factors including comprehensive
evaluations with old data are needed. As concluded by the most recent work of [32], multi-
channel R-matrix analysis combined with experimental input data and their uncertainty
budget is crucial to obtain a more robust low-energy S-factor extrapolation.
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