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Abstract: The Nth-degree Truncated polynomial Ring Unit (NTRU) is one of the famous post-

quantum cryptographic algorithms. Researchers consider NTRU to be the most important parameter-

ized family of lattice-based public key cryptosystems that has been established to the IEEE P1363

standards. Lattice-based protocols necessitate operations on large vectors, which makes parallel

computing one of the appropriate solutions to speed it up. NTRUEncrypt operations contain a large

amount of data that requires many repetitive arithmetic operations. These operations make it a strong

candidate to take advantage of the high degree of parallelism. The main costly operation that is

repeated in all NTRU algorithm steps is polynomial multiplication. In this work, a Parallel Post-

Quantum NTRUEncrypt algorithm called PPQNTRUEncrypt is proposed. This algorithm exploits

the capabilities of parallel computing to accelerate the NTRUEncrypt algorithm. Both analytical and

Apache Spark simulation models are used. The proposed algorithm enhanced the NTRUEncrypt

algorithm by approximately 49.5%, 74.5%, 87.6%, 92.5%, 93.4%, and 94.5%, assuming that the number

of processing elements is 2, 4, 8, 12, 16, and 20 respectively.

Keywords: post-quantum cryptography; NTRU; parallel computing; Apache Spark

1. Introduction

Cryptography is a major tool for providing the confidentiality of data/information.
Cryptography has evolved from the Caesar cipher, the well-known classical cipher, to the
modern cryptosystems, which are based on modular computations, to quantum computing.
Modern cryptosystems, which are based on modular arithmetic, are subject to a major
threat if quantum computers are invented. This is because quantum computers will be
able to solve computationally hard problems, which represent the strength of the modular
arithmetic ciphers in deterministic time. For example, the Rivest Shamir Adleman (RSA)
algorithm works by generating pairs of public and private keys that are mathematically
related. Therefore, any attempt to guess the private key using the public key by executing
a brute-force attack would require thousands of years using ordinary computers. However,
quantum computers could easily guess the private key from the public key. Digital signature
and encryption algorithms based on public key cryptography will no longer be strong
enough to preserve information secrecy in the quantum computer era [1].

On the other hand, both the symmetric algorithms and hash functions are partially
threatened by quantum computers. The throughput of these algorithms is doubled on quan-
tum algorithms compared to classical computers. Therefore, doubling the key lengths and
hash sizes will result in safe algorithms [2]. This raises the need to invent new algorithms
(post-quantum algorithms) that can resist both classical and quantum computing attacks.
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In quantum algorithmic development, there are two ground-breaking algorithms
that enable the breaking of public key algorithms. In 1994, Shor proposed an efficient
algorithm based on quantum computation [3,4] for solving discrete logarithm and integer
factorization problems, which is the basis of the security of Elliptic Curve Cryptography
(ECC) and RSA. In addition, in 1996, Grover proposed an O(

√
N)-time quantum algorithm

for functions with N-bit domains [5]. This algorithm, after being implemented on quantum
computers can easily break symmetric key algorithms. To overcome this attack, key sizes
must be doubled to have a similar level of security to the classical computers.

Post-quantum cryptography (PQC) is the science of introducing new encryption
algorithms that are secure against both classical and quantum computers. These algorithms
can be divided into five approaches [6–8]: code-based [9], hash-based [10], multivariate [11],
lattice-based [12,13], and isogeny-based [14] solutions. As will be discussed later, the lattice-
based has the most contributions among the standardized post-quantum algorithms. An
example of lattice-based post-quantum algorithms is NTRU, which was developed in 1996.
Contrary to ECC and RSA, NTRU can withstand attacks against quantum computers. In
addition, it has higher performance compared to both RSA and ECC [15]. The inventors of
NTRU declared that it is two hundred faster than other public key encryption algorithms.
It requires only O(N2) time to encrypt/decrypt a message of length N, while RSA takes
O(N3) time. In addition, it has the following characteristics: it can be easily implemented in
software or hardware, and the storage requirement is small. This makes it suitable for use
in cellular phones, smart cards, and Radio-Frequency Identification Devices (RFIDs).

The main difficulty of NTRU is the computational complexity of polynomial multipli-
cation and vector multiplication. Most of the researchers used traditional algorithms such
as NTT, Montgomery, CRT, and Karatsuba to decrease the complexity of multiplication [16].
With parallel implementation, the system can generate many candidates that cooperate
to execute different polynomial multiplications simultaneously and hence mitigate the
performance slowdown. Investigating the parallelization of polynomial multiplication on
multi-core processors is considered one of the most important research trends at the present
time [17].

In this work, a Parallel Post-Quantum NTRUEncrypt algorithm called PPQNTRUEn-
crypt is proposed. PPQNTRUEncrypt algorithm takes advantage of parallel computation
to expedite the NTRUEncrypt algorithm. In comparison, the analytic model is derived as a
scientific theoretical study to provide understanding and approach to perform results. A
simulation test must be performed to validate the analytical results and to understand the
reality of the method in the way the system behaves. To measure the achievement of the
PPQNTRUEncrypt algorithm, two platforms are used. Whereas the first experiment com-
putes the system performance analytically, the second one calculates it by implementing
the proposed algorithm on the Apache Spark framework. The effect of both system size
and problem size on the conductance of the PPQNTRUEncrypt algorithm is considered.

The rest of the paper is organized as follows: In Section 2, an introduction to the
foremost concepts of the famous post-quantum cryptographic (PQC) schemes and the
important details of the NTRU lattice-based public encryption algorithm are found. In
Section 3, The Parallel Post-Quantum NTRUEncrypt algorithm (PPQNTRUEncrypt) is
discussed in detail. Moreover, Section 4 presents the performance evaluation of the PPQN-
TRUEncrypt algorithm and summarizes its important results, showing the advantages of
using parallel computing. Finally, in Section 5, the conclusions are discussed.

2. Literature Review

In the following subsections, we give a brief description of different post-quantum
cryptographic schemes, NTRU Lattice-based encryption schemes, and a comparison be-
tween NTRU, RSA, and ECC. Then, we mention different parallel computing architectures
used in cryptography.
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2.1. Post-Quantum Cryptographic (PQC) Schemes

In the following paragraphs, a brief description of different post-post-quantum cryp-
tographic schemes is illustrated.

• Hash-based cryptography

Hash-based cryptography aims to develop digital signature schemes that are inherent
in their security from the security of cryptographic hash functions, e.g., SHA-3. These
schemes require fewer security assumptions than schemes based on number theory, such
as RSA and DSA. For more information about hash-based cryptography, the reader could
refer to [18]. One algorithm of this category is the Sphimcs+ algorithm [19], which was
chosen as an alternative solution in the result of the third round of the National Institute of
Standards and Technology (NIST) standardization process.

• Code-based cryptography

The security of code-based cryptography [20] depends on the toughness of problems
from coding theory such as syndrome decoding (SD) and learning parity with noise (LPN).
They depend on error-correcting codes to build a one-way function. Their security depends
on the difficulty of decoding a message that includes random errors and recovering the
code structure. An example of this category is the classic McEliece code-based encryption
scheme [10], which was chosen as a qualifier scheme as the result of the third round of the
NIST standardization process.

• Multivariate cryptography

The security of multivariate-based cryptography is based on the difficulty of solving
multivariate systems of equations over a finite field (F). The following algorithms are exam-
ples of multivariate cryptography: Rainbow, TTS, or MPKC schemes. More information
about multivariate cryptography can be found in [21]. Two multivariate-based signature
schemes are selected in the result of the third round of NIST: Rainbow [22] is listed as a
qualifier, and GeMSS [23] is listed as an alternative scheme.

• Lattice-based cryptography

Lattice-based cryptography is considered one of the most promising post-quantum
encryption algorithms for the following reasons. The security is guaranteed since it relies
on well-known lattice problems such as the ring learning with errors (RLWE) problem and
shortest vector problem (SVP) [24]. In addition, it allows powerful cryptographic primitives,
such as fully homomorphic encryption and functional encryption [25]. Furthermore,
new lattice-based cryptographic schemes have become efficient (key exchange protocol
NewHope) [26], and a signature scheme BLISS [27]. Lattice-based cryptography has
the most contributions in the third-round outcome of the NIST standardization process.
Kyber [28], NTRU [29], and SABER [30] lattice-based encryption schemes are selected
as the qualifiers’ schemes. NTRUprime [31] is in the alternative finalist lattice-based
encryption scheme. Dilithium [32] and Falcon [33] lattice-based signature schemes are also
finalist schemes.

• Isogeny-based cryptography

Isogeny-based cryptography uses particular relations between abelian varieties over
finite fields as its main component. It is characterized by relatively small keys. These
schemes rely on supersingular elliptic curve isogenies [14], which could resist quantum
attacks. They are used for digital signatures or key exchange, such as the supersingu-
lar Isogeny Diffie–Hellman (SIDH) scheme [34]. SIKE [35], which is an isogeny-based
encryption scheme, is in the alternative list of NIST third-round outcomes.

NIST is one of the main institutions that are interested in the standardization of post-
quantum algorithms [36]. In 2016, the standardization process began to choose candidates
for post-quantum cryptographic algorithms. The process now is in the third round after
two rounds of evaluations. By 2024, it is expected to announce the winners. In 2016, NIST
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published a report on PQC [37], expecting that a quantum computer would be built by
2030. It can break 2000-bit RSA in a few hours. The third-round qualifiers contain four
public-key encryption algorithms and three digital signature algorithms. In addition, it
contains five and four alternative candidates for public key encryption and digital signature
algorithms, respectively. These algorithms are listed in Table 1. From the table, lattice-
based post-quantum technology has the most contributions among the list of standardized
post-quantum algorithms.

Table 1. NIST Standardization Efforts [38].

Post-Quantum
Algorithm Type

Third Round
Finalist

Technology
Alternate

Candidates
Technology

Public Key
Encryption/Key
Encapsulation
Mechanisms

Classic McEliece Code BIKE Code

CRYSTALS
KYBER

Lattice FrodoKEM Lattice

NTRU Lattice HQC Code

SABER Lattice
SIKE Isogeny

NTRU Prime Lattice

Digital Signature
Algorithms

CRYSTALS-
DILITHIUM

Lattice GeMSS
Multivariate
Polynomial

FALCON Lattice PICNIC Other

RAINBOW
Multivariate
Polynomial

SPHIMCS+ RAINBOW

In the literature, numerous papers have undertaken comparisons among various types
of post-quantum cryptography [39–41]. These studies elucidate the main characteristics,
advantages, and disadvantages of these cryptographic approaches. In this present paper,
our focus is on key encapsulation mechanism algorithms. Accordingly, our interest lies
in comparing the following mechanisms: code-based, lattice-based, and isogeny-based
cryptographic algorithms. Table 2 presents the principal characteristics of these algorithms.
However, isogeny algorithms are distinguished by their small key size, rendering them
suitable for low-constrained devices, yet they exhibit a slower operation speed. Conversely,
both code-based and lattice-based algorithms demonstrate a rapid operation speed at the ex-
pense of larger key sizes. Lattice algorithms have an advantage over code-based algorithms
due to their shorter key size, making them more appropriate for low-constrained devices.
Furthermore, the algorithms employed in lattice-based cryptosystems are distinguished
by their simplicity, efficiency, and high parallelizability [42]. The cryptographic protocols
grounded in lattice structures have demonstrated robust security, relying on established
lattice problems such as the shortest vector problem (SVP) and the learning with errors
problem (LWE) [42]. These factors collectively position lattice-based cryptographic schemes
as a dynamic and leading area of exploration in post-quantum cryptography considered
the most prominent and promising.

In the literature, numerous papers have conducted comparisons among lattice-based
post-quantum cryptographic algorithms [42–44]. From these papers, we extract information
for Table 3, which presents a comparative analysis of SABER, CRYSTALS-Kyber, NTRU,
and FrodoKEM post-quantum algorithms. The comparison encompasses key size, CPU
usage, operation speed, and ciphertext length. The table reveals that FrodoKEM exhibits
the least favorable metric values among all other algorithms. Conversely, the SABER
algorithm demonstrates moderate metric values. When comparing NTRU with CRYSTALS-
KYBER, they exhibit similar operation speeds and ciphertext lengths. However, CRYSTALS-
KYBER outperforms NTRU in terms of CPU usage, while NRTU excels in small key sizes
compared to CRYSTAL-KYBER. Notably, a key advantage of NTRU is its commercial
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implementation [42], indicating a well-established understanding of its security since its
initial publication in 1996.

Table 2. Comparison among Lattice-based, Code-based, and Isogeny-based Post-Quantum Key

Encapsulation Mechanisms.

Post-Quantum
Algorithm Type

Key Size Operation Speed Algorithms

Lattice Medium Fast

CRYSTALS-KYBER
NTRU
SABER

FrodoKEM
NTRU Prime

Code Large Fast
Classic McEliece

BIKE
HQC

Isogeny Small Slow SIKE

Table 3. Comparison among SABER, CRYSTALS-KYBER, NTRU, and FrodoKEM.

Post-Quantum
Algorithm

Key Size CPU Usage Operation Speed Ciphertext Length

SABER Medium Medium Fast Medium

CRYSTALS-
KYBER

Medium Light Fast Small

NTRU Small High Fast Small

FrodoKEM Large High Slow Large

In the next subsection, a description of the NTRU public encryption algorithm is detailed.

2.2. NTRU Lattice-Based Public Encryption Algorithm

NTRU uses three parameters (N, p, and q). N is used for modulo operation, the
polynomial degree to be less than N. To enhance security, it is preferred that N be a prime
number. On the other hand, p and q are required to be co-prime, and they are used to
minimize the polynomial coefficients. It should be noted that p must be less than q; in
addition, q must be less than N. The recommended parameters of NTRU for different
security levels are shown in Table 4.

The NTRU encryption algorithm has three modules, namely key generation, message
encryption, and message decryption. These modules are described below.

Table 4. Recommended NTRU Parameters [45].

(a) NTRU Parameters

Parameter Description Knowledge

p Small Modulus to reduce coefficients Public

q Large Modulus to reduce coefficients Public

N Number. of coefficients in a polynomial Public

f Polynomial private key Private

g Used in public key generation Private

h Polynomial public key Public

r Random blinding polynomial Private

df Number of coefficients with value 1 in polynomial f Public



Symmetry 2024, 16, 12 6 of 25

Table 4. Cont.

(b) Security Levels for p, q, and N

Security levels

Parameters Highest High Standard Moderate

P 3 3 3 3

q 256 128 128 128

N 503 347 251 167

2.2.1. Key Generation

The first step is to choose two random polynomials, which are used to calculate the
public key (f(y) and g(y)). In f(y), the number of ‘1 s’ coefficients must be greater than the
other coefficients. In g(y), the number of both coefficients ‘1’ and ‘−1’ must be equal. The
next step is to compute the inverse of f(y) modulo q and p with the given properties:

f (y) ∗ fq = 1 mod q (1)

and
f (y) ∗ fp = 1 mod p (2)

In some cases, f(y) does not have an inverse modulo q and p. Thus, another polynomial
f(y) must be randomly chosen to calculate fq and fp. The private key is represented by f(y)
and fp, while the public key Pk is calculated as follows:

Pk = p ∗ (fq ∗ g (y)) mod q (3)

2.2.2. Encryption

To encrypt a message Msg, it is, first, converted into polynomial form with coefficients
in the range of [(p − 1)/2, (p − 1)/2], and the degree must be less than N. A polynomial
r(y) is also selected with equal positive and negative coefficients. The encrypted message
(Msge) is calculated as:

Msge = (r(y) ∗ Pk + Msg)) mod q (4)

2.2.3. Decryption

The following steps are performed to restore Msg. First, Msge is multiplied by the
private key f(y) as follows:

Msgd1 = f(y) ∗ Msge mod q (5)

Then, modulo q is applied on Msgd1 to reduce the coefficients of the polynomial to be
in the range of −p/2 and p/2 as follows:

Msgd2 = Msgd1 mod q (6)

The final step is to compute the original message Msg using fp as follows:

Msg = fp ∗ Msgd2 mod p (7)

It should be noted that all modules used to implement the NTRU algorithm utilize
costly polynomial multiplication. In the next subsection, the performance comparison of
NTRU, RSA, and ECC will be illustrated.

2.2.4. NTRU Security Analysis

NTRU is grounded in the shortest vector problem within a lattice, employing polyno-
mial multiplication. Considered resilient to quantum computer attacks, particularly Shor’s
attack [43], NTRU stands out as a prominent post-quantum cryptosystem. It is designed to
resist various types of attacks, including lattice basis reduction, meet-in-the-middle attacks,
and chosen ciphertext attacks [42]. Ongoing cryptanalysis efforts continually examine
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NTRU, leading to the development of various attack strategies [42]. Some detailed attacks,
as per [42], include:

Brute-Force Attack: This approach entails testing all possible values of the private key
until the correct one is identified. While generally impractical for NTRU due to its large
key space.

Key Recovery Attack: This attack exploits vulnerabilities in the key-generation process
of NTRU. For instance, if the arbitrary number generator used for creating the confidential
key is found to be fragile, a malicious user may recover the private key.

Side-Channel Attack: All lattice-based algorithms suffer from side-channel attacks.
Side-channel attacks encompass timing attacks, power analysis attacks, and fault attacks.
Physical accessibility to the device running the implementation is required for such attacks.
It has to be noted that the parallel implementation of NTRU inherits the susceptibility
of side-channel attacks. Researchers employ various techniques, including parameter
selection, randomization, and error-correcting codes, to safeguard NTRU against these
threats and prevent the leakage of secret data and information.

2.3. Comparison between NTRU, RSA, and ECC

In this subsection, a comparison between NTRU, RSA, and ECC public encryption
algorithms is given. Table 5 shows the security level bits for these algorithms. The table
shows that the security level of NTRU-251 is comparable with RSA, which has a key
length of 1024 bits, and ECC, which has a key length of 160. Table 6 shows that NTRU is
considerably faster than both RSA and ECC. In addition to being faster than RSA and ECC,
the NTRU has the advantage of being a post-quantum encryption algorithm. Finally, Table 7
shows that both the encryption and decryption modules of NTRU consume more time than
the key generation module. Therefore, decreasing the time consumed in these modules
will enhance the algorithm’s performance. As noticed from the algorithm’s description, the
costliest operation is polynomial multiplication. In the present paper, we present a parallel
design to achieve a higher encryption/decryption throughput.

Table 5. PKC Standard Comparison.

Security Levels
(Bits)

RSA ECC NTRU-N

80 RSA-1024 ECC 160-223 NTRU-251

112 RSA-2048 ECC 224-255 NTRU-347

128 RSA-3072 ECC 256-383 NTRU-397

192 RSA-7680 ECC 384-511 NTRU-587

256 RSA-15360 ECC 512 NTRU-787

Table 6. A Comparison of NTRUEncrypt, RSA, and the Elliptic Curves Cryptosystem on an 800 MHz

Pentium III Computer [46].

NTRU 251 RSA 1024 ECC 163

Public key (bits) 2008 1024 164

Private key (bits) 251 1024 163

Plaintext block (bits) 160 702 163

Ciphertext block (bits) 2008 1024 163

Encryption speed (blocks/sec)
Encryption speed (Mbits/sec)

22,727
3.6

1280
0.9

458
0.075

Encryption Speed (blocks/sec)
Encryption speed (Mbits/sec)

10,869
1.7

110
0.077

702
0.11
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Table 7. A Comparison of Key Generation, Message Encryption, and Message Decryption for both

NTRUEncrypt and RSA [47].

Key Generations Encryption Decryption

NTRU167 90 msecs 21 s 20 s

RSA512 5 s 3.5 s 34 s

NTRU263 150 msecs 31 s 30 s

RSA1024 10 s 5.8 s 100 s

NTRU503 420 msecs 56 s 55 s

RSA2048 50 s 10.8 s 345 s

2.4. Parallel Computing in Cryptography

Parallelism is a valuable technique that enhances the efficiency and performance of
cryptographic systems by enabling more effective execution of cryptographic operations.
It is well recognized that parallel computing plays a pivotal role in cryptography, con-
tributing to improved efficiency, speed, and scalability. Recent applications of parallel
computing in cryptography include parallelized key generation, parallel encryption and
decryption, parallel password cracking, parallel hash function computation, and more. Fur-
thermore, parallel processing can be implemented in various post-quantum cryptography
algorithms, such as parallelized lattice-based cryptography, parallel implementations of
hash-based signatures, parallel strategies for multivariate cryptography, parallel execution
of code-based cryptography, and others. It is crucial to acknowledge that the choice of
specific parallelization techniques may vary depending on the unique characteristics and
requirements of each cryptographic algorithm. Within this subsection, several instances of
recent cryptographic applications that leverage parallel implementation are provided as
examples [48–50]. To elaborate further on specific examples:

• Parallelizing Encryption and Decryption Protocols: Parallel computing has been uti-
lized to accelerate the encryption and decryption processes in various cryptographic
algorithms. In [48], Aldahdooh presents a parallel implementation and analysis of sev-
eral encryption algorithms (such as Advanced Encryption Standard (AES), Blowfish,
Twofish, Data Encryption Standard (DES), Triple DES, and Serpent). Parallel process-
ing is employed to enhance efficiency, and the experiments demonstrate significant
improvement compared to sequential implementations. The algorithms are evaluated
based on encryption time and speedup.

• Parallelizing Quantum Key Distribution (QKD): QKD is a fundamental application of
quantum cryptography. Wu et al., in their work [49], propose a parallel simulation with
an optimized scheme for QKD networks, specifically addressing network partitioning.

• Parallelizing Lattice-based Cryptography: Wan et al., in their work [50], presented an
NTT box based on the NVIDIA AI accelerator, Tensor Core. After that, they presented
a high-performance implementation of CRYSTALS-Kyber with the suggested NTT
box and achieved considerable performance improvement. This work illustrated the
tremendous potential of Tensor Core in LBC acceleration.

The above examples serve to emphasize the potential advantages of parallel imple-
mentations in enhancing the speed and efficiency of cryptographic systems. As previously
mentioned in the previous sections, this research is concerned with accelerating the polyno-
mial multiplication operation of the NTRU Lattice-based cryptography. The nature of the
NTRUEncrypt operations makes it one of the appropriate applications for the use of data
parallelism [51]. Several researchers have discussed the great potential of using the ability
of parallel computing to speed up the NTRUEncrypt algorithm. However, most of the
researchers used GPUs in their work due to their high speed compared to CPUs [52,53]. The
GPU’s high cost has forced others to use CPUs (with the concept of high-speed computing),
especially in the case of small devices such as smartphones, which need high speed in
security and privacy operations without having to raise their prices. In this work, parallel
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computing is used to uplift the performance of the NTRUEncrypt algorithm using multi-
processing architecture. The proposed Parallel Post-Quantum NTRUEncrypt algorithm
called PPQNTRUEncrypt helps the system to generate many nominees that can cooperate
in executing different polynomial multiplications simultaneously and hence amelioration
the NTRUEncrypt algorithm behavior. The next section discusses the PPQNTRUEncrypt
in detail.

3. The Proposed Parallel Post-Quantum NTRU Encrypt Algorithm (PPQNTRUEncrypt)

With the development of high-performance technologies, different cryptographic
schemes have been presented to protect information. Nowadays, Post-Quantum Cryp-
tography (PQC) protocols have been recommended to confront quantum algorithms that
threaten public key cryptography. Post-Quantum NTRUEncrypt is one of the well-known
PQC platforms. By using the characteristics of parallel computing, a Parallel Post-Quantum
NTRUEncrypt algorithm called PPQNTRUEncrypt is proposed. PPQNTRUEncrypt is an
amended NTRUEncrypt algorithm that performs parallelization of the large computational
NTRUEncrypt operations (such as matrix generation, matrix arithmetic, and polynomial-
based operations) to accelerate the NTRUEncrypt algorithm.

Since the computational complexity of polynomial multiplication is the bottleneck of
NTRU, by using parallel computation, the polynomial multiplication operations must be
accelerated to improve the performance of the NTRU. To speed up this protocol, a bi-level
parallel design is proposed, which is based on two levels of parallelism: the first level
is based on computing different polynomial multiplication operations in parallel, while
the second level is used to enhance the execution time of each polynomial multiplication
operation.

3.1. Parallel NTRUEncrypt Model

Lattice-based protocols need different operations that must be executed on large
vectors; these operations are suitable for parallel computing. The PPQNTRUEncrypt
algorithm is designed to implement both encryption and decryption steps in parallel
computer architecture. In addition, it is working on balancing the load between different
processing elements (PEs).

Assumptions

In general, for parallel models, both the machine structure and the description of the
application/operation/job are the two components that must be considered.

• The Structure of the Parallel Machine:

A distributed memory parallel structure with “M” nodes/processing elements (PEs)
{PE0, PE1, . . ., PEi, . . ., PEM-1} is considered. The inter-processor communication between
different PEs is done via message passing). PE0 is suggested as the master PE and is
accountable for the system control. All other PEs, together with the master PE0, contribute
to the task execution. An Intel® Core™ i3-2328M CPU@ 2.20 GHz 2.20 GHz (Intel, Santa
Clara, CA, USA) machine is used to execute the NTRU sequentially. For both analytical and
Apache Spark simulation models and to ensure fairness in the comparison, each node/PE of
this simulated parallel machine has the same specifications as the aforementioned machine.

• Operation description: Polynomial multiplication:

In NTRUEncrypt, each encryption and decryption operation has more than one poly-
nomial multiplication operation. Polynomial multiplication is a process for multiplying
two or more polynomials. In this operation, the terms of the 1st polynomial are multiplied
by the 2nd polynomial to get the resultant polynomial. To multiply polynomials, the
coefficient is multiplied with a coefficient, and the variable is multiplied with a variable
using exponent rules. Each polynomial multiplication operation can be divided into small
processes that can be executed in parallel, as shown in Figure 1, (Appendix A has extra
information and details about the figures).
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• Operation description: Polynomial multiplication:
In NTRUEncrypt, each encryption and decryption operation has more than one pol-
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ing exponent rules. Each polynomial multiplication operation can be divided into small 
processes that can be executed in parallel, as shown in Figure 1, (Appendix A has extra 
information and details about the figures).
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The function that is needed to be parallelized is the polynomial multiplication (Z.Y)
where:

Y = y0 + y1x + ....... + yN−2xN−2 + yN−1xN−1 (8)

Z = z0 + z1x + ....... + zN−2xN−2 + zN−1xN−1 (9)

To multiply Z.Y

Y.Z = (z0.Y) + (z1x.Y) + ....... + (zN−2xN−2.Y) + (zN−1xN−1.Y). (10)

3.2. Parallelizing the NTRU Encryption and Decryption Models

In the current paper, the authors suppose that “N” is the number of tasks that will
be executed in parallel (N: the coefficients of the polynomial multiplication operation as
shown in Equations (8)–(10)). Moreover, it is assumed that all the “M” PEs are homogenous.
There are two levels of parallelism:

3.2.1. Level One: Coarse-Grained Level of Parallelization (N ≥ M)

In case the number of tasks “N” is greater than or equal to the number of PEs “M”,
each PE will execute “N/M” tasks. The total sequential time “Ts” that is needed for one
polynomial multiplication is calculated as follows:

Ts = N * Ti + tadd + tmod (11)

where tadd is the time needed for the addition operation, and tmod is the time needed for
modular operation.

Moreover, the overall parallel (execution) time of the problem when using the parallel
system “Tpar” is calculated using the following equation:

Tpar = Tcomp + Tov (12)

where the total computational time Tcomp is calculated as:

Tcomp = max
{

Tcomp(PEi)
}

0 ≤ i ≤ M − 1 (13)

0 ≤ i ≤ M − 1
In addition, the overhead time “Tov” can be computed using the following equation:

Tov = Tc + Tg + Tapp (14)

where:
Tc: The duration consumed in the memory operations.
(accessing, contention, and synchronization).
Tg: The time spent in data exchange between different PEs.
Tapp: The time wasted due to application dependency.
In the case of “M” divides “N” (N/M = integer), each PE executes the same number of

tasks, and the total execution time Tpar is calculated as follows:

Tpar = [(N/M) * Ti + tadd + tmod] + Tov (15)
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On the other hand, using Equation (13), when “M” does not divide “N” (N/M ̸=
integer). For the first (N − ⌊N/M⌋ × M) PEs, each PE calculates ⌈N/M⌉ tasks, and for the
remaining PEs, each PE executes ⌊N/M⌋ tasks:

Tcomp = [((Quotient (N/M))+1) * Ti + tadd + tmod] (16)

Using Equation (15), Tpar is given by:

Tpar = [((Quotient (N/M))+1) * Ti + tadd + tmod] + Tov (17)

3.2.2. Level Two: Medium-Grained Level of Parallelism (N < M)

This level is also called load balancing. In case “N” is lesser than “M”, some PEs will
be inactive, which leads to load imbalance. To solve this problem, the load is reallocated
between PEs, and then more than one “PE” cooperates to execute one task. This solution
is called load balancing (LB). LB techniques are categorized as centralized or decentral-
ized/distributed techniques [54,55]. In centralized techniques, the global load information
is collected at a master PE, which controls the load redistribution based on the information
that is exchanged with other PEs. Furthermore, in distributed techniques, the balancing
protocol is imitation in every “PE,” and the immigration process could be started by any
“PE”. In NTRUEncryption, every multiplication operation is split into small tasks and then
executed by more than one PE. Unfortunately, this may lead to communication overhead
due to the need for data exchange. When the number of iterations increases, resorting to
load balancing becomes necessary. In this case, the decentralized load-balancing technique
is appropriate to be used. Besides, using a cluster of PEs for each operation is the best
choice to reduce this overhead and achieve load balancing.

A pseudo-code that illustrates the internal mechanism of the PPQNTRUEncrypt
algorithm and the specific implementation of parallel processing of two polynomial multi-
plications is given in Algorithm 1:

Algorithm 1. Internal mechanism of the PPQNTRUEncrypt and Parallel processing of two
polynomial multiplications

Assume that:
There are “M” processing elements (PEs) {PE0, PE1, . . ., PEi, . . ., PEM-1}

• PE0 is the master PE and is accountable for the system control
• From PE1 to PEM-1, together with the master, contributes to the task execution

Input: NTRU parameters (Polynomial-Y, Polynomial-Z)

1. Divided each Polynomial Multiplication operation into “N” homogenous tasks
2. if N ≥ M

if N/M = integer
For loop (1 to N)

For loop (1 to M)
Each PE assigned a task

if N/M ̸= integer
For loop (1 to (N − ⌊N/M⌋ × M))

Each PE assigned ⌈N/M⌉ tasks
For loop ((N − ⌊N/M⌋ × M) to N)

Each PE assigned ⌊N/M⌋ tasks
if N < M

Load balancing must be taken into account

3. Each PE sends its results to the master PE0
4. PE0 aggregates the data from other PEs multiplication operation
5. PE0 calculates mod value of the aggregated values
6. Finally, PE0 calculates the total value of the multiplication operation

Output: Multiplication (Y.Z)
These steps repeated for each Polynomial Multiplication operation
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4. Methods and Experiments

Parallel computing stands out as an environment for computation-intensive appli-
cations. Performance is an important key factor in determining the achievement of any
parallel system. Therefore, analyzing and evaluating the performance of the system is
an imperative feature of parallel computing research. Experimental, analytical modeling,
and simulation are the most widely used methods to evaluate the performance of parallel
systems. Experimental models implement real or synthetic workloads (benchmarks) and
measure their performance on a real machine. Analytical models are mathematical repre-
sentations of the system; they are modeling modelling approaches that aim to provide an
idea of system performance. Simulation models exploit computer resources to represent
and imitate the behavior of the application in a controlled manner. While analytic anal-
ysis supports the proposed design theoretically, simulation analysis shows whether this
design can be physically implementable or not. Therefore, both simulation and analytical
results are needed [56,57]. This work justifies the need for an integrated model combining
the advantages of both analytical and simulation models to evaluate the performance of
parallel systems. Both analytical and simulation approaches are used to evaluate system
performance.

To evaluate the PPQNTRUEncrypt model, various performance metrics such as par-
allel time, speedup, efficiency, and the degree of improvement, the improvement in the
execution time, system scalability, and model validation are presented [58,59]:

• Parallel/execution time “Tpar”: The total time to complete executing the whole prob-
lem when using the parallel system, as shown in Equation (12).

• Speedup “SP”: The unit measuring the ability of the parallel system to speed up
problem-solving compared with the serial/sequential one (Sp = TS/Tpar).

From Equation (11), the total sequential time “Ts” is calculated as:

Ts = Z.Y = (N ∗ Ti) + € (18)

where € = tadd + tmod.

• Efficiency “EP”: The average participation of each PE (E = Sp/M)
• The improvement in the execution time, which is achieved through using “M” PEs, is

given by the ratio. ratio =
Ts−Tpar

Ts

The authors assumed that the parameter set of the NTRU (N, q, p) = (503, 256, 3),
(347, 128, 3), (251, 128, 3) and (167, 128, 3) are used. Table 8 shows the time needed to
execute one polynomial multiplication sequentially with different values of N = 167, 251,
347, and 503 on the selected machine.

Table 8. Time to execute one polynomial multiplication sequentially (N = 503, 347, 251, and 167).

N
The Time to Multiply
One Element (bi.A)

The Time to Execute 100 × 100 Polynomial
Multiplication

503 38.25 19,239.8 s

347 29.21 10,135.4 s

251 22.42 5627.4 s

167 16.53 2760.5 s

4.1. Parallel Computing Using the Analytical Model

An analytic model serves as an effective approach for the study and analysis of parallel
systems. In Section 3, a layered parallel architecture was put forward, which effectively
leverages the parallelism of the NTRU polynomial operations and provides robust support
for them. Moreover, the layered architecture segregates the functionality of each layer,
resulting in improved execution speed of the NTRU protocol. A detailed representation
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of the proposed analytical model can be found in Equations (11)–(17). By applying these
equations to varying values of “N and M”, the NTRUEncrypt algorithm is enhanced. The
outcomes of these evaluations will be thoroughly discussed in Section 4.3.

4.2. Parallel Computing Using Apache Spark Framework

Apache Spark is a widely utilized, quick, and efficient system for processing massive
amounts of data in both business and academics. When it comes to high-performance big
data analytics, it is regarded as the finest option. Spark Core uses YARN and Hadoop to
distribute resources [60,61]. Additionally, it can retrieve data from the Hadoop Distributed
File System (HDFS), which is used to read and store data and partition it into Resilient
Distributed Datasets (RDDs). Due to its in-memory data processing, Spark performs
substantially faster than other platforms like MapReduce (Google’s parallel programming
methodology that uses Hadoop). Additionally, Spark can enable batch, interactive, iterative,
and streaming computations inside the same runtime as a general system [62]. Furthermore,
Apache Spark is an open-source framework that processes data in real time. Regarding the
aforementioned characteristics, Spark is advantageous for complicated applications that
make use of many computing techniques, such as cryptography. Consequently, Spark is one
of the data analytics frameworks that may be utilized to speed up the NTRU cryptography
algorithm. To facilitate in-memory processing, Apache Spark uses RDD rather than the
conventional read from and write to the disc. To make Spark a fault-tolerant framework
without the need to write to the disc after each operation, RDD is a read-only data structure
kept in memory. It also offers outstanding batch and stream processing abilities. There are
numerous distinguishing qualities in Apache Spark:

Speed: Spark makes use of RDD, which provides memory-based data storage.

• Usability: Spark supports programming in any language, including Python, Java,
Scala, and R.

• Advanced analytics are possible, including data streaming and more difficult analytics
like machine learning and graph algorithms.

• Real-time stream processing takes advantage of the micro batching [63] method, in
which data streams are processed as a collection of extremely small batches, which the
Spark batch engine then treats as a regular task.

Apache Spark’s architecture, which consists of a master node with a driver program
in charge of calling an application’s main program, is another characteristic. As seen in
Figure 2, the cluster manager first handles resource distribution. The job is then divided
up into several jobs and sent to the worker nodes. An RDD can be allocated among many
workers and cached as soon as it is formed in the Spark context, as shown in Figure 2 [64].
These tasks are then returned to the Spark context. Tasks are carried out by the executor,
and its lifespan is identical to Spark. The number of worker nodes must be increased in
order for the jobs to be further separated into more logical chunks, which will improve
system performance.
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4.2.1. Programming Model and Core Techniques of Spark

The RDD abstraction model, which is an immutable collection of records divided
among several computers, is the foundation upon which Spark is built, as was discussed
in the previous subsection [66]. Through coarse-grained transformations, each RDD is
created from data in external, reliable storage systems (like HDFS) or from other RDDs
(including map, filter, and group by key). Each RDD’s transformation information is logged
in order to create a lineage dataset, which provides fault tolerance. When a node failure
causes a data partition of an RDD to be lost, the RDD can recompute that partition using
all of the information that was available when it was first computed from other RDDs. It’s
important to note that the transformation is a lazy operation that just defines a new RDD
rather than instantly calculating it. Spark provides additional action operations, including
count, collect, save, and reduce, which either return a value or export the RDD’s data to an
external storage system in order to start the computation of the RDD. Additionally, users
can decide whether to persist an RDD’s data in memory or on a disc. One driver master
process is created for each Spark application, and this driver master process is in charge
of scheduling tasks. Jobs, stages, and tasks are used in a hierarchical scheduling process,
where stages are smaller groups of tasks separated from interdependent jobs, which mimic
the map and reduce phases of a MapReduce job. It contains two schedulers, DAGScheduler
and TaskScheduler. The DAGScheduler calculates a DAG (Directed Acyclic Graph, which
is used to represent any task, job, or stage) of stages for a job and keeps track of both
the materialized RDDs and stage outputs. The low-level scheduler TaskScheduler, on the
other hand, is in charge of gathering and sending tasks from each stage to the cluster for
execution.

Benefits of using the Apache Spark framework.

• Easy to use: Spark offers more than 80 high-level, simple operators (such as map,
reduce, reduceByKey, and filter) that simplify the design of parallel computing frame-
works without requiring users to consider the underlying complex parallel computing
problems like data partitioning, task scheduling, and other issues. Additionally, by
providing comparable APIs, Spark enables users to create user-defined functions in a
variety of computer languages, including Java, Scala, and Python.

• Quicker than other frameworks like MapReduce: Spark has proven to be quicker than
MapReduce in batch processing thanks to its in-memory computing.

• Support for computation: Spark is an integrated system that offers batch, interactive,
iterative, and streaming processing options. Additionally, it offers a stack of high-
level APIs and a sophisticated DAG execution engine for complex DAG applications.
Additionally, it provides specialized tools for a variety of applications, such as Shark,
Spark SQL, MLlib, and Graphx.

• Flexible running assistance. When running on YARN or Mesos, Spark can operate
independently or share the cluster with other computing systems like MapReduce.
Additionally, it offers APIs, for consumers to set up and use cloud computing (e.g.,
Amazon EC2). Additionally, it may allow access to a variety of data sources, such as
HDFS, Tachyon, HBase, Cassandra, and Amazon S3.

4.2.2. Model Validation

Model validation is the crucial process of ensuring that the model fulfills its intended
purpose. Validating a parallel model involves scrutinizing its performance, accuracy,
and efficiency through various ways such as speedup, efficiency, scalability, comparative
analysis, accuracy, sensitivity analysis, and more. Furthermore, analytical solutions can be
leveraged for validation of the simulator model, especially when the theoretical foundation
behind the problem is well-established, facilitating a direct comparison of the simulation
results with the analytical solution.

To validate a computation problem in Apache Spark, various techniques can be
applied depending on specific requirements. A common approach to validate results, such
as polynomial multiplication in Spark, is to compare them with a known result. In cases
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where the correct outcome is already known for a small-scale computation problem, cross-
referencing the Spark-computed result with the predetermined one is standard practice.
Manually executing the computation for a modest input serves as a benchmark to assess
the accuracy of Spark’s output [67].

4.3. Discussion of Results

Figures 3–6 show the system performance when using the PPQNTRUEncrypt with
respect to the performance when using one machine. The above metrics are used to evaluate
the system’s performance. In addition, a comparison of the system’s performance when
using both the analytical model and Apache Spark is done to verify the applicability of the
PPQNTRUEncrypt algorithm, as shown in Figures 3–6).

The experiments were conducted using Apache Spark, an open-source framework
for big data processing, within the Databricks cloud platform. The configuration of
Apache Spark involved optimizing various settings and parameters, with the specified
spark_version being ‘10.4.x-scala2.12’. Key parameters, such as the number of worker
nodes and executors, were configured. The Spark cluster was specifically configured with
‘cluster_id’: ‘0626-104331-u8vxnmc6’. Throughout the experiments, the number of nodes in
the cluster was systematically varied, reaching up to 20 worker nodes, as observed in the
results. The experiments assumed that encryption or decryption operations, based on the
NTRU algorithm, were performed more than 10,000 times per iteration. This signifies an
increase in the count of connected devices within the network. The findings underscore
the necessity for a distributed processing framework like Apache Spark, demonstrating its
scalability to accommodate a growing number of connected elements in the network.

A pseudo-code of two polynomial multiplications is given in Algorithm 2:

Algorithm 2. Two polynomial multiplications

Input:

NTRU parameters (Polynomial1, Polynomial2)

1. Spark Configurationconf = SparkConf().setAppName(“PolynomialMultiplication”)

2. for numNodes in range(1, 21)

3. Set the number of worker nodes in the configuration

4. Conf.setMaster(f“local[{numNodes}]”)

5. Create Spark Context sc = SparkContext(conf)

6. for numIterations in range(1, 10,001):

7. Convert Arrays to RDDs

poly1RDD = sc.parallelize([(exp, coeff) for coeff, exp in enumerate(polynomial1)])

poly2RDD = sc.parallelize([(exp, coeff) for coeff, exp in enumerate(polynomial2)])

8. productRDD = poly1RDD.cartesian(poly2RDD) \
.map(lambda ((exp1, coeff1), (exp2, coeff2)): (exp1 + exp2, coeff1 ∗ coeff2)) \
.reduceByKey(lambda x, y: x + y) \
.sortByKey()

9. Collect and Format Results

10. product = “ + “.join([f”{coeff}*xˆ{exp}” for exp, coeff in productRDD.collect()])

11. Print the Result for each set of worker nodes and iteration

12. Stop the Spark Context

Output:

Multiplication
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Algorithm 2. Two polynomial multiplications 
Input :
 

“ ”

” ”

∗
“ “ ” ”

Output:
 Multiplication
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Figure 3. The Performance of the PPQNTRUEncrypt for p = 3, q = 256, and N = 503.
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Figure 3. The Performance of the PPQNTRUEncrypt for p = 3, q = 256, and N = 503.
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Figure 4. The Performance of the PPQNTRUEncrypt for p = 3, q = 128, and N = 347.
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Figure 4. The Performance of the PPQNTRUEncrypt for p = 3, q = 128, and N = 347.
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Figure 5. The Performance of the PPQNTRUEncrypt for p = 3, q = 128, and N = 251.
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Figure 5. The Performance of the PPQNTRUEncrypt for p = 3, q = 128, and N = 251.
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Figure 6. The Performance of the PPQNTRUEncrypt for p = 3, q = 128, and N = 167.



Symmetry 2024, 16, 12 20 of 25

By observing the above figures, the next interpretations can be recognized:

• Figures 3–6 show that the PPQNTRUEncrypt considerably reduces the total time for
completing the NTRUEncrypt cryptography algorithm, which makes it suitable for
cryptography algorithms (by parallelizing polynomial multiplication).

• From Figures 3a, 4a, 5a and 6a, it is noted that when the number of PEs increases, the
total parallel/execution time decreases regardless of the parameter set. This is clear
when using both analytical and Spark implementation. That achieves the scalability
characteristics of the PPQNTRUEncrypt algorithm.

• Figures Figures 3b, 4b, 5b and 6b show that the speedup increases when the number
of PEs increases for both analytical and Spark implementation. Moreover, the system
efficiency decreases unrelated to the parameter set, as shown in Figures 3c, 4c, 5c and 6c.
These figures show that efficiency is affected by the escalation of the PEs number. That
is to say, when the number of PEs increases, the system efficiency decreases, which
leads to unstable system efficiency. To solve this problem, the load must be reallocated
between different PEs. This ascends the need to split each polynomial multiplication
operation into parts (sub-tasks). Therefore, more than one PE works together to
execute one polynomial multiplication operation. In this case, the overhead time due
to inter-processor communication increases (because of the need to exchange large
amounts of data). Therefore, the total parallel/execution time increases. For that
reason, it is not preferable to resort to a load-balancing solution except in the case of a
large value of “N”.

• Figures 3d, 4d, 5d and 6d show that for both analytical and Spark models, the degree
of parallel time improvement increases when the number of PEs increases regardless
of the parameter set.

• In order to validate the Apache Spark model, a comparison between the performance
of the system using the analytical model and its performance using Apache Spark
is performed. This compassion is shown in Figures 3e, 4e, 5e and 6e. The results
indicated that the difference in the percentage of system performance improvement
when using the analytical model and Apache Spark (Difference between analytical
and Spark (DAS)) was very small and did not exceed 2%. (it ranges from 2% to 0.2%).
It is observed that this difference decreases when the number of PEs (M) increases.
Furthermore, this percentage decreases as the number of tasks (N) increases.

• Experimental results demonstrate that achieving significant system performance im-
provement requires a maximum of twenty processing elements (PEs). Beyond this
threshold, the performance gains become economically and hardware-wise insignifi-
cant. In other words, the rate of improvement becomes economically and hardware-
wise insignificant. Therefore, to ensure practicality, the proposed model suggests
limiting the number of PEs to twenty, making it suitable for deployment in small
devices like smartphones. Consequently, the authors establish a boundary on the
number of PEs, specifically when applying the proposed model to compact devices
such as smartphones.

• Adding extra nodes to a Spark cluster can initially enhance performance by increasing
parallelism. However, there is a saturation point where the returns start diminishing.
Once the number of worker nodes exceeds a certain threshold (specifically, twenty
worker nodes), adding extra nodes may not yield significant performance improve-
ments. In fact, it could introduce coordination overhead among the nodes.

• In summary, the findings affirm the effectiveness of employing distributed processing
through big data analytics platforms for cryptographic techniques. Specifically, the
PPQNTRUEncrypt model in this study utilizes the Apache Spark platform. This
is particularly relevant due to the increasing number of connected nodes and the
simultaneous encryption and decryption tasks. It can be inferred that the volume of
required computational workload, such as polynomial multiplication commonly found
in the cryptographic techniques (specifically NTRUEncrypt in this study), significantly
increases, potentially involving hundreds of concurrent instances. Furthermore, the
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ability of the algorithm to operate in real-time becomes essential to accommodate the
expanding number of nodes in the environment.

4.4. Limitations

Cryptographic algorithms often involve computationally intensive operations, such
as encryption and decryption, which can benefit from parallel processing to enhance per-
formance and efficiency. To achieve optimal efficiency, concurrency must be integrated
into software development. This integration enables the comprehensive utilization of the
architecture found in distributed processing systems. Emphasizing the significance of
conducting a thorough algorithm analysis beforehand is crucial when employing multi-
processor technologies to prevent runtime problems such as synchronization conditions,
communication overhead, or attempting to parallelize an inherently impossible algorithm.
Parallelism in software is a powerful tool that must be utilized appropriately to yield
optimal results and facilitate the creation of more efficient software [68].

Apache Spark distributed processing framework offers significant advantages in terms
of scalability and parallelism. In this work, when implementing the NTRU cryptography
algorithm using Apache Spark, specific challenges arise in the encryption and decryption
operations. One significant challenge is the communication overhead that arises when data
is distributed, and processing is coordinated across multiple nodes. This overhead can
impact system performance due to the frequent data exchanges involved in encryption
and decryption operations. Experimental results indicate that the optimal number of
PEs for achieving significant system performance improvement is twenty. Beyond this
value, the gains in performance become negligible, considering the associated cost and size
implications. Furthermore, distributing sensitive information introduces another challenge,
namely security risks.

To address these challenges in the future, efforts should be directed toward refining
communication protocols, enhancing security mechanisms, and developing encryption
algorithms optimized for distributed processing. These advancements aim to mitigate
overhead and achieve more efficient and secure distributed cryptography algorithms.

5. Conclusions

Public key cryptography can be considered one of the essential protocols in protecting
the key exchange between two parties due to its ability to provide secure communication
between these two parties. NTRU is a public key cryptographic algorithm that has become
popular recently due to its ability to resist attacks from quantum computers. Polynomial
multiplication is the core of many NTRU algorithms, such as NTRUEncrypt cryptography,
since it contains a huge number of computational operations, which makes it preferable
to be parallelized. In this work, a Parallel Post-Quantum NTRUEncrypt algorithm called
PPQNTRUEncrypt is proposed. This algorithm uses the skills of parallel computing to
speed up the NTRUEncrypt algorithm, by executing polynomial multiplication operations
in parallel. Different parameter sets (N, q, p) are explored on a multiprocessor architecture
using both analytical and Apache Spark platforms. The implementation results show
that utilizing the PPQNTRUEncrypt algorithm enhanced the NTRUEncrypt algorithm by
approximately 49.5%, 74.5%, 87.6%, 92.5%, 93.4%, and 94.5%, assuming that the number of
processing elements is 2, 4, 8, 12, 16 and 20 respectively.

For future research, we can explore the application of our model to other lattice-based
cryptographic protocols. Since the primary focus of our paper is to expedite polynomial
multiplication—a core operation in all lattice-based cryptosystems, including LWE and
Ring LWE. Another aspect of improvement is to investigate the security risks associated
with both serial and parallel implementations of lattice-based cryptographic protocols.
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Appendix A

This appendix is an extra information section that contains details about the figures’
Titles and Legend:

• Figure 1: Directed Acyclic Graph (DAG) of the polynomial multiplication operation.

A directed acyclic graph (DAG) represents the polynomial multiplication operation in
a graph structure without any cycles. The DAG represents the step-by-step multiplication
process. Each node in the graph represents a multiplication operation between two terms,
and the edges represent the flow of the computation. The DAG structure allows for
efficient computation of polynomial multiplication by eliminating redundant operations
and utilizing intermediate results.

• Figure 2: Spark framework architecture.

The Spark framework architecture follows a distributed computing model in which
there is a master node and multiple slave nodes. The master node is responsible for
managing the distributed computing tasks and coordinating the execution of jobs on the
slave nodes.

Here is an overview of the master and slave architecture in Spark:

- Master Node: The master node is the central coordinator of the Spark application.
It is responsible for dividing the application into tasks and distributing them to the
different slave nodes for execution. The master node also tracks the progress of tasks
and collects the results from each slave node. The master node generally runs on a
dedicated machine.

- Slave Nodes: The slave nodes are worker machines that execute the tasks assigned
by the master node. Each slave node typically runs multiple executor processes
that perform the actual computations. These executor processes are responsible for
processing the data in parallel and communicating with the master node.

The tasks are divided into smaller units called partitions, and these partitions are
distributed across the available slave nodes. Each partition is processed by a single ex-
ecutor process on a slave node, and the results are merged at the master node to form the
final output.

• Figure 3: The Performance of the PPQNTRUEncrypt for p = 3, q = 256 and N = 503.

Figure 3 shows the performance analysis results of the analytical method and dis-
tributed processing (Spark) method for the PPQNTRUEncrypt for p = 3, q = 256, and
N = 503. Figure 3a shows the results of the execution time analysis for the two methods.
Figure 3b shows the speedup of the two methods against the number of processing nodes.
Figure 3c shows the efficiency of the model analysis based on the two methods. Figure 3d
shows the degree of improvement in using distributed processing analytically and Spark
against the number of processes. Figure 3e shows the error decreasing against the number
of analytical processing using distributed processing and Spark.

• Figure 4: The Performance of the PPQNTRUEncrypt for p = 3, q = 128 and N = 347.

Figure 4 shows the performance analysis results of the analytical method and dis-
tributed processing (Spark) method for the PPQNTRUEncrypt for p = 3, q = 128, and
N = 347. Figure 4a shows the results of the execution time analysis for the two methods.
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Figure 4b shows the speedup of the two methods against the number of processing nodes.
Figure 4c shows the efficiency of the model analysis based on the two methods. Figure 4d
shows the degree of improvement in using distributed processing analytically and Spark
against the number of processes. Figure 4e shows the error decreasing against the number
of analytical processing using distributed processing and Spark.

• Figure 5: The Performance of the PPQNTRUEncrypt for p = 3, q = 128 and N = 251.

Figure 5 shows the performance analysis results of the analytical method and dis-
tributed processing (Spark) method for the PPQNTRUEncrypt for p = 3, q = 128, and
N = 251. Figure 5a shows the results of the execution time analysis for the two methods.
Figure 5b shows the speedup of the two methods against the number of processing nodes.
Figure 5c shows the efficiency of the model analysis based on the two methods. Figure 5d
shows the degree of improvement in using distributed processing analytically and Spark
against the number of processes. Figure 5e shows the error decreasing against the number
of analytical processing using distributed processing and Spark.

• Figure 6: The Performance of the PPQNTRUEncrypt for p = 3, q = 128 and N = 167.

Figure 6 shows the performance analysis results of the analytical method and dis-
tributed processing (Spark) method for the PPQNTRUEncrypt for p = 3, q = 128, and
N = 167. Figure 6a shows the results of the execution time analysis for the two methods.
Figure 6b shows the speedup of the two methods against the number of processing nodes.
Figure 6c shows the efficiency of the model analysis based on the two methods. Figure 6d
shows the degree of improvement in using distributed processing analytically and Spark
against the number of processes. Figure 6e shows the error decreasing against the number
of analytical processing using distributed processing and Spark.
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