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| ntroduction

Since the beginning of the XX century particle physics achieved great progress. The theoretical
picture of the behavior of nature in this field, called Standard Model of elementary particles, is
very successful in describing the experimental results. In this model, the fundamental particles
are quarks and leptons and the carriers of the interactions between them are called vector bosons.
Several fundamental questions remain however open: the unobserved Higgs boson, necessary to
explain the particles masses; the incorporation of the observed non-zero masses for neutrinos; the
possible existence of supersymmetries, that predict a new “superpartner” for each known elemen-
tary particle. Future experiments like those at the Large Hadron Collider, in construction at CERN,
will hopefully answer these questions, while already now current experiments may give a hint of
the presence of new physics, beyond this model.

Some of the present open questions are motivated by cosmology; for instance understanding
why the universe is made of matter instead of anti-matter requires a better knowledge of the dis-
crete symmetries of nature, that turn out to be deeply connected with the so called “flavors” of
fundamental fermions. Until 1964, all interaction were believed to be symmetric for the combina-
tion of charge conjugation (C) and space reflection (P), the CP transformation. Cronin & Fitch [1]
discovered that CP invariance is violated in K meson decays. As a consequence, Kobayashi and
Maskawa [2] suggested the existence of a third generation of quarks, discovered several years
later [3] when the Y (Upsilon) resonance was observed and interpreted as a bound state of b and b
(bottom) quarks. An excitation of this bb bound state, the Y{(4S) is over the threshold for the pro-
duction of a pair of particles containing a b or b quark, the B mesons. Each Y{(4S) decays to B*B~
pair (containing up and bottom quarks) or a B’B° pair (containing down and bottom quarks).

Producing large samples of Y(4S) — BB decays in electron-positron annihilations has now
become a routine tool to study the dynamics of heavy quarks in B mesons and the role of discrete
symmetries in their decays and mixing. A B-factory is an accelerator where electron and positron
high intensity beams collide at the Y{(4S) energy, producing a large quantity of B meson pairs in a
coherent initial state. The knowledge of the 4-momentum of the two B meson system and also the
knowledge of the momentum magnitudes of the two B mesons individually in the center of mass
frame are kinematic constraints that help considerably in suppressing backgrounds.

The first experiment running at the Cornell Electron Storage Ring (CESR) CESR B-factory
was CLEO [4], where the Y(4S) was produced at rest. The small phase space of the Y(4S) — BB
decay results in B mesons almost at rest in the center of mass frame. As a consequence, the vertexes
of the B decays are so close to each other to be indistinguishable within the detector resolution.
Now two experiments are taking data at B-factories: BABAR at the Stanford Linear Accelerator
Center (SLAC) and Belle at KEK in Japan. The main improvements with respect to CLEO are a
large increase in luminosity, and the asymmetric configuration of the two beam energies, implying
that the B mesons are boosted in the laboratory, with well separated decay vertexes. This feature
allow to observe time dependent CP violation effects in B decays.

The BABAR experiment was designed with the main goal of discovering CP violation in B
meson decays. After this discovery [5], BABAR continues to produce important physics results,
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also in different areas of particle physics; in particular the production of b-quarks, at the PEP-II
B-factory, is accompanied by a huge production of “off-resonance” cC quark pairs, allowing the
study of charmed mesons with unprecedented statistical power.

Meson spectroscopy is usually considered as “understood” in terms of strong interactions bind-
ing quark-antiquark pairs, and is not listed among the important open questions briefly discussed
above. However, experimental observations in this field can still reserve surprises: the work de-
scribed in this thesis is motivated by and deals with a very recent one. An unexpected narrow
D51 resonance at the mass of 2317 MeV/c?, labelled D¥;(2317), was observed by the BABAR col-
laboration [6], later confirmed by the CLEO experiment [7]. Subsequently also a second narrow
state was observed by CLEO, BABAR and Belle, with mass close to 2460 MeV/ c? and labelled
Ds3(2460). The observed isospin violating decays of these states stimulated many theoretical pa-
pers. The small widths, consistent with experimental resolution, and low mass values suggested
exotic origins, like DgTt atoms or DK molecules, or 4-quarks states [8, 9, 10, 11]. Other authors
attempted revisions of standard (CS) models, including chiral symmetry, revising the potential,
etc. [12, 13, 14, 15, 16].

A study of the properties of these particles (we will use the symbol DSH or simply Dg; to
indicate both of them) is necessary to sort out the correct theoretical explanation. In this thesis we
consider the exclusive Dsj production in charged and neutral B decays, with several subsequent
decay modes. The B decays can be used to study properties of these new particles: we aim to ob-
serve previously unseen decay chains, measure branching fractions for all channels, and determine

the ngH spin by means of an angular analysis of decay products.

The first chapter gives an overview of the physics addressed by the BABAR experiment in gen-
eral and related to the Ds; states in particular; it introduces heavy and light quark spectroscopy,
describes the experimental observation of the new resonances and illustrates the interest and ex-
citement that followed their discovery trough the theoretical papers that appeared soon after.

The second chapter describes the PEP-1I B-factory and the BABAR detector. Emphasis is given
to the subdetectors particularly relevant for this analysis, like the Silicon Vertex Tracker for the
“soft” pion identification from the decay of D* mesons; however each part is described explaining
its role in the overall event reconstruction.

The third chapter gives a detailed description of the method of data analysis and of the simu-
lations used to understand the expected signal, the detector efficiency and the background model.
The selection of the final candidates is performed in steps: after a pre—selection of B candidates,

selection criteria are optimized and final selection is applied. We use the B — Dg*) D) decays as a
control sample and we reject events compatible with this kind of background. Finally we consider
the contamination between different signal modes, due to imperfect reconstruction, and determine
the corresponding correction factors.

The fourth chapter summarizes the branching fraction results, computed from the yields after
subtracting the background, and discusses the systematic uncertainties and the angular analysis
performed to extract informations on the spin of the Dg;(2460).



Chapter 1

Hadronic Decays of B mesons

1.1 Physics at a B-factory

The “B-factory” experimental facilities [17, 18] were designed and built with the main goal of
discovering CP violation in B meson decays. Their large luminosity allows a broader program in
heavy quarks, T and two photon physics to be carried out.

In this chapter, after introducing a classification of B meson decays (Section 1.1.1), we con-
centrate on hadronic decays (Section 1.1.2) and in particular on those double-charm decays (Sec-
tion 1.1.3) that give useful informations (Section 1.3) on the recently discovered Dg; states (Sec-
tion 1.2).

1.1.1 Classification of B decays

A possible classification of B decays is based on the nature of the final particles produced. Leptonic
decays have final states which contains no hadrons but only leptons, e.g. B® — It~ or BT —
Ity (I =e, W, T); semi-leptonic decays have final states with both leptons and hadrons, as BO —
D*~I*v; or Bt — 1°1Fv); hadronic decays do not have leptons but only hadrons in the final states;
rare decays do not happen through the dominant b — ¢ quark transition, e.g. B® — K*%y where
b — s at quark level. Processes such as b — s or b — d are called flavor changing neutral current
(FCNC). Sample Feynman diagrams for these decays are reported in Figure 1.1- 1.4.
-

b
A W~ v
b c
u v q q
Figure 1.1: Sample Feynman diagram for Figure 1.2: Sample Feynman diagram for
leptonic B — 1V decays (I = e, |, T). semi—leptonic B — DIV decays (I =e, |, 1).

The transition between qq’ quarks is regulated by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix elements Vg [2]. Looking at these matrix elements, there are transitions favored with
respect to others. As an example, since ~ [Vyp|?/|Vep|?> & 1% a decay that happen through a
transition b — ¢ is CKM-enhanced while a decay with b — u is CKM-suppressed.

If one of the two quark enters in the final state without interacting, it is called spectator quark.
Most hadronic decays of B mesons can be described by external (Figure 1.5) and internal spectator
decay diagrams (Figure 1.6) that can interfere. For decays with internal spectator process the
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b s,d
d
W T
b c
q q q q
Figure 1.3: Sample Feynman diagram for Figure 1.4: Sample Feynman ““penguin’ di-
hadronic transitions. agram for b — s,d rare FCNC transitions.

quarks from the virtual W decay must match the color of the quarks in the decaying hadron. The
amplitude for this process is therefore color suppressed. Again, Final State Interactions (FSI) and
non-factorisable contributions, could mask this suppression.

u u
( d ﬁé
oW W _
b ¢ b d
u,d u’d u,d u,d
Figure 1.5: The color favored hadronic de- Figure 1.6: The color suppressed hadronic
cay diagram. decay diagram.

We are interested to observe Dg; particles in B decays. The B — Dg; D) decays are two—body
hadronic decays and they are expected to be the largest contribution to the Dsj production, since
they are both CKM- and color enhanced (see Figure 1.16).

1.1.2 Hadronic B decays to open charm

The b quark in the B meson is surrounded by a cloud of light quarks and gluons. Strong interaction
effects can interfere with the weak transition of the b quark: as a consequence the hadronic decays
of the B are an interesting laboratory to study hadronization, perturbative and non-perturbative
QCD effects and final state interaction effects (FSI).

Strong and electroweak forces are characterized by several energy scales of very different
magnitude, the W mass, the various quark masses and the QCD scale: my, My > mp, m¢ >
Aqcp > My, My, ms. While it is usually sufficient to treat electroweak interactions to lowest non-
vanishing order in perturbation theory, it is necessary to consider all orders in QCD. Asymptotic
freedom still allows us to compute the effect of strong interactions at short distances perturbatively.
However, since the participating hadrons are bound states with light quarks, confined inside the
hadron by long-distance dynamics, it is clear that also non-perturbative QCD interactions enter the
decay process in an essential way.

A basic tool to disentangle long- and short-distance contributions to the decay amplitudes is
provided by the operator product expansion (OPE). Consider the weak decay b — cdd. We can
expand the full amplitude A as follows [19]:

oM ). ”
A_C( " ,as> <Q>+O(Mv2v> (1.1)
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Up to a negligible power correction of O( ,\ﬁ—i), the full amplitude is written as the matrix element
W

of a local four-quark operator Q, multiplied by a Wilson coefficient C; | is the energy scale, that
cancels between Wilson coefficient and hadronic matrix element, to a given order in O, to yield a
scale independent decay amplitude. This expansion in 1/Myy is called a (short-distance) operator
product expansion because the nonlocal product of two bilinear quark-current operators (Cb) and
(0d) that interact via W exchange, is expanded into a series of local operators. In other terms
OPE can be interpreted as a four-quark interaction vertex where the Wilson coefficient is the
corresponding coupling constant.

The effective Hamiltonian #g¢ = C - Q describes the weak interactions of light quarks at low
energies. Ignoring QCD interactions:

THrr = VIVt (1 - y)by (1 - y))u (1.2)
V2
assuming C = 1 and Q = ¢cy*(1 — y*)bdyy (1 — y°)u. When QCD is included the quarks exchange
gluons and more terms such as C and Q appear, and they receive radiative correction of order
of (W) In"(Mw /mp). These corrections need to be renormalized and subtracted. The technique for
performing such a re-summation is based on the renormalization group.

A decisive advantage of heavy hadrons is the fact that the heavy-quark mass itself is still large
in comparison to Agcp. The limit Agcp/mp < 1 (heavy quark limit) can then be exploited using
heavy quark expansion (HQE) [19].

The decays which are observed involve physical hadrons, not asymptotic quark states. The
computation of partial decay rates for such processes requires the analysis of hadronic matrix
elements such as:

(Driey (1 —y’)bay,(1—y)d|B) (1.3)

for the decay example B — DTt Such matrix elements involve non-perturbative QCD and are
extremely difficult to compute from first principles. However, they have no intrinsic dependence
on large mass scales such as My . Because of this they should naturally be evaluated at a renor-
malization scale i < My, in which case large logarithms In(My /mp) will not arise in the matrix
elements. By choosing a low scale in the effective theory, all such terms are re-summed into the
Wilson coefficient functions Cj(my).

One hypothesis that is often used is factorization. In factorization two-body hadronic decays
can be expressed as the product of two independent hadronic currents, one describing the formation
of a charm meson, and the other the hadronization of the remaining ud (or ¢$) system from the
virtual W. In other words the formation of the hadron with the charm and the spectator quarks is
not influenced by the other hadron. The validity of this hypothesis needs to be tested depending
on the decay mode under study.

In fact, a re-scattering can occur both at quark and at hadron level between particles produced
after the weak b quark decay (FSI). FSI could modify the decay amplitudes and be important in
final states such as B — D*D* [20].

1.1.3 The double charm decays

In Section 1.3 we will relate measurable physical quantities, such as branching ratios, to the decay
constants that we define below, starting from the matrix elements.

In the Standard Model (SM) the amplitudes for B — Dg; D™, are generated by the following
effective Hamiltonian [21]:

7F§[\/fbqu(c1Q‘ff +CaQ%¢) = Y (VuoVigeCil + VeoVgeCr +VeoVigCHQ{ +H.C.,  (1.4)
i=3

q _
Heff_
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where the superscripts U, C, t indicate the internal quarks, f can be the u or ¢ quark, g can be
either a d or a s quark depending on whether the decay is a AS = 0 or AS = —1 process. The
operators Q1 »¢ are the current-current operators that represent tree level processes. Q3_¢ are the
strong gluon induced “penguin” [22] operators, and operators Q7_ 1o are due to y and Z exchange
(electroweak penguins), and “box” diagrams at loop level.

In the factorization assumption the amplitude for B — Dq; D™, can be written as [21]:

To simplify we will neglect M, that collects the small penguin contributions, therefore:

Gr
V2

where X; is a combination of CKM matrix elements and Wilson coefficients (for a computation
of Cj see [23]). The currents involving the heavy b and ¢ quarks, J5 = (D|cy*(1 —y°)b|B(p)) and
Jb. = (D*(&1)|cy*(1 — y’)b|B(p)) can be expressed in terms of form factors. The matrix elements
(D% (P)|syu(1 —¥*)c|0) and (Ds;(P)|Syu(1 —Y)c|0) are written in terms of the decay constants
(fog» fpg) that are defined as

M = M; = —=X; (D% (Ds1)|8yu(1 — y°)c|0)({D™|ey* (1 — y°)b|B) (1.6)

(D% (P)Isyu(1 — ¥?)c|0) = ifp, Py (1.7)

<DSI(P,82)|S-VLI(1 _y5)0|0> = MDsl stlsiu

where P is the Ds; momentum and € and Mp,, are the polarization vector and the mass of the
Ds;(2460). We will use these decay constants in Section 1.3.

1.2 The Dg; discoveries

We will give now a summary of the discovery of the D¥;(2317) and Ds;(2460) states from the
B-factories BABAR, Belle and CLEO (section 1.2.2) and review in section 1.2.3 the subsequent
theoretical papers that try to explain the new states as (CS) or more exotic states.

Before giving details about the new particles, let us introduce (section 1.2.1) some useful
elements about the spectroscopy of mesons made of a heavy and a light quark, applied to the (cS)
case.

1.2.1 Heavy and light quark spectroscopy

In a Qq system [14], there is a large separation in energy or mass scales, since the light and heavy
quark masses My and Mq are related to the Quantum Chromodynamics (QCD) strong interaction
scale parameter Agcp ~ 200MeV by mg << Agcp << Mq. In the limit of infinitely large mass of
the heavy quark Q (Mg — ), the heavy-quark spin Sq and the total angular momentum j of the
light quark ¢, are separately conserved. The quantum number j is defined as the sum j = |4 sq
of the orbital angular momentum | and the spin Sq of the light quark ¢. In this case it provides a
“good” quantum number for classification. The light quark angular momentum j and the spin Sq
of the heavy quark combine to the total angular momentum J = j+ Sq of the (Qq) bound state.
The corresponding quantum number J fixes the spin of the resulting meson. The parity P of this
meson is related to the quantum number £ of the orbital angular momentum | by P = (—1)%+1,
Thus, in the heavy quark limit the heavy-light bound states (Q@) may conveniently be classified in
terms of J® or, alternatively, defining L = | (in the infinite heavy-quark mass limit) and S = SQ+Sq
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m(MeV/c?)
g D,(2573)" —— P,

. =1

Threshold for D *K (2536) PP
st
Do- - =B,

Threshold for DK

D2112) — s,
D(1968)" 0

0~ 1~ 0" N 2"
JP

Figure 1.7: Classification of cs states, including the expected Ds; states, based on theoretical
models [25, 26, 27]. The spectroscopic notations J” and 25+1L; are defined in the text. Established
states are indicated by solid lines. Predicted but unobserved states are indicated by dashed lines.
Threshold energy for the D*)K decays are also indicated.

in terms of 25*1L; (see Figure 1.7).

S-wave states have orbital angular momentum ¢ = 0 and, therefore, negative parity, P = —1.
To obtain this parity, in this case spin and orbital angular momentum of the light quark ¢ can
couple only to j° = %7. Combining the light quark total angular momentum j = Sq with the spin
of the heavy quark Q yields a spin-singlet state ('Sp) with spin-parity assignment J° =0~ and a
spin-triplet state (3S;) with spin-parity assignment J” = 1~.

P-wave states have orbital angular momentum ¢ = 1 and, therefore, positive parity, P = +1.

Spin and orbital angular momentum of the light quark can add either to j° = {r orto j° = %+.
Combination with the spin of the heavy quark yields for i? + , two states with spin-parity

assignment J® = 0% (*Py) and J° = 1%, and, for j° 2 , two states with spin-parity assignment
JP = 1% and JP = 2% (®P,). The two J? = 1T states (!P; and 3P1) do not have definite charge-
conjugation properties; therefore, they can undergo mixing. The j° = 2 " doublet can proceed by

emitting light pseudo-scalar mesons in S-wave, while this is not the case for the j° = %+ doublet.

Thus j° = %+ mesons are expected to be narrower than j° = {L ones, simply due to the different

dependence of the two-body decay rates on the three-momentum of the emitted meson.

Now, let us apply this classification in the case of the mesons formed by a €S pair: the pseudo-
scalar JP = 0~ state has been identified with the isosinglet DF meson, with a mass of (1968.3 +
0.5) MeV and a well established spin-parity assignment J° = 0~ [24]. The vector J” = 1~ state is
assumed to be identical to the isosinglet D}* meson, with a mass of (2112.1 4 0.7) MeV, natural
spin-parity, and width and decay modes consistent with the assignment JP = 1~ [24].

The vector JP = 17 state belonging to the j° = 3+ doublet (with possibly small admixtures

of its vector J° = 17 counterpart belonging to the j° + doublet) is in general assumed to be
identical to the isosinglet D51(2536) meson, with a mass of (2535.35+£0.34£0.5) MeV and a
spin-parity assignment J” = 1% that is strongly favored but still needs confirmation [24].
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The spin-triplet tensor J® = 2+ state is identified with the isosinglet Ds;(2573)* meson, with
amass of (2572.4 £ 1.5) MeV, natural spin-parity, and width and decay modes consistent with the
assignment J° = 2+ [24].

Theoretical models typically predict masses between 2.4 and 2.6 GeV/c? for the remaining
two states [25, 26, 27]: the scalar state J° = 0% and the vector J° = 11 state belonging to the
v = {L; both of which should decay by kaon emission (isospin-conserving DK and D*K final
states, respectively). They would be expected to have large widths [25, 27] and hence should be
difficult to detect. In conclusion we can summarize theoretical expectations as follows:

e all four P-wave states with L =1 ('Py, 3Py, 3Py, 3P,) are massive enough that their dominant
strong decays would be to the isospin conserving DK and/or D*K final states;

e the singlet and triplet JP = 17 states ('P;, 3P;) could mix;

e in the heavy quark limit, the two states 17 and 2% with j = % would be narrow while the
two states 0" and 1" with j = % would be broad (as in the cq system with q = u,d).

1.2.2 The observation of Dg;

In the Spring of 2003 the BABAR collaboration observed an unexpected narrow state near 2.32 GeV/c?
in the inclusive DT invariant mass distribution [6]. The data sample analyzed corresponds to an
integrated luminosity of 91 fb~!, recorded both on and off the Y(4S) resonance by the BABAR
detector at the PEP-II asymmetric-energy e*e~ storage ring. A D meson, reconstructed in the
two modes D — K*K~1rand D — KTK 1" 1, is combined with a T reconstructed from a
pair of photons. The fit of the m(DJ 1) invariant mass distribution (Figure 1.8) yields 1267 + 53
candidates in the signal Gaussian function, with mass (2316.8 £ 0.4) MeV/c? and width (8.6 +
0.4) MeV/c? for Df — KTK~1rtand 273 + 33 candidates with mass (2317.6 & 1.3) MeV/c? and
width (8.8 £ 1.1) MeV/c? in the other DF decay mode, giving consistent results. The observed
small width is consistent with the experimental resolution. The signal peak, labeled D¥;(2317)*,
is not present in a simulation that includes cC events and all known charm states and decays, ruling
out the possibility that it could be due to a reflection from other charmed states. The signal disap-
pears also if the events are selected using a region outside the D mass window or exchanging the
K* and Tt identities.

To extract the quantum numbers, the helicity angular distribution was investigated. After cor-
recting for the efficiency, the distribution is consistent with being flat, as expected for a spin-zero
particle or for a particle of higher spin that is produced unpolarized. The low mass compared to
those of the Ds;(2536)* and Ds;(2573) " favors the JP = 0 assignment (see Figure 1.7).

No evidence of the electromagnetic decay D¥;(2317)" — D{y was found; no signal was
found in the final states Dfyy and DI 1y. Investigating these modes, a small peak at a mass
near 2.46 GeV/c? was found in DS Tloy (see Figure 1.9)

A more detailed study was needed at this point to exclude a kinematic reflection of the D¥;(2317)*.

The observation of this state by BABAR is surprising for several reasons:

e its mass is smaller than most theoretically predicted values for a 0*cS state;

e it is narrow (with intrinsic width ' < 10 MeV);

e the decay of any S state (Ics = 0) to D1 ( Ip, =0, lp = 1) violates isospin conservation.

Isospin symmetry is respected in good approximation in the limit that the masses of the U and
d quarks are equal. The two quarks have not exactly the same masses and isospin violation is
already observed in the decay D} — DT [28]. Similarly, since the DZ;(2317)" mass is below
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Figure 1.9: The m(DJ my) invariant mass
distribution from BABAR experiment (a).
The other two plots are produced applying
weights corresponding to the decay Dt
(b) and the decay D};(2317)y (c).

the kinematical threshold of 2.367 GeV for the isospin-conserving strong decay to DK (Ip = %,
Ik = %), it is possible that the decay to DT proceeds via n — 1 mixing.

Figure 1.10: The isospin violating D — D¢ 1 process could proceed via virtual n emission [28].

The transition with neutral pion emission proceeds at tree level via virtual n emission (Fig-
ure 1.10). The intermediate 1 converts into a T through the mixing term in the Lagrangian [28]:

Lmixing U

(mg — mu)TlDr]

V3
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that vanishes in the limit of equal up and down quark masses My and my. In the case of Dy, the
D; — Dsy process dominates over this isospin violating transition. In the case of D};(2317), the
decay to Dgy is excluded if J° = 0%, to conserve angular momentum. The absence of the signal
in this final state may support this hypothesis or simply indicate that the pion emission is favored
over radiative decay. Further measurements are needed at this point.

Soon after the BABAR announcement, the CLEO collaboration provided independent evidence
of the discovery [7], searching for the D%;(2317) in 13.5 fb~! of data collected with the CLEO-II
detector in symmetric eTe~ collisions at the Cornell Electron Storage Ring (CESR). They observed
also the peak at 2.46 GeV/c?, in the DT invariant mass distribution, and they analyzed the cross—
feed between DsT and DT samples. The kinematics of these decays are quite similar, and
they can reflect into one another. For example, by ignoring the photon from the D¥ decay in
Ds3(2460)* — D+ decays, nearly all the signal combinations form a peak in the DT invariant
mass spectrum in the same region as the D¥;(2317) signal, but from simulation results the peak
will be broader. Vice-versa, a random photon such that the Dsy combination accidentally falls in
the D} signal region, combined with a DsT candidate would reflect into the Ds; (2460)t — D1
signal region. For this possibility BABAR did not claim immediately the discovery of both the
resonances (anyway the observation is claimed soon after [29]).

From a simulation of the “reflection mechanism” a broader peak would be expected, relative to
the real Dg;(2460) and only for approximately 9% of the reconstructed decays. Taking in account
this contamination, CLEO still had evidence of 41 4 12 decays DT, demonstrating the existence
of a state at 2.46 GeV/c2, called D, (2463)*. We will use the current notation from Particle Data
Group [24] Ds;(2460) in the following.

If this is a S state, the mass is 47.6 MeV below the kinematical threshold of 2.508 GeV/c?
for its isospin-conserving decay D*K and its decay to DK is forbidden by parity and angular
momentum conservation. The width smaller than 7 MeV at 90% confidence level, is consistent
with predictions from simulation in which the state is modeled with a negligible natural width.

CLEO investigated other final states and set upper limits for other decay modes such Dy,
Dity, D 1" 1 and D% (2317)y. A diagram containing both the new particles, the D(*)°K
threshold and the already known ¢S mesons is shown in Figure 1.11.

The Belle Collaboration investigated the properties of the Dsj resonances as well. They used
a 86.9 fb~! data sample collected with the Belle detector at KEKB [30]. They determined the
masses m(D%;(2317)) and m(Ds;(2460)) (see Table 1.1) and for the last one, they also observe the
decays Dg;(2460)" — Dy and Ds;(2460)t — D 1ot The spin-parity assignments are consistent

Table 1.1: Masses and widths for the new Dg; states from BaBar, CLEO and Belle.

(2317) Ds;(2460)
Experiment | mass (MeV/c?)  width (MeV/c?) | mass (MeV/c?)  width (MeV/c?)
BABAR [35] | 2318.94+0.3+0.9 <10 2459.44+0.3+1.0 <10
CLEO[7] |2318.34+1.241.0 <7 2463.3+1.7£1.0 <7
Belle [30] | 2317.24+0.5+£0.9 < 4.6 2456.5+1.3+1.3 <55

with JP = 0% for the D¥;(2317) and JP = 17 for the Ds;(2460). The most recent results on yields
of the Dsj from the B-factories experiments are reported in Table 1.2. The transitions seen (or
not seen) in the data are shown with a solid arrow (dashed line) in the diagrams of Figure 1.12
and 1.13 for the Dg; decay with an emission of a y or of a T, respectively.
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Figure 1.11: Classification of ¢S states, including the newly discovered D?;(2317) and Ds;(2460)
states (dashed lines), with their presumed quantum numbers. Established states are indicated by

solid lines.

Table 1.2: Event yields for the new Dg; states from BABAR, CLEO and Belle. When present, errors
are statistical and systematic (in that order) otherwise only statistical error is reported.

Event Yields
Decay BABAR [35] | CLEO [7] | Belle [30]
+(2317) [DsT ] 127545 135+23 | 761 +£44+30

D’S*J (2317) [Dsy ] Not Seen Not Seen | Not Seen

+3(2317) [Dgy] Not Seen | Not Seen

¥(2317) [DsTt" TF Not Seen Not Seen | Not Seen

4(2317) D70 Not Seen
Day (2460) [D:TE 266438 | 41+12 | 126425412
D (2460) [Dsy] 509446 | Hint 152418
Ds;(2460) [D;‘y Not Seen | Not Seen
Ds;(2460) [D%(2317)y] | Not Seen Not Seen
Ds;(2460) [DST[+TI_ 6711 Not Seen | 59.7+11.5
Ds3(2460) [DsT? ] Not Seen Not Seen
Luminosity 125 fb~! 1351 | 86.9 b !

— > Seen D, (2460) s Sen D/ (2460)
— — — — NotSeen | " — — — — Not Seen o
—— D2317) D (2317)
1 , 7/
Di(2112)* Di(2112)*
D (1968)" D, (1968)"

Figure 1.12: Dg; — Dg*)ytransitions. Tran-
sitions already seen (not seen) are indicated
with a solid (dashed) line.

Figure 1.13: Dg — DO transitions.
Transitions already seen (not seen) are in-
dicated with a solid (dashed) line.
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1.2.3 Theoretical explanations for the new states

After the discoveries described in the previous section, several theoretical papers appeared propos-
ing explanations for the new resonances. Explanations, non-exotic and exotic, are summarized in
the following. In non-exotic explanations the new particles are interpreted as CS resonances with
some additional hypotheses to justify their characteristics.

e Simple potential models do not reproduce exactly the full ¢S mass spectra. As an example

ref. [14] uses the sum of a Coulomb and a linear potential, or ref. [13] uses a potential
composed of a vector part of coulombian type and a spherical part not forced to be linear.
The mass of the 07 and 1 ¢S states are always predicted above the D®*K threshold and
they are expected to decay through isospin conserving modes, with a broad width, contrary
to the experimental findings.

using the QCD sum rules with the heavy quark limit, the masses of P-wave (CS) states are
computed in [31, 15]. The value obtained, mD:0 =2.424+0.13GeV is 100 MeV higher than
the experimental for D;(2317) but has large uncertainties. The low mass of D;(2317)
and Dg;(2460) could be explained by the repulsion between Ds(0), Ds(17) and DK, DK*
continuum. The computed widths I'(Dgg — D) ~ 6keV and I'(Dgy — DZy) ~ 1keV,
indicate [32] that, for Dy, the electromagnetic decay, not yet observed in data, is suppressed
with respect to the isospin violating one (Figure 1.14). Another effect should be visible in
the (bS) spectrum producing narrow peaks in BsT and Bf T mass distributions, that are not
accessible at the B-factories, but could be observed at hadron colliders, that produce also B
mesons.

if a coupling with the OZI-allowed DK decay is included (Figure 1.15), a scalar meson
is predicted with mass 2.28 GeV/CZ. Conventional (cS) state is found with a mass of
2.79 GeV/c? and width of 200 MeV/c? [33], not observed in data.

the new particles are interpreted as an heavy JP(0%,1%) spin multiplet [12]. They could
be the chiral partners of the (0, 1) groundstate, degenerate in principle, where the spon-
taneous breaking of chiral symmetry elevates the first by an amount AM. Taking the mass
difference between the BABAR states and the light charm-strange mesons D §*), the observed
value AM =349 MeV is close to what expected by the Goldberger-Treiman relation, implied
by chiral invariance. If this picture turns ot to be valid, the mass splitting for all heavy-quark
chiral multiplets can be established and predictions can be done for Bs and strange doubly-

heavy baryon states.

c c
s D
sO
B
Figure 1.14: The diagram for the Figure 1.15: The OZl-allowed diagram
D%(2317) — DS decay.  Isospin vi- %(2317) — DK, that should be dominant

olation is in the n — Tttransition.

if mpy, > Mk + Mp = 2366.9MeV.

It has been argued [34] that lattice QCD predictions seem to be inconsistent with the simple qq
interpretation for D¥;(2317), requiring exotic explanations. In this case the two missing D¥(0%)
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and Ds(17) states are considered as not yet observed, and probably broad, while the new observed
states are assumed to be of different nature with respect to ¢S resonances. The 4-quark states are
states with additional valence quarks as cqSq. They can be divided into pure four quark states
(baryonia) and hadronic “molecules” where the two “atoms” maintain their integrity.

e DK “molecule” [8]: a “molecule” is viewed as a 4-Q state where (( meson pairs are weakly
bound. Characteristics of such a state are compatible with the DZ;(2317) property of J° =
07", and a binding energy of &~ 40MeV. A 4-q signature could be given if the elastic form
factor deviate from the 1/Q? expected for a ¢S state. Other effects proposed for experimental
test are the D3;(2317) transition to D}y, expected to have 2 keV partial width in the cS$ case,
and the prediction of a BD molecule with a B Ttdecay.

e 4-quark: in this interpretation the D (2317) is identified as the isosinglet of an isospin
multiplet with quark content [cqds]t (where qq is a combination of u and d quarks). The
expected width is smaller than 1 MeV [9]. The remaining isostates should be instead very
broad but could open double charged D Tt (not seen [35]) and wrong pairing DTK ™ chan-
nels. B decays are proposed as a good environment to search such states with lower back-
ground. In an other 4-( interpretation [36] these isostates are instead narrow (~ 8.8 MeV as
the BABAR state).

e 4-quark < (q oscillation [11]: the observed resonances are interpreted primarily as Dg;
states, mixing due to strong interaction, with broad 4-q states that lie above the DMK
threshold. The parameters introduced are the mixing angle and the 4-q mass. Radiative
transitions could indicate the nature of these states depending on the mixing angle. Other
doubly charged D 1t or D 1T states are not expected to be narrow.

e D¢t atom [10]: a strong flavor-singlet attraction could allow the capture of a pion by a
charmed meson. With this hypothesis it is possible to reproduce a narrow resonance in the
Ds1tspectrum corresponding to a mass of 2.32 GeV and width of 10 MeV corresponding to
the BABAR experimental resolution. Such state should be present in other charged modes,
e.g. DJ ¢, not seen [35].

Several more exotic explanations are also possible, but before looking for more complicated an-
swers on the nature of these particles, the conventional explanations should be rejected.

Some of the predictions of these models are not accessible at the present B-factories, since
they refer to the decays of Bs or B; mesons. However, other predictions can be tested by looking
at two body B decays, as B — DsjD®*), as explained in the next section.

1.3 The B— Dg;D™ decays

Two-body hadronic B decays are the ideal environment to study the new Dg;j states: in particular
their quantum numbers can be extracted by an angular analysis. To produce a Dsj, two-body
hadronic B decay could proceed through a tree diagram via external W-emission diagram (see
Figure 1.16).
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Figure 1.16: The tree diagram via external W -emission for B — Dg;D(*).

The modes B — DS)+I\/I, with M = D, K, can discriminate between quark-antiquark and
multiquark interpretations of the DS)+ state. In the qq case the B — D_S)JFM branching ratios are

expected to be of the same order of magnitude as the B — D{'M ones, since the DS)+ meson

decay constants are expected to be close to those of low-lying Dg*) mesons. In the multiquark
case the branching fractions would be suppressed by inverse powers of heavy meson masses [37].
We start using decays with M = D that are expected to be the dominant exclusive Dg; production
mechanism in B decays, because the b — ¢ transition is CKM-favored with respect to b — u,d.s.

We can therefore define the ratios of branching fractions:

Ro — B(B — DDyy)
PO~ "B(B — DDy
_ B(B— D*Dy)
Rp+o = —Q(B DDy (1.8)
and similarly for Dg;:
Ror — ‘B(B — DDy)
P!~ "B(B = DD;)
B(B— D*D
Rp+ = u (1.9)

B(B — D*Dg)
Within factorization and the heavy quark limit assumption, neglecting phase space and other ef-
fects that are subleading in the heavy quark expansion, they can be re-written in terms of the decay
constants [21]:

f

Rpo = %P (1.10)
Ds
f

Rp; = | stl P (1.11)
D:

defined from the transition-matrix elements in Section 1.1.2. In the heavy quark limit fp, = fpg
and fp, = fss and one would predict Rpg =~ Rp; if all these assumptions are valid. Estimates of
fpg, are available from quark models and QCD sum rule calculations [38, 39] and typically find the
p-wave states to have similar decay constants as the ground state mesons. Therefore, if fp, ~ fp,
one expects

RD()%RDIQI. (112)

Comparison of these predictions with the experimental results by Belle [40] and by BABAR (this
thesis) will be presented in section 4.6.

It is also interesting that three-body B decay to DDK final states could be used to test the
molecular nature of the Dgj [21]. Qualitatively, the nonleptonic decay B — DDZ;(2317) could
proceed through two stages: the decay B — DDK, followed by the state DK forming the molecule

+3(2317) with some probability. The measurements of the ratios of two-body and three-body B
decay branching ratios could allow to find evidence for the formation of “molecules” in the DMK
state.



Chapter 2

The BABAR Detector at SLAC

2.1 The PEP-I1I B-factory

The main physics motivations for PEP-II [17] are an exhaustive study of CP violation, using the
rich spectrum of B meson decays, and a broad program of bottom quark, charm quark, T, and two-
photon physics. This program requires a machine that produces in excess of 107 neutral B mesons
per year. The PEP-II facility consists of two independent storage rings (Fig. 2.1), one located atop
the other in the 2.2 km tunnel: the high-energy ring (HER), that stores a 9 GeV electron beam,
and the low-energy ring (LER), that stores 3.1 GeV positrons. The injection system with the 3 km
long linear accelerator is displayed in Fig. 2.2. The design luminosity of 3 x 1033 cm=2s~! is

PEP-11
Rings ™.
Positrons —

Low Energy Ring
BABAR Detector \“\__

o
“ Electrons

High Energy Ring

Figure 2.1: The PEP-II storage rings.

based on high circulating currents (approximately 1-2 A), stored in each ring, separated into more
than 1600 bunches. The design luminosity was reached in October 2000 while the last best results
(July 2004) are a luminosity of 9.213 x 10*3cm~2sec™! and currents of 1.5 A for HER and 2.4 A
for LER. The beams collide at a center of mass energy (E¢m.) of 10.58 GeV. In Fig. 2.3 the
first three resonances are the lowest-lying S states of a bound bb quark system. The narrowness
of the resonances reflects their stability against strong decays; the states have insufficient energy
to decompose into a pair of mesons, each carrying a b quark. The fourth state, Y{(4S), has just
sufficient energy (Ey(4s) = 10.58 GeV) to decay to a pair of B mesons (B and B° or BT and
B™); these channels totally dominate the decay of the Y(4S). For this reason PEP-II is operated
at the Y(4S) bb resonance for a large fraction of the time. About 10% of the data is taken at a
center of mass (c.m.) energy 40 MeV below the Y{(4S) peak, to measure hadronic backgrounds

19
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Figure 2.2: The injection system and PEP-II.

from the continuum production of lighter quark pairs (u, d, s, ¢). The asymmetric beam energies
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Figure 2.3: The hadronic cross section in ete™ collisions in the center-of-mass energy region near
10 GeV. The resonances form the Y family interpreted as radial excitation of a bound bb quark
pair. The data are from the CUSB detector group [41].

configuration boosts the Y{(4S) in the laboratory frame (By= 0.56). The By boost factor was chosen
optimizing the sensitivity of the measurement of CP-violating asymmetries in the decays of the B
mesons [42].

2.2 The detector

The BABAR detector was designed and built by a large international team of scientists and engi-
neers. It consists of a silicon vertex tracker, a drift chamber, a ring-imaging Cherenkov detector,
and a Csl calorimeter [43]. These detector systems are surrounded by a superconducting solenoid
that is designed for a field of 1.5 T. The steel flux return is instrumented for muon and neutral
hadron detection. The detector surrounds the PEP-II interaction region. To maximize the geomet-
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ric acceptance for the boosted Y{(4S) decays, the whole detector is offset relative to the beam-beam
interaction point (IP) by 0.37 m in the direction of the lower energy beam. Fig. 2.4 shows a lon-
gitudinal section through the detector center. The detector is of compact design, its transverse
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Figure 2.4: BABAR detector longitudinal section.

dimension being constrained by the 3.5 m elevation of the beam above the floor. The solenoid
radius was chosen by balancing the physics requirements and performance of the drift chamber
and calorimeter against the total detector cost. As in many similar systems, the calorimeter was
the most expensive single subdetector and thus considerable effort was made to minimize its total
volume without undue impact on the performance of either the tracking system or the calorimeter
itself. The forward and backward acceptance of the tracking system are constrained by compo-
nents of PEP-II, a pair of dipole magnets (B1) followed by a pair of quadrupole magnets (Q1).
The vertex detector and these magnets are placed inside a support tube (4.5 m long and 0.217 m
inner diameter). The central section of this tube is fabricated from a carbon-fiber composite.

Since the average momentum of charged particles produced in B-meson decay is less than
1 GeV/c, the precision of the measured track parameters is heavily influenced by multiple Coulomb
scattering. Similarly, the detection efficiency and energy resolution of low energy photons are
severely impacted by material in front of the calorimeter. Thus, special care has been taken to
keep material in the active volume of the detector to a minimum.

All BABAR detector systems share a common electronics architecture. Event data from the
detector flows through the Front-End Electronics (FEE), while monitoring and control signal are
handled by a separate, parallel system, the Online Detector Control (ODC). All FEE systems are
mounted directly on the detector to optimize performance and to minimize the cable plant, thereby
avoiding noise in long signal cables. FEE consists of signal processing and digitization electronics
and a trigger latency buffer for storing data during the trigger processing before to transfer data to
the data acquisition system.
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The trigger system operates as a sequence of two independent stages, the first level, Level 1
(L1), is implemented in hardware, the other, conditional upon the first, Level 3 (L.3), in software.
The L1 trigger selection is based on data from DCH, EMC, and IFR. The maximum L1 response
latency for a given collision is 12 [s. Based on both the complete event and L1 trigger information,
the L3 software algorithms select events of interest which are then stored for processing. The L3
output rate is limited to 120 Hz so as not to overload the downstream storage and processing
capacity.

The ODC system controls and extensively monitors the electronics, the environment, and as-
sures the safety of the detector. Its implementation is based on the Experimental Physics Industrial
Control System (EPICS) toolbox [44], providing detector-wide standardization for control and
monitoring, diagnostics and alarm handling. Monitoring data are archived in an ambient database.

A summary of the BABAR detector systems is given in table 2.1.

Table 2.1: Overview of the coverage, segmentation, and performance of the BABAR detector sys-
tems. The notation (C), (F), and (B) refers to the central barrel, forward and backward components
of the system, respectively. The detector coverage in the laboratory frame is specified in terms of
the polar angles 8, (forward) and 6, (backward). The number of readout channels is listed. The
dynamic range (resolution) of the FEE circuits is specified for pulse height (time) measurements
by an ADC (TDC) in terms of the number of bits (nsec). Performance numbers are quoted for
1 GeV/c particles, except where noted. The performances for the SVT and DCH are quoted for a
combined Kalman fit (for the definition of the track parameters, see sec. 2.3.1.)

0, No. ADC TDC No.
System (87) Channels (bits) (ns) Layers Segmentation Performance
SVT 20.1° 150K 4 - 5 50 — 100um r—@ 04, = 55um
(-29.8°) 100 —200um z 0, = 65Uum
DCH 17.2° 7,104 8 2 40 6—8mm Oy =1 mrad
(-27.4°) drift distance Otamy = 0.001
Op. /Pt =0.47%
o(dE /dx) =7.5%
DIRC 25.5° 10,752 - 0.5 1 35 x 17mm? Og. = 2.5 mrad
(-38.6°) (rAgx Ar) per track
144 bars
EMC(C) 27.1° 2x5760 17-18 - 1 47 x 47 mm? og /E =3.0%
(-39.2°) 5760 cystals Op= 3.9 mrad
EMC(F) 15.8° 2 x 820 1 820 crystals Og = 3.9 mrad
(27.1°)
IFR(C) 47° 22K+2K 1 0.5 19+2 20-38mm 90%u™T eff.
(-57°) 6 — 8%TE" mis-id
IFR(F) 20° 14.5K 18 28-38mm (loose selection,
47°) 1.5—-3.0GeV/c)
IFR(B) -57° 14.5K 18 28-38 mm
(-26°)

2.2.1 Background and BABAR protection

Beam-generated backgrounds affect the detector causing radiation damage to the electronics and to
the components, limiting the lifetime of the experiment and generating extraneous signals that can
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degrade resolution and decrease efficiency. Many sources of background are present during normal
running conditions: synchrotron radiation from accelerated electrons and positrons; interactions
between the beam particles and the residual gas in the rings; electromagnetic showers generated
by beam-beam collisions. To know the amount of radiation accumulated, a system that monitors
the instantaneous and integrated dose is installed on SVT, DCH and EMC.

In particular, for the SVT there are twelve diodes (called PIN-diodes). They are mounted on
three horizontal planes, placed at z = +12.1cm and z = —8.5cm at a radial distance of 3 cm from
the beam line. The four PIN-diodes in the middle are exposed to a radiation 10 times more intense
than the others. These diodes are connected to the beam abort system while the others are used to
monitor the integrated dose. To dump a beam could be necessary in case of very high radiation
level. Trip thresholds are set to two different time scales: an the instantaneous dose of the order
of 1 rad/ms and an average of 50 mrad/s over a 5-min period. After every beam dump the 10-15
min period of injection has significant radiation exposure, so high-dose events are tolerated as long
as the dose remains less than the thresholds to maximize the ratio of integrated luminosity over
the integrated radiation. During the injection thresholds are imposed to higher levels, in order to
return quickly to take data.

Since the first year of running, PIN-diodes protected the SVT well but they suffered the damage
from the integrated dose. The radiation dose is measured by the current in the PIN-diode generated
by the passing of particles. Each PIN-diode has a high leakage current which must be subtracted
from the total current in order to measure the signal current from radiation. This leakage current
has a temperature dependence (roughly 10%/K) and increase with the radiation damage (currently
is of the order of 2-3 pA). For this reason, new sensors are developed, the pCVD diamonds [45],
which are much more radiation hard than silicon-based sensors. They were installed near the SVT
and under test since 2002; the replacement of PIN-diodes is expected in 2005.

222 TheSVT

The Silicon Vertex Tracker (SVT) has been designed to provide precise reconstruction of charged
particle trajectories just outside the beam pipe, thus minimizing the impact of multiple scattering
on the extrapolation to the vertex. This is critical for the measurement of the time-dependent CP
asymmetry. The mean vertex resolution along the z-axis for a fully reconstructed B decay must be
better than 80 Um and of order ~ 100um in the plane perpendicular to the beam line [46].

Many of the decay products of B mesons have low p;. The SVT must provide standalone
tracking for particles with transverse momentum less than 120 MeV/c, the minimum that can be
measured reliably in the DCH alone. This feature is fundamental for the identification of “slow”
pions from D*-meson decays: a tracking efficiency of 70% or more is desiderable for tracks with a
transverse momentum in the range 50-120 MeV/c. Beyond the standalone tracking capability, the
SVT provides the best measurement of track angles, critical to contain uncertainties on the DIRC
Cherenkov angle for high momentum tracks.

The SVT (fig. 2.5) is composed of five layers of double-sided silicon strip sensors (300pm
thick) that are assembled from modules with readout at each end, thus reducing the inactive ma-
terial in the acceptance volume. The inner three layers provide position and angle information for
the measurement of the vertex position. The outer two layers are at much larger radii, providing
the coordinate and angle measurements needed for linking SVT and DCH tracks. The spatial res-
olution for perpendicular tracks is 10 — 15pum in the three inner layers and about 40pm in the two
outer layers.

Each layer is organized in 6, 6, 6, 16, 18 modules, starting from the innermost. Strips on
opposite sides of each sensor are oriented parallel (@ strips) and transversely (Z strips) to the beam
axis. Modules of the inner three layers are straight, while to minimize the amount of silicon
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Figure 2.5: A three dimensional view of the Silicon Vertex Tracker.

required to cover the solid angle, and to increase the crossing angle for particles near the edges of
acceptance, the modules of layers 4 and 5 are arch-shaped.

Allowing an overlap region, the inner modules are tilted in @ by 5 degrees while layers 4 and
5 are divided into two sub-layers and placed at slightly different radii.

The support structure is a rigid body made from two cones connected by a frame, all in carbon-
fiber. SVT is cooled to remove the heat generated by the electronics. Since it is inaccessible
during normal detector operations, reliability and robustness are essential and redundancies are
built in whenever possible and practical. Major concerns for SVT monitoring are temperature and
humidity, mechanical position, and radiation dose (see sec. 2.2.1). A cooling system is provided
with water at 8 degrees Celsius, to eliminate the 350 W dissipated by the SVT modules mainly in
the Front End Electronics (FEE). Humidity is reduced by a stream of dry air in the support tube to
avoid condensation. Thermistors and humidity sensors are employed to check the SVT conditions
and are used as an interlock to the power supplies in case of risk of damage.

The FEE consist of A Time-Over-Threshold Machine (ATOM) chips, connected with a thin
kapton tail to the matching cards. Digitized signals are multiplexed by the MUX modules, con-
verted into optical signals and transmitted to the Readout Modules (ROMs). The power to the
SVT modules (silicon sensor bias voltage and ATOM low voltages) is provided by a CAEN A522
power supply system.

The ATOM chips (fig. 2.6) receive the signals from the silicon sensors. There is a linear
analog section composed of a preamplifier followed by a shaper; the signals are then presented
to a comparator, designed so that the output width of the pulse (Time over Threshold or ToT) is a
quasi-logarithmic function of the collected charge. This output is sampled at 30 Mhz and stored
in a 193 location revolving buffer. Upon receipt of a L1 trigger, the time and the ToT is retrieved
from this latency buffer and stored; then, if the event is accepted, the output data are sent to the
ROMs.

Once a day, and each time the SVT configuration changes, calibrations are performed in the
absence of circulating beams. Gain, thresholds and electronic noise are measured, and defective
channels are identified. The calibration results have proven very stable and repeatable and are
useful to occasionally discover a new defective channel.

Since the support tube structure is mounted on the PEP-II accelerator supports, independently
of BABAR, the SVT needs to be aligned with respect to the rest of the detector, in particular the
DCH. The alignment is performed in two steps: first determining the relative positions of the 340
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Figure 2.6: The ATOM chip

silicon sensors (local calibration) using tracks from ete~ — pu*p~ events and cosmic rays; then
doing an alignment with the global coordinate system defined by the DCH using tracks with suf-
ficient numbers of SVT and DCH hits. The global alignment parameters are obtained minimizing
the difference between track parameters obtained with the SVT-only and DCH-only fits.

The alignment constants obtained in a given run are then used to reconstruct data in the sub-
sequent run (rolling calibration) to correct displacements that can occur during the day due to
variations of temperature or after magnet quenches, as an example. Movements within a single
run are small compared to the size of the beam.

2.2.3 The DCH

The principal purpose of the Drift CHamber (DCH) is the momentum measurement for charged
particles. It also supplies information for the charged particle trigger and a measurement of dE /dx
for particle identification. A resolution of about 7% allows Tt/K separation up to 700 MeV/c. The
reconstruction of decay and interaction vertices outside of the SVT volume, for instance the K
decays, relies solely on the DCH.

The DCH (fig. 2.7) is of compact design, 3 m long, with 40 layers of hexagonal cells. Longitu-
dinal information is derived from wires placed in 24 of the 40 layers at small angles with respect to
the z-axis. The layers are grouped by four into ten superlayers, with the same wire orientation and
equal numbers of cells in each layer of a superlayer. The stereo angles of the superlayers alternate
between axial (A) and stereo (U, V) pairs, in the order AUVAUVAUVA (fig. 2.8). The stereo angles
vary between £45mrad and =76 mrad.

The 7104 drift cells are small: 1.2 x 1.8cm? along the radial and azimuthal directions, respec-
tively. The hexagonal cell configuration is desirable because approximate circular symmetry can
be achieved over a large portion of the cell. Each cell consists of one sense wire surrounded by
six field wires. The sense wires are 20um gold-plated tungsten-rhenium, the field wires are 120um
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Figure 2.7: Side view of the BABAR drift chamber. The dimensions are in mm.

Figure 2.8: Cell layout in the BABAR drift chamber.

and 80um gold-plated aluminum.

By choosing low-mass aluminum wires, and helium-based gas mixture (80:20 helium:isobutane)
the multiple scattering inside the DCH is minimized having a good spatial and dE /dx resolution
and reasonably short drift time. 50 ns isochrones in a typical cell in a 1.5 T magnetic field are
shown in fig. 2.9. Spatial resolution of the DCH is 140 pm.

The chamber volume is about 5.2 m?. Gas mixing is controlled by mass flow controllers; the
total flow is tuned to 15 |/ min, of which 2.5 |/ min are fresh gas. Complete DCH gas volume is
recirculated in six hours, and one full volume of fresh gas is added every 36 hours. The pressure
is maintained at 4 mbar.

The voltages of the sense wires was initially set to 1960 V and for the field-shaping wires at the
boundaries of the superlayers to 340 V, supplied by HV assemblies. Guard wires are connected
to the ground. The chamber voltage was lowered for part of the first run to 1900 V because a
small region of the chamber that was damaged during the commissioning phase by inadvertently
applying 2 kV to the guard wires. The wires in this region are now disconnected and the HV is
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Figure 2.9: 50 ns isochrones in a typical BABAR drift chamber cell.

currently set to 1930 V for all the others.

The readout electronics are mounted on the backward endplate of the chamber, minimizing the
amount of material in front of the calorimeter endcap and eliminating the heavily shielded cable
plant. DCH amplifier and digitizer electronics are installed in electronics front-end assemblies
(FEAs). The readout is segmented in 16 sectors that reflect the 16-fold symmetry of the cell
pattern. These sectors are separated by brass cooling bars that provide mechanical support and
water cooling.

TDCs and FADCs detect the leading edge of the signal from the charge arriving at the sense
wire, then amplify and digitize the time with 1 ns resolution. The data are written through a 12s
trigger latency buffer into 4 levels of event buffers to minimize the dead time. The electronics
provides prompt trigger signals by sending the hit information from all 7104 channels to the Level
1 Trigger system at a sampling frequency of 3.75 MHz. The system is designed to maintain good
performance in severe background conditions. The expected single-cell efficiency for the trigger
signal is greater than 95%.

224 TheDIRC

In order to investigate rare decays like B® — 1711~ and B® — K71~ kaons and pions must be well
identified even if they have momenta greater than 1.7 GeV/c where their de/dXx measurements
are not well separated. The Particle Identification (PID) system relies on the Detector of Inter-
nally Reflected Cherenkov light (DIRC) for 1/K separation of ~ 40 or greater, for all tracks up
to 4.2 GeV/c. In a quartz radiator (refractive index close to 1.474), the Cherenkov threshold for
kaons (460 MeV/c) is well below the value of momentum for which there is no possible confu-
sion between a pion and a kaon through ionization loss measurement (dE /dx) in the drift chamber
(700 MeV/c): the two systems are remarkably complementary as far as T//K separation is con-
cerned. Anyway PID below 700 MeV/c relies primarily on the dE /dx measurements in the DCH
and SVT.

The DIRC is based on the principle that the magnitudes of angles are maintained upon reflec-
tion from a flat surface. The DIRC radiator (see fig. 2.10) consists of 144 long, straight bars of
synthetic quartz with rectangular section, arranged in a 12-sided polygonal barrel. The bars have
transverse dimensions of 1.7 cm thick by 3.5 cm wide, and are 4.9 m long.
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Figure 2.10: The DIRC detector.

The DIRC radiator extends through the steel of the solenoid flux return in the backward direc-
tion, to bring the Cherenkov light, through successive total internal reflections, outside the tracking
and magnetic volumes. Only this end of the bars is instrumented. A mirror placed at the other end
on each bar reflects forward-going photons to the instrumented end. The Cherenkov angle at which
a photon was produced is preserved in the propagation, modulo a certain number of discrete am-
biguities, some of which can be resolved by the photon arrival-time measurement. Remaining
ambiguities are dealt with by the pattern recognition during Cherenkov angle reconstruction. The
measurement of this angle with the knowledge of the track angle and momentum from the DCH
allows a determination of the particle velocity.

An advantage of the DIRC for an asymmetric collider is that high momentum tracks are
boosted forward which causes a much higher light yield than for particles at normal incidence.
This is due to two effects: the longer path lenght in the quartz and the larger fraction of light emit-
ted. In the nominal 1.5 T magnetic field, the DIRC radiator polygon, with an internal radius of
80 cm, can only be reached by particles produced (at the IP) with transverse momenta larger than
250 MeV/c.

At the instrumented end, the Cherenkov image is allowed to expand. The expansion medium is
purified water (de-gassed, de-ionized and free of bacteria), whose refractive index matches reason-
ably well that of the bars, thus minimizing the total internal reflection at the quartz-water interface.
About 11.000 photomultiplier tubes (PMTs) of 2.82 cm diameter operating directly in water, col-
lect the Cherenkov light. They are equipped with light concentrators and shielded to maintain the
magnetic fringe field at an acceptable level for PMT operation.

The dominant contributor to the overall detection efficiency is the quantum efficiency of the
PMT. Taking into account additional wavelength independent factors, such as the PMT packing
fraction and the geometrical efficiency for trapping Cherenkov photons in the fused silica bars via
total internal reflection, the expected number of photoelectrons is ~ 28 for a 3 = 1 particle entering
normal to the surface at the center of a bar, and increases by over a factor of two in the forward
and backward directions.
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225 The EMC

The electromagnetic calorimeter (EMC) is located outside the DIRC and within the magnet cryo-
stat. It is designed to detect electromagnetic showers with excellent energy and angular resolution
over the energy range from 20 MeV to 4 GeV. This coverage allows the detection of low energy
s from B and Dg; decays and higher energy photons and electrons from electromagnetic, weak,
and radiative processes.

The EMC is built in two sections, a barrel and a forward endcap (figure 2.11) made of thallium-
doped cesium iodide (CsI(T1)) crystals. Each crystal is a trapezoid with a length that vary with the
polar angle from 16.1 (29.76 cm) to 17.6 (32.55 cm) radiation lengths starting from the backward.
The transverse size of the crystals is chosen to be comparable to the Moliere radius (3.8 cm). The
crystals are arranged in modules that are supported individually from an external support structure.

’«112.7 CM »>|l«<—180.9cm —m»

7-96 8184A1

Figure 2.11: The EMC barrel and forward endcap.

The barrel consists of 5760 crystals arranged in 48 polar-angle (8) rows of 120 crystals each.
The endcap is constituted with 9 radial rows of crystals. The angle coverage corresponds to
—0.916 < c0s0 < 0.895 in the center-of-mass frame.

To obtain the desired resolution, the amount of material in front of and in between the crystals
is held to a minimum. The energy resolution of a homogeneous crystal calorimeter (see fig. 2.12)
can be described empirically in terms of a sum of two terms added in quadrature

OE 01

=L _go, 2.1
E ~ +/E(Gev) -

where E and Og refer to the energy of a photon and its error, measured in GeV. The energy depen-
dent term O arises primarily from the fluctuations in photon statistics, but it is also impacted by
electronic noise of the photon detector and electronics. Furthermore, beam-generated background
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Figure 2.12: EMC resolution as a function of the energy.

will lead to large numbers of additional photons that add to the noise. This term is dominant at
low energies. The constant term, 0, is dominant at higher energies (> 1GeV). It arises from
non-uniformity in light collection, leakage or absorpion in the material between and in front of the
crystals, and uncertainties in the calibrations.

The angular resolution is determined by the transverse crystal size and the distance from the

interaction point. Empirically
c
Op =0p= ———+d (2.2)
7 JE(GeV)
where ¢ =~ 3 mr and d = 2 mr and E is measured in GeV.

The individual crystals are read out by pairs of silicon PIN photodiodes. The diodes are op-
erated at a voltage of 50 V. They have a quantum efficiency of 85% for the CSI(T]) scintillation
light. Calibration is made with a 6.13 MeV radioactive source and using colliding beam events
providing constraints: two-body final states such as ete~ (Bhabhas), yy, and uTp~, as well as
radiative Bhabhas and yyy states, and a clean subset of T — yy decays in more complex states.

226 ThelFR

The instrumented flux return (IFR) is designed to identify muons and to detect neutral hadrons.
Muons are important for CP violation studies, both to reconstruct the J/J — pTl~ decay and to
tag the B flavor in semileptonic decays.

For this purpose, the magnet flux return steel in the barrel and the two end doors is segmented
into layers, increasing in thickness from 2 cm on the inside to 10 cm at the outside. Between these
steel absorbers, single gap resistive plate chambers (RPCs) are inserted which detect streamers
from ionizing particles via external capacitive readout strips.

By grading the segmentation it is possible to improve the performance without increasing
too much the number of layers, in fact muon identification at low momentum and K? detection
improve, for a given amount of absorber, as the thickness of the iron plates decreases. This effect
is most important in the first absorption length.

There are 19 layers of RPCs in the barrel sectors and 18 layers of RPCs in the end doors. Two
additional cylindrical layers of RPCs with four readout planes are placed at a radius just inside
the magnet cryostat to detect particles exiting the EMC. The barrel extends radially from 1.78 to
3.01 m and is divided into sextants; the length of each sextant is 3.75 m, and the width varies from
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1.88 to 3.23 m. Each endcap consists of hexagonal plates, divided vertycally into two parts to
allow opening of the detector and has a central hole for the beam components and the magnetic
shields. The total detector surface is ~ 2000 m?.

The RPC consist of two bakelite sheets, 2 mm thick and separated by a gap of 2 mm. The
resistivity of the bakelite sheets is 10! — 10'2Q cm. The external surfaces are coated with graphite
connected to high voltage (= 8 kV) and ground, and protected by an insulating mylar film. The
bakelite surfaces facing the gap are treated with linseed oil. The RPCs are operated in limited
streamer mode and the signals are read out capacitively, on both sides of the gap, by external
electrodes made of aluminum strips on a mylar substrate.

Each module has 32 x 32 orthogonal strips connected to the readout electronics. Even and odd
numbered strips are connected to different front-end cards (FECs), so that a failure of a card does
not result in a total loss of signal, since a particle crossing the gap typically generates signals in
two or more adjacent strips.

The RPCs operate with a non-flammable gas mixture, Argon based (56.7%). The discharge
generated by a ionizing particle is quenched by Freon (38.8%) that recapture the electrons, and
isobutane (4.5%) that absorbs UV photons. Oil bubblers monitor the flow of the gas before and
after the chambers and protect against overpressure limiting of about 1 Torr.

The efficiency of the RPCs is evaluated with cosmic ray. Two different algorithms are used:
one that uses only IFR information and trigger, the other that uses tracks reconstructed in the
DCH. All RPC modules were tested and their efficiency measured before installation: 75% of
them exceed an efficiency of 90%.

Early test indicated that the RPC dark current was very temperature dependent, increases of
14 —20% per °C. After the first summer of operation, the temperature inside the steel rose to more
than 37 °C and a large fraction of the RPCs(> 50%) showed very high dark currents and reduction
in efficiency. Water cooling has been installed on the barrel and end door steel, stabilizing the
temperature at 20 — 24 °C. After this intervention some of the modules continued to deteriorate.
For some of this, linseed oil accumulated at various spots under the influence of the electric field.
Since summer 2004 substitution of RPC with Limited Streamer Tubes (LST) in the IFR has started.

2.3 Reconstruction methods

2.3.1 Tracking

The reconstruction of charged particle tracks use information from the SVT and the DCH. Charged
tracks are defined by five parameters (dg, @, W, Zg, tanA) and their associated error matrix (see
fig. 2.13). They are characterised by the point of closest approach (P) to the z-axis; dg and z are
the distances of this point from the origin of the coordinate system in the X —Y projection and along
the z-axis, respectively. The angle @is the azimuthal angle of the track at point P, A the dip angle
relative to the transverse plane, and w= 1/py is its curvature. The sign of dy and w depends on
the charge of the tracks. A Kalman-filter algorithm [47] that takes into account the distribution of
material in the detector and the map of the magnetic field is used to find and fit tracks.

Tracks are first reconstructed in DCH superlayers, adding unassigned hits with two procedures
to find tracks that either do not cross the entire DCH or do not originate from the interaction point.
To the resulting tracks the segments found in the SVT are added. Those with the largest number of
SVT layers and smallest number of residual hits are retained. The Kalman fit is performed on the
DCH hits and on the full set of DCH and SVT hits. A minimum of four space points are required
to form a good track. To recover tracks scattered in the support tube an attempt is made to combine
tracks that are only found by one of the two tracking systems.

The absolute tracking efficiency of the DCH is determined as the ratio of the reconstructed
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Figure 2.13: Charged tracks parameter definitions.

DCH tracks to the number of tracks detected in the SVT that fall within the DCH acceptance.
At 1960 V voltage the efficiency averages 98 + 1% per track above 200 MeV/c and polar angle
0 > 500 mrad. At 1900 V the efficiency is reduced by about 5% for tracks at close to normal
incidence.

SVT have a high standalone tracking efficiency for tracks that have low transverse momentum.

This feature is important for the detection of D* decays. A detailed study of the relative efficiency
for slow pion from D* — D%Ttdecays is performed in sec. 2.4.

In BABAR there are standard criteria to select tracks for different analyses. In particular we use

a “very loose” selection (Good Tracks Very Loose, GTVL) and a “loose” selection (Good Tracks
Loose, GTL). The characteristics of the two selections are summarized in the following.

e GTVL:

— momentum P < 10 GeV
— distance of closest approach to (0,0) in the xy plane dy < 1.5 cm

— absolute distance of closest approach to z =0 |z9| < 10 cm

A detailed study on the “very loose” selection, with a computation of relative efficiency and
estimation of the systematic error is given in sec. 2.4.

GTL, in addition to the GTVL criteria:

— transverse momentum pt > 100 MeV
— 12 or more DCH hits

The efficiency for “loose” selected tracks as a function of pt, 8, @ and of the number of
tracks present in the event is shown in fig. 2.14. The average efficiency in data (simulation)
18 96.37% (96.95%) for the HV of the DCH set to 1930 V. To correct for differences be-
tween simulation and data we apply a correction of -0.8% per track. The systematic error
associated to this correction is 1.3% per track. If the event has a track multiplicity higher
than 5, an additional factor of 0.7% to the systematic error should be added to compensate
for the fact that the result was extracted from the analysis of low multiplicity ete™ — 171~
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events [48] while there is a multiplicity dependence. In this case the total systematic error
is 1.4% per track.

[=
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Figure 2.14: Good Tracks Loose efficiency plots for DCH at 1930 V. Black dots are from data and
empty dots are from simulation. Dependence of efficiency on p;, 6, @ and multiplicity are shown
(starting from top left corner). There is a dependence on track multiplicity.

2.3.2 Particle identification

An unbinned maximum likelihood fit is performed to incorporate all information provided by the
measurements of space (emitted Cherenkov angle) and time (arrival time of the photons) from the
DIRC. The angular opening of the Cherenkov radiation cone depends on the particle speed:

1
c0s; = @ 2.3)

where 6. is the Cherenkov opening angle, n is the refractive index of the material and [ is the
particle velocity divided by the speed of light. The reconstructed Cherenkov angle has an ambigu-
ity that can be up to 16-fold. The reconstruction program associates the track with the candidate

PMT signal within the intrinsic PMT time spread of 1.5 ns, overconstraining the measurement and
dealing with ambiguities on the arrival time of photons and situations of high backgrounds.
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The resolution on the track Cherenkov angle is

o Ocy
Ctrack = — —

where Oc y is the single photon angle resolution (~ 10.2 mrad) obtained from di-muon events and
Npe is the number of photoelectrons associated with the track.

Finally a likelihood value is provided for each of the five stable particle types (e, |, T, K, p) for
the track combining the information from SVT, DCH and DIRC.

In sec. 3.3 we will use two Particle IDentification (PID) criteria based on a likelihood value com-
puted using dE /dx information from DCH and Cherenkov angle from DIRC. They are introduced
here:

(2.4)

o KMicroNotPion: itis optimized with respect to kaon efficiency by rejecting identified pions
not compatible with beeing a kaon (“Not A Pion”). A plot of selection efficiency versus
momentum for these criteria is represented in fig. 2.15, 2.16;

e KMicroTight: itis designed to keep mis-identification below 5% up to momenta of 4 GeV/c.
It uses the DIRC only for p > 0.6 GeV/c. The efficiency is lowered by the harder (“Tight”)
requirements, see also fig. 2.17, 2.18
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2.3.3 Photon and 1 reconstruction

Tipically a shower spreads over many adjacent EMC crystals forming a cluster of energy deposit.
Clusters from different showers can merge and algorithms are necessary to differentiate clusters
with one energy maximum from bumps of clusters with more than one local energy maximum.

A cluster should have at least one crystal with an energy above 10 MeV. If surrounding
crystals exceeds a threshold of 1 MeV they are considered part of the cluster and also if they are
contiguous neighbors of a crystal with at least 3 MeV. A bump is associated with a charged particle
by projecting a track to the inner face of the calorimeter. If the distance between the bump centroid
and the track impact point is consistent with the angle and momentum of the track, the bump is
associated with this charged particle. Otherwise, it is assumed to originate from a neutral particle.
Electromagnetic showers are separated from charged hadron showers on the basis of the shower
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energy, lateral shower moments, and track momentum. The lateral distribution of the energy in a
crystal (LAT) is defined in sec. B.2

To reconstruct a T, two y showers are combined. The invariant mass resolution is dominated
by the energy resolution at low energies and by the angular resolution at high energies because the
two photons are almost collinear. In fig. 2.19 is reported the invariant m(yy) for T that satisfy a
loose selection. See sec. 3.2.1 for more details about the selection of T in B — Dy D) decays.
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2.4 *“Soft” pion reconstruction efficiency

The study of the reconstruction efficiency of the “soft” pion and the systematic error associated is
fundamental not only for the Dg;D* decays but also for all the analyses that make use of the D*.
Furthermore the identification of the charge of the D* through the measurement of the soft pion is
also used to tag the B flavor in analyses that need to distinguish between B? and B°.

In this section we will describe a technique, first introduced in [49], to extract the relative
efficiency for low momentum charged pions, also called “soft” or “slow” pions, produced in a D*
decay. We then estimate the systematic uncertainty associated to tracks reconstructed and selected
with the “very loose” criteria defined in sec. 2.3.1.
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2.4.1 Motivations and method

The b quark mainly decays to a ¢ quark, since the CKM matrix element [V¢p| is close to unity;
therefore in a B-factory there is a large production of charmed particles as secondary products
of B decays. In particular, the inclusive D* branching ratio in B decays is high: 22.5% [24].
The main decay mode for a D* is DO1tt (67.7%) but the Q-value for this decay is quite small,
145.42+40.01 MeV, against a Ttmass of 139.57018-+0.00035 MeV [24]; the decay into D10 is also
possible (30.7%) but this is less favoured since the D is heavier than the D% Asa consequence of
the small energy available, the momentum of the pion is also very low (TTy); its detection is difficult
and depends strongly on the magnitude of the transverse momentum, determined by the angle of
the emission in the detector. In general, particles that have low transverse momentum will cross
only a few layers in the detector (or even no layer at all), and are less well measured, with loss of
efficiency.

The goal of this section is to describe a method to estimate the inefficiency in the reconstruc-
tion of the soft pions as a function of their momentum in the laboratory. Since we cannot know
the absolute number of lost soft-pions, we will measure a relative efficiency normalized to the
efficiency for reconstructing high momentum tracks.

This method is based on the determination of the so called helicity angle 8*, of the soft pion
Tk in the two-body decay D** — DO1, defined as the angle between the Ti direction of motion in
the D* rest frame and the direction of motion of the D* (fig. 2.20).

D** Frame

,@ D#

DO

Figure 2.20: Definition of the slow pion helicity angle 8*

It will be shown in par. 2.4.2 that the helicity angle 0* distribution is an even function of
cos 0*. Any asymmetry that may appear in the distributions can be attributed to the efficiency loss
in the detection of slow pions at small values of 8*. To enhance this effect, since a slower D* will
correspond in average to a slower T, we look at the helicity angle distribution in different intervals
of D* momentum. We expect those corresponding to the slower D* to be more asymmetric. In
fact, for a given D* momentum, the relation between the energy of the Tt and cos@* is linear:

En, =Y (Ex +B ppc0s6”) (2.5)

Ef = 145.0MeV, pi, =39.3MeV/c

where Er is the energy in the laboratory, py_and E;_ are the momentum and the energy of the soft
pion in the D* rest frame; y and 3 are the boost parameters of the D* in the B rest frame.

The relative efficiency for reconstructing soft pions as a function of their laboratory momenta
can be finally estimated from combined fit of the experimental helicity angle distributions in eight
D* laboratory momentum bins (sec. 2.4.3).

At PEP-II the D* is produced in both B meson decays and in the fragmentation of cC events.
The p(D*) distribution, fig. 2.21, shows a peak at low momentum from B decays and a long tail at
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higher momentum due to cC fragmentation. The division in eight bins of different widths is also
shown. In each of them the relationship between the slow pion momentum and cos8* is roughly
linear. Fig. 2.21, shows the slow Tt laboratory momentum as a function of cos8*, for each bin
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Figure 2.21: The histogram on the left shows the D* laboratory momentum spectrum for a mixture
of bb and cc simulated events representative of the data collected at the Y{(4S). The distribution is
divided into eight bins. The plot on the right shows the slow Ttlaboratory momentum as a function
of the cosB*, where 8* is the helicity angle defined in the text. The top (bottom) set of points is for
p(D*) bin 8 (bin 1).

of p(D*), for a mixture of bb and cC simulated events representative of the data collected at the
Y(4S). Any given slow pion momentum value is sampled by at least two p(D*) bins. This overlap
makes it possible to determine the efficiency at low momentum relative to the efficiency at high
momentum, where other independent efficiency measurements are possible.

The analysis method including the subtraction of the background is described in par. 2.4.3.
Results are summarized in sec. 2.4.4.

2.4.2 Helicity distribution

Let us now introduce a few basic concepts: the polarization, the alignment and the helicity of the
particles, to understand why the helicity angle distribution is symmetric in D* decays if experi-
mental inefficiency effects are excluded.
In the quark model, a meson is composed of two spin % valence quarks that can combine
to form four spin states in the absence of orbital angular momentum. In the base J, and its z-
component, J;, they are the vector states |1,1 >, [1,0 >, |1,—1 >, and the pseudoscalar state
|0,0 >. The helicity formalism describes the angular distributions and correlations in the produc-
tion and decay of particles with non-zero spin. For a particle with momentum {, the helicity is
defined as .
y_ 3P

il (2.6)
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that in the case of a spin-1 particle is just the z-component of the spin when the z-direction has
been chosen as the flight direction of the meson. The helicity density matrix, whose elements are
formed of bilinear combinations of the helicity amplitudes, is used to organize information about
the spin of a particle. The diagonal elements Py, with Y Py = 1, represent the probability that
the particle has helicity A.

Statistical expectations are that all helicity states of a spin J particle are equally populated, but
production and fragmentation dynamics can lead to polarized particles. A system of particles is
polarized if there is a net angular momentum, i.e. Py) 7 P_x—x for some helicity A. For the case of
a vector meson decaying to two pseudoscalar mesons, the angular distribution can be written [50]

ar '3 .
doose” NOz[(l —poo) + (3P0 — 1)cos*6*] (2.7)

where 0* is the helicity angle defined previously, and Ny is a normalization factor. By using the

variable
_ 3poo—1

o , (2.8)
1= Poo
the angular distribution can be re-expressed as
dr
= N(1 4 acos*6* 2.9
dcos6* (1+ ) 5

where N is a normalization factor equal to 3/(6+ 2a). The value of O can range between —1 and
+00, where the angular distribution would be isotropic if a = 0, proportional to sin’6* if a = —1
and proportional to cos’>8* if o — c0. The O parameter is expected to be zero for D* production
from the continuum, but may be non-zero for D* hadrons from B decay [51]. Since we will have
D* produced in both resonant (trough a B meson from bb) and non-resonant (from fragmentation
in €C) decays, the information on d in the distribution will be mixed-up, at least for low momentum
D*. But the o value is not actually relevant in our analysis, since what matters is the symmetry in
the helicity angle distributions. Moreover with more detailed studies it is possible, in principle, to
disentangle a for bb and cc.

As we already said, we can assume that any asymmetry observed in dI"/dcos®* is therefore
due to a relative efficiency asymmetry that can be mapped on to a specific part of the slow Tt
momentum spectrum.

2.4.3 Analysis Procedure

In this section the procedure adopted to select events with a D* candidate and estimate and subtract
backgrounds is described in more detail. Particular care in background subtraction is needed to
avoid producing additional distortions in the helicity distributions. At the end we will choose a
function to model the soft pion efficiency and fit its parameters. The results are given in the next
subsection.

We select the decay chain: D** — DOttt, D? — K~7tt and charge-conjugate, using only three
tracks: one kaon, one fast pion, and one slow pion candidate. The soft Tt from the D* is recon-
structed following a “very loose” selection (GTVL) as defined in section 2.3.1. The kaon and the
fast pion from the D are also required to satisfy the “loose” conditions (GTL). All the tracks are
required to be in the tracking fiducial volume defined by the polar angle 8: —0.824 < c0s8 < 0.917,
outside this range the tracks fall outside the active detector geometry.

We require a converging vertex fit to combine the kaon and pion tracks into the D candidate.
We fix its mass to the nominal D° mass [24] (mass constraint), then reconstruct the D* with the soft
pion track. We refit the vertex with the slow pion with the mass constraint for the D* candidate,
since this procedure improves the invariant mass resolution,
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Figure 2.22: Signal (zone 1) and sideband regions (zone 2-4) in dm — m(Kr) plane.

To identify the kaon in the D decay we use SVT, DCH and DIRC information: tracks that
satisfy the particle identification requirement (PID) for the kaon hypothesis (KMicroNotPion cri-
teria, defined in sec. 2.3.2) are used to reconstruct “Good-PID” D* candidates. To define a control
sample for an estimate of the background, other D* candidates are formed in exactly the same way,
but using for the kaon candidate a track that does not satisfy the PID requirement (“PID-antiselect”
D* candidates).

The background subtraction procedure uses two kinematic variables: Mpo (the invariant mass
m(KT)) and the difference between the invariant mass of the D* and D° candidates dm = mp« —
Mpo. We define for the two variables a signal region, and a sideband region, that is used to estimate
background events in the signal region by extrapolation. They are defined as (fig. 2.22):

e m(KT) signal region: 1.863 + (3 x 0.007) GeV/c

e m(KT) sideband region: (1.863 — 8 x 0.007) £ (3 x 0.007) GeV/c
and (1.863 + 8 x 0.007) & (3 x 0.007) GeV/c

e Om signal region: 0.1454 £ (3 x 0.010) GeV/c
e Om sideband region:(0.1454 + 14 x 0.0010) £ (6 x 0.010) GeV/c
Reconstructed events can be classified in four categories:

1. Signal candidates: real D° — K—1t" from a D** and a real slow pion from a D**; it should
be in the small box region (zone 1).
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2. real-D° + bad-Ti: a real D° — K~1t" that may or may not have come from a D** com-
bined with a slow pion that is a fake track or did not come from a D**; it should be in the
intersection of m(KT) signal region and dm sideband region (zone 2).

3. bad-D° + real-T: a mis-reconstructed D® with a real slow pion from a D**t. This is mostly
DY — K-K*, D% — K—mrfn®, DY — 1t 1tt, or cases where the kaon and pion assignments
have been swapped; it should be in the intersection of dm signal region and m(KT) sideband
region. This is essentially signal and should not be subtracted (zone 3).

4. Combinatoric background: fake D° with a slow pion that is a fake track or did not come
from a D**;

The real background to be subtracted is the one described in point 2 and 4. The subtraction
procedure requires a few steps for each bin n of the laboratory momentum of the D* pp- and
illustrated in fig. 2.23:

e consider the “PID-antiselect” sample (B) in the m(KT) sideband region (zones 3 and 4);
divide the number of events in the dm signal (zone 3) by the number of events in the dm
sideband (zone 4). This gives the scale factor (f(”)) to extrapolate the background from
sideband to signal in dm in the Nn-th bin of pp-:

f) = 3 (2.10)

e consider the “Good-PID” (S) sample events in dm sideband region, m(KTT) signal region
(zone 2) rescaled by the previous factor. This value is the factor b(™ to rescale background
in the n-th bin of pp-:

b(™ = s{V. £ @2.11)

e use this factor to obtain the rescaled (R) cos8* distribution given by the “PID-antiselect”
sample in dm signal, m(KT) sideband (events in zone 2):

dN ™ dN \™ b
(dcos@*)R - (dcos@*)B2 @ @12)

e subtract the previous result to the same distribution for the “Good-PID” sample in the signal
region (red zone 1) to obtain the final distribution:

n n n
( dN )<):< dN )”_( dN )U o1

dcosB* / ¢ dcosB* /¢ dcosB* /¢
The goal of this rather complicated procedure is to estimate the amount of combinatoric back-
ground and background from real-D° and badly reconstructed Tt in the signal region, using back-
ground samples defined by sidebands, that cover the same soft pion kinematic range within each
p(D*) bin n. The distributions are shown in fig. 2.24 The background subtracted distribution in

cos 6* is fitted bin by bin in p(D*) with the angular distribution function (2.9) convoluted with the
efficiency function:

l— L if P> Po
- B(p—po)+1 2.14
&(p) { 0 ifp < po (2.14)

where pg is the momentum value corresponding to the efficiency threshold and [3 describes how
fast the efficiency function rises to the plateau value. The parameters fitted are eighteen: two for
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Figure 2.23: Background subtraction procedure: the plots on the left show the dm distribution of
the signal (top histogram) and the PID-antiselect m(K) sideband (zoom in the bottom histogram)
rescaled by the factor b computed in eq. 2.11. In this way the two samples agree in the dm sideband
region by construction. The ratio of the area of the two colored regions (zone 3 and 4 in fig. 2.22)
gives the scale factor f, computed in eq. 2.10, needed for comparing the dm signal and sideband
regions (zone 1 and 2 in fig. 2.22) in m(K1t) shown on the right. The integral of the colored region
in the plots on the right gives the amount of combinatoric and real-D° and badly reconstructed 15
background. The excess to the left of the m(K) peak in the signal distribution over the rescaled
distribution from the dm sideband is due to D® — K*K~ and D° — K~ 1.
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Figure 2.24: Helicity distribution and fit results for the on-resonance data. The events are divided
in bins of p(D**) as shown in Figure 2.21, where bin 1 (8) is the lowest (highest) p(D**) bin. The
points with error bars are background-subtracted reconstructed cos 0* histograms and the dashed
histogram is the result of the fit.

each bin in p(D*) (N and o) and two for the efficiency function, 3 and py. Each cos 8* distribution
has 16 bins. Since each bin in each of the cos 8* distributions covers a significant range in cos 6*
and p(D**), a two-dimensional numerical integration is performed: for a given cos 0* bin n (n =
1,16) in the k' distribution in bin k (k = 1,8), if i indicates a step in cos 8* within the given bin
(i=1,10) and j indicates a step in p(D*") within the bin (j = 1, 10), the integration is calculated
as

Snk:Ze(po,B, pij)-Nk(l—chose?‘) (2.15)

1]

pij = / (Biy;P* cos & +YiE*) —m3 (2.16)
The fit is performed minimizing the global X?:
X2 = Z (Drk — Snk)* /0B, (2.17)
n
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where Dy is the height of bin n in histogram k and Op, is the statistical error on Dpy. The
integration above assumes a locally uniform distribution in cos8*. The asymmetry due to the
changing efficiency is largest for the low p(D**) bins, as shown in fig. 2.24. The fit reproduces
the experimental data satisfactorily (see sec. 2.4.4).

2.4.4 Results

The results of the fits are presented in table 2.2 for each DCH voltage subsample, that is for periods
where the DCH tracking efficiency could vary due to different high voltage settings. It should be

Table 2.2: Results of the fit on various sample.

sample B Po X

data 1999-2000 DCH 1900 | 175+ 19 | 66.0£0.4 | 1.60
data 2000 DCH 1960 147£17 | 65.2£0.5 | 1.25
data 2001 DCH 1930 170£11 | 65.2+£0.2 | 2.81
data 2002 17013 | 65.8£0.3 | 2.23
all data 1707 | 65.5£0.2 | 4.78
simulation 148+16 | 65.0£0.4 | 1.40

noted that the BABAR detector, using the SVT also for tracking purposes, achieves a very low
threshold (about 65 MeV/c) for the detection of pions and reaches a relative efficiency of about
90% already at about 100 MeV/c.

The comparison of the relative efficiency curves obtained separately in data and simulation is
useful to estimate the systematic uncertainty on the efficiency for reconstructing soft pions and
in general to a track selected with “very loose” criteria (see fig. 2.25). Taking the integral of
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Figure 2.25: Relative efficiency as defined in eq. 2.14, for slow pions, for simulation (histogram)
and for data (dots).

the efficiency as a function of soft 1T laboratory momentum for data and simulation, the relative
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difference is 0.9%. For high-momentum “very loose” selected tracks the agreement between data
and simulation is extracted from hadronic T decays events [48]. The sum in quadrature of this
number (1.3%) with the previous uncertainty give the final systematic value of 1.6%.



Chapter 3

The B — DyD™ analysis

As shown in Section 1.3, the B — Dg; D(*) decays are the best environment to study the Dg; states.
In this chapter we will describe the analysis and the procedure to measure combined branching
ratios of B and Dg; decays and quantum numbers for the Dg;(2460).

The choice of decay channels and of the intermediate states (for instance D and Ds mesons),
and the data samples used in this analysis are described in Section 3.1, together with the analysis
strategy.

Pre—selection of a reduced data set is described in Section 3.2. Final selection criteria for
intermediate particles 3.3 and for B candidates (Section 3.4) are based on a study of simulated
signal and background events.

The methods used to study backgrounds peaking in the signal region, to estimate efficiencies
and “cross—feed” between different signal channels are described in Section 3.5.

To validate the analysis method, we also use a control sample of decays B — Dg*)D(*) using
the same requirements to reconstruct the intermediate states; the branching ratios obtained are
compared with the available previous measurements (Section 3.6).

Two different naming conventions for the two Dyg; states are based on the masses, D¥;(2317)
and Ds;(2460), and plausible assumptions on the spin, Dgy and Dg;, respectively. The symbol
D™ is used to represent( c))ne of the mesons D, D*°, D~, D*~ and charge conjugates; a similar

convention is used for Dg .

3.1 Analysis strategy

We will consider all the possible B final states containing a D*) and a Dsj mesons, that means the
following eight B decay modes:

e B* — DD, (2317)*; Bt — DDs;(2460)*

e B® - D™D} (2317)*; BO — D~ Dg;(2460)*

e BT — D*'D%(2317)F; Bt — D*Ds;(2460)*

e BO — D* D (2317)*; BO — D*Ds;(2460)*
The Dy; is reconstructed in the decay modes:

e D} (2317)T — D

e Dg;(2460)" — D

45
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e Dg;(2460)T — Dy

What we actually measure is the product of the B and Dsj branching ratios. So at the end we
will have twelve measurements, distinguishing the two Ds3(2460) final states in the same B decay
channel. We aim to observe previously unmeasured decay chains (final state with D**, D*?),
and improve the branching ratio (B) measurements for known decays (final states with D* and
D). We will use the decays BT — D°Dy;(2460)* and B® — D~Dg;(2460)* to extract Dg;(2460)
quantum numbers by means of an angular analysis.

The intermediate states are fully reconstructed in the following decays:

e DO 5 K1, D0 - K-t 0, D0 = K= mt 1t

e Dt — K~ " it

e D — @" and D — K** K+, with @ — KTK=, K* — K="
e D - D1, D*0 — DOy

o D*t =5 DOt

o Di* — Dy

By adding selected ™ or Y to reconstructed Dg*), Dy candidates are constructed, which are sub-
sequently combined with other D®) candidates into B candidates. We use kinematic variables to
disentangle signal and background and selection criteria optimized with simulated events.

In summary, we are considering (DY, DT, D* and D*?) x (D, DngO and DY) final states and
we select at most one B candidate for each of the twelve final state for each event. Events which
are found to be compatible with one of the eight two—body decays B — Dg*)D(*)(O) are discarded
in the Dsj analysis, but are considered separately in order to obtain a useful control sample (see
Section 3.6).

To compute the branching ratios we need to know the total number of BB pairs produced, the
number of selected events, the reconstruction efficiency, the branching ratios of the intermediate
D), Dg*) sub-decays and an estimate of the background.

We take the branching fractions of the intermediate D), Dg*) sub-decays from ref. [24]. The
number of BB pairs and the integrated luminosity are summarized below.

The number of observed events in data is fitted in the m(DS)+) invariant mass distributions
(Section 4.2) subtracting non-peaking background on a statistical basis. These distributions are
constructed selecting one B candidate per event for each of the twelve B mode (Section 3.4.4)
estimating the efficiencies and the peaking background source, the cross—feed between different
signal channels.

This analysis is performed on data recorded by the BABAR detector on the Y(4S) peak between
1999 and 2002. Data taking periods are divided in runs; the data sample corresponds to the runs
1-3. The associated integrated luminosity is £ ~ 113 fb~!, corresponding to [122.1 £ 0.6(stat) +
1.3(syst)] millions of BB events. Simulation studies are performed on generic (eTe~ — qq, BB,
no B — DgyD™), signal (e*e~ — BB,B — DgyD™)) and background (ete~ — BB,B — D' D)
events.

Approximately one hundred million generic decays of each initial state BYB~ and B°B?, where
signal decay modes associated with this analysis are not produced, are mainly used to verify the
absence of background from other processes peaking in the signal region (Section 3.5.1).

To estimate the reconstruction efficiency signal decay modes are produced supposing that

+3(2317) and Ds;(2460) decay are a scalar and a vector mesons respectively. The masses and
widths used are mp,, = 2316MeV/c?, I'p, = 1MeV for Dgy and mp, = 2457MeV/c?, I'p, =
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1MeV for Dgs;. We distinguish different intermediate states, simulating separately modes with the
same B and Ds; decay but different D or D decay. In total we simulated sixty different signal

decay modes, detailed in table A.1.

Two-body decays B — Dg*)D(*) are expected to be a major background to the B — D:Jﬁ(*)
analysis: the specific selection criteria applied to suppress it is described in Section 3.4.2 and
Section 3.5.2). Therefore, samples of 55000-61000 events per Ds x D decay submode (e.g. @It x
Krt,...) have been simulated. The detailed list of modes is given in table A.2. This sample is
also used in a measurement of B — Dg*)D(*) branching ratios (Section 3.6), which provides an
important cross check of the analysis procedure and the detector model.

3.2 Pre—selection

In this section we will describe the selection of the intermediate particles that will be used to
reconstruct the B decay modes.

First of all we do not process all the BABAR data but only those that satisfy minimal requirement
to be a multi-hadron physics event candidate [52].

e at least three loose selected tracks in fiducial volume 0.41 < 0 < 2.54 ;

e the ratio of the second to the zeroth Fox-Wolfram moment (calculated from the selected
tracks + neutral) R2 < 0.5 (see Section B.1);

e Total energy (charged + neutral) > 4.5GeV;

e Xy distance (see Section 2.3.1) between primary vertex and measured beam spot 4 /AZ + A)Z, <
0.5cm;

e 2z distance (see Section 2.3.1) between primary vertex and measured beam spot |A;| < 6 cm.

The primary vertex is computed using a fast algorithm that uses only the charged tracks. To
compute the total energy, the neutral clusters used are in the angular region 0.41 < 8 < 2.409 and
have an energy greater than 30MeV. The efficiency of keep BB events with this requirements is
very high: egg = 0.954.

Hadronic events contain a rather large number of tracks and photons: to reduce the combi-
natorics we use a pre-selection procedure. Only those D and D{ candidates and theirs parti-
cles daughters that satisfy the criteria discussed below are actually considered (Section 3.2.2),
before combining them with a selected ™ or Y (Section 3.2.1) to make the final B candidates
(Section 3.2.4).

3.2.1 Reconstruction of 1 and 1° veto on y

Reconstructed T candidates are built from pairs of photons with an energy E(y) > 30MeV and
a lateral shower shape consistent with the expected pattern of the energy deposit for an electro-
magnetic shower. This is expressed by requiring LAT < 0.8 (see Section B.2). The invariant mass
is required to be in the window 115 < m(yy) < 150MeV/c?. To improve the T momentum res-
olution, a mass constrained (see Section 2.4.3) fit is applied to the 1 used in the D°, D*0, and B
reconstruction.

Single photons are used in the decays D** — Dy, D+ — Dz, and B — D®*)D¢y. The photons
selected have E(y) > 100MeV and LAT < 0.8. To reduce the huge combinatorial background
from T® — yy decays, a T veto is applied: photons should not belong to a T candidate built from
two photons with E(y) > 100MeV and LAT < 0.8, and having an invariant mass 115 < m(yy) <
150MeV/c?.
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3.2.2 Reconstruction of the D°, D* and D mesons

The decay modes with higher reconstruction efficiency and large branching fraction are chosen to
reconstruct intermediate mesons. The first one is mainly affected by the number of charged tracks
and photons in the final states. Track reconstruction efficiency is higher than photon reconstruction
efficiency, and we discard final states with low product of efficiency and branching fraction (£3),
as an example D® — K¢ 1" 11, and D** — D1 where the neutral pion have also rather small
energy (see Section 3.2.3). In the D{ decays, the presence of an intermediate particle, like the @in
the D — @t decay, can be used to reject the combinations using a mass cut with little efficiency
loss. We choose to fully reconstruct D and Ds mesons in the modes reported in table 3.1, with the
corresponding branching fractions. The branching fractions for ¢ — KtK~ and K*0 — K*1tF are

Table 3.1: D, D mesons branching fractions [24].

Mode Branching Fraction (%)
DO —» K 1t 3.8040.09

DO — K-t 13.0+0.8

DO —» K-t 7.4640.31

Dt — K-mrhrt 9.240.6

D — @t x @— KTK~ 1.77+0.44

D — K*OK*) x K* — K=t 2.2040.60

(49.1 £0.6)% and ~ 66% respectively.

The selection criteria used at the pre—selection level to reconstruct the D’s are summarized
in appendix A.2 (Table A.3 for D° and D* and Table A.4 for Ds). Charged pions are selected
between tracks that pass a very loose selection (GTVL, see Section 2.4.3). Charged Kaons are
selected between tracks that pass a very loose selection and are required to satisfy the PID for the
kaon hypothesis (KMicroNotPion, see Section 2.4.3). The invariant D mass is required to be in
a wide window centered at the nominal D mass value [24], varying from £30MeV to £50MeV
depending from the decay mode. The D? — K~ 11" 1 require a wider window because the energy
loss of the photons from T can cause an asymmetric mass distribution with a queue at low values.

For the decays D — @t and DF — K*? K*, the @ candidates are reconstructed from K*+K—
pairs with a mass within +12.5MeV/c? of the nominal @ mass; the K** candidates are built from
K+ pairs with a mass within +25MeV/c? of the nominal K** mass. The invariant D" mass is
required to be in a =30MeV window centered at the nominal D;r mass value [24].

D(s) candidates are built by combining the kaon, pion(s) and 1 fitted to a common vertex but
with no requirement of convergence. This computation is useful to have another handle for the
final selection.

3.2.3 Reconstruction of the D*, D** and DZ mesons

The decay modes used to reconstruct D*, D*? and D} mesons together with their known branching
fractions [24] are summarized in table 3.2.

D*+ — DOt are reconstructed by combining the D° candidates defined above with a charged
track, applying the very loose selection. The mass difference Am between the masses of D* and
DY candidates is required to be within 4.1 MeV/c? of its nominal value [24], 5.1MeV/c? for the
case in which the D is reconstructed into the channel D® — K~ 1t 10,

D*0 — DO decays are reconstructed by combining the D candidates defined above with T
candidates built as in 3.2.1. A p*(T) < 450MeV/c cut is applied on their momentum in the Y(4S)
frame. The reconstructed D** — DY mass difference is required to be 138 < Am < 146MeV/c?.
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Table 3.2: D*, D*¥ and D¢ mesons branching fractions [24].

Mode Branching Fraction (%)
D*t — DO 1t 67.7+0.5
D*0 — DO 61.9+29
D* — DO 38.1+£29
D! — Dsy 942425

The D* pre—selection criteria are listed in table A.5. Decays D** — D% and D" — Dy
are reconstructed by combining the D® or D candidates defined above with a T vetoed pho-
ton (sec.3.2.1). D*? (Dg) candidates are selected if the D* —po (Dt — DY) mass difference is
112 < Am < 172MeV/c? (114 < Am < 174MeV/c?). The Am mass difference for the D*, D*? and
Ds are reported in Figure 3.4 for data and simulation (see also Section 3.3.1).

3.2.4 Reconstruction of the B meson

The D™ and Dg*) candidates, as defined above, and T or y candidates are combined together
reconstructing each one of the final states D(*)Dg*), D(*)D_g*)no and D*)Dgy. Neutral pions are
built as described in section 3.2.1 with no momentum or energy requirement. Photons are selected
as described in section 3.2.1 with the T veto.

We define two kinematic variables related to the reconstructed B. The energy substituted mass

(MEs):

Mes =/ (Egean)? — (P52 (3.1)

and the energy difference AE:
AE = Eg — Epean (3.2)

where E, - is the beam energy and Eg and pg are the energy and momentum of the B in the center
of mass of the Y{(4S) frame. These quantities are in good approximation uncorrelated, since the
uncertainty on AE is dominated by the Eg contribution:

O(AE) = \/(G(EE))? + (O(Egeam))* (3.3)

with the uncertainties 0(Eg) ~ 10 —20MeV and 0(E},,,) = 1.5MeV, while the uncertainty on
Mgs is dominated by Ep, .

(i) = -/ (EgeanO Eean))* + (PE0(P5))’ G4
with B}, & 5GeV, p§ ~ 300MeV, and the uncertainty o(pg) ~ 15MeV.
A correctly reconstructed B meson will have a AE around 0 and a mgg that will peak at the B
mass. The scatter plot of the two variables is shown in Figure 3.1 while projections are shown
in Figure 3.2. The signal for both variables can be modeled with a Gaussian function, while
background of the mgg distribution is modeled with an Argus function [53]:

4
*

beam

f(mes;A, &) = Amesy /1 — (3.5)

where the free parameters § model the shape of the function and A is a normalization factor.
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Figure 3.1: Scatter plot of AE vs mgg in the pre—selected region. Projections are reported in
Figure 3.2. This example is taken from B™ — D**Dy mode reconstructed in data.
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Figure 3.2: Projections of mgg and AE variables in the preselection plane. The Argus+Gaussian
fit is shown for the mgs plot. This example is taken from BT — D**D¢'y mode reconstructed in
data.

We apply a preselection requirement 5.15 < mgs < 5.35GeV/c? and |AE| < 300 MeV. All
the B candidates and their daughters components, satisfying these cuts are kept in consideration
for further study. As we will see in section 3.4.4, only one B candidate will be chosen for each
mode for each event.
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3.3 Optimization of D, Dy and D* final selection

In this section we describe the steps used to improve the significance of the signal yield in each of
the decay channels. We define a signal region in the two variables mggs and AE (see Section 3.2.4)
and look for a peak in the D_g*)”LTl0 or Dy invariant mass spectra at the Dgy mass.

The resolution in Mgg is independent of the decay modes considered and we therefore select
B candidates by applying a common selection 5.272 < Mgg < 5.288 GeV/c2. On the contrary, the
AE resolution depends on the B final states, as an example it depends on the number of produced
gammas. We have studied the AE resolution from the signal simulated sample (see Section 3.4.1).

The selection criteria are optimized individually by maximizing the significance ratio:

S
VS+B

the expected signal S is determined from the number of BB events (Section 3.1), using the efficien-
cies extracted from the signal simulation (Section 3.5.3), the already known intermediate branch-

ing fraction from [24] and assuming a branching fraction of 10~ for B(B — Dsoﬁ(*)) x B(Dg, —
D¢ 1), B(B — DAD™) x B(D{; — D7) and B(B — D;D™) x B(D{; — D{y). The back-
ground B is determined from the data, by selecting events in the AE, mgg signal region and ex-
trapolating the background from two symmetrical, 40 wide sidebands in m(Dg*)+Tl0) or m(D{y)
around the Dg; mass.

(3.6)

In Section 3.3.1 we show the mass spectra from inclusive D(:)) pre—selected samples and the
choice of the cut based on the width of the distributions; in the subsequent sections we define
different D°, D1, D;F selection levels, based on kaon and pion particle identification (see Sec-
tion 2.3.2), and vertexing, starting from the loosest level and adding new cuts to the tighter level.
To establish the best combination of cuts, different combinations are tested on the pre—selected
sample sequentially, varying one cut at a time and the final significance is then computed for each

of the decay modes.

3.3.1 Resolutions

The D and D{ invariant mass distributions where studied from the inclusive mass spectra of all the
D’s present in the events after the pre—selection. The same procedure was applied to the simulated
signal events, to compare the D reconstruction in the data and in the simulation. The resulting
spectra are shown in Figure 3.3(a) for the data and Figure 3.3(b) for the simulation. The average
reconstructed masses and mass resolutions are given in Table A.6. The resolution 0, found in the
data, is 11.8 MeV/c? for D’ — K~ 1tt 1 decays and varies from 5.3 to 6.3 MeV/c? for the other
decay modes.

We retained D and D¢ candidates within a mass window around the average reconstructed
mass. To choose the window width we use an optimization procedure. We tryied all the combina-
tions 2, +2.5 and £+3 o0 mass cut for D, D;r, then evaluate the variation of significance (eq. 3.6)
for each decay mode. The combinations that maximize the significance is retained. The same
procedure will be used for AE, (Section 3.4.1). We set at +3 0 around the average reconstructed
D and D masses (Table A.6) the cut for the cleanest modes (K~ 1t",K~ 1t 10", @), while for
modes with more background (K~ 1tt 1, K~ 1t 10 1+, K*O K™) the cut is set at +2.5 ©.

The D* and Dy reconstruction has been studied in the same way and plots of the D* — D mass
are shown in Figure 3.4 . The corresponding resolutions are given in Table A.7. From these results
the following cuts are applied in the final D* selection:

e D*t — DO1r": 143.4 < Am < 145.4MeV/c?
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Figure 3.3: D mass fits for (a) the data and (b) the simulated signal. For D and some Dy modes,
the simulation is a bit too optimistic in the reproduction of the background.

e D' — D1: 140.0 < Am < 144.0MeV/c?

o D — D%: 132.0 < Am < 152.0MeV/c?

e D! — Dgy: 133.8 < Am < 153.8MeV/c?
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Figure 3.4: D* mass fits for (a) the data and (b) the simulated signal

3.3.2 DY — K~ 1" selection

From this section trough Section 3.3.6 we look for tecniques to suppress background in the pre-
selected sample. Some of them are common to all the subdecays considered here. Kaon PID
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requirements (see Section 2.3.2) and vertex probability cut are useful to suppress combinatorial
background but not always this effect is balanced by the loose in efficiency. The cleanest modes
such as DY — K~ 11T, that have few tracks in the final state and lower combinatorial background,
do not require a tight kaon PID cut, as we will see.

We try each combination of cuts for DY, D, and D¢, then we compute the significance as in
eq. 3.6 for each subdecay mode. The combination of cuts that give the higher value of significance
for each mode is considered as the optimal one.

To improve the D? — K~ Tt" selection we tested three sets of selection criteria:

1. requiring the K¥ to satisfy the KMicroNotPion PID criteria (as defined in Section 2.3.2) and
have a momentum p(K) > 250MeV

2. adding a tight PID criteria to the K* (KMicroTight);

3. requiring that the KTt vertex fit has converged and that the X vertex fit probability satisfies
prob(x?) > 1073.

For a majority of decay modes, the best significance ratio is obtained using the loosest of these
cuts, i.e. KMicroNotPion PID criteria and p(K) > 250MeV. Therefore, this cut is used in the final
analysis for all the B decay modes studied here.

3.3.3 D% — K= 1t 0 selection

The D° — K~ 1t" 1 decays occur mainly trough the resonances K*(892)°, K*(892)~, or p(770) .
We use these resonances to reduce the background in this decay mode, calculating the decay
probability in the (mZK_Tﬁ;mZK_Tp) phase space. Indicating with i, j, and k the three particles K,
T, and Tr" we define in the k — i center of mass system the angle ij as the angle between the
momenta J and Jj. For each possible resonance R the decay amplitude AR is:

Lusyys
Cre 150 4/ 58 cos 6%,
- m- (3.7)

= e
mR—mij—|7

i and | are the indexes of the particles that make the resonance R; I'g and mg are the width and
mass of R from [24], and Cg and @r are the amplitude and the phase of the resonance in the decay
D% — K~ rtt 1. These parameters were determined in the E691 experiment [54] (see Table 3.3).

Table 3.3: Parameters of intermediate resonances in the D® — K~ 1t 1 decay.

Resonance mgr (MeV/c?) | Tr (MeV/c?) | Cg R
K*(892)° > K1 896.1 50.7 3.19 | —13°
K*(892)~ > K-1® |  891.66 50.8 296 | 68°
p(770)* — T 10 766.5 150.2 8.56 | 40°

We take the amplitude of the non-resonant part as reference with 4y = 1. Then we compute
the probability density:

Poo_y-rore (M (K1), m (K°10)7) = Ao+ Ao + Ao + Fps | (3.8)

This probability, convoluted with two gaussian resolution functions, is used to compute the “Dalitz
Weight” (Dw). A simulation of D? — K~ 1t" 1 events is shown in Figure 3.5, on the left without
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any requirements, on the right with the requirement Dw > 10. This requirement raises the purity
from 3.2% to 4.6% while keeping the efficiency at about 90%.
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Figure 3.5: Dalitz plot for D — K~ mtt 1 simulated events: signal (left) and after the requirement
Dw > 10 (right).

The following set of cuts have been tested for the selection of D® — K~ 1t 1°:

1.

requiring the K~ to satisfy the KMicroNotPion PID criteria and have a momentum p(K) >
250MeV. Require also the T energy to satisfy E (1) > 200MeV;

requiring tight PID criteria (KMicroTight) for the K

. cut on the dalitz weight Dw > 10;

requiring both photons from the T to have an energy E (y) > 50MeV;

requiring that the KT vertex fit has converged and that the X vertex probability satisfies
prob(x?) > 1073,

As in Section 3.3.2, we establish that for modes B — Dg;D*t (D*t — DOrtt) the best cut is the
loosest one (i.e. KMicroNotPion PID criteria and p(K) > 250MeV). For all the other modes, the
selection with KMicroTight and Dw > 10 is chosen.

334 DY — K 1 1 1t selection

Since the large number of tracks the vertex cut is very powerful to remove background. The effect
of the vertex cut is shown in Figure A.1. The following set of cuts have been tested for the selection
of D" — K~ " mr '

1.

requiring the K™ to satisfy the KMicroNotPion PID criteria, have a momentum p(K) >
250MeV;

. requiring tight PID criteria (KMicroTight) for the K—;

requiring that the KTot vertex fit has converged and that the vertex x> probability satisfies
prob(x?) > 1073;
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4. requiring that all the three Tt tracks satisfy the GoodTracksLoose selection criteria.

As in Section 3.3.2 we establish that for modes B — Dg;D** (D*t — DO1th) the best cut is found
to be the loosest one (i.e. KMicroNotPion PID criteria and p(K) > 250MeV). For all the other
modes, the selection with KMicroTight and p(K) > 250MeV and prob(x?) > 1073 is chosen.
335 DT — K~ " " selection

The following set of cuts have been tested for the selection of D — K=ttt

1. requiring the K~ to satisfy the KMicroNotPion PID criteria and have a momentum p(K) >
250MeV;

2. requiring tight PID criteria (KMicroTight) for the K™;

3. requiring that the KTuT vertex fit has converged and that the X2 vertex probability satisfies
prob(x?) > 1073.

As in Section 3.3.2 we establish that the loosest selection, i.e. KMicroNotPion PID criteria and
p(K) > 250MeV, is found to give the maximum significance and is therefore chosen.
3.3.6 DI — @t and DF — K*0 K+ selection

The two particles @ and K* have J° = 1=, They are recontructed in their decays @ — KK~
and K* — K—1tt. Inclusive invariant mass distributions of the two resonances in our data are
reproduced in Figure 3.6.
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Figure 3.6: Inclusive invariant mass distributions of the ¢ candidates (left) and of the K* candi-
dates (right), in data events.

The decays Dy — @t and D — K*0 Kt are of the type 0~ — 1707: as a result the @ and
the K* are polarized. Defining a helicity angle as in Section 2.4.1, it is possible to separate signal
from background using the two different helicity-angle distribution shapes. Background should
not show any polarization and should have a flat helicity angle distribution. In Figure 3.7 and



56 CHAPTER 3. THEB — Dg;D*) ANALYSIS

7000 —
50000

6000

5000 - 40000

4000
30000

3000

20000 |-

2000

10000 |-
1000

e e B S ey
0

. 0. .02 0.4 0.6 0.8 1 1.94 1.95 1.96 197 1.98 1.99

cosHelicity m(D)

]

GeV/c? GeV/c?

Figure 3.7: (left) Helicity angle distributions for Dy — @™ candidates, with 1.955 < m <
1.977 GeV/c?; the shaded histogram shows the same distribution from background events with the
complementary selection for mpy ; (right) invariant mass distribution for D — @rtt candidates;
the shaded area corresponds to the events after requiring |cos(6p)| > 0.3.

Figure 3.8 are reported, on the left, the helicity angle distributions for @ and K* candidates that
come from Dy candidate that have 1.955 < m < 1.977GeV/c?. The shaded histogram shows the
same distribution from background events with the complementary selection for mp. The effect
on the D mass distribution of a |cos(6f)| > 0.3 requirement is shown on the right. The following
set of cuts have been tested for the selection of D — @™ and DF — K*0 K*:

1. using an invariant mass window on the @ (K*) at 1005 < m(K*tK~) < 1035MeV/c? (821 <
m(K~1t") < 971 MeV/c?);

2. requiring that the helicity angle satisfies |cos(6p)| > 0.3;
3. requiring that at least one K satisfies the KMicroTight criteria;

4. requiring that the @It or K*K vertex fit has converged and that the x> vertex probability
satisfies prob(x?) > 1073;

5. requiring that both K* and K~ satisfy the KMicroTight criteria.

The optimal selection depends not only on the Dy decay but also on the B mode considered. The
selection choices after the optimization are summarized in table A.9.

3.3.7 Selection summary

A short summary of the D, Ds and D* selection criteria is provided in Tables A.8, A.9, and A.10.

3.4 B final selection

In this section we will describe the final selection of B candidates: we define a B signal region
in (Mgs,AE) plane (Section 3.4.1); we introduce a veto on the two-body B — Dg*)D(*) decays
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Figure 3.8: (left) Helicity angle distributions for D — K*® K* candidates, with 1.955 < m <
1.977 GeV/c?; the shaded histogram shows the same distribution from background events with the
complementary selection for mp,; (right) invariant mass distribution for D — K*0 K+ candi-
dates; the shaded area corresponds to the events after requiring |cos(6p)| > 0.3.

(Section 3.4.2), and a kinematic cut on the D*1, DT, or Dy invariant mass (Section 3.4.3); we
study the multiplicity of B candidates in the signal region after applying all the cuts (Section 3.4.4).
We then develop a method to select only one B candidate per final state per selected event. Finally,
we present the yields results (Section 3.4.5).

3.4.1 AE resolution and signal region

As explained in sec 3.3, the mgg signal region is independent of the decay modes considered and
we define it as:
5.272 < mgs < 5.288GeV/c?. (3.9)

The AE resolution instead depends on the B final state. Using signal simulated events, we obtain
the AE spectra in Figure 3.9. The selected candidates have 5.272 < mgs < 5.288GeV/c? and a
D_g*)JrT[0 or Dy mass in the expected Ds; signal invariant mass region. In this plot, we separate
the Djﬁ(*)no final states (upper plot), the D’S*J“B(*)Tlo final states (middle plot) and the D 5(*)y
final states (bottom plots). An asymmetry in the AE distribution of the B — D.jlﬁ(*) (Ds1 — DTy)
events is visible. This can happen if part of the electromagnetic shower is not completely contained
in the calorimeter. This appear as an excess at low values in the AE distribution. In the Dg*HTlO
final states the mass-constrained fit applied to the T allow a much better energy resolution and no
tail in AE. A shift of about AEj = —4MeV (Table 3.4) is also observed on the AE central values.

To define the AE signal region we conducted an optimization study as in Section 3.3.1. We
computed the significance retaining events in the region |AE — AE| < nOag where n =2.0,2.5,3.0.
We establish that a 20 cut on AE gives the best significance ratio for most of the modes. Therefore,
in all the following the AE signal region is defined to be:

|AE — AEy| < 20n¢. (3.10)
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Figure 3.9: AE resolution for the simulated signal: from top to bottom, events with D¥,(2317)* —
DI, Dgy(2460)t — D1, and Dgy(2460)" — D{y.

In Figure 3.10, we show the reconstructed D 1€, D1, Dy mass spectra for B — Dg;D*)
signal simulated events lying in the (mgs,AE) B signal region defined previously; the final selection
criteria have been applied and the submodes with the same ngH decay are summed. The invariant
mass resolutions Op, predicted by the simulation are about 8 MeV/c? for Df; — D 1 and D, —
D:T1; they are about 13MeV/c? for DJ; — DJy (Table 3.4). As already seen in AE distributions

the resolutions are better for D 1, D1 than for D{y.

Anticipating our results, from the fits performed on the data (Table 3.6) the values used for
defining the AE signal region in the data are AEg=-5MeV, opg = 16MeV for the T final states
and gpe = 20MeV for the Y final states. The uncertainties on these numbers, about 3MeV, are
accounted for in the systematics errors.
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Figure 3.10: m(Ds;) resolution for the simulated signal: from top to bottom, events with
D%(2317)T — D10, Ds;3(2460) " — D10, and Dg;(2460)* — D{y.

3.4.2 Rejection of B— DY'D™) decays

Two body decays B — Dg*)D(*), have a branching fraction of (4.9 + 1.2%) average of B?, B*
decays [24]. When associated with a random y or TC, they can form a significant combinatorial
background to the Dg*)+D(*)y and D{Y DM TC final states from B — DgyD™). To fight this back-
ground a veto is applied on the two body decays B — Dg*)D(*): these decays are reconstructed
using exactly the same D, Ds and D* selection as in the Dgj analysis. If a B — Dg*)D(*) candidate
with mgs > 5.27GeV/c? and |AE — AE,| < 20MeV is found in the event, then this event is rejected
in the B — Dg;D™*) analysis. The effect of this selection can be seen in Figure 3.11 for signal
simulation and Figure 3.12 for data. The effect on the simulated control sample B — Dg*)D(*)
is discussed in Section 3.5.2. As one can see in Figure 3.11, the efficiency loss on signal events
introduced by this selection is negligible.
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Table 3.4: AE and m(Ds;) resolutions for simulated signal, from a single gaussian fit to the spectra
of Figs. 3.9, 3.10

mode (AE) (MeV) | oae | m(Ds3) (MeV/c?) | on
B— D" (Df; —» D) | -3.1 12,6 | 2314.5 75
B — DD (D — DI+10) | -3.1 12.1 | 2455.7 7.5
B— D;;D" (Dyg »DFy | -36 16.1 | 2455.8 13.0
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Figure 3.11: Effect of B — Dg*)D(*) veto on signal simulation. The top row of plots shows Dyg;
mass distributions with (shaded histogram) and without the veto. The effect is negligible on this
scale. The bottom row shows the D{" 1 /Yy mass spectra of the vetoed events.

3.4.3 Kinematic D™ 1/y selection

We studied a selection both on the 5(*)Tl0, ﬁ*y masses and on the T or y momentum to improve
the separation of the signal from the combinatorial background. Figure 3.13 shows the D1 and
D~ ymass spectra for combinatorial background events selected in the data from the AE sidebands,
and for simulated signal B — DJ;D™ events. A clear difference is observed in these mass spectra

between the data and the combinatorial background. Other B — D$5(*)decays involving D,
D** and D*° show similar spectra. Details on the optimization of this selection are shown in
Appendix A.3 where the fractions of selected events are shown, both for the signal and for the
background, separately for each of the twelve final states.

The best separating power is obtained, for each of the modes, by a cut m(D1?,y) > 2.3GeV/c?
for modes involving D’s and m(ﬁ*rf’,y) > 2.4GeV/c? for modes involving D*. This selection was
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adopted in all the results presented below, unless explicitly stated. We checked that for all the
twelve modes, this selection improves the significance ratio.

A cut on the yor T momentum was also found to give a good separating power between signal
and background, but it is slightly less efficient and is correlated with the mass cut. Therefore, we
decided not use it in our analysis.

3.4.4 Multiplicity studies

Fof final states with T and y a rather large number of B candidates is found in the signal (Mgs,
AE) region in the selected events. This is due mostly to the large combinatorial backgrounds.
We define the number of these B candidates per each submode as the multiplicity per selected
event. We show in Figure 3.14 the multiplicity distributions for data and simulation summed on
the submodes. To reduce the multiplicity, we studied algorithms to select either only one candidate
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Figure 3.14: Multiplicity distributions for data and simulation. The x-axis is number of candidates
for each submode per event after all selection criteria have been applied (except for selecting best
candidate per sub—mode). Distributions for the sub—modes have been summed for clarity.

per B mode per event or only one single B candidate per event. To select the best B candidate, we
tested three different criteria:

e AE: if multiple candidates are present, only the B candidate with the smallest |AE — AE| is
selected.

e mgs: if multiple candidates are present, only the B candidate with the smallest |[Mgs — Mgsg|,
with Mgsg = 5.279GeV/c?, is selected.

e X%: a X°, based on the D, Ds and D* masses differences vs their nominal reconstructed
masses divided by the resolution, is built. If multiple candidates are present, only the B
candidate with the smallest X is selected.
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Table 3.5: Efficiency and significance computed for different selection criteria of the B candidate.
These values are obtained after applying all the selection requirements, differing only for the final
candidate choice. The mode considered is B — D~DJ; (D4, — Dfy,D* — K~ " ", D —

).

1 candidate/event | 1 candidate/B mode
X* [ mes | AE | x> | mgs | AE

efficiency (%) | 3.12 | 470 | 5.35 | 5.36 | 6.38 | 6.62
significance | 1.89 | 2.40 | 2.58 | 2.59 | 2.85 | 2.91

From a study on simulated data we found that selecting one candidate per mode based on the
smallest |AE — AEy| is the most efficient (see Table 3.5). Therefore it has been chosen to fill
the histograms of m(Dg*) ), m(Dsy) spectra, from which we extract the B — Dg3;D*) branching
fractions. Of course this criterion is biasing the AE spectra of the selected events and it will
therefore not be used either when presenting the AE spectra of the selected candidates or when

searching for resonant backgrounds in the AE sidebands. Without this selection and taking all
candidates, the final multiplicity (number of Dg; fitted from the Dg*)Tp or DY mass spectra) is 1.1-
1.2 candidates per selected event for modes Dsyand 1.2—1.4 candidates per selected event for DT
modes.

3.4.5 Evidence for signal in the data

Before proceeding with the extraction of branching ratios, we sum all the modes with the same D
decay channel and look at the kinematic variables AE, mgs and at the DsT, DT, Dgy invariant
mass distributions. We expect to see the signature of B — DgjD*) decays in the AE and mgg plots
and DS)Jr signal peaks in invariant mass plots. We will use these distributions to estimate the

resolution of AE and m(DS)+) in data and also as a cross-check: the signal yields obtained fitting
the kinematic variables AE or mgs or m(DS)+) should be the same within errors. Since we need
the AE variable to choose one B candidate per mode, for this cross-check we use distributions
without this requirement.

We already defined in the AE vs mgg plane the B signal region: 5.272 < mgg < 5.288GeV/ c?
and |AE — AEq| < 20pF (see Section 3.4). Now we also define in the DM [y] mass spectra a
signal region

Im(D 1) — m(DYH)| < 2.501 G.11)

and a sideband region
40m < Im(DL 7 ]y)) —m(DG)] < 120m (3.12)

with m(D{") = 2.317GeV/c? (2.460GeV/c?) for DF 1@ (D:* 10, DY ).
The AE, mgg spectra of selected events are shown in Figure3.15 for each of the three DS)Jr
(*)+ ()

final states, after combining the charged and neutral B — Dy modes and summing over all

the D™ and Dg*)+ decays. No requirement of one single B candidate per mode is applied. The
signal region of the other variable is selected. Data points are from m(DSH) signal region, while
the cross-hatched histograms are from the m(DS)J’) sidebands. Clear signals for B — DgjD™*) are
observed in all channels.

In these plots, the AE resolution and offset in the data is fitted using the sum of a gaussian
function for the signal and a polynomial background. The fit results are summarized in Table 3.6.
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Figure 3.15: AE (left), mgg (right) spectra for the B — D™D candidates: (a) D% (2317) —
DS, (b) Dsy(2460) — DT and (c) Ds;(2460) — DFy. Data points are from events within
2.5 o of the reconstructed DS)+ masses and the cross-hatched histograms are from the m(ngH)
sidebands. Curves are the results of the fits. The requirement of one single B candidate per mode

is not applied.

From the simulation (see Section 3.4.1), we expect that the resolution for DsT” and DT modes
should be the same. Because of the large background in the DsT” mode we fix in the corresponding
fit the Opf to the value obtained in the fit to the D1 mode. We also fit the mgg spectra using the
sum of a Gaussian signal and Argus background function. The yields extracted from the mgg and
AE spectra are in agreement (Table 3.6).

Table 3.6: Number of events and AE resolutions for data, from a single gaussian fit to the AE
spectra of the DDy ), D™Dz 1) and D™*'D¢y) final states (Figure3.15). Because of large
backgrounds in the DT channel, oae had to be fixed to the same value of the channel D10, as
expected from simulation. The yields obtained from a fit to the mgg spectra (gaussian signal +
argus background function) are also indicated.

Mgs AE AEy
mode yield yield (MeV) OAE

B— D§,D®) (D, — DIT’) (sum) | 11617 | 85+24 | —2.7+£4.8 | 16 (fixed)
B — DJ;D®) (Ds; — DI*1) (sum) | 98£12 | 99+18 | —6.2+3.1 | 15.94£2.6
B — D{,D*) (Ds; — Dy (sum) 150+ 16 | 161+£21 | —7.6+2.5 | 18.94+2.3

Finally, to define the signal region we use an offset AEj = —5MeV and a resolution Oag =
16MeV (10 final states) and Oag = 20MeV (y final states). The width of the signal box is approx-
imately £3 0 in mgs and +2 0 in AE.

Figure 3.16 shows the reconstructed D1, D§Tl0 and Dgy mass spectra in the data (summed
over the different B modes), without the requirement of one single B candidate per mode. The
data points show the Dg*)no,y masses from events with |AE — AE| < 20, (signal region) and
the histograms are from events with 405 < |AE — AEy| < 60z (sideband region). A clear Dg;

signal is visible on each of the Dg*)Tp, y mass spectra from the AE signal region, while this signal is
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Figure 3.16: Dg*)no, Dgy invariant mass distributions for data events without the requirement of
one single B candidate/mode. Data points: events with |AE — AEy| < 20ag. Histogram: events

with 40pp < |AE — AEg| < 60pg. (a) sum of B — D;Bﬁ(*), D4, — Dst decays; (b) sum of
B — DD, Df — Dyt decays; (c) sum of B — D; D', D% — Dgy decays.

not present for the events from the AE sideband. The spectra of Figure3.16 have been fitted by the
sum of a gaussian decribing the signal function and an exponential function for the combinatorial
background. The fitted numbers of events and Dsj parameters are given in Table 3.7.

Finally we require only one candidate per B mode in each event using the best AE criteria
(Section 3.4.4). The Dg; mass spectra (Figure3.17) are from events in the AE signal region, defined
above. These spectra have been fitted by the sum of a gaussian signal and exponential background
function. The resulting parameters are summarized in table 3.8. The number of events found are
in good agreement with the numbers resulting from the AE and mgg fits. The resolutions on the
Ds; masses are in agreement with the expectations from the simulation.
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Table 3.7: Number of events and average reconstructed Dg; masses and resolutions in the data,
from a single gaussian fit to the m(Dsy) spectra of the DD 10,0 D¢ 1 and D™Dy final
states of Figure3.16.

mode N events | m(Dg;) (MeV/c?) | on

B — DJ,D™ (D}, — Dm0) (sum) | 123423 | 2320.6+ 1.8 7.2+ 1.6
B — D/;D™ (Dg — D:+10) (sum) | 147417 | 2458.5+ 1.3 103+1.3
B — D/;D™ (Dg; — D¢y (sum) 154418 | 2461.2+1.6 122+ 1.4

Entries/10 MeV

Figure 3.17: Dg*)TP, Dgy invariant mass distributions for data events with the requirement of one
single B candidate per mode. Events are in the mgg, AE signal region. (a) sum of B — D_joﬁ(*),
D, — Ds1 decays; (b) sum of B — D D™, Dz — D¢r® decays;(c) sum of B— D5D™, D —
Dy decays.

3.5 Background and efficiency

This section describes some background studies and details the procedure used for estimating the
efficiency with which we reconstruct the signal. Three types of background are studied; B —
Dg*)D(*) decays, generic B decays, and signal cross—feed. Contributions from the B — Dg*)D(*)
and generic B samples are accounted for by a separate part of the fitting function, assumed to be
an exponential. The B — Dg*)D(*) modes are expected to present the largest component of any
background to the data set, and are studied here to check for a possible effect on the results. The

Table 3.8: Number of events and average reconstructed Dg; masses and resolutions in the data,
from a single gaussian fit to the m(Dsy) spectra of the DD 10,0 D 1 and D™Dy final
states of Figure3.15. (One single B candidate per mode, from best AE criteria)

mode N events | m(Dg;) (MeV/c?) | on

B— DJ,D™ (D}, — DIm’) (sum) | 88+17 |2317.2+1.3 59+ 1.4
B — DJ;D™ (Dg; — D:+10) (sum) | 112413 | 2458.94+ 1.4 10.8+1.3
B — DJ,D™*) (Ds; — DYy (sum) 139417 | 2461.1+1.6 121+ 1.6
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generic sample is used to further demonstrate that background peaking in the signal region, other
than the cross—feed, are not important in our final event sample. Finally, the signal sample is used
to determine both the efficiencies and the cross—feed probabilities. The cross—feed is defined as
signal events reconstructed in the wrong mode, but giving Dg*)TlO or Dgy masses peaking in the
Ds; signal region. For most channels, the cross—feed contribution is small but non—negligible and
will, therefore, be accounted for in the branching ratio calculation, using an iterative procedure
described in the next section.

3.5.1 Background from generic events

To look for other sources of peaking background that may be present in the final event sample,
we use a simulated generic B sample, that do not contain the modes B — DsyD™), corresponding
approximately to twice the luminosity contained in data. The generic events are required to satisfy
the full set of cuts as described in section 3.3 and 3.4, and to be in mgg signal region (eq. 3.9). As

in Section 3.4.1, we show in Figure 3.18(left) the AE distributions for events in m(D{}'") signal

region (eq. 3.11) and in Figure 3.18(right) the m(D SH) mass spectra of events in AE signal region
(eq. 3.10). We observe no peak in both the distributions. We conclude that in our final event
sample there is no background lying in the (mgs, AE) B signal region from decay chains present
in the generic simulation.

352 Background from B — D$'D(*)

In Section 3.6 we will select B — Dg*)D(*) events as a control sample to validate the analysis

procedure and the detector model, exploiting the close relation between these final states and the
signal. For the same reason, these modes should also be considered as a potential source of peaking
background.

The simulation set is processed in a manner identical to that of the data as detailed in Sec-
tion 3.3 and 3.4, so including the rejection in Section 3.4.2. As before, in Figure 3.19(left) we

show the AE distributions for events in mgs and m(DSH) signal region (eq. 3.9 and eq. 3.11) and

in Figure 3.19(right) the m(DS)’L) mass spectra of events in Mgg and AE signal region (eq. 3.9 and
eq. 3.10). No evidence for background peaking in the AE or the m(Ds;) signal regions is observed.

3.5.3 Efficiency and cross—feed

The estimation of efficiency and cross—feed and the computation of the final branching ratios,
including cross—feed corrections, is made in several steps. First, we reconstruct each of the sixty
modes, running the analysis on the sixty thousand simulated signal events of each of the sixty
modes separately.

As an example, let’s consider the reconstruction of Bt — D*0Dy; (2460)*, with D*0 — DO,
DY — K1 and Dg;(2460)" — Dy, Dy — @rtt. Selecting the AE and Mgs signal regions, we
obtain sixty distributions of D{y invariant mass, one for each generated signal decay. In the ideal
case, only the reconstructed spectrum that corresponds to the generated BT — D_*OD;q, D*0 —
D10, D® — K*1r, DJ; — DJy, D — @rtt should appear.

We use a sum of two Gaussian functions to estimate the number of reconstructed events in the
distribution corresponding to the same generated signal. The first Gaussian is used to describe the
signal peak, the second gaussian is used to describe signal events that appear as underlying com-
binatorial. The efficiency is given by the number of reconstructed events divided by the number of
generated events.
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Figure 3.18: AE (left) and m(Ds;) (right) distributions for simulation of B decays that do not
contain the modes B — Dg;D®*). Events are in the mgg signal region and in the signal region of the
other variable. The reconstructed signal submodes with the same DS)Jr decay are summed. This
plot should be compared with the corresponding on generated signal in Figure 3.9 and 3.10.

All the remaining fifty-nine spectra should be empty, because the events are not a signal for
the current mode under consideration. Some other generated signal decay mode (as an example
B® —» D*~D{}, D*~ — D, D® — K1, DJ; — D'y, D — @rt™) could be reconstructed in the
previous mode instead, as an example loosmg the 1" from D** and taking a fake TC that made a
D*0. In fact we observe DZyinvariant mass distributions not empty, and for some of the remaining
modes we observe a peak in the D'y mass spectra.

The cross—feed €; j is defined as the ratio of the number of events fitted in the Gaussian for the
reconstructed final state j to the total number of simulated events in the state i, when analyzing the
simulated signal sample corresponding to this state. i and j run on all the submodes (i, j = 1,60).
The case | = j correspond to the value of the efficiency for the submode i considered. In fact € j
are the elements of a matrix 60 x 60 where efficiencies are in the diagonal.

To estimate this cross—feed, the spectra with more than twenty events (out of sixty thousand
generated per each mode) are fitted with the sum of a Gaussian for the signal and a first order
polynomial for the background. This requirement allows to have enough statistics to do a fit. The
initial mean value of the Gaussian is chosen using the bin with the highest number of entries. The
fit is made, allowing the mean and sigma of the Gaussian to float, in order to find the position and
the width of any peak.
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Figure 3.19: AE (left) and m(Ds;) (right) distributions for B — Dg*)D(*) simulated events. Events
are in the mgg signal region and in the signal region of the other variable. The reconstructed
signal submodes with the same D‘Ej)Jr decay are summed. Each of this plot should be compared
with the corresponding one on generated signal in Figure 3.9 and 3.10.

The cross—feed is considered if the Gaussian peak have 0 < 50MeV/c?, with a mean within
+50MeV/c? of the expected Ds; signal, i.e. 2317 MeV/c? for the Dy and 2460 MeV/c? for the
Ds1. If 0 > 50MeV/c? or the mean is more than £50MeV/c? far from the m(DSH) signal region,
the cross—feed can be handled with a background function or neglected because not peaking in the
signal region.

The cross—feed contributions are separated into narrow (from Dgy to Dgy or from Dg; to Ds;)
and wide (from Dy to Dg; or from Dy to Dsp) contributions which are processed differently.

To obtain an accurate estimate of the cross—feed matrix elements, the fits are then redone,
fixing for the non—diagonal terms the mean and width of the gaussian. For “narrow” cross—feed
we fix the 0 of the gaussian to 8 MeV/c?, for final states with DF T and D1 and to 12.6MeV/c?,
for final states with DZy; for “wide” cross—feed the 0 is set to 18 MeV/c? for final states with D 1
and to 20MeV/c? for final states with DZTC. No “wide” cross—feed is observed in final states with
D{y.

For the fits of the diagonal terms (efficiencies) the mean and width of the signal gaussian are
left floating and a wide gaussian background (instead of a first order polynomial) is used. As
before, when we find a very wide spectrum (0 > 50MeV/c?) we do not keep it as a cross—feed
because this will be modeled by the overall background fitting function, but a visual ispection is
necessary because a random fluctuation can fit it as a narrow peak instead.
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In tables A.11, A.12 and A.13 the estimated efficiency and cross—feed values €; j are reported.
The masses and widths reported correspond to the identified contributions. From the diagonal
terms i = j, one should note that the fitted Ds; mass resolution is close to 8 MeV/ c? for all the
final states Dy T and D1, while it is close to 12 MeV/c? for all the D¢y final states.

The main sources of identified cross—feed, classified by decreasing order of magnitude, are the
following:

1. D** reconstructed as D*° (Figure 3.20a): the soft " from D** — DO1t* is not reconstructed
and the D° from D** is associated with a T or a y from combinatorial background to form a
fake D*°. This results in a significant cross—feed from the modes B — Df;D*~ to the modes
Bt — D;gﬁ*o. The cross—feed efficiency between those two final states is, on average, 20%
of the efficiency for B® — DJ;D*~. The masses and widths of this cross—feed are of course
the same as those from Dgj in correctly reconstructed B decays.

2. Decays B’ — DJD*~ or Bt — D;E)B*O (DJ, = DS 1) reconstructed as BT — D;EBO (DS —
D§+Tl0) (Figure 3.20b): the soft Ttor y from the D* is not reconstructed and, at the same time,
a fake D" is built from the D¢ from the D, combined with a y from the combinatorial
background. Because the D;rl — D;[, mass difference is approximately the same as the D+ —
D;[) mass difference, the cross—feed background peaks approximately at the D} mass but
its mass resolution is about 20 to 25 MeV/ ¢ while the resolution expected for a true Dg;
signal is about 8 MeV/c?. The cross—feed efficiency for each of the transitions B® — D§,D*~
and BT — Djoﬁ*o, (D, — DI to the D;‘+50Tl0 final states is approximately 10% of the

efficiency for BT — D:lﬁo, (DJ; — D) which is of course the only final state affected
by this cross—feed.

3. Decays Bt — D;rlﬁo, (DJ; — D:10) reconstructed as BT — D;{ﬁ*o, (D4, — DS ). This
cross—feed is of the same type as the previous one; the y from the D" is not reconstructed
and a fake D*° is built from a true D° and a y or T° from the combinatorial background.
This cross—feed peaks at the Dgy mass but its width is a factor two wider than the resolution
for the true Dy signal. The cross—feed efficiency for the transitions BT — Djlﬁo, (D;l —

D:+10) to the DF D1 final states is about 10% to 15% of the efficiency for B — D;Bﬁ*o,

(Dg — DI1)

4. Finally, a small cross—feed is observed between the final states B™ — D;gﬁo (50 — Kt )
and the final states B® — D;'J D~ (D~ — K+ 1) due to the mis-identification of one Ttin
the D” or D*. This cross—feed is much smaller than the other types, i.e. the amplitude of the
non-diagonal term is about 1% of the amplitude of the corresponding diagonal term.

From the results of tables A.11, A.12 and A.13, it can be concluded that the following modes
have zero or negligible (= 1%) cross—feed contributions:

e B D$D~, B - DD*, BT — DD’

e B~ D/,D~, B - DJ,D*~ (D{; — Dz*1)

e B’ - D{,D~, B" — D{,D*~ (D, — D{y)
In contrast, the modes Bt — D;Bﬁ*o, Bt — D;rlﬁo, Bt — D;rlﬁ*o (D} — D10 and D, —
DZy) have a significant (=~ 10%) cross—feed from the other modes. For the modes BT — D:IBO

DJ, — D{y) and B — D:lﬁ*o (D4, — D10 and Df; — D{y) the cross—feed is internal to the
B — DX modes and has therefore the same reconstructed mass and resolution as the DJ; signal
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Figure 3.20: Examples for cross—feed between signal modes: (a) D*D¢y and (b) DDzt final
states selected from simulated signal. The top plots show the actual Ds; mass signals, in the
bottom plots cross—feed contributions are shown.

(= 8 MeV for D} — D1 and ~ 12 MeV for DJ; — D{y). The mode BT — D;E,B*O receives a
contribution from Bt — D;rlﬁo and the decay BT — D;rlﬁo (DJ; = D) receives contributions

from both B — DD*~ and B+ — D}D*’; these contributions have wider widths (= x2) than
the resolutions on the true D;[) and DJ| signals.

As described in the next chapter, the “narrow” contribution is subtracted directly from the
number of final fitted events while the wide contribution is fitted together with the yield in data,
adding a gaussian with a normalization, mean and width fixed to the values obtained here. We
observe that the mean of this contribution is displaced with respect to the signal by a few MeV.

3.6 B— D{'D® Control sample

One of the cross-checks for our analysis is the measurement of branching fractions for B —
Dg*)D(*). The analysis method required almost duplicates that of B — D®) Dsj; as an example,
the final states for D*) D; have the same final particles content as for D(*)DSJ where the Dg; de-
cays to Dgy. Comparing efficiencies and resolutions between these states gives us confidence that
our analysis procedure is correct.

The selection criteria for these modes are the same as for the Dg; modes. Since the cuts are
rather tight, this method is not optimal for measuring the branching fractions, but it is good enough
as a cross-check. The method used is the same for the Ds; modes with the exception, of course, of
the D(*)Dg*) mode rejection. The simulated sample B — Dg*)D(*) is described in Section 3.5.2.

Distributions of AE and mgg can be seen in Figg. 3.21- 3.24 for data and simulation summed
over the D® and D{*) submodes. ~ Since we do not have invariant mass m(DSH) distributions
to estimate efficiencies and extract the number of signal events, we use the simulation of each
Dg*) D®) and fit the AE distributions. Efficiencies and event yields are tabulated in Table 3.9. Data
event yields are also found fitting AE histograms.The event yields are tabulated by submode in
Table 3.10.
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Figure 3.22: AE distributions for B — D®)D{" in data.

Branching fractions are calculated for each submode by taking the event yield and dividing
by the number of BB pairs and the daughter branching fractions. The same tracking and kaon
identification corrections used for the Ds; modes have been applied. The branching fractions are
listed in Table 3.11. The branching fractions between submodes are in agreement.

The branching fractions for the Dg*)D(*) modes are in good agreement with the known val-
ues [24]. The uncertainty on the Dg daughter branching fractions of about 30% dominate the
systematic uncertainty in our measurement. This error should be added to the statistical error
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Figure 3.24: mgs distributions for B — D®)D{") in data.

reported in table 3.11.
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Table 3.9: Efficiency for simulated D' D™ (%).

CHAPTER 3. THEB — Dg;D*) ANALYSIS

Mode Df Dt
Kt 18.9+0.13 | 7.224+0.09
DO | Kt 3.164£0.06 | 1.334+0.04
Ktrorhme | 6.48+0.08 | 2.2740.05
Dt | Ktrrm 11.0+£0.10 | 4.10+0.06
Kt 6.53+0.09 | 2.41+0.05
D* | Kt 1.4540.05 | 0.534+0.02
Kt rehme | 2.43+0.05 | 0.8240.03
Kt 12.4+0.11 | 4.59+0.07
D*t | Kt 44140.07 | 1.72+0.04
Kttt | 6.83+£0.08 | 2.5040.05

Table 3.10: Event Yield for D{)D®) Data.

Mode DS Dt
Kt 236+11. | 83.7+7.6
D | Kt 158+10. | 52.5+6.8
Ktrrhme | 176+£10. | 59.7+6.6
Dt | Kttt 293+12. | 107+8.0
K+ 347435 ] 194428
D¥ | Kt 253439 | 16.5+2.9
Kt | 324435 | 16.2+2.6
Kt 88.8+6.5 | 63.8+4.7
D*t | Kt 132+64 | 81.3+7.9
Ktrorhme | 105+7.7 | 77.2+6.8

Table 3.11: Branching Fractions for B — D{”D(®) (10-3).

Mode D DJ [24] Dt D:F [24]
Kt 13.4+0.6 134+12

DO | Kt 149409 | 13.0+£4.0 | 12.7+1.6 | 9.0£4.0
Kt | 14.4+0.8 13.9+1.5

D~ |K 11.6+0.5 | 8.0+3.0 | 12.0+0.8 | 10.0£+5.0
Kt 11.5+1.1 17.6+£2.5

D* | Kt 104+1.5| 12.0+£5.0 | 20.7+£3.3 | 27410
Kt | 145415 233+3.4
Kt 11.2+40.8 229+1.7

D* | Ktrr? 13.54£0.6 | 10.74£2.9 | 22.74+2.1 | 19.0£5.0
Kt | 12.3+0.8 26.6+2.3




Chapter 4

Results

After discussing the method used to estimate the branching fractions, in this chapter the main
results are summarized, including event yields, branching fractions, branching fraction ratios and
angular analysis. Systematic uncertainties are also discussed in some detail.

4.1 Method

The method used to extract the branching fractions is the following:

1. First, we extract the observed number of events (Ngps) in the data for each of the twelve
B decay modes. Using the sum of a Gaussian for the signal and of an exponential for the
background, we fit the corresponding Dg*)’LTlO or Dy mass spectra. Nops is the integral of
the Gaussian function. We do not split the different DS x D decay sub-modes for lack of
statistics.

2. From the efficiencies computed in section 3.5.3, the number of BB events, and the inter-
mediate D, Ds and D* branching fractions (shown in tables 3.1 and 3.2, and assuming D}
going only to DY), we compute the branching fractions, explicitly ignoring cross—feed:

% N
B(B — DyD*)) x B(Dg; — D{1(y)) = yremes
Ns X Yk B(D®) — j)B(Ds” — k)gjk

, (4.1)
where Ngps is the observed number of events, CB(D(*) — J) is the D) branching fraction
to submode j, B (Dg*) — k) is the Dg branching fraction to submode k, € jk 1s the efficiency
for the B — DgyyD™), Dgy — Dg*)Tp(y) submodes with D®*) — j, Dg*) — k and the sum
is performed over all the submodes considered in the analysis. The sum 3}y B(D™ —

i)B (Dg*) — k)gj « is provided in the second-last column of table 4.2.

3. From this estimate of the branching fractions and the cross—feed matrix computed in Sec-
tion 3.5.3, we extract the number of cross—feed events (narrow and wide) expected in each
channel.

4. To refit the number of events in the data including the contribution of cross—feed, we use a
second Gaussian. From simulation studies, the mean of this Gaussian is fixed at SMeV/c?
below the Ds3(2317) mass, for cross—feed from Dg to the Dgy, and 8 MeV/c? above the
Ds3(2460) mass, for cross—feed from Dy to the Dg;. The widths are 18(20)MeV/c? for
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cross—feed from Dg; to the Dgy (Dgg to the Dg;). The normalization is fixed to the number of

“wide” cross—feed events estimated from previous step.

5. We subtract the “narrow” cross—feed from Ngps and recompute the branching fractions, and
iterate steps 2—5 until the result converges (three iterations were sufficient for our analysis).

4.2 Eventyield after background subtraction

The D10, D1 and Dy mass spectra for each of the possible D

(

S

*)+5(*)Tlo,y final states are

shown in Fig.4.1 (D™D 1), Fig.4.2 (0"D# 1€) and Fig.4.3 (D"D¢y) for the events satisfying
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Figure 4.1: m(Ds;) spectra in the data, for the B — D;[)ﬁ(*) modes

the final selection described in Section 3.4. In the first step of the iteration, these spectra are fitted
by the sum of a Gaussian function describing the signal and an exponential background function.
In the following steps, a second Gaussian describing the cross-feeds is added in the fits as described
previously. Because of the low statistics, the average and width of the signal Gaussian are kept
fixed to 2318 MeV/c? and 8 MeV/c? respectively for the Dgy, and 2460 MeV/c? and 12MeV/c?
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Figure 4.2: m(Ds;) spectra in the data, for the B — D_jlﬁ(*) (DJ; — D 1) modes

respectively for the Ds;, when performing the fits. The DS)Jr event yields at first iteration (single

Gaussian fit, no cross-feed) and the statistical significance of the signal are listed in Table 4.1. The
significance is defined as \/—21In(Ly/ Lmax), where Lyax and £y are the likelihood values with the
nominal and with zero signal yield, respectively. A significance larger than 4 is observed for 10
out of the 12 modes. The number of fitted events after the last iteration, including the cross—feed
(wide+narrow), are given in Table 4.2, together with the number of cross—feed events.

4.3 Efficiency corrections and Branching Fractions

From the number of events fitted for each mode, we extract the branching fractions using the
method described in Section 4.1. The resulting branching fractions are given in Table 4.2, together
with the signal yield and the estimated number of internal cross-feed events predicted for each of
the different decay modes.
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Figure 4.3: m(Ds;) spectra in the data, for the B — D_jlﬁ(*) (D{; — DZy) modes

4.4 Systematic uncertainties

Systematic uncertainties are summarized in table 4.3. The relative variation of the branching
fraction corresponding to each systematic error is given for each of the twelve B modes. The
different components are added quadratically to provide the final systematic error (excluding the
errors on the intermediate branching fractions).

4.4.1 Tracking

The simulation does not reproduce exactly the real data but needs a small correction on the effi-
ciency, that can be dependent on the track selection. Usually a larger correction is required for a
tighter selection.

The efficiencies for “very loose” selected tracks (GTVL), are corrected in the simulation by
—0.5% per track, with a systematic error of 1.4% per track (see Section 2.4.4). The efficiencies for
“loose” selected tracks (GTL), used only for kaons from D® and D, are corrected in the simulation
by —0.8% per track, with a systematic error of 1.3% per track [55]. The resulting fractional errors
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Table 4.1: Number of events for each B mode in the data, from a single Gaussian fit with fixed
Dy; masses and widths to the m(Ds;) spectra of the D™D 1 (Fig.4.1), D™ D¢ 1 (Fig.4.2) and
5(*)D§r y (Fig.4.3) final states. The results of the fits for the sum of these modes, when fitting with
fixed Dsy; masses and widths, are also given (Fig.4.4).

mode Nevents | m(Dsy) (MeV/c?) | oy (MeV/c?) | significance
B — DJ,D™ (D}, — DF1’) (sum) | 100.2+£16.0 | 2318.0 (fixed) 8.0 (fixed)

BY — DJ,D~ (D, — D{ ) 34.8+7.9 2318.0 (fixed) 8.0 (fixed) 5.5
B — DJ,D*~ (DJ, — DS 1) 23.6+6.1 2318.0 (fixed) 8.0 (fixed) 52
BT — DS+OB° (Dgy — DI 1) 32.7410.8 | 2318.0 (fixed) 8.0 (fixed) 3.1
BT — DS+OB*° (DS, — DI 1) 153468 2318.0 (fixed) 8.0 (fixed) 2.5
B— D/,D™ (Dg; — D:*10) (sum) | 115.0£14.2 | 2460.0 (fixed) 8.0 (fixed)

B’ —» D/,D~ (D, — D) 17.4+5.1 2460.0 (fixed) 8.0 (fixed) 4.2
B — DJ,D*~ (D{; — D*1) 26.5+5.6 2460.0 (fixed) 8.0 (fixed) 7.4
B+ — DD’ (Df; — D7) 28.0+5.8 2460.0 (fixed) 8.0 (fixed) 5.1
B+ — D;;D" (D}, — D:*10) 30.5+6.4 2460.0 (fixed) 8.0 (fixed) 7.7
B — D{,D™ (Ds; — D7y (sum) 138.6£15.3 | 2460.0 (fixed) 12.0 (fixed)

B — D/,D~ (D], — D{y) 24.846.5 2460.0 (fixed) 12.0 (fixed) 5.0
B — D}, D*~ (DJ; — D{y) 53.0+£7.7 2460.0 (fixed) 12.0 (fixed) 11.7
B+ - D;;D’ (D], — D?y) 32.04+8.9 2460.0 (fixed) 12.0 (fixed) 4.3
B+ — D{,D™ (DJ; - D?y) 34.64+7.5 2460.0 (fixed) 12.0 (fixed) 6.0

on the branching fractions are given in Table 4.3.

4.4.2 10/ yselection

Possible differences between data and simulation on the neutral (y and 1) selection efficiencies
are studied in detail using the hadronic T decays T+ — h*v where h¥ is Te& or p* [56]. Roughly,
the T — p yields will be proportional to the efficiency in reconstructing the = and the T, while
the T — Ttyield will be proportional to just the Tt efficiency, leaving the relative T efficiency. The
measurement of the double ratio:

e [

N(t—m)(data)
N (t—1)(sim)

4.2)

gives an absolute normalization, as well as testing the acceptance of the simulation. The conclusion
is that the hadronic interaction in the EMC and the photon background are not perfectly modeled
in the simulation. Since these effects are not completely understood, we decide not to apply
corrections but to use a 2.5% systematic error per photon on the selection efficiencies.

4.4.3 Particle Identification

Using the inclusive samples of D*t and of D® — Krtselected, we have determined the efficiency
of our requirements on the charged K. The “KTight” efficiency is found to be 81.5+0.8% in
the data and 83.1+0.2% in the simulated signal. From this study, a correction factor of —1.9%
per KTight is applied to the selection efficiencies. To be conservative and account for possible
differences in the “KNotAPion” selections, a 100% systematic error on this correction is assumed
when computing the related systematic error.
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Figure 4.4: m(Ds;) spectra in the events with m(ﬁ(*)no,y) > 2.3(2.4) GeV/c?, for (a) the sum of
B— D;{ﬁ(*), D{, — Ds1° decays; (b) the sum of B — D;qﬁ(*), Dz — Det? decays;(c) the sum
of B— D_jlﬁ(*), D — Dsydecays. In this plot, the mean and the resolution of the Gaussian used

to fit the m(Ds;) spectra of the signal have been fixed to the values used in the analysis, to the
contrary of Fig.3.15.

4.4.4 Dgywidth

When fitting the number of events, the Ds; mass resolution was fixed at 8 MeV/ c2 for the T final
states and at 12MeV/c? for the y final states. The resolution fitted on the data for the sum of
the submodes is 8.3 + 1 MeV/c? (average of D 0 and D¢ 1° final states) and 12.1 4 1.6MeV/c?
(D{y final states). To study the associated systematic, we repeated the fits by changing the Ds;
mass resolution by its statistical error, i.e. =1 MeV/c? for the T final states and +1.6MeV/c? for
the y final states.
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Table 4.2: Number of events, internal cross-feed contributions, efficiencies and final branching
fractions. The values in parenthesis in the cross—feed column are the wide cross—feed contribu-
tions, were present. The values in the efficiency column are defined as the sum over the different
submodes of the submodes efficiencies times the intermediate D*) and D" branching fractions.
They are corrected from differences between simulation and data for tracking and PID, as de-
scribed in the Section4.4

mode N cross- | efficiency

# B mode events -feed (107%) BR (1073)

I DD~ (Df, —» D) | 34.7+80 | 03 157 | 1.80+0.42+£0.26705
I D{D*~ (Df, —» Dim) | 23.5+6.1 0.0 129 | 1.50£0.394+0.22753;
m | DD’ (DG —Df) | 3274108 | 03 2.55 | 1.04£0.35+£0.137538
IV | DiD* (Di » D) | 176468 [7.1(53)| 099 |0.86+0.56+0.2179%
\Y D/,D~ (D], - D:*rl) | 17.4+5.1 0.1 0.50 | 2.80£0.83£0.4670°
VI | D§D* (D], = D) | 26.5+5.7 0.0 0.39 | 5.50+1.18+£0.961%
vl | DD’ (Df; » D) | 29.0+638 [22(22) | 080 |273+0.70+0.4610%
vl | ;D™ (D} — D) | 30.5+6.4 2.5 030 | 7.59+1.73+1.82773
IX | DiD~ (D], — Dfy) 24.8+6.5 0.5 262 |0.76+£0.20£0.10703]
X D/;D*~ (D, = Dy) | 53.0+7.8 0.1 1.92 | 2.254+0.33+0.30107%
XI | DD’ (Df — Dfy) 31.94+9.0 1.4 412 | 0.61+£0.18+£0.08751)
Xl | DiD” (D} »Dfy) | 346476 | 6.5 168 | 1.3740.3740.2979%

Table 4.3: Relative systematic errors, in % of the branching fraction, for each of the 12 B modes.

B mode I| II | |IV | V| VI|VI| VI |IX | X|XI|XII
Ngg 1 1 1 1 1 1 1 1 1 1 1 1
Tracking eff. 81 91 7| 8| 8| 9 8 8| 8| 9| 8 8
VIO eff. 51 71 7112] 8110 9 14| 2| 5| 4 9
PID eff. 0] 0] 1 1| 0] O 1 11 0] O 1 1
D masses cuts 31 2| 3 3] 3 3 4 41 4| 2| 3 3
Am D*0/D; 0| 0 O 9| 3| 4 5 13/ 0| 0] O 9
Ds; width 71 6| 4|10 8| 6 6 51 6] 3| 4] 10
bkg. fittingmodel | 5| 5| 5| 5| 5| 5 5 51 5] 5| 5 5
AE width 41 5| 5110 5| 6 6 91 4] 5| 5 9
AE offset 1 1 1 1 1 1 1 1 1 1 1 1
combined 1411513123 16| 17| 17 24 | 13 |13 | 13 | 21

4.45 Background fitting model

The fits of the Dsj mass spectra were repeated using a threshold function or a second order poly-
nomial instead of an exponential background function. The maximum difference found in the
rates was 5% and this value is therefore taken as an estimate of the systematic error linked to the
background description.

4.4.6 Kinematic variables

We estimate the systematic error checking the effect of varying the resolutions on daughter particle
masses and Am, and on AE:
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e the D and D mass cuts are changed varying by +10% (corresponding to the error on the
resolution) the mass resolution assumed. The net effect is a change of 2 —4% in the final
result.

e to account for possible differences between data and simulation in the Am resolutions for
D*0 — DO, D1 and D¥ — Dsy, the efficiencies were recomputed by moving by +20% the
Am cut for Dy final states and by +10% for D1?’.

e to account for the statistical uncertainty on the resolution 0(AE) in the data and for possible
differences between data and simulation, the efficiencies were recomputed by moving by
+3MeV the resolutions 0(AE ) used to define the signal region.

4.5 Isospin averaged branching fractions

One of the test proposed by theoretical papers is a measurement of the ratio of the electromagnetic
decay with respect to the isospin violating one. We measured both decay types for the D;(2460).
In order to have a relative estimate of the two branching fractions we combine the branching
fractions for B® and B*. To do so, we assume isospin invariance, expecting the same rate for decays
that differ only for the charge. As an example B® — Dg;(2460)*D~ and BT — Dg3(2460)*D°. To
give more weight to the better measured branching fraction, we average the results according to
their statistical weight w; = 1/07:

b'a |

1 n

W Z WiXi 4.3)

where W = ¥;w;. The standard deviation is 0 = 1/4/W. The averaged results are given in Table 4.4.
A recent measurement of B — Dy D) decays from Belle is available in [57] for isospin aver-

aged branching ratios. A comparison between BABAR and these results is also reported in Table 4.4.

To check the agreement, we use the quantity [58]:

X1 —Xp
\/ 0%+ 03

where X; (0;) and X, (03) are the mean value (total variance) of BABAR and Belle measurements.
The variable z follow a gaussian distribution with mean value X; = 0 and variance 0; = 1. The
decays with DJ;(2460) — D*1° show a z between one and two, so not a perfect agreement. Note
also that Belle results are sistematically lower than BABAR results.

7= (4.4)

Table 4.4: Comparison of the Isospin averaged B branching fractions (x10~%) between BABAR
and Belle for the modes B — Dg; D).

Decay channel BABAR [59] B(10~%) | Belle [57] B(10™%) | z

B— Dy (2317)D D] | 13.5+£2.7+1.8757 | 10.1+£1.5£3.0 [ 0.6
B— D;J+(2317)5 [DF 0] | 129432422737 3.1721(< 8.5) -

B — Df;(2460)D [D:*10] | 27.6+5.3+4.6%2% 14. stgg +44 |12
B — DJ;(2460)D" [D*+n° 61.7+£9.8+12.3%90 | 28.7F/3+£8.6 |20
B— D;S (2460)D [D{y] 6.7+£1.3+0.9%% 6.4+08+1.9 | 0.1
B — DJ;(2460)D” [D7y] 18.6+£2.54+2.975% 127722 +£38 | 038
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4.6 Measurement of ratios of branching fractions

From the measured branching fractions for B — D, (2460)5(*) in the Dt 1 and in the D¢y final
states, we measure B(DJ;(2460) — D{y)/B(DJ;(2460) — D 1) = 0.244 +0.066 £ 0.016 from
D final states and B(D{;(2460) — D{y)/B(DJ;(2460) — Dz 1) = 0.302 £ 0.062 & 0.025 from
D* final states. The average of these two measurements gives:

B(DJ;(2460) — Diy)
B(DZ;(2460) — Dit10)

=0.274£0.045 £ 0.020. 4.5)

in agreement with expectations in [12]. When combining the systematic errors together, we con-
sider the correlation between them. Since some cancel in the ratio, only the different number of
neutral particles and the variation of the width for AE, Dgy and Am(D*) contribute to the final
systematic error.

With the isospin averaged measurements, is possible to compute the ratios introduced in Sec-
tion 1.3. Taking the average of BABAR and Belle results, from the first line of table 4.4, we have
approximately:

B[B — DDZ;(2317)]B[D%;(2317) — D] &~ 12 x 107 (4.6)

with the assumption that the dominant decay of the D¥;(2317) is expected to be through the D10’
mode [32] we have
B[B — DDZ;(2317)] =~ 1.2 x 1073 4.7)

Using the measured branching ratio [24]
B(B* — DDY) = (1.34+0.4) x 1072
BB D DJ) = (8.0+£3.0) x 10 (4.8)
one obtains a combined branching ratio
B[B — DD{ ]~ 1072 (4.9)

Combining eq. 4.7 and eq. 4.9, the ratio obtained Rpy ~ 1—10 is a factor 10 smaller than expec-
tations in eq. 1.12. Similarly, averaging BABAR and Belle measurement of B — DDg;(2460)
(Ds3(2460)t — D1 and Ds;3(2460)T — D{y), we obtain B[B — DDs;(2460)] ~ 3 x 1073,
Combining this value with B(B — DDs), a discrepancy with eq. 1.12 is found also in the ratio
RDI ~ %

Our measurement of B — Dg;D* decays could allow to compute the Rp+¢ and Rp+; ratios.
We could expect results similar to Rpg and Rp;. Computing the ratios as before, using only our
measurements (table 4.4):

B[B — D*D%(2317)] =~ 1.3 x 1073

B[B — D*Ds;(2460)] ~ 8.0 x 1073 (4.10)

and the combined branching ratios [24]:
BB — D*D;r] ~2.3%
BB — D*D;] =~ 4.6% “4.11)

we obtain Rp+¢ = 0.06 and Rp+; ~ 0.17, a factor two far from Rpg and Rp; respectively.

It is possible that discrepancies between experiments and theory may arise from a combina-
tion of incorrect model prediction of p-wave state properties and nonfactorizable effects without
requiring an exotic explanation.. More statistic is needed to conclude since the error on branching
ratio measurements are still big (see sec. 4.5).
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4.7 Angular analysis

An angular analysis of the Dgj(2460) decay was performed, using the channels
Bt — D°D;(2460) [D{; — DJy] and B® — D~ DJ;(2460) [D{; — DJyl. Since the decay
B — DDgj is a 0~ — 07JP transition, the resulting Ds; is polarized. We tested the hypotheses
J =1and J =2 for the Dg;(2460) spin. The spin J = 0 is ruled out by parity and angular momen-
tum conservation in the decay Dg;(2460) — DZy. Information on the Ds; spin J can be obtained
from the distribution of a suitably defined helicity angle. The helicity angle 8y, is defined as the
angle between the Ds; momentum in the B meson rest frame and the Dg momentum in the Dg; rest
frame, see Figure 4.5.

The m(Dgy) signal for data events with a reconstructed DD,y final state, based on the selection

D;;(2460)

Figure 4.5: Helicity angle 6y definition.
described in section 3.4, is shown in Figure 4.6(a). Fitting with a single Gaussian, yields
m(Dsj) = (2465 + 3) MeV/c?, op = (11.5+2.3) MeV/c? (4.12)

and (90 + 18) signal events in the peak. Figure 4.6(b) shows the signal after dropping the require-
ment of a minimum Dy mass of 2.3 GeV/c?. Here, the number of signal events is determined to
be Nsig = (66 £ 14) with negligible changes in the results for m(Ds;) and O,. While a comparison

(a) /of 2586 1 16 (b) X/ndf 1449 | 16
x0 5.083 £ 0.5352 60 |- x0 12.85 + 0.6122
1 -1.066 + 0.2176 1 -3.862 + 0.2523
AREQ_ 62.27 £ 12.59 ARE} 89.70 + 17.52
SIGI 0.1154E-01 + 0.2269E-02 SIGI 0.1200E-01 + 0.2068E-02
30 MEA] 2.465 + 0.2530E-02 MEA| 2.466 + 0.2497E-02

[
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Figure 4.6: Fits to the m(Dgy) signal for reconstructed DDgy data events: (a) with the default
analysis cut and (b) after dropping the requirement of a minimum Dy mass of 2.3 GeV/c?.
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Figure 4.7: Fits to the m(Dsy) data distribution for different cos(8y,) regions for the selected BABAR
data sample. The mean and width of the Gaussian have been fixed according to Equation (4.12).

of Figures 4.6(a) and (b) demonstrates again the positive effect of the m(Dy) cut on the signal—
to—noise ratio, this cut is slightly problematic for the helicity analysis. The Dy mass is correlated
with the helicity angle, with a minimum m(Dy) requirement suppressing events in the high cos(6,)
region. For this reason, in the following this cut is not applied.

In order to extract the angular information, fits to the m(Dgy) distribution from the data are
performed for five different cos(0y,) regions, see Figure 4.7. Here, the mean and width of the
Gaussian have been fixed according to Eq. (4.12). The same procedure is repeated for the simulated
signal sample, which was produced assuming J = 1 for the spin of the Ds;(2460) state.
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The resulting cos(Bp) distributions for the BABAR data and simulated signal are compared
in Figure 4.8(a), where the simulation has been normalized to the data, and good agreement is
found within the errors obtained from the fits. The reconstructed helicity angle distribution in
simulation still follows very well the generated (1 — cos?(8y)) shape, cfr Figure 4.8(b). From the
small differences between the two distributions, corrections for detector acceptance and selection
efficiency are derived. After applying these corrections to the data, the analytical expectations for
different spin hypotheses can be overlaid directly. The results for J = 1 and J = 2 are shown in
Figure 4.8(c) and (d) respectively, where the prediction has been normalized to the data. While we
find good agreement for the J = 1 hypothesis (x*/n.d.f.=3.9/4), the J = 2 hypothesis is excluded
(X2/n.d.f.=34.5/4).
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Figure 4.8: Helicity distributions obtained from m(Dsy) fits in the corresponding cos(6p) region
for selected BABAR data (points) and fully reconstructed simulated signal events (shaded), where
the simulation sample was produced assuming J = 1 for the spin of the D;(2460) state. The shown
errors correspond to the fit errors and do not include any further systematic error contributions.
In Figures (c) and (d), the data is shown after applying corrections for detector acceptance and
selection efficiency obtained from J = 1 simulated signal. The solid curves are the analytical

expectations for two different Ds;(2460) spin hypotheses, which have been normalized to the data:
(c)J=1land(d)J=2.
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Conclusions

In this thesis we have shown that a B-factory is a good environment for a detailed study of charm
spectroscopy. The new Ds; resonances observed by BABAR in continuum CC production are con-
firmed also in B decays. The clean environment offered by BB events allows to study the sources
of backgrounds and the cross—feed between different modes very carefully.

We considered sixty different final states. We combined them toghether to obtain twelve com-
bined branching ratio measurements of B — Dg;D™*), with D¥;(2317)* — DF 10, Dg;(2460)+ —
D10, and Dgy(2460) T — D{y. The six with the emission of a D* or a D** are seen for the first
time. The other six B — DgjD are compatible within errors with results from Belle [40]. A compar-
ison for isospin averaged branching fractions is also done but is not perfect for B — Ds3;D* modes.
This work has been published in Physics Review Letters [59]. The angular analysis performed for
the modes with Dgy(2460) — Dsy leads to the measurement of J°, supporting the hypothesis that
Ds;(2460) is a 17 state.

Further information on the nature of the Ds;(2460) is also obtained measuring the radiative
contribution to the ratio of branching fractions for Dsj(2460)* — Dy and D10,

We computed ratios of branching ratios for B — DDJ and B — DD (2317) (Rpo) and B —
DDs;(2460) (Rpy). In the factorization assumption, if DS)Jr are the DY, and the Ds;, we expect
Rpo =~ Rpi = 1 [21]. We found Rpg = 1—10 and Rp; ~ % not supporting these hypothesis.

As argued in [60], the D};(2317) and Ds;(2460) should have large electromagnetic branch-
ing ratios and very small widths, O(10keV), if they are conventional CS states. Instead, DMK
molecules should have large widths O(MeV) and absence of electromagnetic decay. We have no
answers on the widths yet, because the predictions are below the experimental resolution, but we
do observe an electromagnetic decay for the Ds;(2460) supporting the conventional ¢$ hypothesis;
but no such electromagnetic decay is observed for D¥;(2317) state [35].

The B — Dg;D™*) results are substantially in agreement with the meson interpretation of these
states. The fact that we do not observe other candidates for these states suggests that they could be
just ordinary mesons.

On the contrary, if the Dg; states were exotic, we would expect them to belong to a family
of exotic states, and we might expect to find evidence of the existence of other members of this
family. No such evidence has been found [35].

In conclusion, we measure B — Dg; D(*) branching fractions and Dg;(2460) quantum numbers;
we compute isospin averaged branching fractions and relate them to B — Dg*)D(*) decays com-
puting ratios of branching fractions. Most of the Ds; theoretical pictures are not ruled out by these
measurements. To understand better the nature of D¥;(2317) and Ds;(2460), more experimental
and theoretical work is needed.
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Appendix A

Summary tables

A.1 Simulated data sample

Signal simulated data samples are reported in tables A.1 and A.2.

Table A.1: B — Dg;D™) signal events. The twenty modes here are produced for the three Dg;
decays: D;(2317) — Ds1, Dg;(2460) — DT and Dg;(2460) — Dsy for a total of sixty signal

decay modes.

Ds mode x D mode(s)

events generated

B mode
_O

B+ - DJ,D
B+ - DJ;D’
B+ - D;;D"
B+ - D;;D"
B® - D},D~

B — D§;,D*~
B® — D}D*~

K*OK* x Koot Kt Kot
@rtt x Koo K, Ko
K*OK* x Koot Kt Kot
@rtt x Koo K Ko
grtt, KK+ x Kot
K*OK+ x Kroog, K Ko
grtt x Koo, K, Ko

180000
180000
180000

180000
120000
180000
180000

A.2 Pre—selection summary

Pre—selection applied to DY, D, D{, D*0, D**+ and Dg is summarized in tables A.3- A.5.

Table A.3: D selection criteria at pre—selection level

D mode: DY — Km DY — K DY — K3 Dt — Kt
Tt tracks GTVL GTVL GTVL GTVL

K~ tracks GTVL GTVL GTVL GTVL

K~ PID KMicroNotPion KMicroNotPion KMicroNotPion | KMicroNotPion
y from T mom. - p(y) > 30MeV/c - -

y from T© LAT - LAT<0.8 - -

T mass window - 115 < m(yy) < 150MeV/c? - -

D mass cut (MeV/CZ) + 30 + 50 + 30 + 30

95
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Table A.2: The forty two-body B — Dg*)D(*) simulated decay modes. They are background events
in this analysis.

B mode Ds mode x D mode(s) | events generated
BT » DD’ | KK+ x Ko Kt Kot 173000
B+ — DD’ @t x Koo Krg Ko 173000
B* —» DD | KK+ x Ko Kt Kot 173000
B+ - DD @t x Koo K Ko 180000
Bt - DD’ | K*K+ x Ko, Kt Kot 180000
B+ - D:*D’ @t x Koo K Ko 173000
B+ — DD | K*K+ x Kroog Kt Ko 177000
Bt » DD | @t x Kooy K Ko 179000
BY - DD~ @t KK+ x Kot 117000
BY —» DID*~ | K*K* x Koo, K1t Ko 174000
BY — DI D*~ @t x Koo, K, Kot 179000
BY —» DD~ @, KK+ x Kt 115000
BY - D:*D* | K*K* x Koo, K1t Ko 171000
BY — D*D*~ @t x Koo, K, Kot 171000

Table A.4: D selection criteria at pre—selection level

Ds mode: D — @it D — KK+

Tt tracks GTVL GTVL

K™ tracks GTVL GTVL

K™ tracks GTVL GTVL

K~ PID KMicroNotPion KMicroNotPion

K* PID KMicroNotPion KMicroNotPion

@or K* mass cut (1005 < m < 1030) MeV/c? | (821 < m < 971) MeV/c?
Ds mass cut (MeV/c?) + 30 +30

A.3 Optimization summary

In Tables A.6- A.7 are summarized the invariant mass resolutions for D** and D", and in Ta-
bles A.8- A.10 the selection after the optimization procedure.

The effect on the invariant mass distributions of the vertexing requirement prob(x?) > 1073
for D — K= 1" 7~ 1t" and D* — K~ 1t" 1t* is shown in Figure A.1.

The optimization of the selection based on the DTy, D®)1 invariant mass values is shown in
Figure A.2.
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Table A.5: DE‘S)) selection criteria at pre-selection level

D\ mode: D* — DOt | D* — DO | D*0 — DY | D — Dy
T4 track GTVL - - -
Y/T momentum
cut (MeV/c) p*(TTH) < 450 | p*(10) < 450 | p(y) > 100 | p(y) > 100
T veto on Y from Dfs) - - yes yes
LAT cut (y from D’ES)) - - LAT<0.8 LAT<0.8
Am cut (MeV/CZ) + 4.1 [138,146] [112,172] [114,174]
DO —» K- mt +5.1 - - -

Table A.6: D%, D+ and D masses and resolutions (MeV/c?) in data, simulation and nominal [24],
from the fit of a single gaussian to the reconstructed mass spectra. In the last column the optimized
mass cut in terms of number of standard deviations ng.

m (data) O (data) m (sim) O (sim) | m [24]
decay MeV/c? MeV/c? MeV/c? | MeV/c? | MeV/c? | ng cut
DY — K=t 1863.1+£0.1 | 6.3+0.1 | 1863.7£0.1 | 6.3£0.1 | 1864.5 3.0
DY —» K~ 1 1861.8+0.5 | 11.8+0.8 | 1862.4+0.2 | 9.4+0.3 | 1864.5 2.5
DY — K= mf -t | 1862.640.3 | 5.4+0.3 | 1863.7+0.1 | 4.940.1 | 1864.5 2.5
Dt - K~ mt mrt 1867.8+0.2 | 5.3+£0.2 | 1868.7+0.1 | 5.1+0.1 | 1869.3 3.0
D — @it 1966.1+£0.1 | 5.3+0.1 | 1967.1£0.1 | 5.1£0.1 | 1968.5 3.0
D — KO K* 1965.6£0.1 | 59+£0.1 | 1966.6+0.1 | 5.5+0.1 | 1968.5 2.5

Table A.7: D* — D mass differences and resolutions in the data and in simulation, from the fit of a
single gaussian to the reconstructed mass spectra.

Am (data) Oam(data) Am(sim) oAm (sim) | Am [24]
Decay MeV/c? MeV/c? MeV/c? MeV/c? | MeV/c?
D 5 DO | 141.9940.05 | 1.00+£0.06 | 142.11+0.01 | 0.82+0.02 | 142.12
D0 5Dy | 143.1940.61 | 4.36+0.72 | 142.334+0.17 | 4.424+0.20 | 142.12
D*t — DO 1t | 145.45+0.01 | 0.4040.01 | 145.404+0.01 | 0.42+0.01 | 145.42
Df - Dfy 146.33+0.21 | 4.254+0.25 | 144.254+0.07 | 4.78+0.09 | 143.8

A.4 Efficiency and cross—feed tables

Tables A.11- A.13 summarize the efficiency and the cross—feed extracted from simulation.
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Table A.8: Final D selection criteria.

D mode: DY — K- 1" DV K- [DP—wK-mrmnt | DY - K-ttt

U™ tracks GTVL GTVL GTVL GTVL

K™ tracks GTVL GTVL GTVL GTVL

K~ PID KMicroNotPion KMiicroTight KMicroTight KMicroNotPion

(KMicroNotPion) (KMicroNotPion)

y from T mom. - p(y) > 30MeV/c - -

y from T° LAT - LAT<0.8 - -

0 energy - E(°) > 200MeV/c - -

D mass window 30 2.50 2.50 30

Dalitz weight - > 10 - -

vertex X* prob. none none > 1073 none
GeV/c? GeV/c?

Figure A.1: Effect of the vertex requirement prob(x?) > 10~2 on the invariant mass distributions
for D — K~ 1" 7 1" (left) and DT — K~ 1t 1t (right) candidates.
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Table A.9: Final Ds selection criteria. When different, the cuts for D from decays with a D° —
K*1r are indicated by a * and the cuts for Ds from decays with a D~ — K*1r 1t are indicated

by a **.

Ds mode: D — @t D — KK+

Tt tracks GTVL GTVL

K= tracks GTVL GTVL

K* PID >1 KTight >1 KTight
2 KMicroNotPion (*,*%)

@or K* mass cut Mppg £ 15MeV/c? Mppg + 75MeV/c?
helicity cut |cos(6n)| > 0.3 |cos(Bn)| > 0.3
none if D*~ with D — K+ 1
vertex X2 prob. > 1073

none(*)
Ds mass window 30 250

Table A.10: Final D* selection criteria

D* mode: D* D't | D'—-D'® | DDy | D:— Dy
TC ¢, track GTVL - - -
Y/To £t momentum

cut (MeV/c) p*(mth) < 450 | p*(m®) <450 | p(y) > 100 p(y) > 100
™ veto on Y from D* - - yes yes
LAT cut (y from D*) - - LAT<0.8 LAT<0.8
Am cut(MeV/c?) [143.4,145.4] | [140.0, 144.0] | [132.0, 152.0] | [133.8, 153.8]
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Figure A.2: Fraction of discarded events as a function of the value of the cut on the D*)y or D)7
masses both for the signal (blue) and for the background (red) (a) B — D;[)B(*), D, — Dst
decays; (b) B — D;qﬁ(*), D — Dt decays;(c) B — Djlﬁ(*), D" — Dsy decays; the solid
lines indicate the final value of the cuts used in this analysis.
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Table A.11: Efficiency and cross—feed matrix for the modes B — D;{)B(*), Dy — Ds (final states

D™ D,r0).
generated reconstructed reconstructed | fitted width €i,j (%)
B mode final state mass (MeV/c?) | (MeV/c?) | = Nreco/Ngen.
DD~ (grix Kmm) DD~ (@rix K 2314.4 7.440.1 5.1140.1
D{,D? (grix Krut’) 2315.0 8.0+0 0.05+0.01
DD~ (KK xKmy | DyD~ 1 (K*K x Kmm 2314.2 7.1+0.1 3.99+0.08
D4,D* (grix Km DSD* 1 (grix Km 2314.6 7.6+0.1 4.16+0.09
D4,D* (grix Kru) DSD* 1 (gnix Kr) 2314.9 7.540.2 1.71+0.06
DD~ (grix K3m) DI D*~ 10 (grix K3m) 2314.7 7.3£0.2 2.11+0.06
DD (KK xKm | DFD* 1 (K*K x Km) 2314.2 7.5+0.1 3.57+0.08
D;D* (K*K x Km®) | DFD* 10 (K*K x Kmt) 2314.3 7.9+0.3 1.36+0.05
DD* (K*K xK3m | DFD* 1 (K*°K x K3m) 2314.5 7.240.2 1.6+0.05
DD (grix Km DS D10 (grix Km 2314.5 7.7£0.1 6.5740.11
D;;?DO (prix Krm) DD (grix KruP) 2315.0 7.940.2 1.9340.06
DD~ (grix Krm) 2315.0 8.0£0 0.04£0.01
DZ,D (grix K3m) DI DO (grix K3m) 2314.5 7.14£0.2 2.55+0.07
D, DY (K*K x K DD (K*OK x K 2314.0 7.540.1 5.8140.1
DHDY (KK x Kmr®) | DD (K*OK x Kt) 2314.4 7.740.2 1.68+0.05
D4,D~ (K*K x K 2315.0 8.0£0 0.03+0.01
D4D? (KK xK3m | DFD'1 (K*K x K3m) 2314.2 7.2+0.2 2.18+0.06
D,D* (grix Km DD (grix K 2315.0 7.3+0.2 2.7340.07
D,D*~ (grix Km) 2315.0 8.0+0 0.43+0.03
531 D? (grix Km) 2311.0 18.0+0 0.42+0.03
D3D* (g x Krt) DI D10 (grix Krm) 2315.2 7.74£0.4 0.7640.04
D,D*™ (g x Krt) 2315.0 8.0+£0 0.13+0.02
D, D? (prx Kru) 2311.0 18.0+0 0.14+0.02
D4,D* (g x K3m) DI D*O10 (grix K3m) 2315.0 8.140.3 1.0540.04
DiD* (grix K3m) 2315.0 8.0£0 0.140.02
5% DY (grix K3m) 2311.0 18.0+0 0.15+0.02
DD (K*K x Km) DI D*O1 (K*OK x K 2314.3 7.8+0.2 2.13+0.06
D4 D*™ (K*K x K 2315.0 8.0£0 0.33+0.02
D DY (K*K x K 2311.0 18.0+£0 0.34+0.03
D,D* (K*K x Kmr) | D D*O0 (K*K x Kmut) 2314.5 7.540.4 0.61+0.03
D4,D*~ (K*K x Kmt) 2315.0 8.0£0 0.09+0.01
D, DY (K*K x Krmt) 2311.0 18.0+0 0.1+0.01
D;D* (KK x K3m) | DyD*'m0 (K*K x K3m) 2314.5 7.1£0.3 0.860.04
D4,D*~ (K*K x K3m) 2315.0 8.0+0 0.14=+0.02
D DY (K*K x K3m) 2311.0 18.0£0 0.13£0.02
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modes B — D;D™, D — D+t (final

generated reconstructed reconstructed | fitted width & j (%)

B mode final state mass (MeV/c?) | (MeV/c?) | = Nreco/Ngen.
DI D~ (grix Kmm DD~ (grix Krm) 2455.6 7.940.3 1.64+0.06
D/ D (grx Krt) 2456.0 8.00 0.02+0.01
DD (KK xKmm) | DD (K*K x KT 2455.7 7.3+0.3 1.2840.05
DI, D* (grix Km DFD* 10 (grix K 2456.1 7.940.3 1.33£0.05
DJD*~ (grix Kt D D* 10 (grix Krm) 2454.9 7.940.5 0.47+0.03
DJD*~ (grx K3m) D:*D* 10 (grix K3 2455.4 9.2+0.5 0.62+0.03
DiD* (KK xKm | Di*D* 1 (K*K x Km) 2455.5 8.0+0.3 1.15+0.05
D D*~ (K*K x Kru?’) | D:FD*—1 (K*K x Km) 2455.8 8.8+0.7 0.4340.03
D D*~ (KK x K3m | D D* 1 (K*K x K3m) 2455.8 7.2+0.4 0.51£0.03
DZ DY (grix Km DD (grix Km 2456.1 8.240.2 2.2540.07
DLD*™ (grix KT 2464.0 20.0+0 0.2440.02
D4,D* (grix K 2464.0 20.0+0 0.2740.02
DZ DY (grix Kro®) DD (grix Kri) 2457.0 8.440.5 0.5640.03
D4,D* (grix Kr) 2464.0 20.0+0 0.06+0.01
D,D* (grix Kr) 2464.0 20.0+0 0.1+0.01
D DY (grix K3m) DD (grix K3m) 2455.6 7.5+£0.3 0.7940.04
DD*~ (grix K3m) 2464.0 20.0+0 0.09+0.01
D4,D* (g x K3m) 2464.0 20.0£0 0.1240.02
DZ; DY (K*OK x K Dz D1 (K*OK x K 2455.2 8.0+0.2 1.9440.06
D4 D*~ (K*K x K 2464.0 20.0+0 0.1940.02
DD*? (K*K x Km) 2464.0 20.0+0 0.23+0.02
D, DY (K*K x Kr®) | DD (K*K x Kmut) 2456.6 7.1+£0.4 0.52+0.03
D4D*™ (K*K x Kmt) 2464.0 20.0+0 0.06+0.01
D;D* (K*K x Kri) 2464.0 20.0+0 0.05+0.01
D DY (K*K xK3m | DD (K*K x K3m) 2455.4 7.1+£0.3 0.67+0.03
D4,D*~ (K*K x K3m) 2464.0 20.0+0 0.07+0.01
DD (K*K x K3m) 2464.0 20.0£0 0.1£0.01
D, D* (grix Km) D:D*O10 (grix Km) 2455.7 9.340.5 0.8440.04
D D*~ (@rix K 2456.0 8.0+0 0.1340.02
D, D*" (grix Krot) D+ D*10 (grix Krt) 2455.6 8.6+0.6 0.26+0.02
DJ,D*~ (grix Kro) 2456.0 8.0+0 0.05+0.01
DS, D* (g x K3m) D D*O10 (grix K3m) 2456.7 7.840.6 0.3240.02
D, D*~ (grix K3m) 2456.0 8.0+0 0.05+0.01
DS, D*? (K*K x Km) D:D*'1 (K*K x K 2455.7 7.4+0.4 0.76£0.04
D D*~ (K*K x Km) 2456.0 8.0+0 0.13£0.02
D D* (K*K x Kr) | D:FD*Or (K*K x Kru) 2455.6 7.1£0.7 0.1940.02
D D*™ (K*K x Kmt) 2456.0 8.040 0.03+0.01
D D*0 (K*K x K3m) | DFD*'r (K*K x K3m) 2455.7 7.6+0.8 0.17+0.02
DJD* (K*K x K3m) 2456.0 8.040 0.05+0.01
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Table A.13: Efficiency and cross—feed matrix for the modes B — Djlﬁ(*), D — Dy (final states

D™Dgy).
generated reconstructed reconstructed | fitted width €i,j (%)
B mode final state mass (MeV/c?) | (MeV/c?) | = Nreco/Ngen.
DI D~ (grix Kmm DD~y (gt x K 2455.5 12.6+0.1 8.584+0.12
D/ DY (grix Kr) 2456.0 12.640 0.08+0.01
DI D™ (KK xKmy | DFD~y(K*K x K 2455.3 12.64+0.2 6.63+0.1
DS, D% (K*K x Kr®) 2456.0 12.6+0 0.06+0.01
DI D* (grix Km) DID* "y (grix Km) 2455.5 12.6+0.2 6.13+0.1
D4, D*~ (grix Kru) DSD* y (grix Krat) 2455.6 12.6+0.2 2.62+0.07
D, D*~ (grix K3m) DS D*~y (grix K3m) 2455.7 12.540.2 3.11+0.07
D;D* (KK xKm | DfD*y(K*K x Km 2455.2 12.740.2 5.05+0.09
DS D*™ (K*K x Kr®) | D D*"y (K*K x Kmt) 2455.0 13.040.3 2.03+0.06
DS D*~ (KK xK3m | DSD*y(K*K x K3m) 2454.9 12.840.2 2.4840.06
DJ,D? (grix Km DS D% (@rix Km) 2455.0 12.840.1 11.2940.14
D, DY (prx Kr®) DS DY (grix Krot) 2455.0 12.4+0.2 3.1940.07
DD~ (grix Kmm) 2456.0 12.6£0 0.140.01
DJD* (grx Krt) 2456.0 12.640 0.03+0.01
D, D* (grix Kmm) 2456.0 12.6+0 0.06+0.01
DZ, DY (grix K3m) DI D% (qrtx K31 2455.4 12.640.2 4.1340.08
D D*~ (grix K3m) 2456.0 12.6+0 0.04+0.01
D4, D* (g x K3m) 2456.0 12.6+0 0.04+0.01
D, DY (K*K x K DS D% (K*9K x KTr) 2454.9 12.640.1 9.65+0.13
DI DY (K*K x Km’) | DJ D% (K*9K x Kr) 2455.3 12.240.2 2.54+0.06
DD~ (K*K x K 2456.0 12.640 0.0840.01
D D* (K*K x Kr) 2456.0 12.640 0.04=0.01
D D* (K*K x Kru) 2456.0 12.6+0 0.0440.01
DS DY (K*K xK3m | DID% (K*K x K3m) 2456.0 12.3+0.2 3.37£0.07
DJ,D*Y (grix K DDy (grix Km 2455.1 12.940.2 4.63+0.08
DJ,D*~ (grix Km) 2456.0 12.6£0 0.8240.04
D, D* (g x Km) D D*0y (grix Krot) 2456.1 12.440.4 1.3240.05
DJ|D* (grx Krt) 2456.0 12.640 0.2740.02
D, DY (grix Kro) 2456.0 12.6+0 0.0440.01
D, D* (g x K3m) DS D*%y (@rix K3m) 2455.3 13.140.3 1.6640.05
D, D*~ (grix K3m) 2456.0 12.6+0 0.3240.02
DZ,D*? (K*K x Km) DI D*0y (K*OK x K 2454.5 13.34+0.2 3.98+0.08
DI D*~ (K*K x Km) 2456.0 12.6£0 0.840.04
DJ D" (K*K x Kr’) | DI D*%y (K*K x Kt 2455.6 13.24+0.4 1.04+0.04
D, D* (K*K x Kr) 2456.0 12.6+0 0.23+0.02
DS, D% (K*K x Kr®) 2456.0 12.6+0 0.0340.01
DS D" (KK x K3m) | DID*y(K*'K x K3m) 2455.8 12.6+0.4 1.3140.05
D4, D*~ (K*K x K3m) 2456.0 12.640 0.2840.02
DJD% (K*K x K3m) 2456.0 12.6+0 0.02+0.01
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Appendix B

Defi nitions

B.1 Fox-Wolfram moments

The Fox-Wolfram moments [61], H), are extensively used to characterize the event topology. The
I-order Fox-Wolfram moment can be written as:
[Pillpj

H = ZTH(COS@”) (B.1)

) Vis

where pjj are the (charged and neutral) particle momenta, Ojj is the opening angle between
particles i and j and E,js the total visible energy of the event. The functions Pj(c0s®), with
1=0,1,2,..., are the Legendre Polynomials. In particular,

1
Py(cos®) = 1,P;(cos®) = cosO, P,(cos®) = §(3c052@— 1) (B.2)

For jet-like events |c0s®;, j| is peaked at 1, while for spherical BB events |c0s®;, j| is more uni-
formly distributed, thus the normalized second Fox-Wolfram moment, R, = :—3, is shifted towards
one in Bhabha, dimuons and q{ events and towards zero in BB events.

B.2 Lateral energy distribution

To describe the lateral energy distribution of the showers in the calorimeter, one can define the
variable [62]

N

3 Eirf

LAT = I=3 (B.3)
z:\l:3 Eiri2 + Elr(z) + Ezr(z)

where N is the number of crystals associated with the shower, E; > E; > ... > Ey are the energies
deposited in the i-th crystal, ro = 5 cm is the average distance between two crystals and r; is the
distance between the crystal i and the center of the shower (see fig. B.1).

This variable is constructed to discriminate between electromagnetic and hadronic showers
based on their average properties. The summation in the numerator omits the two crystals contain-
ing the highest amounts of energy. Electrons deposit most of their energy in two or three crystals,
so that the value of LAT is small for electromagnetic showers.

Multiplying the energies by the squared distances enhances the effects for the hadronic show-
ers, compared with electronic.

105



106

crystal front-faces

16 =const.- axis

centi

e of grayi

‘¢i) :

i-tt ‘irystal

APPENDIX B. DEFINITIONS

cluster

Figure B.1: Definition of rj, @ and Ry.



