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Abstract

A method of reconstructing ¢t events in the lepton plus jets mode is applied
to a measurement of the forward backward asymmetry in t-tbar pair production
at CDF. The measurement is a test of discrete symmetries in t-tbar production
and strong interactions at large @2, for which no other measurements exist. In
the present data set it is potentially sensitive to the the presence of parity-
violating production channels such as a massive Z'-like boson. Larger data sets
will have sensitivity for an interesting charge asymmetry arising from pure QCD
calculated at next-to-leading order. We measure the top quark forward-backward
asymmetry for 695 pb~! of CDF collision data, using 243 candidate ¢ lepton plus
jets events in the high Pt lepton trigger streams. The kinematic fitter is used
to reconstruct the production angle of the hadronic top quark in the p-pbar
frame for each event, and the number of forward (Cos(©) > 0) and backward
(Cos(©) < 0) events are counted. The top flavor is tagged by the lepton charge.
The level of intrinsic front back asymmetry in the detector is estimated from
large electroweak samples and found to be small. The predicted background
contributions in the forward and backward hemispheres are subtracted. Bias and
smearing from asymmetries in acceptance and reconstruction are corrected and
the front-back asymmetry is calculated from the corrected front-back counts. The
Standard Model predicts A, = 0.038 and we measure Ag, = 0.20 & (0.11)5%%" +
(0.047)8¥5t,
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4 1 INTRODUCTION

1 Introduction

Symmetries play an important role in characterizing the behavior of elementary parti-
cles. In general, a symmetry implies a conservation law. For example, the invariance
of the description of a physical system to linear translations of its spatial coordinates
is associated with the conservation of linear momentum. Since the transformation can
be over a continuous range of values, this is called a continuous symmetry.

A “discrete” symmetry involves a “swap” between fixed choices in certain variables.
Three discrete symmetries of great importance in particle physics are:

e Charge Conjugation (C)

— Transformation of particles to anti-particles.

— Invariance implies conservation of charge.

e Parity (P)

—

— Transformation of of coordinates to negative coordinates (¥ — —Z)

— The physical system is invariant under mirror reflection.
e Time Reversal (T)

— Transformation of time (¢t — —t) in all expressions.

— Invariance implies the physical process is reversible.

Although the weak interaction is a “symmetry violator”, the strong interaction is
currently believed to respect C,P, and T. However, there is very little test of this at
high energies. Top quark physics at the Tevatron offers an interesting new forum for
the study of discrete symmetries in the strong interaction. It is a strong process at
very high energy. As will be shown in this note, we can completely reconstruct the
tt kinematics, which enables the study of charge flow on a per event basis. With the
charge in hand, we can define two asymmetries:

_ Ni(p) — Ni(p)

A¢ = Nip) + Nolp) @
N - Np)

An = N T N0) @

where N;(j) = is the number of particle i traveling in the direction of particle j

e A is charge symmetry; a non-zero value for this implies a net top current flowing
along the proton direction.



e The front-back asymmetry, Ay, is the difference in the number of top quarks
flowing forward and backward along the proton direction. This kind of asymme-
try is typically associated with parity-violating weak production processes. This
is not expected in strong interactions, though new production mechanisms that
violate parity such as a Z’ particle or Top Color could appear as a front back

asymmetry in top production [9] [10]. If we assume that CP symmetry is con-
served then Ni(p) = Ny(p) and the charge asymmetry is equal to the front back
asymmetry.

Curiously, although the strong interaction conserves C, QCD predicts that strong
interactions produce a net charge asymmetry in the pair production of top quarks at
the Tevatron. Evaluated at leading order, heavy flavor pair production via qq or gg
does not discriminate between quark and anti-quark. But at next-to-leading order,
radiative corrections involving a virtual or real gluon in ¢g§ — QQ lead to a difference
in the production of @ and @, and consequently a charge asymmetry. The asymmetry
originates from interference between initial and final state gluon brehmsstrahlung pro-
cesses, shown in Figures 1a and 1b, which produce a negative asymmetry, and the “box
diagram” with the Born processes shown in Figures 1c and 1d, which produce a posi-
tive asymmetry. The overall charge asymmetry is positive and predicted to be between
4 — 5% by Kuhn and Rodrigo [33], and 3.8% by next-to-leading order Monte Carlo
generator MCQNLO [21]. In this analysis we assume CP symmetry is conserved and
therefore, the front-back asymmetry will be equal to the predicted charge asymmetry.

In this note, we present the measurement of Ay, in ¢ production, using 695 pb~*
of data. We first isolate a sample of top events and understand their backgrounds.
We then develop a method to reconstruct the ¢t kinematics, and use it to measure the
production angle of the top quark, the angle between the top quark and the proton
beam. The top quark production angle is defined as:

O =Tan™! (%) (3)

z

where P, and P, are the longitudinal and transverse momentum of the top quark
in a coordinate system where the proton beam is the z-axis. The production angle
distribution for the top quark, as predicted by the Monte Carlo simulation MC@QNLO,
is shown in Figure 2. The production angle is used to define and count the number of
forward (in the proton direction) and backward (against the proton direction) events
in the sample, and thus measure Ay,. The measured production angle is distorted from
its true value by a number of experimental complications. Corrections for these effects
are applied to the forward and backward counts to produce a measurement of Ay,
which can be compared to the theoretical prediction. We now explain the experiment
and method of measuring Ay, in detail.
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Figure 1: NLO Diagrams
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Figure 2: Cos(©) Distribution MC@QNLO
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Event Selection

This analysis is performed with ¢f events in the lepton plus jets channel as defined by
the selection criteria in CDF Note 7372 [12]. A summary of the selection is shown
below. This set of requirements produces roughly a 4 to 1 signal to background ratio.

One tight high-P; lepton
First criteria for selection, which occurs at both trigger level and offline.

Dilepton veto:
Separates lepton plus jets from dilepton events.

Z veto:
Reduces the amount of background with Z-bosons.

Primary vertex check:
ensures the lepton and jets originate from the same process.

Er > 20 GeV:
Selection based upon the presence of a neutrino in lepton plus jets events.

> 3 Tight and 1 Loose Jets:
Reduces background by requiring the same number of jets as partons in a tt
lepton plus jets event.

> 1 SecVtx “Tagged” jet:
Rejects background processes without heavy flavor quarks present.

For 695 pb~! of data collected at CDF the number of events that pass through event
selection is 257. The breakdown of those events among the three high P, lepton triggers
is shown in Table 1.

Table 1: Events In Each Trigger For 695 pb~*

CEM | CMUP | CMX
NEvents 154 72 31
%0 fTotal | 60.0% | 28.0% | 12%
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Table 2: Signal And Background Estimates For 695 pb~!

Jet Multiplicity 3.5 Jet 4 Jet >5 Jets
EW 1.46£0.24 | 0.85+0.17 | 0.22%0.07
SingleTop 1.29£0.28 | 0.89%0.20 | 0.1340.02
QCD 4.34+1.57 | 6.704+2.31 | 1.33£0.85
W+LF Mistags | 9.3841.85 | 4.95£0.98 | 0.48+0.11
We 2.4740.76 | 1.11£0.50 | 0.04£0.04
Wee 3.75+1.31 | 1.774+0.87 | 0.0440.04
Wbb 8.40£2.66 | 3.71+1.72 | 0.26%0.26
Total Bkg 31.0945.35 | 19.99£3.99 | 2.51£0.94
Data 91 128 38
tt Pred. 59.9 108.0 35.5

3 Backgrounds

Several kinds of processes without top quarks slip past our selection criteria. These
events are backgrounds to the top quark signal and their presence biases and dilutes
the measurement. Each background contribution for this analysis is estimated from
the “Method 2” technique described CDF Note 7486 [17]. The predicted contribution
for each background was calculated for an integrated luminosity of 319.5 pb~!. The
data sample for this analysis consists of 695 pb~! of integrated luminosity. Since we
believe the background fraction is independent of luminosity, the background content
for this dataset is estimated by scaling the predicted amount from 319.5 pb=! to 695
pb~!. The number of events in data that pass our selection criteria and the background
estimates are shown in Table 2. For this analysis, we assume the number of top events
is equal to the difference between data and the background estimate.

4 Dataset Model

Models of the experimental dataset are used to simulate and understand our mea-
surement. Generally, these models take the form of Monte Carlo simulations of the
underlying physical process, called the “generator”, and the response of the detector
to that process, called the “CDF simulation”. Information about both detector level
objects, such as jets, and underlying physical objects, such as top quarks, is accessi-
ble in simulation. This allows comparisons between the elementary Standard Model
objects and the objects actually observed at the detector level.

Each physical process predicted to be in our dataset is modeled by an appropriate
simulation and normalized to the predicted number of events expected from “method
IT” [17]. The result is a complete model of the expected data collected at CDF and
selected for this analysis. We discuss how the simulations are used and the tests we
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perform to verify their accuracy.

4.1 Models For Each Process

The simulation used for each signal or background processes is described separately
below. For a few of the background simulations the selection criteria is modified to
improve statistics, but without changing predicted distributions. Table 3 is a summary
of each dataset used in this analysis. Each model is a complete simulation of the ini-
tial collision in the event, the final state particles, and the response of the detector.
Kinematics and angular distributions for all particles in the simulated events are en-
tirely available and, thus the event selection, reconstruction, efficiencies, etc. can be
completely simulated for every process.

Table 3: Datasets

atopT7a, atopfb, ltop4n, ltop4m

atoppb, atopjb, ltop2b, ltop5b

atoptb, atopmb, Itop2c, ltopsc
ltop3a, ltop7a

Dataset Type

bhelOd CEM Triggered Data, Runs 138425-186598
bhmu0d CMUP, CMX Triggered Data, Runs 138425-186598
bhelOh CEM Triggered Data, Runs 190697-203799
bhmuOh CMUP, CMX Triggered Data, Runs 190697-203799
ttopll Herwig tt, M; = 175.0GeV

ttopwl Herwig tt, M, = 175.0GeV

ttopkl Pythia tt, M, = 175.0GeV

ttophl Herwig tt, M; = 178.0GeV

ttopel Pythia tt, M, = 178.0GeV

ptopl0 MCQ@NLO tt, M, = 175.0GeV

Herwig+Alpgen W+4p
Herwig+Alpgen Wbb+2p
Herwig+Alpgen Wee+2p
Herwig+Alpgen We+3p

mtopya MadEvent+Pythia Single Top (S-Channel)
mytop(ta+ua) MadEvent+Pythia Single Top (T-Channel)
wtoplw Pythia WW
wtoplz Pythia WZ
ztopcz Pythia 77
atopxb Herwig Z— 77+2p
4.1.1 tt Signal

Two different generators are used to model tf signal events: Herwig and MC@NLO.
Herwig generates events with a leading order matrix element calculation and uses a
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parton shower program to simulate gluon radiation and the showering of jets [20].
MC@NLO generates events with a next-to-leading order matrix element calculation
[21]. Tt is used in conjunction with Herwig which performs the parton shower simula-
tion. In this analysis, we use MC@QNLO to model kinematics and angular distributions
for tt events. MC@NLO provides a better model of higher order QCD processes, in-
cluding the NLO charge asymmetry. Herwig is used to generate a large number of
events, 2 million, for simulating the effects that the detector, acceptance, and recon-
struction have on the measurement. We expect these effects to be fairly independent of
next-to-leading order effects, and by using Herwig for generation, the statistical error
in the simulation of these effects is reduced by a factor of two.

4.1.2 Electroweak

Electroweak backgrounds are modeled by the Pythia Monte Carlo [19], which has a
specialized treatment of final state hadronic interactions. Hard scattering processes
are generated using Standard Model based calculations, and then a combination of
analytical results and various QCD-string-based models simulate the multihadronic
final states and parton evolution into jets.

4.1.3 Single Top

Single Top events are modeled at the generator level by MadEvent, for both s and
t channels [22]. MadEvent is a multi-purpose, tree-level only event generator for a
full range of collider processes including e*e™, ep, pp, 7y, and pp. It is a generator-
only simulation and, therefore, is used in conjunction with Herwig to simulate parton
showering into jets.

4.1.4 QCD

At this time, Monte Carlo simulations of QCD background events are not considered
adequate models to predict the rare events that pass the ¢t selection. Instead, pretag
data events with large F/r and large lepton isolation are used as the model. Data events
in this region are dominated by QCD and are assumed to be kinematically similar to
background events in the signal region. Events in region C are required to have at
least 3 tight jets and 1 loose jet and to boost statistics, instead of requiring a b-tagged
jet, the jet with the highest positive mistag probability (as given by the mistag matrix
[18]) is chosen as the b-tagged jet.

4.1.5 W + Heavy Flavor (Wbb, Wce, and We)

W-boson plus heavy flavor events are modeled by Alpgen at the generator level and then
passed to Herwig to simulate parton showering [23]. In W+jets events it is important to
properly model the number of additional jets required by the selection criteria. Alpgen
performs this accurately by including every diagram in a tree-level calculation. Herwig



4.2 Study Of Simulation Performance 11

is used to simulate parton showering, but all of the other final state radiation effects in
Herwig are turned off, so that the final state jet multiplicity is completely determined
by the ALPGEN calculation.

4.1.6 W + Light Flavor

W-boson plus light flavor events are modeled by Alpgen at the generator level, with
Herwig used to simulate parton showering. As in case of the W + heavy Flavor
background, we use Alpgen to accurately treat the multiparton processes that generate
additional jets. The selection criteria is modified by treating the most “taggable” jet
as a “tagged” jet and not requiring an actual tag in the event.

4.2 Study Of Simulation Performance

As will become clear in section 6, we rely on our simulations to understand the cor-
rections necessary to relate Ag, as measured to the fundamental Ay, in ¢ production.
We must therefore verify that the simulation correctly models any intrinsic differences
in the forward and backward response of the detector.

4.2.1 Primary Vertex

The primary vertex is the collision point of the pp interaction as measured from the
center of the detector. If the position of the primary vertex in Monte Carlo simulation
is drastically different than data, our model for the geometric acceptance of jets and
leptons will be skewed in 1, and the production angle distribution of the top quark will
not be simulated correctly.

In Figure 3, the primary vertex z-coordinate of simulated ¢f events are compared to
primary vertex z-coordinate in the data used for this measurement. The background
models are normalized to “method 2” values and the signal is normalized to the num-
ber of events found in the data minus the background prediction. The mean of the
distribution for Monte Carlo and data are within statistical error, and the width dif-
fers by < 4%. A slighly narrower distribution in the data is the result of a change in
the beam profile since the production of the Monte Carlo. Although there is a slight
shape difference, we believe that the overall agreement is good, and that the z vertex
is adequately modeled for the analysis.

4.2.2 Front-Back Symmetry Of The Detector

The top event is composed of electrons, muons, and jets. Each of these is detected in a
particular way, with particular apparatus. Therefore we can consider testing the simu-
lation of electrons, muons, and jets separately to probe the modeling of the front-back
acceptance of the detector. Fortunately, ideal samples are available in our high statis-
tics inclusive high Pt lepton samples, which are dominated by leptonic vector boson
decays. For example, W — ev events contain a high Pt electron and virtually nothing
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Figure 3: Primary Vertex z-coordinate for ¢t events

else. Comparing data and Monte Carlo for this process very selectively studies electron
acceptance. With 70,000 identified W — ev decays, the n distribution of the electron
can be compared to simulated W — ev decays with very good statistical precision over
the entire detector, providing an accurate test of the simulation performance. We will
examine the 7 distribution qualitatively, and also make a quantitative comparison. For
our figure of merit, we will use Az, where:

N’f]>0 - Nn<0 (4)
Nn>0 - Nn<0

and we will compare this A, between data and simulation. The samples of events for
this test are selected from both Monte Carlo simulation and data with one isolated
“tight” lepton, MET > 20 GeV, zero “tight” jets. It is assumed that there are very
little or symmetric backgrounds to this selection criteria in collected data. The checks
are performed with over 70,000 events for each check. For testing jets, the same method
is applied, except a single tight jet is required in selection.

The results are shown in Table 4 and in Figures 4 to 9. The well known charge
asymmetry from the vector boson production and decay is visible in the figures [21].
The asymmetry is opposite for positive and negative charged leptons, which demon-
strates charge-parity is conserved in the detector. Comparing data and simulation
bin-by-bin in 7, we see that the simulation maps the detector in detail. The total Ay,’s
are consistent to a few parts in 1000, and within the very small statistical error of the
measurement. This is certainly adequate for our measurement in a top quark sample
of approximately 300 events.

App =
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Table 4: Ay, Check On £CEM Electrons, ZCMUP,CMX Muons and Jets

| Check | Ajy Monte Carlo | Ap, Data | Difference |

+CEM Electron 0.08240.003 0.081£0.003 | 0.001£0.004
-CEM Electron -0.08640.003 -0.0884:0.003 | 0.002+0.004
+CMUP Muon 0.051+0.004 0.047£0.004 | 0.004=0.006
-CMUP Muon -0.044=£0.004 -0.05240.004 | 0.008=+0.006
+CMX Muon 0.115£0.006 0.113£0.006 | 0.002+0.008

-CMX Muon -0.111£0.006 -0.131£0.005 | 0.02£0.008
Lead Jet 0.006£0.006 0.003=£0.007 | 0.002=£0.009
+ Electron n For W->ev Events: Pythia Vs Data ‘ - Electron n For W->ev Events: Pythia Vs Data

e vy (I sy I s
o.o35§ e - o.ossé — Wev (Pythia) AP _ 0,088 + 0.003
0.03[ 0.03— ]
0.025; é 0.025; é
0.02; é 0.02; é
0.015; é 0.015; é
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%5 1 0.5 ‘0‘ 0.5 1 H1?5 91%5” 1 0.5 ‘0‘ 0.5 1 H1¥

Figure 4: + Electron (CEM) n For W Figure 5: - Electron (CEM) n For W +
+ 0 Jet Events 0 Jet Events

i 2
(3]
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Lead Jet Eta For W + 1 Tight Jet: Pythia Vs Data
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5 Calculation Of The Front Back Asymmetry

5.1 tt Event Reconstruction

The measurement of Ay, will use the production angle of the top quark. The top
quark is not directly observed in the detector, and therefore, we must reconstruct its
momentum 4-vector from the final state particles: jets, charged leptons and neutrino.
Unfortunately, we measure only the transverse component of the neutrino (in the £r)
and it is impossible to identify the parent quark of a jet based upon detector informa-
tion. Because the type of parton cannot be identified by its jet, we cannot tell which
jets came from which partons in a ¢t event. If we are to reconstruct the event we must
find a method to choose the correct jet-parton assignments, as illustrated in Figures 11
and 12. We use an algorithm to match jets to the correct partons and reconstruct the
full neutrino momentum by employing several constraints available in the “tt lepton
plus jets hypothesis”. This method allows us to reconstruct the complete kinematics
of the tf final state.

YYYY . YYYY

') Algorithm X

¢ 6 ¢ @ ¢ e
bLep bHad uW dW bLep bHad uW d.W
Figure 11: ¢t Lepton Plus Jets Event Figure 12: Matching Jets To Quarks

5.1.1 Matching Jets To Quarks And Reconstructing The Neutrino

The problem of reconstrucing the ¢t event is a combinatoric one: we must choose
between a number of possible arrangements. The highest four energy jets in the event
are assumed to come from the four quarks in the ¢t process. Matching four jets to four
quarks leads to 24 possible combinations. This can be reduced by a factor of two since
interchanging the two quarks from W-boson decay does not change the kinematics of
the event.

Because we cannot measure the momentum of the event along the beam direction,
we cannot infer the P, of the neutrino from “missing F.”. However, we can calculate
the neutrino P, by requiring that the lepton and neutrino be consistent with the known
mass of the W-boson. This calculation involves a quadratic equation and produces two
solutions for the neutrino P,. Both solutions are considered. Together with the jet
assignments, the event has 24 possible combinations.
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Our strategy is to test each combination for consistency with the “tf hypothesis”.
That hypothesis has four main components:

e The lepton and neutrino are decay products of a W-boson (W — [v)
e Two jets are decay products of a W-boson (W — jj)

e The lepton, neutrino, and a third jet are final states from a top quark decay
(t — lvj)

e The two jets from W — j7 and a fourth jet are final states from the other top
quark decay (t — jjj)

The consistency of each combination with the t# hypothesis is assessed with a x?
test. The x? equation is:

2 __ (py — Py Pj by
X = Zi:l,jets ) -+ Zj:x,y o

i j

i (Mj;—My)? . (M, —Myy)? ¢ (Myj;—M pit)? X (M —M piy)?
2 2 2 2
W W i ;

While we are assessing the “goodness-of-fit” we can also take the opportunity to
make modest corrections to the jet energies. The last four terms are the constraints.
M;; is the invariant mass of the two jets that must be consistent with the known W
boson mass. Mp;; and M;,, are the invariant masses of the hadronically decaying and
leptonically decaying top quark side. These should be consistent with being equal, and
their common value, My; is the best estimate of the top quark mass. M, is the mass
of the lepton and the neutrino which must be consistent with the mass of a W boson.
All four of the constraints are particle masses, and their weights are the theoretical
decay width of the particle.

The first two terms are sums over lepton and jet transverse energies and “unclus-
tered” energy, which is the energy in the event outside the tt interaction. These values
are varied within their measured error. This improves resolution on jet energies, as
well as the probability of finding the correct combination. The known top quark mass
may also be used as a further constraint in the fit by setting My = Mipnown-

The standard package MINUIT is used to vary the independent parameters and
minimize the x? for each possible combination of jet-parton assignments and neutrino
solutions [25]. The combination with the lowest x? is chosen as the best representative
of the tt hypothesis for the event. Tests with Monte Carlo simulations show that
the correct assignment is chosen 45% of the time, and this improves to 60 % in the
constrained fit. In this analysis, any event with a x? > 50 is removed from the sample.
This eliminates events that are badly measured as well as some fraction of background
events.
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Figure 13: Reconstructed Mass For Chosen And Correct Combinations.

5.2 Reconstructed vs True Distributions

Figure 13 shows the reconstructed mass for the chosen and the correct jet-parton
assignments in ¢ Monte Carlo with M; = 178 GeV/c? and T'; = 1.5 GeV. Even for
correct jet-parton assignments, the reconstructed distribution has a mean shifted from
178 GeV/c?, and a smeared width much larger then 1.5 GeV. This is due to the
measurement resolution of the energy of jets, leptons, and the missing energy. The
chosen solution has events with both correct and incorrect jet-parton assignments.
Incorrect jet-parton assignments further distort the mass distribution. These kinds of
distortions will be an issue for any reconstructed distribution.

In order to draw conclusions about the “true” value of a quantity or measurement,
the measured one will need to be corrected for these effects. The example shown here
illustrates that the Monte Carlo simulation is a useful tool for this, as long as it is
a faithful representation of reality. We discuss next how we use the Monte Carlo to
assess the reconstruction and resolve some fundamental issues with our measurement.

5.3 Comparison Of Reconstructed Data To The Model

The algorithm has been applied to ¢t signal and background models as described in
section 4, and 695 pb~! of data collected at CDF. The signal and background models
are normalized to the predicted values shown in Table 2 (53.6 background events and
203.4 signal events). We now compare a few example distributions in data and the
model.



5.3 Comparison Of Reconstructed Data To The Model 19

| 2 (Constrained) |

ﬂ [ T UL B B LR IR LR B B T
c L — Data ]
Q701 I Signal + Bkg |
Ll I = Signal ]
-..6 [l Background |
5 60 Chi2Data i
Ko} Entries 257
£ Mean 9.95 |
2 50 RMS . 12.17 H
Chi2Pred i
Entries 54919 |4

Mean 11.73

40 RMS 15.5 7
30 ]
20 b
10 x ]
Lo I 1

0 L 1 R - I
0O 10 20 30 40 50 60 70 80 90 10

Figure 14: x? Distribution

5.3.1

The shape of the y? distribution is a measure of the compatibility of events with the
assumption that they originate from ¢t lepton plus jets processes. If the reconstruction
of tt events is not well simulated by our model or normalization is incorrect, then the
x? distribution in data will diverge from predicted. The y? distribution for data and
our model is shown in Figure 14. The data and the model agree in shape and rate of
decay far out into the tails. At the very outer edges of the tails (x* > 50) a few events
in data appear. This is consistent with an integration of the number of events in the
model predicted to have x? > 50. The good agreement between model and data is a
high level check that event reconstruction of our model is an accurate simulation of
event reconstruction in data.

5.3.2 Top Mass

The reconstruction algorithm is used by the CDF Top Mass Template Group to measure
the top mass [20]. The distribution of the reconstructed mass should be another good
quality control indicator for our analysis. The distribution of the reconstructed mass
returned by the algorithm is shown in Figure 15 for our model and data. The shape of
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Figure 15: Reconstructed Top mass

the data at the low end of the spectrum follows the characteristic bump in the model
which is due to backgrounds. At the peak of the distribution, which contains the bulk
of events, the model and data follow the same sharp rise and decline. Even far out
into the tails of the distribution, where little background exist, both model and data
have similar shape. The good agreement between Monte Carlo and data, shown in 15,
again suggest that our models are an accurate reflection of the data.

5.3.3 Top Quark Kinematics

To study quantities other than the mass, we can impose an additional constraint in the
reconstruction that the top mass be consistent with our measured value. The default
for our mass constrained reconstruction is M; = 175 GeV/c?, which is consistent with
out measurement of M; = 173.4 + 2.8 GeV/c* [20]. As discussed in section 5.1.1,
this increases the number of correct jet-parton assignments by 15%. In all analysis
following, this constraint is imposed.

The top quark transverse momentum is shown in Figure 16. The lack of events
near P, = 0 reflects the effect due to the kinematic cuts on jets, leptons, and missing
energy in event selection: it is an acceptance effect. The data and our model are in
good agreement over the entire spectrum.
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The distribution of the invariant mass of the ¢t system is shown in Figure 17. No
events are reconstructed with M;; < 350 due to the top mass constraint. The data and
our model are consistent in the shape of the distribution from peak to tail: each show
a slow exponential decline in number of events beginning at M;; = 350 with very few
events with M > 600.

5.3.4 Top Production Angle

The top production angle ©, is the angle between the outgoing top quark and the
initial proton direction:

O = tan™! (%) (6)

The use of a polar angle is somewhat unconventional in hadron collider physics.
The usual choice is to transform to a closely related quantity called the rapidity:

1 E+P,
y‘i'ln<E—Pz) @

For a massless particle, y is approximately equal to the pseudo-rapidity. These variables
are generally convenient because they are invariant against Lorentz transformations
along the beamline. However, in our measurement we find that the polar angle is most
convenient in studies of reconstruction, and we will develop our Ay, formalism around
it.
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5.3.5 Issues In The Production Angle Reconstruction

Because Cos(0) is central to our analysis, we study its reconstruction in further detail.
To assess the accuracy of the reconstruction we compare the “true” value of the angle
in top simulation to the reconstructed one. Our figure of merit is the difference:

ACo0s(0) = C0s(0)rrue — C0s(O) Recon (8)

The distribution of AC0s(©) is shown in Figure 18 for the hadronically decaying
top quarks in our model of ¢f. This histogram shows that the majority of events are
in a narrow peak with |[ACos(©)| < 0.1. The histogram illustrate that the algorithm
effectively reconstructs the production angle of the top quark.

If charge conjugation symmetry is assumed in the production mechanism, then
the production angle can be measured using either the hadronic or leptonic decaying
top quark. ACos(0©) for the leptonically decaying top quark is shown in Figure 19.
The hadronically decaying top quark is more accurately reconstructed, with 1.4 times
smaller RMS then leptonic decaying top quark. The reconstruction of the production
angle of the leptonically decaying top quark is degraded by the lack of constraint in
the longitudinal momentum. Because of this, we will use the hadronically decaying top
quark to measure the production angle.

5.3.6 The Front-Back Asymmetry

Shown in Figure 20 is the production angle distribution for the hadronically decaying
top quark, (—@;) - Cos(0), where we have used the charge of the lepton, —@Q);, to infer
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Figure 20: (—@Q;) - Cos(©) Of Hadronic Decaying Top

the charge of the top quark. The forward backward asymmetry of this distribution is
calculated by:

_ NQi)cos©)>0 = N(q))-Cos(@)<0
App = 9)
N(=qu)-Cos(©)>0 T N(=Q))-Cos(®)<0

The result in data and our model is:

At = 0.095 £ 0.063 (10)
Aol = 0.010 £ 0.006 (11)

The data shows a slight excess, which is nevertheless consistent with expectations
within the large statistical error. In order to make a comparison to the theoretical
prediction we must understand how to correct the reconstruction back to the “true”
value. The corrections to the measurement are discussed in the next section.
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6 Corrections To The Measured Ay,

In order to compare the measured front-back asymmetry to the theoretical prediction,
we must account for any bias and smear of the ¢ asymmetry due to backgrounds,
acceptance, and reconstruction. Our Monte Carlo model is expected to simulate these
effects, and we use these simulations to understand and develop corrections.

Each correction is tailored to events in six different categories based upon the the
high P, lepton trigger and the lepton charge. These categories are +CEM, +CMUP,
and £C'M X. This is done to provide specific corrections to events which are detected
with similar apparatus and selected with similar criteria.

Each individual effect and the corresponding corrections are described in the fol-
lowing sections.

6.1 Background Corrections

All non-signal processes dilute the measurement. In addition, several of backgrounds
contain intrinsic asymmetries due to parity violating weak interactions, and these will
bias the measurement.

Our remediation of this complication is a straight-forward subtraction. Each back-
ground model is run through reconstruction, giving an estimate of the ratio of forward
to backward events. An absolute normalization is available from the background esti-
mate described in section ?7. We then subtract the predicted number of forward and
backward background events from the number measured in data.

The reconstructed production angle, (—@;) - Cos(©), for the combined background
model is shown in Figure 21. The contributions from the different background pro-
cesses are stacked on one another. Compared to the ¢¢ signal model in Figure 20, the
production angle in backgrounds is distributed much closer to the p and p direction
(Cos(©) = £1). Therefore, the signal to background ratio will be larger then average
at the outer edges of this distribution.

The predicted Ay, and normalization for each individual background is shown in
Tables 5 through 10. The combined background asymmetry in all lepton categories for
the reconstructed production angle distribution, (—@Q;) - Cos(0©), is:

A PR = —0.013 £ 0.012

which is consistent with zero. Therefore, the largest effect the background has on the
measurement is to dilute the ¢f signal.

The estimated number of forward and backward background events needs to be
corrected separately for each kind of lepton. The number and uncertainty in each
category is:
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N,
Forg = % (1+ Ay big) (12)
Ny,
O-%bkg - 0124}1; . 2 : (13>
i=bkg
N,
By = ;kg (1 — Afp, pig) (14)
Ny
%bkg - 0-124’}'% ’ 92 7 (15)
i=bkg

where,
Ni, = # events in " background
Nyig = Total # of events in lepton category
Ay g = A for i background
Ay g = Agp in lepton category

The error on background normalization will be considered as part of the systematic
uncertainties in section 7. The measured number of forward and backward events is
corrected for background contribution by subtracting the estimated contribution from
the measurement.

Fcorrfbkg = Frneas — Fbkg (16>
2 _ 2 2

chorr—bkg - aFmeaS + O-Fbkg (17)
Bcorr—bkg = Bmeas - Bbk:g (18)
2 _ 2 2

O-Bcorrfbkg - O-Bmeas + O-Bbkg (19)

where,
F, Beas = Measured # F.B events in data
OF Byeas = BrTOr ON F, Bpeqs (Poisson)

The number of forward and backward events remaining after background subtraction
is now treated as tt signal.
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Figure 21: —@Q,; - Cos(©) For Backgrounds
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Table 5: Afbkg +CEM Electron Events

27

Table 6: Afbkg -CEM Electron Events

Background Ap, N jlodel Background -CEM Ay, | Njlodel
QCD -0.07£0.08 3.4 QCD 0.10£0.08 3.5
W+LF Mistags | 0.028+0.016 3.5 W+LF Mistags | -0.082+0.016 3.5
Wbb 0.082+0.02 | 3.0 Whb -0.11£0.02 3.0
Wee 0.0740.04 1.3 Wee -0.07+0.04 1.2
We -0.24+0.3 0.3 We -0.14+0.15 0.2
SingleTop-S 0.114+0.06 0.2 SingleTop-S -0.06+0.06 0.2
SingleTop-T 0.20£0.07 0.15 SingleTop-T -0.33£0.07 0.2
WW -0.23£0.19 0.4 WwW 0.07£0.19 0.4
WZ -0.10+0.18 0.1 WZ 0.15+0.13 0.2
77 -0.2040.44 0.01 77 -0.234+0.27 0.02
17— TT 0.5+0.43 0.05 17— TT nil ¢ 0.03
Combined -0.01+0.02 12.3 Combined -0.04+0.02 12.3

Table 7: A}Bbkg +CMUP Muon Events

“not enough events in MC

Table 8: Afbkg -CMUP Muon Events

Background Ap, Njfodel Background App N jfodel
QCD -0.25+0.12 1.4 QCD 0.27+0.12 1.4
W+LF Mistags | 0.018+0.022 2.1 W+LF Mistags | -0.03£0.02 2.2
Whb 0.06-£0.03 1.5 Wbb -0.10£0.03 | 1.5
Wee 0.02+0.06 0.8 Wee -0.09+0.05 0.9
We 0.05+0.07 1.1 We -0.04+0.08 0.7
SingleTop-S -0.0740.08 0.1 SingleTop-S | -0.1740.06 0.1
SingleTop-T 0.23£0.1 0.1 SingleTop-T | -0.06+£0.07 0.1
Ww 0.11£0.23 0.3 WWwW 0.0+0.25 0.3
WZ 0.0+0.27 0.07 WZ -0.29£0.26 | 0.07
77 -0.671+0.3 0.01 77 0.2+0.44 0.01
17— TT nil ¢ 0.03 17— 1T nil ¢ 0.01
Combined 0.034+0.03 7.6 Combined 0.0140.03 7.3

“not enough events in MC

“not enough events in MC
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Table 9: A?bkg +CMX Muon Events

Table 10: Afbkg -CMX Muon Events

Background Ap, N jfodel Background App N Jfodel
QCD -0.07 £ 0.18 0.7 QCD -0.29 £ 0.16 0.7
W+LF Mistags | 0.09 £ 0.03 1.0 W+LF Mistags | -0.05 & 0.03 1.0
Wbb 0.12+0.05 | 0.6 Wbb -0.03 £0.05| 0.6
Wee 0.04 £+ 0.08 0.4 Wee -0.12 £ 0.08 0.4
We -0.05 £ 0.09 0.5 We -0.07 £ 0.12 0.5
SingleTop-S 0.0 £0.14 0.04 SingleTop-S 0.0 £0.14 0.04
SingleTop-T 0.12 £ 0.14 0.05 SingleTop-T | -0.18 + 0.17 | 0.05
WW -0.27 £ 0.29 0.2 WwW 0.33 £ 0.54 0.2
WZ 0.43 4+ 0.34 0.03 WZ -0.14 £ 0.37 | 0.03
77 nil ¢ 0.0 77 0.0 £0.71 0.0
17— TT nil ° 0.0 17— TT nil ¢ 0.0
Combined -0.03£0.05 3.5 Combined -0.14+0.05 3.3

“not enough events in MC
not enough events in MC

“not enough events in MC
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6.2 Acceptance Corrections

The reconstruction of the top quark production angle requires almost every component
of the detector: hadronic and electromagnetic calorimeters, muon chambers, tracking
chambers, and silicon tracking. Front-back asymmetries in detection efficiencies or
acceptance will translate into an apparent asymmetry in measurement, which we will
need to correct.

We use tt model to study how selection and the detector effect the measured number
of forward and backward events. We define the selection efficiencies as follows:

Fsel
= 20
=g (20)
Bsel
= 21
= Brn (21)

where,
F, B,,, = # F.,B events selected in MC
F, Byen, = # F,B events generated from MC

Using these efficiencies, the number of forward and backward events selected for
analysis can be related to those generated by the matrix multiplication:

Fsel
Bsel

F en
’ (22)

gen

where,

Since different lepton types are detected in separate apparatus with different ge-
ometries we study €y and ¢, in each case. Using 2 million ¢¢ simulated events, six
matrices are formed for each of the six lepton categories; ZCEM electron, CMUP
Muon, and +CMX Muon. The elements of M4 for each lepton category are shown in
Table 11.

Defined in this way, these efficiencies are actually very close to the overall acceptance
efficiency of the lepton plus jets selection. The efficiencies are low magnitude because
most of the generated Monte Carlo events are ¢t dilepton and all-hadronic events, which
our selection criteria removes. Dilepton and all-hadronic events that do pass selection
are considered part of our sample. All categories show a small differences between the
forward and backward efficiencies except events with a +CMUP muon.
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Table 11: Elements Of My

’ Event Type H €f ‘ €p
+CEM 0.0116+0.0001 | 0.0114+0.0001
-CEM 0.01134-0.0001 | 0.0120+0.0001
+CMUP 0.01004-0.0001 | 0.0100+0.0001
-CMUP 0.00904-0.0001 | 0.0100+0.0001
+CMX 0.0116+0.0001 | 0.0114+0.0001
-CMX 0.01134-0.0001 | 0.0120+0.0001
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Figure 23: Demonstration Of Back-
ward To Forward Smearing For +CEM
Electron.

Figure 22: Demonstration Of Forward
To Backward Smearing For +CEM
Electron.

6.3 Reconstruction Corrections

Mismeasured jet energies, incorrect jet-quark assignments, and charge misidentifica-
tion contribute to a smearing effect in the reconstructed production angle, which can
translate into a change in the populations of events measured forward and backward.
This is demonstrated in Figures 22 and 23 for Monte Carlo Top events with a +CEM
electron. We see that the effect of reconstructing into the wrong hemisphere occurs for
12 to 13% of top quarks.

With this Monte Carlo based determination of smearing, we can correct out mea-
surement using a further elaboration of our matrix formalism. We define a smearing
matrix as follows. Let
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F, meas M F, sel (23)
Bmeas a X Bsel
where,
Arp A
My, = ff Aof
Arp Awb
The elements of My are defined as follows:
_ Fsel(F) _ Fsel(B)
)\ff - Fsel )\bf - Bsel (24)
)\ _ Bsel(F) )\ _ Bsel<B)
fb T E@el bb — Bsel
where,
Fsq = # Forward events selected (as in eqn 20)
Bsee = +# Backward events selected (as in eqn 20)
Fs(F) = # Selected forward events reconstructed forward
Fs(B) = # Selected forward events reconstructed backward
Fs(F) = # Selected backward events reconstructed forward
Fs(F) = # Selected backward events reconstructed backward

Using our Monte Carlo model we can estimate the elements of My for each category
of lepton. The errors are binomial because each event is reconstructed either forward
or backward:

OMp = Nevents P (]- _p) (25>

where p is \;;.

The off-diagonal element of Table 12 reproduce the conclusion from Figures 22 and
23.: between 13 and 15% of events are reconstructed in the wrong direction. The
matrices also show a slight difference in the off-diagonal elements. This is because the
reconstructed distribution in our Monte Carlo model is dependent on event selection.
As seen in Table Table 11, event selection is slightly asymmetric. This skews the
production angle distribution in the £ model, which propagates into the reconstructed
distribution.
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Table 12: Elements Of Mg

’ Event Type H )\ff ‘ >\bf ‘ /\ﬂ, ‘ )\bb ‘
+CEM 0.852£0.009 | 0.147£0.009 | 0.136£0.009 | 0.876£0.009

-CEM 0.867£0.009 | 0.134£0.009 | 0.144£0.009 | 0.856£0.009

+CMUP 0.848+0.010 | 0.152£0.010 | 0.143£0.010 | 0.857£0.010
-CMUP 0.869£0.010 | 0.131£0.010 | 0.147£0.010 | 0.852£0.010
+CMX 0.848+0.010 | 0.152£0.010 | 0.143£0.010 | 0.857£0.010
-CMX 0.869£0.010 | 0.131£0.010 | 0.147£0.010 | 0.852£0.010

6.4 Total Correction To The Measured Ay,

With the understanding of acceptance and reconstruction bias in hand, we can develop
an overall formalism for correcting the measured Ay, back to the true Ay, of ¢¢ produc-
tion. Matrices M4 and Mg are multiplied together to create a relationship between the
background corrected number of forward and backward events and the true number
of forward and backward events generated in Monte Carlo. We will call the corrected
values that are comparable to the number of events generated: Fi,.. and B,

Fcorr—bkg corr

26
BCOT’I" ( )

]:MR.MA.

Bcorrfbkg

The combined matrix formed by multiplication of M4 and My is then inverted so that
we can solve for the corrected values.

Fcorr _ Fcorr—bk’
= [Mp - Ma] - ’ (27)
Bcorr corr—>bkg
We define the correction matrix Mg, where:
Mo = [Mp- My = Mo My (28)
c R A M, M,

Using the values from Tables 11 and 13, the elements of the correction matrix are
calculated, shown in Table 13.

We apply our correction matrices to the background corrected values from equations 18
and 16 . The corrected number of forward and backward events and their uncertainty
is:

Fcorr = Lcorr—bkg * MO + Bcorr—bkg : Ml (29>
2 2 2 2 2
O-Fco'r'r o O-Fcorrfbkg ’ MO + O-Bcorrfbkg ) Ml <30)
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Table 13: Elements Of Mq

’ Event Type H M, ‘ M,y ‘ M, ‘ Ms ‘
+CEM 110.1 | -18.0 | -16.5 | 110.4

-CEM 111.9 | -15.8 | -17.6 | 106.3

+CMUP 171 | -29.6 | -27.4 | 173.2
-CMUP 177.4 | -25.9 | -29.4 | 170.8
+CMX 496.9 | -99.9 | -84.5 | 5284
-CMX 513.1 | -71.5 | -82.6 | 500.9

Bcorr = Lcorr—bkg * M2 + Bcorrfbkg : M3 (31>
2 2 . 2 2 . 2
O-Bcorr - O-Fcor'rfbkg M2 + O-Bcor'rfbkg M3 (32>

These values are used to calculate the final corrected asymmetry that may be compared
to theoretical prediction.

Fcorr - Bcorr

AT = = (33)
corr + corr
2 2 Weore )" 4 2 LT
. . corr . COTT
O_A;tzrr - aFcorr <Fcorr+Bcorr> + O-BCOTT <FC°7""’+BCON">
2
+ 8+ [Feorr * Beorr| + | Mo - M| - O Feorr—bhg (34)
| M- Ms3)| L2

+ Feorr+Bcorr O-Bcor'rfbkg

6.4.1 Validation Of The Correction Procedure

Does this procedure really correct a measured asymmetry back to the true value? We
will verify this by constructing Monte Carlo simulated samples with known asymme-
tries, applying our procedure, and comparing the results with the inputs.

Simulated Ay,

Our MC@NLO simulation has a real asymmetry which is probably too small to measure
with our current dataset. To test realistic values, we need the statistics and flexibility
of our Herwig model. It has no intrinsic asymmetry, but samples with asymmetry can
be created by reweighting the production angle distribution of the top quark at the
parton level.

The Cos(©) distribution from generic Herwig is shown in Figure 24. Let x rep-
resent the production angle, f(z) is a 9th order polynomial fit to the distribution in
Figure 24, and a(x) is the asymmetric function we wish to add to f(z) to produce our
simulated asymmetric distribution. To produce the “new” distribution, f(x) + a(x),
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Figure 24: True Cos(©) Before  Figure 25: True Cos(©) After
Reweighting To 10% Reweighting To 10%

we can reweight each event in the generic Herwig distribution by the value calculated
in equation 35.

f(x) + a(x)

New Weight is: i)

(35)

r = (Cos(O)
fx) = S0, ;2" (Polynomial fit to original symmetric distribution)
a(z) = Ap-z

This produces a tf production angle distribution which adds an asymmetry of magni-
tude Ay, to the symmetric form of the original.

As an example, the production angle distribution for events with a +CEM electron
are reweighted to produce a 10% asymmetry. These events are then passed through
event selection and reconstruction. The true and reconstructed distribution, before
reweighting, are shown in Figures 24 and 26, and the reweighted distributions are
shown in Figures 25 and 27. The reweighted true distribution has a linear increase from
Cos(©) = —1 to Cos(0) = 1 and a 10% asymmetry. Both original and reweighted
reconstructed distributions show the effects of smearing. The high peaks at the edges of
both distributions, near Cos(©) = £1, are eroded into the center, and the reweighted
distribution has a diluted asymmetry of 7.6%. The matrix My will be used to correct
for these effects.
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Figure 26: Reconstructed Cos(©) Be-  Figure 27: Reconstructed Cos(©) Af-
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Correcting Simulated Ay,

This technique is applied to produce a range of asymmetries between +0.40. The Ay,
is measured in each sample and then corrected using the matrices derived in section
6.4.

The results of our test are shown in Tables 15, 16, and 17 for £CEM,+CMUP,and
+CMX categories. The combined result is shown in Table 14. The errors in the tables
are entirely statistical. We conclude that, to first order, our correction procedure takes
the measured Ay, back to the “true” values. A small over correction which increases
with the size of Ay, may be evident but, the effect is small and will be treated as a
systematic error for our measurement.

Table 14: Combined Bias Check

Input Ay, | Combined Measured Ay,
-0.4 -0.428+0.006
-0.2 -0.21240.006
-0.1 -0.104+0.006
-0.05 -0.051+0.006
0.0 0.003+0.006
0.05 0.057+0.006
0.1 0.11+0.006
0.2 0.221+0.006
0.4 0.436+0.006
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Table 15: Bias Check For CEM Case
Input App A%eas +CEM A;{Lbe“s -CEM
-0.4 -0.431£+0.011 | -0.41440.012
-0.2 -0.215+0.012 | -0.19940.012
-0.1 -0.106+0.012 | -0.09440.012
-0.05 -0.053+£0.012 | -0.04140.012
0.0 0.002+0.012 0.012+0.012
0.05 0.057+0.012 0.065+ 0.012
0.1 0.109+0.012 | 0.118 £ 0.012
0.2 0.217+0.012 0.22840.011
0.4 0.431+0.011 0.439+0.011

Table 16: Bias Check For CMUP Case

Input Ag A?}f"‘s +CMUP A%eas -CMUP
-0.4 -0.431£0.015 -0.40£0.015
-0.2 -0.21+0.015 -0.19+0.015
-0.1 -0.102+0.015 -0.090£0.015
-0.05 -0.047+0.015 -0.037+0.015
0.0 0.007+£0.015 0.015£0.015
0.05 0.062+0.015 0.067+0.015
0.1 0.117£0.015 0.12+0.015
0.2 0.230+0.015 0.231+£0.015
0.4 0.447+0.015 0.439+0.015

Table 17: Bias Check For CMX Case

Input Ag A%eas +CMX A%ms -CMX
-0.4 -0.486£0.024 | -0.478+0.022
-0.2 -0.259+0.025 | -0.256+0.023
-0.1 -0.144+0.03 -0.15+0.23
-0.05 -0.08840.03 -0.1+0.02
0.0 -0.03+0.03 -0.04+0.02
0.05 0.032+0.03 0.013+ 0.02
0.1 0.09+0.03 0.07£0.02
0.2 0.205£0.026 | 0.18240.023
0.4 0.437£0.025 | 0.406+0.022
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7 Systematic Uncertainties

A number of complicating effects contribute to our measurement uncertainty in a way
that is not yet reflected in our calculation. These additional “systematic” uncertainties
will account for the possible imprecision in several important inputs to our model. Each
uncertainty is treated in its own way, but the common technique is to compare our
baseline model with one where one of the inputs has been varied within its known
error.

7.1 Jet Energy Scale

Several corrections are applied to the measured energy of jets inside the detector.
These corrections account for the response of calorimeters to different particles, non-
linear response of the calorimeters to particle energies, regions of the detector without
instrumentation, and energy radiated outside the jet clustering algorithm. Error asso-
ciated with the determination of these corrections is assigned as a systematic error to
the analysis. Each individual uncertainty in the jet energy scale is listed below.

e Relative Correction
Corrections due to 1 dependent calorimeter response.

e Underlying Event Correction
Correcting for energy associated with the spectator partons in the event.

e Absolute Correction
Corrects the jet energy measured in the calorimeter for any non-linearity and
energy loss in the un-instrumented regions of each calorimeter.

e Out Of Cone Correction
Corrects back to particle-level energy by accounting for leakage of radiation out-
side the jet clustering cone.

e Splash Out Correction
Uncertainty in the energy leakage beyond the out of cone scope.

The uncertainty due to the jet energy scale could cause different portions of the
detector to over or under correct the amount of energy in jets, and therefore create
a bias in the measurement of the asymmetry. For example, if the forward region of
the detector was overcorrected compared to the backward region this would cause an
asymmetry in the measurement. If there is a bias in the jet energy scale as a function
of n, the shape of the production angle distribution predicted by Monte Carlo could
be distorted. The Monte Carlo may not correctly model the “real” complexities of the
jet-parton assignment. The error in the jet energy scale would also be responsible for
error in the correction matrices defined in Section 6.
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The combined uncertainty of the jet energy scale is the quadrature sum of the
individual uncertainties. A “shifted” sample is created by applying a scale factor to
the energy of individual jets that represents a 1.00 uncertainty in the jet energy scale.
Two such samples are created: a +1.0c sample and a —1.00 sample. The “jet energy
shifted” samples and our default model are reweighted to have an asymmetry of 0.1. We
then apply our measurement procedure to these samples and calculate the difference
between the two shifted samples, and then calculate the difference between each shifted
sample and the default sample. The largest value is taken as the systematic uncertainty.

Table 18: Jet Energy Scale Error

Event Type | +A —A | Diff/2 | |Maxz|
+CEM -0.006 | 0.002 | 0.002 | 0.006
-CEM -0.001 | -0.005 | -0.003 | 0.005

+CMUP 0.003 | 0.002 | 0.003 | 0.003
-CMUP -0.003 | 0.006 | 0.002 | 0.006
+CMX 0.01 |-0.015 | -0.003 | 0.015
-CMX -0.004 | -0.001 | -0.003 | 0.004
Combined 0.006

7.2 Background Shape

The shape of the production angle for each background component can be unique.
Fluctuations in the relative contributions of each background will distort the overall
shape of the background production angle, change the background asymmetry, and
lead to an error in the background correction. We estimate the systematic uncertainty
due to this effect by the technique of “pseudo-experiments”.

Each “pseudo-experiment” contains approximately the number of signal and back-
ground events expected in our data sample. These events are drawn from our “models”,
as described in section 4, in an amount that represents Poisson fluctuations around the
expected mean of each type. We pass these events through our full measurement pro-
cedure and record the resulting measured Ay,. If our procedure is correct, the resulting
“spectrum” of Ay, from many pseudo-experiments should have a mean that represents
the underlying true ¢t Ay, and a width that represents the statistical error on the
measurement.

We perform this procedure with reweighted signal events (As, = 0.1) and events
from the background models described in section 4. We produce three +1.00 shifted
samples and three —1.00 shifted samples by changing the normalization of the three
largest backgrounds (QCD, Wbb, W-+LF) by a factor of 2 and 1/2. For each back-
ground, the largest difference between the default model and the shifted sample is taken
as the systematic uncertainty. The combined systematic uncertainty for each lepton
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category is the quadrature sum of the uncertainties for each background. The result
of this procedure is shown in Table 19.

Table 19: Background Shape

Event Type || +Aqgcp | —Aqep | FAwinr | —Awinr | FAwirr | —Awirr unad
+CEM -0.016 0.004 0.002 0.0 -0.002 0.0 0.016
-CEM 0.009 0.003 -0.016 0.012 -0.014 0.01 0.023

+CMUP -0.02 0.01 -0.003 -0.001 0.003 0.005 0.021
-CMUP 0.006 -0.012 -0.02 -0.002 -0.02 0.0 0.031
+CMX -0.017 0.001 -0.002 0.01 -0.008 0.004 0.019
-CMX -0.019 0.032 0.0 0.01 0.01 0.012 0.036
Combined 0.022

7.3 Initial State Radiation (ISR)

Initial state radiation in ¢t events consists of gluons that are radiated from the produc-
tion particles before hard collision. If the radiated gluons are energetic enough they
will produce a jet that can be misidentified as one of the partons from the ¢t decay.
The physics of this process in ¢t events is not yet well measured or understood, which
leads to an uncertainty in the amount of ISR affecting our measurement procedure.

To calculate the systematic error due to uncertainty in ISR, we generate two tt
simulated samples where the amount of ISR is shifted by +1.00 and —1.00 of the
theoretical error. The shifted ISR samples are reweighted to have an asymmetry of 0.1
and compared to our default ¢t Monte Carlo sample, also reweighted with an asymmetry
of 0.1. We calculate the difference between the two shifted samples, and calculate the
difference between each shifted sample and the default sample. The largest value is
taken as the systematic uncertainty.

7.4 Final State Radiation (FSR)

Final state radiation in ¢f events consists of gluons that are radiated from the final
state particles. If the radiated gluons are energetic enough they will produce a sepa-
rate jet. FSR produces measurement error because it creates two jets both from the
same parton but with less energy. One of these jets can be used in reconstruction
with mismeasured energy or both could enter reconstruction which would displace the
“correct” jet from the reconstruction process. The physics of this process in tt events
is not yet well measured, which leads to an uncertainty in the amount of FSR affecting
our measurement procedure.
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Table 20: ISR Error

Event Type | +A —A | Diff/2 | |Max|
+CEM -0.01 | 0.026 | 0.08 | 0.026
-CEM 0.004 | 0.008 | 0.006 | 0.008

+CMUP 0.008 | -0.003 | 0.006 | 0.008
-CMUP -0.015 | -0.006 | 0.005 | 0.006
+CMX -0.014 | -0.015 | 0.0 | 0.0015
-CMX -0.065 | -0.018 | 0.018 | 0.065
Combined 0.017

Table 21: FSR Error

Event Type | +A —A | Diff/2 | |Max|
+CEM -0.001 | -0.023 | -0.012 | 0.023
-CEM 0.01 | -0.01 | 0.001 | 0.01

+CMUP 0.042 | 0.028 | 0.04 | 0.042
-CMUP -0.01 | 0.01 0 0.01
+CMX -0.023 | 0.019 | -0.002 | 0.023
-CMX 0.008 0.0 0.004 | 0.008
Combined 0.019

To calculate the systematic error due to uncertainty in FSR, we generate two tt
simulated samples where the amount of FSR is shifted by +1.00c and —1.00 of the
theoretical error. The shifted FSR samples are reweighted to have an asymmetry
of 0.1 and compared to our default ¢ Monte Carlo sample, also reweighted with an
asymmetry of 0.1. We calculate the difference between the two shifted samples, and
calculate the difference between each shifted sample and the default sample. The
largest value is taken as the systematic uncertainty.

7.5 Mass Of The Top Quark

As described in section 5, the known mass of the top quark is used as a constraint
in reconstruction. If the mass of the top quark is different from our constraint, the
reconstruction is fitting the data to the wrong hypothesis.

Two Monte Carlo simulations of ¢ events, one with mass 175 GeV and the other
with 178 GeV, are reweighted to produce Ay, = 0.10. The samples are passed through
our measurement procedure, except background subtraction, and the difference is con-
sidered the systematic error. The result is shown in Table 22.
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Table 22: Mass Error Table 23: MC Gen Error
Event Type | Difference Event Type | Difference
+CEM 0.009 +CEM -0.015
-CEM 0.001 -CEM 0.001
+CMUP -0.004 +CMUP -0.008
-CMUP 0.026 -CMUP 0.041
+CMX -0.001 +CMX -0.005
-CMX -0.026 -CMX -0.07

Combined 0.009 Combined 0.016

7.6 Monte Carlo Generator

Monte Carlo is expected to model the ¢t process from production to final state par-
ticles. This requires a number of effects to be simulated properly, such as top quark
production, top quark decay, and hadronization. Uncertainty in any number of these
effects translates into uncertainty in our measurement. Fortunately, these simulations
have been tested and refined over many measurements of many different processes.
Nonetheless, we assign an uncertainty to our measurement to account for differences
between our model and the actual ¢t process. We calculate the systematic error by com-
paring our measurement for two entirely different Monte Carlo simulations: Pythia and
Herwig. Events from these two simulations are reweighted to produce an asymmetry
of 0.1. The reweighted events are passed through our measurement procedure and the
difference between the two measured values is taken as the systematic error. The result
is shown in Table 23.

7.7 Parton Distribution Function (PDF)

The momentum distribution of partons and gluons in Monte Carlo simulations is de-
rived from empirically calculated functions, called “PDF’s”. The momentum distribu-
tion of the particles in the hard scattering process determines the “energy” spectrum
of the tt system. To study the effect on our measurement to the uncertainty in the
PDF, we compare three different ¢t Monte Carlo samples generated with different PDF
(CTEQSL, MRSTT72, MRST75 [35] [36]) and reweighted to have an asymmetry equal
to 0.1. The measurement procedure is applied to these three samples and the largest
deviation of the measured value between any two samples is taken as the systematic
uncertainty. The result is shown in Table 24.

7.8 Correcting Ay,

In testing our correction procedure in section 6.4.1, we observed a slight over-correction
in the measurement of Ay, that increased as a function of the input Ay. The effect
is small, but is treated as a systematic error in the analysis. The difference between
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Table 24: PDF Error

Event Type | CTEQ5L-MRST72 | CTEQ5L-MRST75 | MRST72-MRST74 | |Mazx|
+CEM -0.009 -0.009 0.0 0.009
-CEM 0.014 -0.007 0.011 0.014

+CMUP 0.021 0.008 -0.013 0.021
-CMUP 0.003 0.02 0.012 0.02
+CMX -0.009 -0.009 0.0 0.009
-CMX 0.06 0.046 -0.014 0.06
Combined 0.015

the input Ay, and the corrected Ay, at an asymmetry equal to 0.2 is taken as the
systematic uncertainty.

Table 25: Correcting Ay,

Event Type | Difference
+CEM -0.017
-CEM 0.001

+CMUP -0.03
-CMUP 0.01
+CMX -0.005
-CMX -0.06

Combined 0.02

7.9 Combined Systematic Uncertainty

The combined systematic uncertainty on the measurement of Ay, is calculated by
adding each individual uncertainty in quadrature. The result is:

O eyst = £0.047

(36)
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8 Measurement

We now carry out the full method described in this note to measure the forward-
backward asymmetry for 695 pb~! of data collected at CDF. Candidate ¢ lepton plus
jets events are selected in data from the high Pt lepton triggers, as described in ?7?.
The top production angle for each event is reconstructed using the algorithm described
in 5, and the number of forward (Cos(©) > 0) and backward (Cos(0) < 0) events are
counted. The predicted background contributions in the forward and backward hemi-
spheres are subtracted. Bias and smearing are corrected with the procedure described
in section 6. The front-back asymmetry is calculated from the corrected forward and
backward counts by:

NForward - NBackward
Ap = (37)
NForward + NBackward

This procedure is performed separately for events with +=C'EM electrons, ZCMU P
muons, and +C'MX muons. The asymmetries in each of these six categories are
combined in a weighted average:

6 .
7 Néven s
Afb - Z(_Ql) T Totatl (38>
=1 Nevents
where i = +CEM, +CMUP, £tCMX.
The step-by-step details of this procedure for 695 pb~! of data collected at CDF are
now described.

8.1 Event Selection

For the 695 pb~! of data collected at CDF, 257 events are selected. The breakdown
of those events into the type and charge of tight lepton found in the event is shown
in Table 26. The data sample contains 154 events with a CEM electron, 72 with a
CMUP muon, and 31 with a CMX muon. The number of positive to negative lepton
events is almost equal, 126 to 131, as expected by charge conjugation symmetry, and
the equality holds for all three lepton categories.

8.2 Reconstruction

The reconstruction algorithm is applied to events accepted from selection. A x? cut
at 50 is applied to remove poorly measured events. After the cut, 243 events remain
from the original 257. The breakdown of these events among the six lepton categories
is shown in Table 27.

The number of events in each category is reduced slightly or not at all by the x? cut,
and the relative contributions of each lepton category to the total number of events
remain almost the same.
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Table 26: Number Of Events By Lepton Category

Lepton Type | Ngyents | % Of Total Ngffms Pred S/B ‘
+CEM 77 30.0 12.43 6.2
-CEM 77 30.0 12.34 6.2

+CMUP 33 12.8 7.58 4.4
-CMUP 39 15.2 7.30 5.34
+CMX 16 6.2 3.50 4.6
-CMX 15 5.8 3.32 4.5

Table 27: Event Counts After y? Cut

’ Lepton Type \ NEvents \ Cut Efficiency (%) \ % Of Total ‘

+CEM 72 93.5 29.6
-CEM 74 96.1 30.4
+CMUP 32 97.0 13.2
-CMUP 35 89.7 14.4
+CMX 16 100.0 6.6
-CMX 14 93.3 2.8

The reconstructed production angle distributions for all categories are shown in
Figures 28 to 33 along with the predicted distribution for signal and backgrounds.
The combined distribution, (—@Q);) - Cos(©), is shown in Figure 34. The shape of the
production angle for each individual category and the combined data are in reason-
able agreement withthe model prediction. The front-back asymmetry in each of these
distributions is shown in Table 28.

Table 28: Ay, After Reconstruction

Lepton Type | N gggg?s F-B A?g“’”
+CEM 39-22 0.08+0.12
-CEM 42-32 0.14+0.12

+CMUP 10-22 -0.384+0.16
-CMUP 20-15 0.14+0.17
+CMX 9-7 0.13£0.25
-CMX 9-5 0.29+0.26
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Cos(6) Top-BeamLine In PP Frame For +CEM Electron I Cos(6) Top-BeamLine In PP Frame For -CEM Electron I

2] 25 T T T T T T T T " 25 T T T T T T T T
E CosThetaPosCEMPPData — Data E CosThetaNegCEMPPData — Data
g Entries 72 || Signal + Bkg 0>-> Entries 74 ||| I Signal + Bkg
] Mean 0.04939 [ 3 signal ] Mean 0.0586 ||# Signal
5 RMS 0.6434 | W Background 5 RMS 0.7085 | | il Background
- 201 CosThetaPosCEMPPPred N - 201 CosThetaNegCEMPPPred H
2 Entries 13291 2 Entries 13306
c Mean 0.0001661 c Mean -0.001817
= RMS 0.7032 S RMS 0.7019
> ————— >

15 b 15 b

10 10

-1 -08-06-04-02 -0 02 04 06 08 1 0-1 -0.8 -06 -04 -02 -0 02 04 06 08 1

Cos(8) Cos(6)

Figure 28: + Electron (CEM) Cos(©)  Figure 29: - Electron (CEM) Cos(©)
Distribution Distribution

As we showed previously in section 5.3.6, the combined asymmetry is:

recon — (.095 + 0.063 (39)

Recall from section 5 that the raw predicted value from the model is 0.010£0.006.

Looking at the separate lepton categories, we see that the non-zero value of the
asymmetry is mostly due to a large asymmetry in events with a CMUP muon. For
events with a CMUP muon:

AfMUT = —0.38 4£0.16
A PMUP =014 +£0.17
AGMUE — — ATOMUP o ATCMUE — 0,25 £0.12
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8.3 Correcting For Backgrounds

The predicted amount of background content in the forward/backward regions is sub-
tracted from data for each of the six lepton categories. Table 29 shows the number of
forward-backward events before and after subtraction and the background corrected
asymmetry for each category. Because of the relatively small asymmetry in back-
grounds, background processes for t¢ lepton plus jets events dilute, as opposed to bias,
the measurement. The result is an increase in Ay, after correction in each category.
The combined asymmetry after background subtraction is:

ATem = 0.126 £ 0.078 (40)

Table 29: Forward-Backward Asymmetry After Background Subtraction

Lepton Type | Nfecon F-B | N F-B| Npd o | AR
+CEM 39-22 6.21-6.22 32.8-26.8 | 0.10+0.14
-CEM 42-32 6.04-6.30 36.0-25.7 | 0.17+0.14
+CMUP 10-22 3.72-3.86 6.28-18.1 | -0.49+0.22
-CMUP 20-15 3.66-3.64 16.3-11.4 | 0.1840.21
+CMX 9-7 1.79-1.71 7.2-5.3 0.154+0.32
-CMX 9-5 1.48-1.84 7.5-3.2 0.41+0.34

8.4 Correcting For Acceptance And Reconstruction

The correction procedure, equation 41 in section 6, is applied to the background cor-
rected forward-backward values in Table 29 as shown below.

FCOT"I‘

= Mcorr :
Bcorr

(41)

Fbkgsub ]

Bbkgsub

Fyrgsup and Bypgsup are the number of background corrected forward and backward
events, M! . are the correction matrices for each lepton category i, and F,,.. and B,
are the final corrected forward and backward events. The resulting corrected forward
backward asymmetries are shown in Table 30.

Because the detector and event selection are close to symmetric, the largest correc-
tion is for smearing effects in reconstruction. Smearing dilutes any underlying asym-
metry that is present in the data and, therefore, applying the corrections increases the

reconstructed asymmetry as is seen in Table 30 when compared to Table 29.
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The final combined result, which is comparable to the predicted Standard Model
value, 0.038, is:

Apy = 0.20 + (0.11)5 £ (0.047)v

corr

Lepton Type fb
+CEM 0.13+0.19
-CEM 0.2740.19
+CMUP | -0.6940.30
-CMUP 0.28+0.29
+CMX 0.17+0.46
-CMX 0.584+0.46

Table 30: Forward-Backward Asymmetry After Background Subtraction

9 Conclusion

We have developed a method of reconstructing ¢t events in the lepton plus jets mode
and applied this to a measurement of the front-back asymmetry in top production
in 695 pb~! of proton-antiproton collisions at /s = 1.96 TeV. The measurement is a
test of charge symmetry in the strong interaction at large momentum transfer. In the
present data set it is also potentially sensitive to large parity violating contributions
to top production. The measured front-back asymmetry, which is an be compared to
the predicted Standard Model value, 0.038, is:

Ap, = 0.20 & (0.11)% 4 (0.047)

The measured asymmetry is marginally consistent with the theoretical prediction,
and the shape of the combined production angle distribution in data is consistent with
our model. The largest contribution to the asymmetry arises in events with a CMUP
muon. In CMUP we find 0.484+0.21. In electrons we find 0.0714+0.13. In CMX muons
we find 0.1840.32. For events where the negatively charged top quark production angle
is used, we find 0.084 +0.15. For events where the positively charged production angle
is used, we find 0.31 £ 0.15. We have re-examined the CMUP sample and see nothing
alarming in any other validation quantities. Our study of the front-back symmetry of
the detector does not lead us to expect a systematic effect of this size in the muon
system. Whether the effect is an unanticipated peculiarity of the CDF muon system
or a statistical fluctuation or a real asymmetry can only be ascertained by study with
a larger data set. All lepton categories have a positive asymmetry except events with
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a negative CMUP muon. The asymmetry should have equal and opposite magnitudes
for ¢t and ¢, assuming CP symmetry. Our statistical precision insufficient to see this
expected result.

Larger data sets at the LHC will be sensitive to an interesting charge asymmetry
arising from pure QCD at NLO, expected to be of order 3.8%. The measurement pro-
cedure at the LHC will be complicated by the fact that the colliding particles there are
proton-proton and therefore, the dominant production mechanism of ¢ pairs is gluon
fusion, which has no asymmetry. Kuhn and Rodrigo have suggested an alternative
measurement which will be sensitive to the QCD asymmetry, assuming several new
obstacles can be overcome in the analysis [33].

We intend to update this measurement with 1 fb~! of data within the coming
months and to publish the result.
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