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Abstract

In this thesis we explore (1,0) supersymmetric theories in six dimensions. The first

part of the thesis focuses on the investigation of supersymmetric solutions of (1,0)

six dimensional supergravity theory coupled to any number of tensor, vector and

scalar multiplets. The methodology used to solve the Killing spinor equations will be

based on the spinorial geometry technique. Therefore, we begin by giving details of

the spinorial geometry approach in the first chapter. In the chapter that follows six

dimensional supergravity coupled to tensor, vector and scalar multiplets is described.

Once we have given details of the theory under consideration the solutions to the

Killing spinor equations are discussed in some detail. In particular, we find that there

are backgrounds preserving 1, 2, 3, 4 and 8 supersymmetries broadly falling into two

cases; those with Killing spinors that have compact isotropy groups and those with

non-compact isotropy groups. We then discuss the integrability conditions of the

Killing spinor equations.

In the fourth chapter we analyse the supersymmetric near horizon geometries of

(1,0) six dimensional supergravity coupled to arbitrary number of tensor and scalar

multiplets. In order to do this we make use of Gaussian null coordinates as well as

the solutions of the Killing spinor equations. We find that there are two classes of

near horizon geometries. One class is isometric to R1,1 × S, where S is a suitable

4-manifold, and the other class is isometric to AdS3 × Σ3, where Σ3 is a homology

3-sphere.

In the final chapter we investigate a more recent development, namely (1,0)

superconformal theories in six dimensions. In particular we find the BPS solu-

tions of (1,0) superconformal theory in all cases. In addition, we analyse the half-

supersymmetric solutions to some specific models in detail and give examples of

string and 3-brane solutions.
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Introduction

There are four known fundamental forces of nature; gravity, electromagnetism, the

weak nuclear force and the strong nuclear force. At low energies these forces de-

scribe the different types of interactions experienced by particles that exists in the

universe. However, at high energies it is believed that our knowledge is incomplete.

Additionally, there are objects within the universe for which the physics is not well

understood, a good example being black holes. The unification of these fundamen-

tal forces has therefore been one of the driving forces behind research in theoretical

physics.

In fact this started some time ago with the work of James Clerk Maxwell who

unified electricity and magnetism to the single theory of electromagnetism. This

was a significant achievement, bringing together what was previously thought of

as two different phenomenon into one. The theory of electromagnetism was later

combined with that of the weak nuclear force to obtain the mathematical framework

of the electroweak force. This was primarily due to the works of Sheldon Glashow,

Abdus Salam and Steven Weinberg. The Standard Model of particle physics then

incorporated the strong, weak and electromagnetic forces into a single successful

theory describing three of the fundamental forces.

The fourth known force, gravity, is described by Einstein’s General Theory of

Relativity. It is the “dominant” force experienced by objects over large distances.

A lot of effort and time has been put into formulating a single theory capable of

successfully describing all the fundamental forces of nature, including gravity.

String/M-theory has been proposed as one of the most promising candidates for

the unification of all four fundamental forces of nature. However, it has not been

easy to reconcile string/M-theory with the four dimensional spacetime which we are

familiar with. These theories are formulated in ten/eleven dimensions and in order

to arrive at a four dimensional spacetime six/seven of the dimensions have to be

compactified so that they are invisible to the naked eye but are present at every

point in spacetime. In addition, in four dimensions we think of the constituents of

matter as some fundamental particles, but in these extra-dimensional theories the

fundamental objects are generalised to p-branes, which are p-spatial dimensional

objects traversing ten/eleven spacetime dimensions. For example, a point particle

corresponds to a 0-brane, a 1-brane describes a string, a 2-brane describes a mem-

brane and so on. Although the first features of string theory were introduced in the

late 1960’s, it was not initially aimed for the unification of the forces but to develop

a better understanding of the strong nuclear force. However, after the development

of an alternative theory, quantum chromodynamics (QCD), to explain the strong

nuclear force very little attention was paid to string theory until the 1980’s.

In the 1970’s there was another new development which would become an integral

part of modern day string/M-theory, supersymmetry. This was the idea of a new
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symmetry relating the two types particles that exist in the universe, namely bosons

with integer spin and fermions with half-integer spins. In the 1980’s string theory

saw a rapid development with the inclusion of supersymmetry. This led to the

discovery of five different but consistent types of superstring theories. These are

referred to as the type I, type IIA, type IIB, heterotic E8 × E8 and the heterotic

SO(32) superstring theories, see for example [1].

However, the aim of unification is to have a single theory describing all the

fundamental forces; so which one of the superstring theories, if any, is this desired

theory? It turns out that all these theories are related by a web of dualities, and

moreover, they point to a single theory in eleven dimensions called M-theory [2,

3]. One key thing known about this eleven dimensional M-theory is that its low

energy approximation is eleven dimensional supergravity [4]. Further investigations

of eleven dimensional supergravity led to the discovery of the electric 2-brane [5]

called the M2 brane and its magnetic dual 5-brane called the M5 brane [6]. These

are believed to be two important ingredients of M-theory and a lot of research has

focused on developing a better understanding of these objects.

Supergravity theories were themselves introduced in the 1970’s after incorporat-

ing supersymmetry into the framework of General Relativity. In addition to eleven

dimensional supergravity, each of the superstring theories have their own low energy

limits corresponding to a supergravity theory. These have played very important

roles in our understanding of string/M-theory. Since we will primarily focus on

supergravities let us briefly mention what some these theories are:

• Eleven Dimensional Supergravity: This is the low energy limit of M-

theory and consists of a Majorana spinor gravitino ψM , the metric gMN and

a 3-form gauge potential HMNP , where M,N,P are the spacetime indices

running over the spacetime dimensions.

• Type I Supergravity: This is a N = (1, 0) theory in ten dimensions and so

corresponds to a theory with 16 supersymmetries. We consider the low energy

limit of the type I string theory coupled to super Yang-Mills and the two

heterotic string theories. The field contents are a metric gMN , a real scalar φ,

a 2-form gauge potential BMN and a 1-form gauge potential AM , along with the

following fermions: a Majorana-Weyl gravitino ψM , a Majorana-Weyl gaugino

χ and a Majorana-Weyl dilatino λ.

• Type IIA Supergravity: This is a N = (1, 1) theory, i.e. a non-chiral

theory with 32 supersymmetries. It contains two Majorana-Weyl spinors of

opposite chirality and two Majorana-Weyl dilatinos of opposite chirality. On

the bosonic side it consists of the metric gMN , a real scalar φ, a 1-form, a

2-form and a 3-form gauge potential. Type IIA supergravity can be obtained

from eleven dimensional supergravity by dimensional reduction.

12



• Type IIB Supergravity: This is a N = (2, 0) theory, i.e. a chiral theory

with 32 supersymmetries. It contains two Majorana-Weyl spinors of the same

chirality and two Majorana-Weyl dilatinos of the same chirality. The bosonic

part comes in two groups; the NS-NS section consists of the metric gMN , a

2-form gauge potential BMN and a real scalar φ, the R-R sector contains a

0-form, 2-form and 4-form gauge potential with self-dual 5-form field strength.

These particular supergravity theories are important because of their direct link

to string/M-theory, but supergravity theories can be formulated in other dimensions

or can be obtained by dimensional reduction of the ones we have mentioned above,

see for example [1, 7, 8, 9].

Eleven dimensional supergravity formulated by Cremmer, Julia and Scherk [4]

is the unique supergravity theory in eleven dimensions. The reason for eleven be-

ing the largest dimension in which a consistent supergravity is formulated is due

to supersymmetry. In four dimensional supergravity theories the supersymmetry

parameter is a Majorana spinor and so has four real components, i.e. there are four

real supercharges. It is believed that there are no consistent supergravity theories

containing particles with spin greater than two. This means N = 8 theories are

the most supersymmetric theories that can be constructed in four dimensions that

contain particles with spin ≤ 2, this corresponds to 32 supersymmetries in total.

Majorana spinors have 2[D/2] real components where D is the spacetime dimension.

In eleven dimensions this corresponds to a total of 32 supersymmetries. If D ≥ 12

then the total number of supersymmetries for an N = 1 theory is more than 32, so

upon dimensional reduction to four dimensions this will lead to the appearance of

particles with spin greater than two. Therefore, eleven dimensions is the maximum

dimension in which this does not happen.

One of the aims of supergravity theories was to tackle the ultraviolet divergences

in gravity, see for example [10]. In addition, there was the prospect that they

could lead to a quantum theory of gravity. After the initial flurry of activity on

supergravity in the late 1970’s and early 1980’s interest on them was superseded by

the developments in string theory. However, supergravity continues to play a crucial

role in our understanding of string/M-theory by providing an effective low energy

description of these theories.

One of the main applications of supergravities in string/M-theory has been via

the investigation of supersymmetric supergravity solutions. These are solutions of

supergravity theories which in addition to solving the field equations also solve a

set of first order but non-linear equations called the Killing spinor equations. The

Killing spinor equations arise from the supersymmetry transformations that leave

the theory invariant. We will discuss the basics of supersymmetric solutions in more

detail in the first chapter. These classes of solutions have now been prominently ex-

amined for a number of years and have given us a better insight into string/M-theory.
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In particular, they have been useful in understanding string/M-theory compactifica-

tions, branes, string/M-theory dualities, the AdS/CFT correspondence, and in the

investigation of black holes, see for example [11] for a review.

Outline

The focus of this thesis will be on the N = (1, 0) supergravity in six dimensions.

These have eight real supercharges, and so backgrounds preserve a maximum of

eight supersymmetries. In particular, we will solve the Killing spinor equations of

this theory with the most general couplings possible. This is the N = (1, 0) su-

pergravity coupled to an arbitrary number of tensor, vector and scalar multiplets.

In addition to solving the Killing spinor equations (KSEs), we will make use of the

solutions to investigate the near horizon geometries of black holes in (1,0) super-

gravity. Furthermore, we will make use of the same techniques to investigate the

KSEs of the (1,0) superconformal theories in six dimensions. This will allow us to

obtain the BPS conditions in all cases.

This thesis is primarily based on the three papers published in [12, 13, 14],

written in collaboration with my supervisor:

• M. Akyol and G. Papadopoulos, “Spinorial geometry and Killing spinor equa-

tions of 6-D Supergravity,” Class. Quant. Grav. 28 (2011) 105001, [arXiv:

1010.2632 [hep-th]].

• M. Akyol and G. Papadopoulos, “Topology and geometry of 6-dimensional

(1,0) supergravity black hole horizons,” Class. Quantum Grav. 29 (2012)

055002, [arXiv: 1109.4254 [hep-th]].

• M. Akyol and G. Papadopoulos, “(1,0) superconformal theories in six dimen-

sions and Killing spinor equations,” JHEP 1207 (2012) 070 , [arXiv: 1204.2167

[hep-th]].

The outline of the thesis will take the following format:

• Chapter One: In the first chapter we mainly focus on giving technical details

that will be required in the rest of the thesis. We will begin by reviewing

the classification programme for supersymmetric supergravity solutions. This

will involve briefly discussing the different approaches to the classification of

supersymmetric solutions. We will in addition talk about black holes and the

uniqueness problems. A detailed exposition to the spinorial geometry method

of solving the KSEs will also be given. We will conclude the chapter with an

example of how the spinorial geometry method is used in ten dimensions.
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• Chapter Two: The second chapter is mainly based on [12]. In this chapter

we will introduce six dimensional (1,0) supergravity coupled to any number of

tensor, vector and scalar multiplets, giving details of the KSEs and how we go

about solving them. We then solve the KSEs and give details of the conditions

on the fluxes and discuss the geometry of the backgrounds. In particular, we

find that there are backgrounds preserving 1, 2, 3, 4 and 8 supersymmetries.

The conditions imposed on the fields in each case are given.

• Chapter Three: In this chapter we give a detailed derivation of the integra-

bility conditions of the Killing spinor equations.

• Chapter Four: The fourth chapter will follow the paper in [13]. We begin

this chapter by giving some general details on near horizon geometries and

the use of Gaussian null coordinates. This will be followed with the analysis

of all possible near horizon geometries admitted by (1,0) supergravity coupled

to any number of tensor and scalar multiplets. To do this we make use of

the results coming from the KSE in the second chapter as well as the field

equations that arise from the integrability conditions.

• Chapter Five: The fifth chapter is based on the work done in [14]. This

investigates (1,0) superconformal theories in six dimensions and KSEs, which

have been the focus of more recent research. We will begin by discussing the

construction of the (1,0) superconformal models. Then the KSEs are solved in

all cases to obtain the BPS conditions. Following this we investigate the half

supersymmetric solutions of a number of models in more detail aiming to give

an M-theoretic interpretation to these solutions.

• Chapter Six: In the final chapter we give our conclusions. We will give

a summary and discuss the main conclusions of the thesis. Furthermore we

outline some open problems for (1,0) supersymmetric theories in six dimensions

and discuss the possibilities of further work.

• Appendices A and B: In appendix A we give details of numerous identities

used in the derivation of the integrability conditions of (1,0) supergravity. In

appendix B we derive the field equations of (1,0) superconformal theory from

the KSEs and the Bianchi identities.
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Chapter 1

Preliminaries

1.1 Introduction

The aim of this chapter is to give details of the methods and techniques that we

will use extensively in the chapters that are to follow. It will also provide a good

opportunity to present the conventions and notations we follow.

We will begin with a general discussion of supersymmetric supergravity solutions

explaining some of the key terminology and reviewing some of the literature. As

we will be discussing the near horizon geometries of black holes later, it is also

appropriate to briefly give an introduction and discuss some aspects of black holes

in higher dimensions and searches for black hole uniqueness theorems.

The main focus of this chapter, however, is to introduce the spinorial geometry

method [15]. This method has proved to be an effective tool in the investigation of

supersymmetric supergravity solutions, and it will be the approach we take in order

to solve the Killing spinor equations of six dimensional supergravity.

To introduce this we will mainly follow the discussion of the spinorial geometry

method used in the investigation of ten and eleven dimensional supergravities in

[16, 15] but our results will be generalised to arbitrary Lorentzian signatures, a

similar analysis in the case of Euclidean signatures can be found in [17]. Further

mathematical expositions can be found in [18, 19, 20]. As an explicit example we

will discuss the ten dimensional case in more detail. The results of this example will

be needed in the next chapter when we discuss the KSEs of (1,0) six dimensional

supergravity.

1.2 Supersymmetric Supergravity Solutions

We begin this section with a general discussion of supersymmetric supergravity solu-

tions. Supergravity theories have been formulated and studied in diverse dimensions

since the 1970s, for some introductory texts on supersymmetry and supergravity see

for example [7, 21, 22, 23]. As we mentioned in the introduction they were initially
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investigated in their own rights but with progress in the development of string the-

ory and later M-theory supergravity naturally arose as the low-energy limit to these

theories, and since, they have been studied to build a better understanding of these

theories.

1.2.1 Killing Spinor Equations

One aspect of the study in supergravity theories has focused on the investigation

of supersymmetric solutions. The reason they are called supergravity theories is

because they incorporate supersymmetry and this in turn means they are invariant

under a set of supersymmetry transformations. In other words, the fermions in the

theory transform into some bosonic configuration and similarly the bosons trans-

form into some fermionic configuration. Schematically this can be expressed in the

following abstract way

δF = Bε ,

δB = ε̄F , (1.1)

where B and F denote the bosons and fermions, respectively, in the theory and ε is

the local supersymmetry parameter.

When searching for supersymmetric solutions one looks for non-trivial ε such that

the supersymmetry transformations vanish. As these are classical bosonic solutions

the fermions in the theory vanish, which means the supersymmetry transformation

of the bosons, the second equation in (1.1), are automatically zero and so we need

not worry further about these.

However, we now need to consider the supersymmetry variations of the fermions

in more detail. To find supersymmetric solutions we impose that

δF = Bε = 0 , (1.2)

these equations are called Killing spinor equations and each spinor ε that satisfies

these equations are called Killing spinors.

All supergravity theories have a supergravity multiplet which contains the gravi-

ton and at least one gravitino, in addition it may contain other fields. Depending

on the theory there could be possible couplings to vector, tensor, and scalar multi-

plets. There will be a corresponding Killing spinor equation (KSE) for each fermion

that appears in the theory. For supergravity theories the most important one is the

gravitino KSE, which is a first order differential equation and it is the KSE corre-

sponding to the supersymmetry transformation of the gravitinos, taking the general

form,

Dε = 0 , (1.3)
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where D is the supercovariant derivative, which in addition to the standard Levi-

Civita connection contains terms that depend on the matter content of the theory.

The KSEs for the other fermions in the theory are algebraic expressions, which we

collectively denote as

Aε = 0 . (1.4)

Solving these gives us constraints on the fields as well as information about the

background geometry that the theory lives on.

In addition to the constraints arising from the KSEs we have to consider the field

equations of the theory. The aim is then to impose the constraints from the KSEs

and analyse further the field equations. Usually a number of the field equations are

implied from the KSEs, however, those that are not implied give further restrictions

and these are all used altogether to determine the type of supersymmetric solutions

the theory admits.

1.2.2 Six Dimensional Supergravity in Context

We will now give a brief summary of some key results that have been obtained in

the context of supersymmetric solutions and outline how the investigation in six

dimensions fits into this picture.

This began with the work of Tod, who in 1983 was able to classify the supersym-

metric solutions of N = 2 D=4 supergravity [24], this was followed by further work

on D=4 by Tod in [25]. Since then there has been gradual progress towards the

classification of supersymmetric supergravity solutions and several methods have

been developed for this purpose.

One such method is the use of G-structures and Killing spinor bilinears see for ex-

ample [26, 27, 28, 29]. This was initially used in the classification of supersymmetric

solutions for minimal supergravity in five dimensions [28] and for eleven dimensional

supergravity [29], but it has in general been effective in finding solutions preserving

low numbers of supersymmetries. It is based on the assumption that there is at least

one Killing spinor, which is used to construct differential forms using spinor bilin-

ears. These are then used to investigate the geometries admitted by the supergravity

theory in question. This method has been used in the classification of supergravity

solutions in a diverse range of dimensions [30, 28, 31, 32, 33, 34, 35, 36, 37, 29, 38],

and includes both gauged and ungauged supersymmetric supergravity solutions. A

review of the use of this method in the classification of supergravity solutions can

be found in [39].

The maximally supersymmetric solutions of ten and eleven dimensional super-

gravities have also been classified [40], see also [41, 42, 43], which in particular makes

use of the integrability conditions of the Killing spinor equations.
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However, the classification of supersymmetric solutions preserving all possible

fractions of supersymmetry remains a difficult task. An approach to tackling this

problem was proposed in [15], called the spinorial geometry method. We will discuss

this technique in more detail below and will be making use of this method throughout

this thesis in order to solve the KSEs. In brief, this technique makes use of the

realisation of spinors in terms of differential forms and, in particular, an oscillator

basis can be used in the space of spinors. Furthermore, the gauge group which leaves

the KSEs invariant is used to simplify the form the Killing spinors take which in

turn leads to considerable simplification of calculations.

This method has been used to investigate the supersymmetric solutions of ten

and eleven dimensional supergravities. One of the most significant achievements of

this was in the classification of all supersymmetric type I and heterotic supergrav-

ities backgrounds [44, 45, 46]. It has also been used to investigate supersymmetric

solutions of type IIB supergravity admitting one Killing spinor [16, 47]. The analysis

in [47] also looks into the supersymmetric solutions with extended supersymmetry.

In addition, the spinorial geometry technique has been used to investigate near

maximally supersymmetric backgrounds, see for example [48, 49, 50, 51, 52].

The progress of the last twenty years or so shows that there has been much de-

velopment in the classification of supersymmetric solutions in the lower and higher

dimensional supergravity theories. Although the initial works involved the classifi-

cation of ungauged theories or minimal gauging many further works incorporated

couplings to vector, tensor and scalar multiplets. In the first part of the thesis we

aim to add to this list of classifications by solving the KSEs of the most general

(1,0) supergravity in six dimensions.

We will focus on (1,0) supergravity in six dimensions coupled to arbitrary num-

bers of tensor, vector and scalar multiplets. This theory was constructed successively

in [53, 54, 55, 56, 57]. We will give details of the theory in chapter two. The KSEs

of six dimensional (1,0) supergravity have previously been solved in various special

cases. In particular, the KSEs of minimal (1,0) supergravity have been solved in

[34], and the maximally supersymmetric backgrounds have been classified in [34, 58].

The method followed in [34] is that of G-structures and spinor bilinears, whereas

[58] makes use of the integrability conditions and uses a Lie algebra approach. The

KSEs of the (1,0) theory coupled to a tensor multiplet and some vector multiplets

have been solved in [59] for backgrounds preserving one supersymmetry. The KSEs

of (1,0) supergravity coupled to a tensor, some vector and hypermultiplets have been

solved for backgrounds preserving one supersymmetry in [60], see also [61].

We extend these works by solving the KSEs of (1,0) supergravity coupled to

any number of tensor, vector and scalar multiplets for backgrounds preserving any

number of supersymmetries.
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1.3 Black Holes and Uniqueness Theorems

One application of supersymmetric supergravity solutions has been in the investi-

gation of supersymmetric black hole horizons. We will be pursuing this in a later

chapter for the case of six dimensional supergravity, but first let us give a general

introduction to this topic.

Ever since the conception of General Relativity the prediction of black holes and

their study has been one of the most interesting and researched areas of gravity.

The main focus has been on the black hole solutions in four dimensions and they

have been extensively studied. In particular, the first static solution to the vacuum

Einstein equations gave rise to the discovery of the Schwarzschild solution which

was soon generalised to the Reisner-Nordstorm solution via the coupling to electro-

magnetic fields. These were discovered very soon after the introduction of General

Relativity, see for example [62, 63] for more details. The Kerr solution which gen-

eralises the Schwarzschild solution by allowing the black hole to have some angular

momentum was discovered in 1963 and further generalised to the Kerr-Newman

solution with the coupling to electromagnetism.

In the 1960’s and 70’s work was done to prove the uniqueness of these solutions,

which was established in [64, 65, 66, 67, 68, 69], see also [70]. However, these

results do not extend to five and higher dimensions. The four dimensional black

hole solutions have spherical near horizon topologies. The five dimensional black

holes, for example, in addition to the spherical horizon topologies [71, 72] also admit

near horizon topologies of S1 × S2, the black rings [73, 74]. It is also expected

that in dimensions higher than five there may exist black holes with exotic horizon

topologies [75, 76, 77, 78, 79, 80], for a detailed review see [81].

We are more interested in black holes in the context of supergravities. In par-

ticular, we are interested in supersymmetric black holes, i.e. black hole solutions

that preserve some degree of supersymmetry. Finding explicit black hole solutions

in higher dimensions is a significant challenge. It is easier to identify all near horizon

geometries and then to find ways to see if these correspond to particular black hole

solutions, this approach was for example taken in the identification of supersym-

metric black holes in five dimensions [82, 83, 84, 85, 86]. Although finding black

hole solutions in higher dimensions remains a difficult challenge there has been

some progress towards the classification of all near horizon black hole geometries.

Following the approach in [82] investigation of near horizon geometries in lower

dimensions [87, 88, 34] and more recently in higher, ten and eleven, dimensions

[89, 90, 91, 92, 93, 94] have been carried out.

Another tool which has been used to investigate black holes in the context of

string theory has been the attractor mechanism, which was discovered in [95, 96].

We will not use this and so do not require any further details on this, the interested

reader is referred to [95, 96, 1, 7].
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In this context, we investigate the near horizon geometries of six dimensional

supergravity coupled to tensor and scalar multiplets in chapter 4.

1.4 Spinorial Geometry

For most supersymmetric theories the Killing spinor equations can be very difficult

to solve. It is even more challenging to get a complete classification of solutions.

This involves analysing all possible backgrounds that may arise by the admission of

different numbers of Killing spinors, where the number of Killing spinors corresponds

to the number of supersymmetries preserved. One way of tackling this challenge has

been via the spinorial geometry method. We will now discuss this technique in some

detail.

The spinorial geometry method is a procedure that makes use of the fact that

spinors can be written in terms of differential forms, and in particular one can use an

oscillator basis, in the space of spinors, to carry out calculations in a straightforward

way when searching for supersymmetric solutions. The calculations that need to be

made are further simplified by making use of the gauge group that leaves the Killing

spinor equations invariant to choose an expression for the Killing spinors. Next, we

will give an outline of this method.

Let us begin with a theory covariant under the Spin group Spin(2n− 1, 1); note

that this is even dimensional and of Lorentzian signature. However, the method can

be easily generalised to odd dimensions, which will be discussed later. We will also

be working with a mostly plus metric, which is the convention we adopt throughout.

Now, we consider the real vector space V = R2n−1,1, which naturally comes with a

Lorentzian inner product. On this vector space we introduce an orthonormal basis

e0, e1, . . . , e2n−1, where e0 denotes the time direction. The Lorentzian inner product,

〈−,−〉, is then defined by

〈waea, zbeb〉 =
2n−1∑
a,b=0

wazaηab , (1.5)

where ηab = diag(−1,+1, . . . ,+1).

To construct the Dirac representation of Spin(2n−1, 1) we take the complexified

space U = C〈e1, . . . , en〉, we then denote the space of Dirac spinors by ∆c = Λ∗(U),

where Λ∗(U) denotes the space of differential forms. A basis for the Dirac spinor is

given by

1 ,

e1, e2, . . . , en ,

e12, e13, . . . , e(n−1)(n) ,
...
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e123...n , (1.6)

which corresponds to a total of 2n elements. We have used the short hand notation

eijk = ei ∧ ej ∧ ek , (1.7)

where ∧ is the wedge product. More explicitly, this means that a general Dirac

spinor χ ∈ ∆c can be written as

χ = a1 + biei + cijeij + . . .+ d1...ne1...n , (1.8)

where the coefficients a, b, c, d ∈ C. Therefore it is easy to see that a Dirac spinor of

Spin(2n−1, 1) has 2n complex components. The number of independent components

of a spinor can be reduced by imposing Weyl and Majorana conditions leading to

Weyl and Majorana spinors, and we will discuss these in a bit more detail later.

However we first point out that the space of Dirac spinors naturally decomposes

into two chiral subspaces, i.e. the Weyl representations,

∆c = ∆+
c + ∆−c , (1.9)

where ∆+
c denotes the positive chiral space, generated by even degree differential

forms, and ∆−c denotes the negative chiral space, generated by odd degree differential

forms.

The Clifford algebra gamma matrices can also be constructed using these basis

elements and are defined in the following way,

Γ0 = −en ∧ + eny , Γn = en ∧ + eny ,

Γi = ei ∧ + eiy , Γi+n = iei ∧ − ieiy ,

i = 1, . . . n− 1 , (1.10)

where y denotes the adjoint operation to ∧. In particular it satisfies the property

eiy(ej ∧ ek) = δijek − δikej . (1.11)

It is straightforward to verify that the gamma matrices constructed here satisfy the

Clifford algebra

{ΓA,ΓB} = ΓAΓB + ΓBΓA = 2ηAB , (1.12)

where A,B = 0, 1, . . . , 2n − 1 and ηAB = diag(−1,+1, . . . ,+1). An extensive dis-

cussion of spinors and Clifford algebras in general can be found in [97].

The Lorentzian inner product defined in (1.5) can be extended to a Hermitian
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inner product on the space of Dirac spinors, defined by

〈waea, zbeb〉 =
n∑
a=1

(wa)∗za , (1.13)

where (wa)∗ is the complex conjugate of wa. In addition, note that Γ0 is anti-

Hermitian and Γi, for i = 1, ..., 2n − 1, are Hermitian. In regards to the inner

product in (1.13) this means

〈Γ0η, θ〉 = −〈η,Γ0θ〉 ,

〈Γiη, θ〉 = 〈η,Γiθ〉 , (1.14)

where η and θ are two spinors.

We now give some further definitions that will be needed later. Firstly, we define

the Dirac inner product as [15]

D(η, θ) = 〈Γ0η, θ〉 , (1.15)

which, unlike the Hermitian inner product in (1.13), is Spin(2n − 1, 1) invariant.

This means

D(ΓABη, θ) +D(η,ΓABθ) = 0 , (1.16)

where ΓAB ∈ Spin(2n− 1, 1) and ΓAB = Γ[AΓB] = 1
2
(ΓAΓB − ΓBΓA). In general we

use this notation to denote antisymmetrisation in the lower indices

ΓA1...An = Γ[A1ΓA2 . . .ΓAn] . (1.17)

In addition to the Dirac inner product we can define two Majorana inner prod-

ucts, which is the case since we are considering an even dimensional space. These

correspond to the two Majorana conjugates which can be defined in even dimensions,

see for example [8]. The first one is defined as

M1(η, θ) = 〈A(η)∗, θ〉 , (1.18)

and the second one is

M2(η, θ) = 〈B(η)∗, θ〉 , (1.19)

where the two maps A and B are defined as

A = Γ12...n ,

B = Γ0(n+1)...,(2n−1) , (1.20)
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and are related to the two charge conjugation matrices that one finds in even di-

mensions. Both M1,2 are Spin(2n− 1, 1) invariant, i.e.

M1,2(ΓABη, θ) +M1,2(η,ΓABθ) = 0 . (1.21)

When considering higher dimensional theories one aims to work with the simplest

representation of fermions. This depends on the dimension in which the theory is

formulated in, but the most general spinor that one can consider is the Dirac spinor,

which has 2[D/2] complex components, where D is the dimension we are working in.

In even dimensions one can impose a chirality condition that halves the number of

degrees of freedom. One can also generally impose a reality condition called the

Majorana condition which also halves the number of degrees of freedom. In some

dimensions one can impose both of these condition to obtain Majorana-Weyl spinors

which have one quarter of the degrees of freedom of the original Dirac spinor. In

certain special cases when the Majorana condition cannot be imposed an alternative

“symplectic Majorana” condition can be applied, as a result one obtains symplectic

Majorana spinors. This notably happens in six dimensions and we will discuss this

in more detail further on. We now give details on how these conditions are imposed

in the formulation we have been describing.

The standard way to impose the Majorana condition is to equate the Majorana

conjugate of a spinor with the Dirac conjugate. To do this in the spinorial language

that we have been describing thus far we first introduce the following two anti-linear

maps [16]

L+ = eiψ+Γ0A ∗ , (1.22)

L− = eiψ−Γ0B ∗ , (1.23)

where A and B are the maps defined in (1.20), ψ± are arbitrary phases chosen such

that the final expression is simplified and when acting on a spinor the ∗ takes the

complex conjugate of the spinor, see the next subsection. The Majorana condition

is defined as

L±(η) = η , (1.24)

for a spinor η. In the next subsection we shall explicitly show how these maps act on

spinors in order to get the general expressions for the charge conjugation matrices.

In addition, we will discuss some further details of the spinorial geometry method.
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1.4.1 The Majorana Condition

Let us now demonstrate what the condition in (1.24) implies. The anti-linear map

acts in the following way

η = L+(η) ,

= eiψ+Γ0A(η)∗ ,

= eiψ+Γ0Γ12...nη
∗ , (1.25)

rearranging this we find

η∗ = (−1)
1
2
n(n+1)Γ012...nη , (1.26)

where we have chosen the phase so that eiψ+ = −1. This is the more familiar

Majorana condition that we know

η∗ = C+η , (1.27)

where we identify

C+ = (−1)
1
2
n(n+1)Γ012...n (1.28)

with the charge conjugation matrix.

An analogues calculation for the L− map gives

η∗ = (−1)
1
2

(n−1)(n−2)Γ(n+1)...(2n−1)η , (1.29)

therefore, the alternative charge conjugation matrix is

C− = (−1)
1
2

(n−1)(n−2)Γ(n+1)...(2n−1) . (1.30)

In even dimensions either condition can be used to impose the Majorana condition.
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1.4.2 Oscillator Basis

An alternative formulation of the gamma matrices given in (1.10) is in terms of an

oscillator basis, related to those in (1.10) by [15, 16]

Γ− =
1√
2

(Γn − Γ0) =
√

2en ∧ ,

Γ+ =
1√
2

(Γn + Γ0) =
√

2eny ,

Γα =
1√
2

(Γα − iΓα+n) =
√

2eα ∧ ,

Γᾱ =
1√
2

(Γα + iΓα+n) =
√

2eαy , (1.31)

where α = 1, . . . , n− 1. The Clifford algebra now becomes

ΓAΓB + ΓBΓA = 2gAB , (1.32)

where gAB is non-zero in the case when gαβ̄ = δαβ̄ and g+− = 1. Note that this

means a lowered (raised) + index becomes − raised (lowered) index, and similarly

a lowered (raised) α becomes ᾱ when raised (lowered).

This basis is often referred to as the creation/annihilation basis because of the

action of the gamma matrices on the space of spinors. Acting with Γ− or Γα increases

the degree of the forms by one whereas acting with Γ+ or Γᾱ reduces the degree of

the forms by one. Therefore, starting with a vacuum state 1, a generic spinor can

be written as [15, 16]

χ =
n−1∑
k=0

1

k!
χa1...akΓa1...ak1 , a = −, α . (1.33)

1.4.3 Γ2n+1

In even dimensions we can construct the chirality operator in the usual way

Γ2n+1 = cΓ0Γ1 . . .Γ2n−1 , (1.34)

where c ∈ C and is fixed by requiring (Γ2n+1)2 = 1. For the group Spin(2n − 1, 1)

this is

Γ2n+1 = (−1)
1
2

(n−1)Γ0Γ1 . . .Γ2n−1 . (1.35)

In addition to squaring to one, this operator, by construction, also anti-commutes

with all the elements of the Clifford algebra ΓA

{Γ2n+1,ΓA} = 0 . (1.36)
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This means the formalism that we have described can naturally be extended to odd

dimensions by taking Γ2n+1 as the additional gamma matrix of the Clifford algebra.

However, a consequence of extending the Clifford algebra to odd dimensions is that

there no longer exists a chirality operator and hence there are no Weyl spinors in

odd dimensions.

1.4.4 Spacetime Form Bilinears

The spacetime form bilinears can be calculated using [15, 16]

α(η, θ) =
1

k!
M2(η,ΓA1...Akθ)e

A1 ∧ . . . ∧ eAk , k = 0, 1, . . . , 2n− 1 , (1.37)

where α corresponds to a k-form. Using this expression one can calculate all the

spacetime form bilinears associated with the spinors η and θ. The Hodge duality

means the bilinear forms for k ≥ n are related to those for k ≤ n and, therefore, it

is enough to determine the bilinear forms upto k = n.

This completes our analysis of writing spinors in terms of forms, and it will a

play crucial role in the investigation that is to follow in later chapters.

1.5 Spinorial Geometry Method in 10D

In this section the spinorial geometry method introduced in the previous part will be

adapted to the ten dimensional case. This will allow us to provide an explicit exam-

ple of how this method works, but more importantly, the discussion of this example

will demonstrate one of the crucial ingredients needed in the next chapter. A more

thorough discussion of what follows can be found in [16, 44], where supersymmetric

supergravity solutions in ten dimensions were investigated.

We begin by setting n = 5 and investigating the spinors of Spin(9, 1). First we

consider the real vector space V = R9,1 and choose an orthonormal basis on this

space given by e0, e1, . . . , e9. In order to formulate the Dirac spinors of Spin(9, 1)

we take the complexified subspace U = C〈e1, . . . , e5〉. We can now write a general

Dirac spinor χ ∈ ∆c = Λ∗(U) as

χ = a1 + biei + cijeij + dijkeijk + f ijkleijkl + ge12345 , (1.38)

where i, j = 1, . . . , 5 and the coefficients before each basis a, b, c, d, f, g ∈ C.

The gamma matrices of the Clifford algebra, Clif(R9,1), are obtained by setting
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n = 5 in (1.10) and are given by

Γ0 = −e5 ∧ + e5y , Γ5 = e5 ∧ + e5y ,

Γi = ei ∧ + eiy , Γi+n = iei ∧ − ieiy ,

i = 1, . . . , 4 . (1.39)

The Dirac inner product and the two Majorana inner products are as in (1.15),

(1.18) and (1.19) respectively. The map A in (1.18) and B in (1.19) become

A = Γ12345 ,

B = Γ06789 . (1.40)

The corresponding Majorana condition is given by

η∗ = C±η , (1.41)

where

C+ = −Γ012345 ,

C− = Γ6789 . (1.42)

We are free to choose the Majorana inner product, and thus the map A or B, we

want to work with. Following the convention in [16, 44] we will work with the

second Majorana inner product involving the map B. The corresponding Majorana

condition is

η∗ = Γ6789η . (1.43)

The gamma matrices of the oscillator basis are

Γ− =
√

2e5 ∧ , Γ+ =
√

2e5y ,

Γα =
√

2eα ∧ , Γᾱ =
√

2eαy , (1.44)

where α = 1, 2, 3, 4. Observe how much simpler the gamma operations have become

in this basis, the calculations also become correspondingly more straightforward.

For completeness we give the chirality operator in ten dimensions

Γ11 = Γ0Γ1 . . .Γ9 . (1.45)
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1.5.1 The Real Spinors

Where possible one tends to work with real spinors, and this is obtained by enforcing

the Majorana condition. In this section we outline how the Majorana condition is

used to determine real spinors in terms of forms. The Majorana condition is given

in (1.43). This condition illustrates the action of the charge conjugation matrix. For

example, given the basis 1 the charge conjugation matrix changes it to e1234 since

Γ6Γ7Γ8Γ91 = Γ6Γ7Γ8(ie4 ∧ −ie4y)1 = iΓ6Γ7Γ8e4

= −Γ6Γ7e34

= −iΓ6e234 = e1234 . (1.46)

Similarly the basis e1234 changes to 1. Therefore, lets consider the following spinor

η = a1 + be1234 , (1.47)

where a, b ∈ C, this spinor is also a Weyl spinor since it is composed of even degree

forms, η ∈ ∆even and can be checked using the chirality operator in (1.45). We now

apply the Majorana condition to reduce this to its real parts. The left hand side of

(1.43) uses the standard complex conjugate and so

η∗ = a∗1 + b∗e1234 , (1.48)

whereas the right hand side of the Majorana condition gives

Γ6789η = ae1234 + b1 . (1.49)

Comparing these two expressions we find

a = b∗ , (1.50)

and so

η = a1 + a∗e1234 . (1.51)

This means the two real spinors are

η1 = 1 + e1234 , η2 = i(1− e1234) . (1.52)

These are two of the basis spinors for the space of Majorana-Weyl spinors in ten

dimensions. In a similar fashion to the procedure outlined above the remaining basis

spinors can be found, see for example [44, 16].
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1.5.2 Spinor Forms and KSEs

Once an explicit basis for the spinors has been established gauge transformation that

leave the KSEs invariant can be used to obtain simple expressions for Killing spinors.

These Killing spinors, written in terms of forms, are substituted directly into the

KSEs. Since the gamma matrices are also expressed in terms of form operators one

is able to directly solve the KSEs to obtain purely algebraic relations on the field

content of the theory, which can then be translated to conditions on the geometry.

This procedure can be repeated for more Killing spinors and the aim is to obtain a

full classification of the solutions to the KSEs. In the case of heterotic supergravity

[44, 45, 46] and six dimensional (1,0) supergravity a classification of the solutions

to the KSEs was achieved according to the isotropy group of the Killing spinors.

However, this is not always possible, for example this has not been done for the IIB

supergravity.

1.5.3 Ten Dimensional Super Yang-Mills

In this section we give a simple example to demonstrate how one uses the machinery

introduced above to solve the KSE of ten dimensional super Yang-Mills to find its

supersymmetric solutions. The KSE for this theory is

FABΓABε = 0 , (1.53)

where ε is a Majorana-Weyl spinor of Spin(9, 1) and FAB is the gauge field strength.

This group has one type of orbit with stability subgroup Spin(7) n R8, see [98, 99].

A representative spinor can be chosen as [44, 16]

ε = 1 + e1234 . (1.54)

Substituting this spinor into the above KSE and expanding the repeated indices we

find,

(
2F−+Γ−+ + 2F−αΓ−α + 2F+αΓ+α + 2F−ᾱΓ−ᾱ + 2F+ᾱΓ+ᾱ+

FαβΓαβ + 2Fαβ̄Γαβ̄ + Fᾱβ̄Γᾱβ̄
)
(1 + e1234) = 0 . (1.55)

The gamma matrices are given in (1.39), these are used to find

Γ−+(1 + e1234) = (1 + e1234) , Γ−α(1 + e1234) = 0 , Γ−ᾱ(1 + e1234) = 0 ,

Γ+1(1 + e1234) = −2e2345 , Γ+2(1 + e1234) = 2e1345 ,

Γ+3(1 + e1234) = −2e1245 , Γ+4(1 + e1234) = 2e1235 ,

Γ+1̄(1 + e1234) = 2e51 , Γ+2̄(1 + e1234) = 2e52 ,

Γ+3̄(1 + e1234) = 2e53 , Γ+4̄(1 + e1234) = 2e54 ,

Γᾱβ̄(1 + e1234) = 2eαβ , Γαβ̄(1 + e1234) = δαβ̄(1− e1234) ,

30



Γαβ(1 + e1234) = −εαβγδeγδ , (1.56)

where ε1234 = 1. Substituting these in and equating the coefficients before each basis

to zero we find

F−+ = δαβ̄Fαβ̄ = F+α = F+ᾱ = 0 , Fᾱβ̄ =
1

2
εᾱβ̄

γδFγδ . (1.57)

In addition, the F−α and F−ᾱ components are not constrained apart from being

hermitian conjugates of each other. Therefore, we can use this to write the gauge

field strength as

F = F−ie
− ∧ ei + Fije

i ∧ ej , (1.58)

where the Fij components are constrained according to (1.57), i.e. it is contained

in Spin(7) and this group is fixed as we have chosen the positive chiral spinor in

(1.54), i are the transverse directions to the light-cone. This represents the form that

solutions which preserve one supersymmetry must take. This is a simple example

which we have given to demonstrate how the spinorial geometry method can be

used, the equations that we come across will be a lot more involved.

1.6 Summary

In this first chapter we have discussed the basic aspects of supersymmetric super-

gravity solutions and what we mean by terms like Killing spinors and Killing spinor

equations. In addition, an overview of some of the relevant literature was given in

which the six dimensional theory was put into context.

However, the main part of the chapter was to introduce the spinorial geometry

approach to solving the KSEs. In particular, we discussed how spinors can be written

in terms of forms and also detailed some technical tools used in the manipulations

of spinors in the language of spinorial geometry. Furthermore, we demonstrated

how this method works in ten dimensions giving the specific example of finding a

supersymmetric solution of ten dimensional super Yang-Mills theory.

Throughout the remainder of the thesis this technique will be used in the analysis

of different aspects of (1,0)-supersymmetric theories in six dimensions. In the next

chapter we will describe (1,0) supergravity in six dimensions and use this method

to solve the KSEs for this theory.
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Chapter 2

Six Dimensional Supergravity and

Killing Spinor Equations

2.1 Introduction

In this chapter we will solve the Killing spinor equations of six dimensional (1,0)

supergravity coupled to any number of tensor, vector and scalar multiplets in all

cases. As we mentioned in the previous chapter the supersymmetric solutions of

(1,0) six dimensional supergravity have been considered before but these were re-

stricted in their couplings to matter fields and solutions considered preserved only

one supersymmetry or maximal supersymmetry, see [34, 58, 59, 60]. We will solve

the KSEs of the most general theory and for all possible fractions of supersymmetry

preserved. In each case we will give the constraints imposed on the matter content

of the theory and discuss the restrictions on the geometry of spacetime. To do this

we will make use of the spinorial geometry method and we will use the analogy that

exists between the KSEs of heterotic supergravity and those of six dimensional (1,0)

supergravity. This was one of the reasons why we used the example in section 1.5.

We shall begin the chapter by introducing the (1,0) six dimensional supergravity,

discussing the field content and the KSEs that we focus on. Then we will discuss

spinors and the techniques we use to solve the KSEs. In particular, we will outline

the relation between heterotic supergravity and the theory under consideration, and

furthermore, discuss how this is used to rewrite the KSEs of the theory.

As a next step, we investigate the isotropy groups of the different number of

Killing spinors admitted, and in each case we determine the corresponding repre-

sentative spinors. This analysis will also allow us to look for descendant solutions;

these are solutions which have less Killing spinors than parallel spinors, i.e. some

of the parallel spinors may not necessarily be solutions to the other KSEs. This

analysis will demonstrate that the solutions of the KSEs can be classified uniquely

according to the isotropy group of the Killing spinors in Spin(5, 1) · Sp(1), which

corresponds to the holonomy of the supercovariant connection of a generic back-
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ground. This is true except in one case, which becomes clear when the existence of

descendants is investigated. The dot in this group and in the groups which we will

use later denote a mod Z2, i.e. for two groups, G1 and G2 we have G1 ·G2 = G1×G2

Z2
.

The isotropy group of the Killing spinors are found to be

Sp(1) · Sp(1) n H (1) , U(1) · Sp(1) n H (2) , Sp(1) n H (3, 4) ;

Sp(1) (2) , U(1) (4) , {1} (8) , (2.1)

where in parenthesis we indicate the number of Killing spinors that are left invariant.

The representative spinors which are left invariant under these subgroups will be

discussed later.

In the sections that follow this analysis we consider each of the isotropy groups

and the corresponding Killing spinors separately. In each case we solve the KSEs

and discuss the implications of the solutions on the fields and the geometry, giving

a detailed description of the backgrounds that arise.

2.2 (1,0) Supergravity

In this section we give details of the theory.

2.2.1 Fields and KSEs

In six dimensions there are four types of (1,0)-supersymmetry multiplets; the grav-

itational, tensor, vector and scalar1 multiplets. The theory that we shall consider is

(1,0) supergravity coupled to nT tensor, nV vector and nH scalar multiplets. We are

interested in the bosonic fields of the theory and so we shall focus on the bosonic

components of each multiplet, however, the construction of this theory including

a description of the fermions can be found in [55, 57]. We will mainly follow the

construction in [57]. The gravitational multiplet apart from the graviton has a 2-

form gauge potential; each tensor multiplet contains a 2-form gauge potential and a

real scalar; the vector multiplet has a vector and each scalar multiplet contains four

real scalars. The bosonic fields of the scalar multiplet take values in a Quaternionic

Kähler manifold which has real dimension 4nH .

The spinors in six dimensions can be described by symplectic Majorana spinors.

Therefore, before proceeding to describe the KSEs, we give the symplectic Majorana

condition satisfied by the fermions that appear in (1,0) supergravity. This condi-

tion utilises the invariant Sp(1) and Sp(nH) forms to impose a reality condition.

Let us suppose that the Dirac or Weyl spinors λ and χ transform under the funda-

mental representations of Sp(1) and Sp(nH) respectively. The symplectic Majorana

1Note that we will also refer to scalar multiplets as hypermultiplets, these terms will be used
interchangeably throughout.
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condition is given by

λA = εABCλ̄TB , χa = εabCχ̄Tb , (2.2)

where C is the charge conjugation matrix and εAB and εab are the symplectic invari-

ant forms of Sp(1) and Sp(nH), respectively, and A,B = 1, 2 and a, b = 1, . . . , 2nH .

The supersymmetry transformations of the fermions evaluated at the bosonic

fields are

δΨA
µ = ∇µε

A − 1

8
Hµνργ

νρεA + CµAB εB ,

δχMA =
i

2
TMµ γµεA − i

24
HM
µνργ

µνρεA ,

δψa = iγµεAV
aA
µ ,

δλa
′A = − 1

2
√

2
F a′

µνγ
µνεA − 1√

2
(µa

′
)ABε

B , (2.3)

where Ψ is the gravitino, χ are the tensorini, ψ are the hyperini and λ are the

gaugini, ε is the supersymmetry parameter and the index a′ = 1, . . . , nV . The

remaining coefficients that appear in the supersymmetry transformations depend on

the fundamental fields of the theory. This in turn means their explicit expressions

depend on the formulation of the theory. The structure of the supersymmetry

transformations that we have stated above includes all known formulations. As a

result, most of the analysis on the solutions of the KSEs that follows is independent

on the precise expression of the supersymmetry transformations in terms of the

fields. Because of this, the conditions that arise from the KSEs will be given in

generality. We will also state explicitly where the expressions of the KSEs in terms

of the fields is used. In what follows, we shall always assume that ∇ is the spin

connection of the spacetime and C is a Sp(1) connection.

In order to give an example of how the supersymmetry transformations, (2.3),

depend on the fundamental fields of the theory, we use the formulation proposed in

[57]. However, we use a different normalization2 for some of the fields from that in

[57]. The formulation in [57] organises the fields in the following way. The theory

has nT + 1 2-form gauge potentials denoted as Br where r = 0, 1, . . . , nT . One of

these 2-form potentials comes from the gravitational multiplet and the remaining

nT are associated to the tensor multiplets. We denote the corresponding 3-form

field strengths with Gr. The precise relation between Br and Gr as well as the

duality conditions on Gr will be given later. The nT scalars of the tensor multiplets

parametrise the coset space SO(1, nT )/SO(nT ). A convenient way to describe this

coset space was introduced in [100], where the scalars are described by an SO(1, nT )

2Our normalization is similar to that of heterotic supergravity.

34



matrix

S =

(
vr

xMr

)
, M = 1, . . . nT . (2.4)

Since the matrix S ∈ SO(1, nT ), one has STηS = η where η is the Lorentzian metric

in (1, nT )-dimensions. In particular, the components of the matrix S satisfy

vrv
r = 1 , vrvs −

∑
M

xMr x
M
s = ηrs , vrxMr = 0 . (2.5)

The canonical SO(nT ) connection of the coset is
∑

r x
M
r dx

N
r .

On the other hand, the scalars of the hypermultiplet parametrise a Quaternionic

Kähler manifold which has holonomy Sp(nH) ·Sp(1). This manifold admits a frame

E such that the metric can be written as

gIJ = EaA
I EbB

J εabεAB , (2.6)

where I = 1, . . . , 4nH and, εab and εAB are the invariant Sp(nH) and Sp(1) 2-forms,

respectively. The associated spin connection has holonomy Sp(nH) · Sp(1) and so

decomposes as (AaI b,A
A
I B). For general details on geometry and holonomy see for

example [101, 102, 103], we will tend not to give specific details but discuss only

what is required to continue without affecting the discussion.

In [57] to include vector multiplets with (non-abelian) gauge potentialAa
′
µ , one as-

sumes that the quaternionic Kähler manifold of the hypermultiplet is Sp(1, nH)/Sp(1)×
Sp(nH) and gauges the maximal compact isometry subgroup Sp(1) × Sp(nH). So

the gauge group of the theory is H = Sp(1)×Sp(nH)×K, where K is a product of

semi-simple groups which does not act on the scalars. Let ξa′1 and ξa′2 be the vector

fields generated on Sp(1, nH)/Sp(1) × Sp(nH) by the action of Sp(1) and Sp(nH),

respectively. Under these assumptions, one has the following

Hµνρ = vrG
r
µνρ , HM

µνρ = xMr G
r
µνρ , CµAB = Dµφ

IAIAB ,

TMµ = xMr ∂µv
r , V aA

µ = EaA
I Dµφ

I , F a′

µν = ∂µA
a′

ν − ∂νAa
′

µ + fa
′
b′c′A

b′

µA
c′

ν ,

(µa
′
1)AB =

1

vrcr1
AIABξIa

′
1 , (µa

′
2)AB =

1

vrcr2
AIABξIa

′
2 , (µa

′
3)AB = 0 , (2.7)

where the gauge index a′3 ranges over the gauge subgroup K, φI are the scalars of

the hypermultiplet,

∇µε
A = ∂µε

A +
1

4
Ωµ,mnγ

mnεA ,

Dµφ
I = ∂µφ

I − Aa′µ ξ
I
a′ , (2.8)

respectively, and Ω is the frame connection of spacetime. It is also understood that
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ξa′3 = 0 as K does not act on the scalars of the hypermultiplet. Furthermore, F a′

are the field strengths of the gauge potentials Aa
′

and f are the structure constants

of the gauge group H.

We now define the field strengths Gr. These are given by [57]

Gr
µνρ = 3∂[µB

r
νρ] + cr1CS(ASp(1))µνρ + cr2CS(ASp(nH))µνρ + crKCS(AK)µνρ , (2.9)

where cr ’s are constants, one for each copy of the gauge group, and CS(A)’s are

the Chern-Simons 3-forms. Note also that the constants cr1 and cr2 appear in the

definition of µ’s in (2.7).

The duality condition on G is given by

ζrsG
s
µ1µ2µ3

=
1

3!
εµ1µ2µ3

ν1ν2ν3Grν1ν2ν3 , (2.10)

where

ζrs = vrvs +
∑
M

xMr x
M
s . (2.11)

Note that the duality conditions for H and HM are opposite. In our conventions,

H is anti-self-dual while HM is self-dual. More explicitly, in terms of H and HM we

have

Hµ1µ2µ3 = − 1

3!
εν1ν2ν3µ1µ2µ3Hν1ν2ν3 ,

HM
µ1µ2µ3

=
1

3!
εν1ν2ν3µ1µ2µ3H

M
ν1ν2ν3

. (2.12)

The definition of the fields in (2.7) can be used to interpret the components

appearing in the supersymmetry transformations in (2.3) in terms of physical fields.

We will be using these expressions when we want to discuss the solutions of the

KSEs in terms of the physical fields

2.2.2 Spinors

To make effective use of the spinorial geometry method in solving the Killing spinor

equations we need to express the spinors in terms of forms. In the case of the

above theory in six dimensions we need to find a way to impose the symplectic

Majorana condition on the spinors. This is where the relation between six dimen-

sional supergravity and heterotic supergravity plays an important role. Firstly, we

identify the symplectic Majorana-Weyl Spin(5, 1) spinors with the SU(2)-invariant

Majorana-Weyl Spin(9, 1) spinors. Under this identification the symplectic Majo-

rana condition of Spin(5, 1) spinors is replaced by the Majorana condition on the

Spin(9, 1) spinors, which we described in section 1.5. We will now demonstrate
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this more explicitly. Recall that the Dirac spinors of Spin(9, 1) are identified with

Λ∗(C5), and the positive and negative chirality spinors are the even and odd degree

forms, respectively. The gamma matrices of Clif(R9,1) are as in (1.39), which we

give here again for ease of reference

Γ0 = −e5 ∧+e5y , Γ5 = e5 ∧+e5y ,

Γi = ei ∧+eiy , Γi+5 = i(ei ∧ −eiy) , i = 1, 2, 3, 4 , (2.13)

where we recall that ei for i = 1, . . . , 5, is a Hermitian basis in C5. Now, we identify

the gamma matrices of Clif(R5,1) in the following way

γµ = Γµ , µ = 0, 1, 2 ; γµ = Γµ+2 , µ = 3, 4, 5 . (2.14)

Therefore, the positive chirality Weyl spinors of Spin(5, 1) ∼= SL(2,H) are Λev(C〈e1, e2, e5〉) ∼=
H2. Furthermore, we identify the symplectic Majorana-Weyl condition of Spin(5, 1)

with the Majorana-Weyl condition of Spin(9, 1) spinors, i.e.

ε∗ = Γ67Γ89ε , (2.15)

where ε ∈ ΛevC〈e1, e2, e5〉 ⊗ Λ∗C〈e34〉. In particular, a basis for the symplectic

Majorana-Weyl spinors is

1 + e1234 , i(1− e1234) , e12 − e34 , i(e12 + e34) ,

e15 + e2534 , i(e15 − e2534) , e25 − e1534 , i(e25 + e1534) . (2.16)

Observe that the above basis selects the diagonal of two copies of the Weyl repre-

sentation of Spin(5, 1), where the first copy is in Λev(C〈e1, e2, e5〉) while the second

copy includes the auxiliary direction e34. The SU(2) acting on the auxiliary direc-

tions e3 and e4 leaves the basis invariant. These basis spinors are derived in the

same way that the Majorana-Weyl spinors in ten dimensions are obtained, which

we demonstrated when discussing real spinors in section 1.5, but the spinors in

(2.16) correspond only to a subset of these spinors, specifically the SU(2)-invariant

Spin(9, 1) spinors, see [44].

2.2.3 KSEs Revisited

We now rewrite the KSEs of six dimensional supergravity in terms of the ten dimen-

sional notation we have introduced above. To do this we first define ρr
′
, r′ = 1, 2, 3,

such that

ρ1 =
1

2
(Γ38 + Γ49) , ρ2 =

1

2
(Γ89 − Γ34) , ρ3 =

1

2
(Γ39 − Γ48) , (2.17)
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which satisfy [
ρr
′
, ρs

′
]

= 2εr
′s′t′ρt

′
, (2.18)

where ε123 = 1. Note that these are the generators of the Lie algebra Sp(1) as it

acts on the basis (2.16). Using this we can rewrite the KSEs as

Dε ≡
(
∇µ −

1

8
Hµνργ

νρ + Cr′µ ρr′
)
ε = 0,(

i

2
TMµ γµ − i

24
HM
µνργ

µνρ

)
ε = 0,

iγµεAV
aA
µ = 0 ,(

1

4
F a′

µνγ
µν +

1

2
µa
′

r′ρ
r′
)
ε = 0 , (2.19)

where we have made use of the fact that

CµAB εB = Cr′µ (ρr′)
A
B ε

B , (µa
′
)ABε

B = (µa
′
)r
′
(ρr′)

A
Bε

B . (2.20)

In the hyperini KSE, it should be understood that

ε1 = −ε2 , ε2 = Γ34ε
1 , (2.21)

where ε1 and ε2 are the components of ε in the two copies of the Weyl representation

used to construct the symplectic-Majorana representation.

2.3 Parallel and Killing Spinors

2.3.1 Parallel Spinors

The gravitino KSE is

Dµε = 0 , (2.22)

and we say that any spinor ε that solves this equation is a parallel spinor with respect

to the supercovariant derivative D. The (reduced) holonomy3 of six dimensional

supergravity supercovariant connection D, (2.19), is contained in Spin(5, 1) · Sp(1).

This is also the same as the gauge group of the theory. Therefore, there are two

general possibilities for the isotropy group of parallel spinors. Either the parallel

spinors have a trivial isotropy group in Spin(5, 1) ·Sp(1) or the parallel spinors have

a non-trivial isotropy group in Spin(5, 1) · Sp(1). To investigate these two case we

3We assume that the backgrounds are simply connected or equivalently we consider the universal
cover.
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first consider the integrability condition of the gravitino Killing spinor equation,

[Dµ,Dν ] ε = 0 , (2.23)

which in turn gives

1

4
R̂µν,ρσγ

ρσε+ F r′µνρr′ε = 0 , (2.24)

where

F r′µν = ∂µCr
′

ν − ∂νCr
′

µ + 2εr
′
s′t′Cs

′

µ Ct
′

ν , (2.25)

and R̂ is the curvature of the connection, ∇̂, with skew-symmetric torsion H defined

as

∇̂µY
ν = ∇µY

ν +
1

2
Hν

µλY
λ . (2.26)

Trivial Isotropy Group

Now, if the isotropy group of the parallel spinors is the trivial group {1}, the inte-

grability condition in (2.24) means that

R̂ = 0 , F = 0 . (2.27)

The spacetime is parallelisable with respect to a connection with skew-symmetric

torsion and admits eight parallel spinors. Moreover, the torsion is anti-self-dual.

All such spacetimes are group manifolds with anti-self-dual structure constants. We

will discuss these backgrounds in more detail in section 2.9.

Non-Trivial Isotropy Group

We will now consider the case where the parallel spinors have a non-trivial isotropy

group in Spin(5, 1) · Sp(1). There are two ways to tackle this problem which are

based on the approaches in [98] and [99]. The different possible spinor orbits of

Spin(5, 1) have been discussed in [98]. In this section we will consider the possible

isotropy groups as well as the representative spinors in Spin(5, 1) · Sp(1). First,

we note that Spin(5, 1) ∼= SL(2,H) and that the action of Spin(5, 1) · Sp(1) on

the symplectic Majorana-Weyl spinors can be described in terms of quaternions. In

particular, the symplectic Majorana-Weyl spinors can be identified with H2 where

Spin(5, 1) ∼= SL(2,H) acts from the left with quaternionic matrix multiplication

while Sp(1) acts on the right with the conjugate quaternionic multiplication. Let

us give some further details before discussing the isotropy groups. An element
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S ∈ SL(2,H) can be represented by

S =

(
a b

c d

)
, a, b, c, d ∈ H . (2.28)

Each element of the quaternions can be written as a = u1 + u2i + u3j + u4k where

u ∈ R and

i2 = j2 = k2 = −1 , ij = −ji = k , jk = −kj = i , ki = −ik = j . (2.29)

An element of Sp(1) say f ∈ Sp(1) satisfies ff̄ = 1 where f̄ is the quaternionic

conjugate of f , i.e. if f = v1 + v2i+ v3j + v4k then f̄ = v1− v2i− v3j − v4k and the

v’s take values in R. Furthermore, the space of symplectic Majorana-Weyl spinors

spans the space H ⊕ H, the first H is spanned by the basis spinors in the first line

of (2.16) and the second H is spanned by basis spinors in the second line of (2.16).

The action of the group Spin(5, 1) · Sp(1) on this space is(
a b

c d

)(
X

Y

)
f̄ , (2.30)

where X takes values in the first copy of H and Y takes values in the second copy

of H. Using this we find that there is a single non-trivial orbit of Spin(5, 1) · Sp(1)

on the symplectic Majorana-Weyl spinors with isotropy group Sp(1) · Sp(1) n H. A

representative symplectic Majorana-Weyl spinor can be chosen as 1 + e1234.

The alternative way of deriving this isotropy group is by making use of the

method in [99] where one needs to solve the infinitesimal equation

Mµνγ
µν(1 + e1234) + Λr′ρ

r′(1 + e1234) = 0 . (2.31)

In this equation Mµν parametrise the infinitesimal Spin(5, 1) transformations and

Λr′ parametrise the infinitesimal Sp(1) transformations. Solving this equation we

find the following constraints

M−+ = M+α = M+ᾱ = 0 , Mα
α + iΛ3 = 0 ,

M1̄2̄ −M12 + iΛ2 = 0 , M1̄2̄ +M12 + Λ1 = 0 , (2.32)

and the components M−α and M−ᾱ are not constrained apart from being Hermitian

conjugates of each other. From these constraints one can infer that the spinor

1 + e1234 is left invariant by the Lie algebra su(2) × su(2) ⊕ H. Furthermore, this

highlights the possible isotropy groups of the spinor under consideration; using this

result, with verification from the previous method, we conclude that the isotropy

group of one spinor is Sp(1) · Sp(1) n H.

To continue we have to determine the action of Sp(1) ·Sp(1) n H on H2. Decom-
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posing H2 = R⊕ ImH⊕ H, where R is chosen to be along the first invariant spinor,

we find that the action of the isotropy group is

ImH⊕ H→ aImHā⊕ bHā , (2.33)

where (a, b) ∈ Sp(1) · Sp(1) and ā is the quaternionic conjugate of a ∈ Sp(1).

Now, there are two possibilities; either the second invariant spinor lies in ImH or

in H. It cannot lie in both because if it does then there is a H transformation in

Sp(1) · Sp(1) n H such that the component in ImH can be set to zero. Now, if the

second spinor is in ImH then it can be arranged so that a representative is given by

i(1 − e1234). This is because Sp(1) · Sp(1) ⊂ Sp(1) · Sp(1) n H acts on ImH with

the three dimensional representation and so can rotate any spinor to a particular

direction. The isotropy group of the two spinors reduces to U(1) ·Sp(1)nH. On the

other hand, if the non-trivial component lies in H then a representative spinor can

be chosen as e15 + e2345 as Sp(1) · Sp(1) ⊂ Sp(1) · Sp(1) n H acts on H with left and

right quaternionic multiplication allowing any spinor to be rotated to a particular

direction. The isotropy group in this case is Sp(1).

There are two possible routes to take from here, depending on which of the two

isotropy groups we decompose the space H2 with respect to. In both cases we will

find that if there are three invariant spinors, then there always exist an additional

invariant spinor. Let us first consider the case when the two invariant spinors have

isotropy group U(1) · Sp(1) n H. Then the space of spinors decomposes under

the action of this group as R2 ⊕ R2 ⊕ H where the first R2 is spanned by the two

invariant spinors we have already mentioned. Therefore, the third invariant spinor

lies in R2 ⊕ H. Again there are two options; either the third invariant spinor is in

R2 or in H. It cannot be in both because if it does then there is a H transformation

in U(1) · Sp(1) n H such that the component in R2 can be set to zero. Now, if the

third spinor is in R2 then we can always use the U(1) ⊂ U(1) ·Sp(1) n H to arrange

so that a representative for this is given by e12− e34, but this means that we get an

additional singlet in the decomposition of spinors for free. Therefore, we find in this

case that there are four invariant spinors with isotropy group Sp(1) n H and with

representative spinors given by the first line in (2.16).

On the other hand, if we choose the first two invariant spinors to have isotropy

group Sp(1) the space of spinors decomposes as R⊕ImH⊕R⊕ImH under the action

of this group. The subspace R ⊕ R is spanned by the first two invariant spinors.

In this case, the third invariant spinor lies in ImH ⊕ ImH, however, we find that

this also leads to two additional singlets, and therefore, four linearly independent

invariant spinors in total, with isotropy group U(1). The representative spinors for

the additional singlets can be chosen as i(1− e1234) and i(e15 − e2345).

The isotropy group of more than four linearly independent spinors is {1}. The

results of this section have been summarised in table 2.1.
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N Isotropy Groups Spinors

1 Sp(1) · Sp(1) n H 1 + e1234

2 (U(1) · Sp(1)) n H 1 + e1234 , i(1− e1234)
4 Sp(1) n H 1 + e1234 , i(1− e1234) , e12 − e34 , i(e12 + e34)

2 Sp(1) 1 + e1234 , e15 + e2345

4 U(1) 1 + e1234 , i(1− e1234) , e15 + e2345 , i(e15 − e2345)

Table 2.1: The first column gives the number of invariant spinors, the second column the
associated isotropy groups and the third representatives of the invariant spinors. Observe
that if 3 spinors are invariant, then there is a fourth one. Moreover the isotropy group of
more than 4 spinors is the identity.

2.3.2 Descendants

From the analysis we have carried out above one can see that the gravitino KSE

has solutions that leave 1, 2, 4 and 8 spinors invariant, see table 2.1. These are

the parallel spinors and in each case the holonomy of the supercovariant derivative

reduces to one that is contained in the isotropy group of the invariant spinors.

Supersymmetric backgrounds where all the parallel spinors, given in table 2.1, also

solve the remaining Killing spinor equations are referred to as Killing, and this set

of solutions form a particularly distinguished class of solutions. This is because it

is not necessarily the case that solutions of the gravitino KSE are also solutions

of the other three KSEs. Typically, only some or a particular linear combination

of the parallel spinors are Killing. Backgrounds where there are less Killing than

parallel spinors will be called descendant backgrounds. Normally the identification of

such backgrounds requires an extensive analysis as was the case in the investigation

of the descendant solutions of heterotic supergravity in [45]. The analysis of the

descendant solutions of six dimensional supergravity is less involved. Although we

will aim to give a thorough and self contained analysis of the descendant solutions

for six dimensional supergravity we will avoid specific details, see [45] for full specific

details of the investigation of descendants.

We will see that there are many descendants but in most cases the Killing spinors

of the descendants are given in terms of the parallel spinors of table 2.1. Such de-

scendant backgrounds are special cases of solutions for which all parallel spinors are

Killing. Our aim in these sections will be to see if there are background which have

Killing spinors that differ from those given in table 2.1. If they exist, such back-

grounds will be called independent descendant solutions or simply “independent”.

We first note that in all cases if a solution has just one Killing spinor, irrespective

of the number of parallel spinors, it is always possible to rotate it so that it is

identified with 1 + e1234. Therefore, such descendant backgrounds are included in

those for which 1 + e1234 is both a parallel and Killing spinor and so they are not

independent. Using this, the cases we have to examine are those with two or more

Killing and with four or more parallel spinors.

42



2.3.3 Descendants of four parallel spinors

There are two cases to consider depending on whether the isotropy group of the four

parallel spinors is Sp(1) n H or U(1). We will consider them in turn.

Sp(1) n H

In order to identify descendant solutions we need to determine the sigma group

[45]. The sigma group is the group which can act non-trivially on the space of

parallel spinors and preserves the subspace spanned by them. For the purpose of

the spinorial geometry method it plays the same role as the gauge group when

investigating descendant solutions, see [45] for a detailed discussion.

If the isotropy group of the four parallel spinors is Sp(1) n H, then the sigma

group [45] is Spin(1, 1) × Sp(1) · Sp(1). This is the group which leaves these four

parallel spinors invariant and will play the same role as the gauge group for the

purpose of the spinorial geometry method, see [45]. The Spin(1, 1) is generated by

γ+−, one of the Sp(1) are generated by the generators in (2.17) and the other Sp(1)

group is generated in a similar way to (2.17) but with the gamma matrices in the

directions 1, 2, 6, 7.

First we consider the case where there are four parallel spinors but only two

Killing spinors. The subgroup Sp(1) · Sp(1) = SO(4) acts with the vector represen-

tation on the four parallel spinors. In such a case, it is always possible to arrange

so that the first two Killing spinors are

1 + e1234 , i(1− e1234) . (2.34)

Therefore such solutions are special cases of backgrounds with two supersymmetries

associated with two parallel spinors with isotropy group U(1) · Sp(1)) n H, and so

are not independent.

Next we consider the possibility of a solution with three Killing spinors. Once

again the subgroup Sp(1) · Sp(1) of the sigma group acts with the vector represen-

tation allowing the three Killing spinors to be chosen as

1 + e1234 , i(1− e1234) , e12 − e34 . (2.35)

We will see that if the gravitino, tensorini and gaugini KSEs admit (2.35) as a

solution, then they also admit i(e12 − e34) as a solution. So all the parallel spinors

of this case solve three out of the four KSEs. It then remains to investigate the

hyperini KSE. We shall see that the conditions that arise from the hyperini KSE

evaluated on (2.35) are in fact different from those that one finds when the same

KSE is evaluated on all four Sp(1) n H-invariant spinors. As a result, the KSEs

allow for backgrounds that preserve three supersymmetries. However, the existence
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of such backgrounds depends also on the field equations.

U(1)

We now move on to investigate the case for which the four parallel spinors have

isotropy group U(1). The sigma group [45] in this case is Spin(3, 1) × U(1). One

way to see this is to treat the directions 2, 3 and 4 in the U(1)-invariant spinors

in table 2.1 as auxiliary and suppress them. Then the spinors can be identified

with the Majorana spinors of Spin(3, 1). The U(1) subgroup of the sigma group is

generated by the spin transformations along the auxiliary directions. The analysis

of the orbits of the sigma group is then identical to that of the gauge group of four

dimensional supergravity in [104]. In this case there are two different cases where

descendants with two supersymmetries arise. However, one can arrange such that

the Killing spinors of the two cases are identical to the parallel spinors of table

2.1 with isotropy groups U(1) · Sp(1) n H and Sp(1), respectively. Therefore, both

cases are special cases of other backgrounds with less parallel spinors and so are not

independent.

The other case we consider are backgrounds with three Killing spinors. The

existence of such backgrounds depends on the details of the KSEs. Without going

into detail, see [45, 104, 48] for details, the sigma group can be used to choose the

three Killing spinors as

1 + e1234 , i(1− e1234) , e15 + e2345 . (2.36)

Once again it is easy to check that if (2.36) solves the gravitino, tensorini and gaugini

KSEs, then i(e15−e2345) is also a solution. Therefore, all four U(1)-invariant spinors

once more solve three out of the four KSEs. It now remains to examine the hyperini

KSE. However, unlike the previous case, the hyperini KSE evaluated on (2.36) gives

the same conditions as those obtained for all four U(1)-invariant spinors. Thus, in

this case there are no descendants that preserve three supersymmetries.

2.3.4 Descendants of Eight Parallel Spinors

Finally we examine the descendants of backgrounds with eight parallel spinors. To

do this it is most convenient to consider the KSEs in the following order

gravitino→ gaugini→ tensorini→ hyperini . (2.37)

We have already stated that the gravitino KSE admits eight parallel spinors. Thus,

it remains to investigate the other three KSEs.
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Gaugini

The solutions of the gaugini KSE are spinors which are invariant under some sub-

group of Spin(5, 1) · Sp(1). This is because the gauge field and moment maps, µr′ ,

can be viewed as maps from spin(5, 1)⊕ sp(1) to the Lie algebra of the gauge group,

where spin(5, 1) = Λ2(R5,1). But all such spinors and their isotropy groups have

been tabulated in table 2.1. Therefore, the gaugini KSE can preserve 1, 2 (2), 4 (2)

and 8 out of the total of eight parallel spinors, where the number in the parenthesis

states the multiplicity of each case.

Having established that the gaugino KSE has solutions given by the spinors

in table 2.1, we are left to investigate the remaining two KSEs. If the gaugini

KSE has up to four solutions, the investigation of the descendants for the tensorini

and hyperini KSE follow the same argument as that presented in section 2.3.3. In

particular, there is one descendant with three supersymmetries which arises in the

case of four Killing spinors with isotropy group Sp(1)nH. The three Killing spinors

are given in (2.35), but this case can be thought of as a special case of backgrounds

with four parallel spinors and Killing spinors as in (2.35). Since we have dealt with

all descendants of the gaugini KSE from now on we shall take that the gaugini KSE

preserves all eight parallel spinors.

Tensorini

Assuming that the gravitino and gaugini KSEs admit eight Killing spinors we con-

tinue now by discussing the solutions of the tensorini KSE. First we note that the

tensorini KSE commutes with all three of the ρ operations given in (2.17). This

means that it preserves either four or eight supersymmetries. In addition, when

it preserves four supersymmetries the Killing spinors can be given in terms of the

Sp(1) n H-invariant spinors of table 2.1. We can then use this to solve the hyper-

ini KSE to find backgrounds that preserve 1, 2, 3 and 4 supersymmetries. All of

these are special cases of the solutions that we have already investigated above. In

particular, if the solutions preserve one supersymmetry, then it is a special case of

backgrounds with one parallel spinor which is also Killing. If the background pre-

serves two supersymmetries then they are special cases of solutions with two parallel

spinors which are also Killing and have isotropy group U(1) · Sp(1) n H. For three

supersymmetries the backgrounds are special cases of those with Sp(1)nH-invariant

parallel spinors and the three Killing spinors are given in (2.35). The case of four

supersymmetries is included in that for which the four Sp(1) n H-invariant paral-

lel spinors are also Killing. This concludes the analysis of the descendants of the

tensorini KSE and from now we shall assume that the tensorini KSE admits eight

Killing spinors.
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Hyperini

Let us now assume that the gravitino, gaugini and tensorini KSEs admit eight

Killing spinors. We finally need to investigate solutions of the hyperini KSE. In

order to do this we need to identify the orbits of the sigma group, which in this

case is Spin(5, 1) · Sp(1), on the space of spinors. The descendants preserving one

supersymmetry have already been considered. In this case the Killing spinor can be

identified with 1 + e1234. To investigate the case with two supersymmetries, we first

recall that the sigma group Spin(5, 1)·Sp(1) has one orbit in the space of symplectic-

Majorana spinors with isotropy group Sp(1) ·Sp(1) n H, and the representative can

be chosen as 1 + e1234. The action of the isotropy group on the space of spinors

is given in (2.33). This isotropy group has two non-trivial orbits on the space of

spinors and the representatives can be chosen as either i(1 − e1234) or e15 + e2345,

as was discussed before. From this we can see that solutions with Killing spinors

1+e1234 and i(1−e1234) or 1+e1234 and e15 +e2345 are not independent descendants.

Thus, there are no independent descendants with two supersymmetries.

We now consider the case with three supersymmetries. There are two cases to

investigate. Firstly, we consider the case where the first two spinors have isotropy

group U(1) ·Sp(1)nH. This group has two different orbits on the rest of the spinors

where the representatives can be chosen as e12 − e34 and e15 + e2345, respectively.

However, these two cases are not new as the Killing spinors are identical to those

found in (2.35) and (2.36), respectively. In addition, one can show that if the hyperini

KSE admits (2.36) as Killing spinors, then it preserves four supersymmetries with

Killing spinors the U(1)-invariant spinors of table 2.1.

The second case is when the isotropy of the first two Killing spinors is Sp(1).

It can be seen from (2.33) that Sp(1) acts with two copies of the 3-dimensional

representation on the remaining six spinors. As a result it can be arranged such

that the third spinor can be chosen in such a way that the three Killing spinors are

1 + e1234 , e15 + e2345 , c1i(1− e1234) + ic2(e15 − e2345) + c3(e25 − e1345) ,(2.38)

where c’s are constants. If c1 = 0, then the third spinor can be simplified further by

choosing c3 = 0. As we will see, this does not give rise to a new descendant. The

hyperini KSE evaluated on the above spinors implies that either it preserves four

supersymmetries with Killing spinors as the U(1)-invariant spinors of table 2.1 or

it preserves all eight supersymmetries. This depends on the coefficients c, which we

discuss further in section 2.9.

It remains to investigate descendants with four supersymmetries. First suppose

that the first three Killing spinors are chosen as in (2.35), which have isotropy

group Sp(1) n H. This has two orbits on the remaining spinors. In one case the

representatives can be chosen such that the four Killing spinors are given by the four

46



Sp(1) n H-invariant spinors of table 2.1 and in the other case they can be chosen as

1 + e1234 , i(1− e1234) , e12 − e34 , e15 + e2345 . (2.39)

This can potentially be a new descendant. However, it turns out that if the hyperini

KSE preserves the above four spinors, then it preserves all eight supersymmetries.

Next suppose that the first three Killing spinors are given in (2.36), these have

isotropy group U(1). Then, the fourth spinor can be chosen as

c1(e12 − e34) + c2i(e15 − e2345) + c3(e25 − e1345) + c4i(e25 + e1345) . (2.40)

It turns out that depending on the choice of the coefficients c the hyperini KSE pre-

serves either four supersymmetries with Killing spinors given by the U(1)-invariant

spinors of table 2.1 or all eight supersymmetries. So again there are no new descen-

dants. A similar conclusion also holds for the case when the third Killing spinor is

chosen as in (2.38).

To conclude, if the isotropy group of parallel spinors is {1} then there are descen-

dant backgrounds which preserve 1, 2, 3 and 4 supersymmetries. However, these

are not independent. All of them appear as special cases of backgrounds that admit

less parallel spinors. The results for all possible descendants have been tabulated in

table 2.2.

hol(D) N

Sp(1) · Sp(1) n H 1
U(1) · Sp(1) n H ∗, 2

Sp(1) n H ∗, ∗, 3, 4

Sp(1) ∗, 2
U(1) ∗, ∗, −, 4
{1} ∗,∗,∗, ∗,−, −, −, 8

Table 2.2: In the columns are the holonomy groups that arise from the solution of the
gravitino KSE and the number N of supersymmetries, respectively. ∗ entries denote the
cases that occur but are special cases of others with the same number of supersymmetries
but with less parallel spinors. The − entries denote cases which do not occur. The Killing
spinors for N = 1, 2, 4 are the same as those given in table 2.1 while for N = 3 in (2.35).

2.4 N=1 Backgrounds

In the next couple of sections we will consider the possible backgrounds that can

arise in some detail. In particular, we will solve all four of the KSEs equations and

discuss what the constraints coming from these mean for the matter content of the

theory and the geometry of spacetime. In each case we will start by outlining the
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constraints imposed by each of the KSEs and then move onto discuss the spacetime

geometry. We begin here with backgrounds preserving one supersymmetry.

2.4.1 Gravitino KSE

As the gauge group of the theory is the same as the holonomy of the supercovariant

connection of generic backgrounds, the Killing spinor of N = 1 backgrounds can be

chosen as ε = 1 + e1234, more details can be found in [44, 45]. The gravitino KSE

requires that this spinor is parallel. As a result the holonomy of D reduces to a

subgroup of the isotropy group Sp(1) · Sp(1) n H of the parallel spinor, i.e.

hol(D) ⊆ Sp(1) · Sp(1) n H . (2.41)

This is the full content of the gravitino KSE. The restrictions that this imposes on

the geometry will be examined later.

2.4.2 Gaugini KSE

Recall that the gaugini KSE is(
1

4
F a′

µνγ
µν +

1

2
µa
′

r′ρ
r′
)
ε = 0 . (2.42)

To solve this for the N = 1 case we substitute in the spinor ε = 1 + e1234 and sum

over the repeated indices. After that we determine the action of the gamma matrices

and the ρ operators on the spinor. This calculation is most easily done using the

oscillator basis for the gamma matrices described in section 1.4.2. We are then

left with an algebraic equation. In this algebraic equation we set the coefficients

before each spinor basis to zero in order to find the constraints on the components

of Fµν and µr′ . After applying this technique we find the conditions arising from

the gaugini KSE are

F a′

+i = F a′

+− = 0 , F a′

α
α + iµ1 = 0 , 2F a′

12 + µ2 − iµ3 = 0 . (2.43)

Note that the gauge field strength vanishes along one of the light-cone directions,

and F a′
−i are not constrained.

2.4.3 Tensorini KSE

The tensorini KSE is given by(
i

2
TMµ γµ − i

24
HM
µνργ

µνρ

)
ε = 0 , (2.44)
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substituting the spinor ε = 1 + e1234 and repeating the procedure that was done for

the gaugini KSE above one obtains the following constraints

TM+ = 0 , HM
+α

α = HM
+αβ = 0 ,

TMᾱ −
1

2
HM
−+ᾱ −

1

2
HM
ᾱβ

β = 0 . (2.45)

As we have already mentioned, the tensorini KSE commutes with the Clifford algebra

operations ρr
′

in (2.17). As a result, if the tensorini KSE admits a solution ε, then

ρr
′
ε also solve the tensorini KSE. This means the four spinors

1 + e1234 , ρr
′
(1 + e1234) , r′ = 1, 2, 3, (2.46)

are all solutions to the tensorini KSE with the same constraints as in (2.45). More-

over, the 3-form field strengths HM are further restricted by the self-duality condi-

tion given in (2.12), which we discuss later.

2.4.4 Hyperini KSE

The hyperini KSE is given by

iγµεAV
aA
µ = 0 . (2.47)

To understand the hyperini KSE, one has to identify the εA components of the

Killing spinor in the context of spinorial geometry. In our notation ε1 = 1 and

ε2 = e1234 and since ε1 = −ε2 and ε2 = Γ34ε
1, one has ε1 = −e1234 and ε2 = e34.

Substituting these into the KSE, one finds the conditions

V aA
+ = 0 , − V a1

1 + V a2

2̄
= 0 , V a1

2 + V a2

1̄
= 0 . (2.48)

Expressing the coefficients of the KSEs in terms of the fundamental fields as in (2.7),

it is clear from the first condition in (2.48) that

D+φ
I = 0 . (2.49)

2.4.5 Geometry

Form Spinor Bilinears

In order to investigate the geometry of spacetime further, one has to compute the

form spinor bilinears. The form spinor bilinears of two spinors in six dimensions are

given by

τ =
1

k!
B(ε1, γµ1...µkε2) eµ1 ∧ · · · ∧ eµk , (2.50)
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where τ is a k-form and B is the Majorana inner product as for the heterotic

supergravity [44] in ten dimensions. We have discussed this in section 1.4, where we

denoted this inner product with M2 as in equation (1.37). Assuming that ε1 and ε2

satisfy the gravitino KSE, it is easy to see that

∇̂ντ = 0 . (2.51)

The form τ is covariantly constant with respect to ∇̂ and the Sp(1) connection Cr′

does not contribute in the parallel transport equation.

On the other hand, one may also consider the sp(1)-valued form bilinears

τ r
′
=

1

k!
B(ε1, γµ1...µkρ

r′ε2) eµ1 ∧ · · · ∧ eµk . (2.52)

Assuming again that ε1 and ε2 satisfy the gravitino KSE, one finds that

∇̂ντ
r′ + 2 Cs′ν εr

′
s′t′τ

t′ = 0 . (2.53)

Observe that the sp(1)-valued form bilinears are twisted with respect to the Sp(1)

connection Cr′ . So ∇ντ
r′ are not forms but rather vector bundle valued forms.

However, for simplicity in what follows, we shall refer to both τ and τ r
′

as forms.

Example

As an example let us calculate the bilinear 1-form associated to ε = 1 + e1234, which

will be needed in the investigation of backgrounds that are to follow. Using (2.50)

we have

τ = B(ε, γµε) e
µ , (2.54)

expanding this we find

τ = B(ε, γ−ε) e
− +B(ε, γ+ε) e

+ +B(ε, γ1ε) e
1

+B(ε, γ2ε) e
2 +B(ε, γ1̄ε) e

1̄ +B(ε, γ2̄ε) e
2̄ . (2.55)

Recall that the inner product is defined as

B(ε1, ε2) = 〈Γ06789(ε1)∗, ε2〉 , (2.56)

and

Γ06789(1 + e1234) = −(e5 + e12345) . (2.57)
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Using this and the action of γµ on ε we find only the first term in (2.55) to be

non-vanishing and it gives

τ = 〈−(e5 + e12345),
√

2(e5 + e12345)〉 e−

= −2
√

2e− . (2.58)

Therefore, we find that there is a 1-form which is given by

e− . (2.59)

The same method can be used to calculate the remaining form bilinears in addition to

the twisted bilinear forms. One more thing we mention before discussing the N = 1

backgrounds is the relation between the frames e0, e1, . . . , e5 and e−, e+, eα, eᾱ,

e− =
1√
2

(−e0 + e3) , e+ =
1√
2

(e0 + e3) ,

e1 =
1√
2

(e1 + ie4) , e2 =
1√
2

(e2 + ie5) ,

e1̄ =
1√
2

(e1 − ie4) , e2̄ =
1√
2

(e2 − ie5) , (2.60)

which we often use. Note also that we will often use a tilde on top of the real

directions, i.e. those on the rhs, to distinguish them from the complex ones, this

will be clearer when we discuss it later.

Spacetime Geometry of N=1 Backgrounds

In this case we have to find the bilinears associated with the spinor 1+e1234. Putting

this into (2.50) and (2.52) and following the example given above we find the al-

gebraic independent bilinears of backgrounds preserving one supersymmetry to be

given by

e− , e− ∧ ωI , e− ∧ ωJ , e− ∧ ωK , (2.61)

where e− is a null one-form and

ωI = −iδαβ̄eα ∧ eβ̄ , ωJ = −e1 ∧ e2 − e1̄ ∧ e2̄ , ωK = i(e1 ∧ e2 − e1̄ ∧ e2̄) .(2.62)

The three 2-forms ωI , ωJ and ωK are Hermitian forms in the directions transverse

to the light-cone. In what follows, we also set ω1 = ωI , ω
2 = ωJ and ω3 = ωK .

The conditions that the gravitino KSE imposes on the spacetime geometry can

be rewritten as

∇̂µe
− = 0 , ∇̂µ(e− ∧ ωr′) + 2 Cs′µ εr

′
s′t′(e

− ∧ ωt′) = 0 . (2.63)
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Therefore, we can see the 1-form is parallel with respect to ∇̂, whereas the 3-forms

are twisted with respect to the Sp(1) connection. The integrability conditions to

these parallel transport equations are

R̂µ1µ2,+ν = 0 , − R̂µ1µ2,
k
iω

r′
kj + (j, i) + 2F s′µ1µ2

εr
′
s′t′ω

t′

ij = 0 . (2.64)

In addition to this, the torsion H has to be anti-self-dual in six dimensions as

we pointed out in (2.12). The conditions that come from the anti-self-duality can

be written as

H+αβ = H+α
α = 0 , H−+ᾱ +Hᾱβ

β = 0 , H−11̄ −H−22̄ = 0 , H−12̄ = 0 ,(2.65)

where ε−+11̄22̄ = ε013245 = −1. Notice also that from the four dimensional perspective

H+ij is an anti-self-dual while H−ij is a self-dual 2-form, respectively. Using (2.12)

we can demonstrate this explicitly for H+ij where we have

H+ij =
1

2
ε+ij−klH

−kl , (2.66)

which in turn gives

H+ij = −1

2
εij

klH+kl , (2.67)

where we have used ε−+ijkl = εijkl, similarly

H−ij =
1

2
εij

klH−kl . (2.68)

To specify the spacetime geometry, we have to solve (2.63) subject to (2.65). For

this we adapt a frame basis on the spacetime such that one of the light-cone frames

is the parallel 1-form e−, i.e. the metric is written as

ds2 = 2e−e+ + δije
iej . (2.69)

The first condition in (2.63) then implies that the dual vector field X to e− is Killing

and

de− = iXH . (2.70)

Using these we can write the torsion 3-form as

H = e+ ∧ de− +
1

2
H−ije

− ∧ ei ∧ ej + H̃ , H̃ =
1

3!
H̃ijke

i ∧ ej ∧ ek . (2.71)

Moreover, the anti-self-duality of H can be used to relate the H̃ component to de−.
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In particular, we find that

H̃ = − 1

3!
(de−)−` ε

`
ijk e

i ∧ ej ∧ ek . (2.72)

This solves the first condition in (2.63). To solve the remaining three condi-

tions, we consider the parallel transport equation in (2.63) first along the light-cone

directions. Since H+ij is anti-self-dual, one can show that

D+ω
r′ = ∇+ω

r′ + 2 Cs′+εr
′
s′t′ω

t′ = 0 . (2.73)

This condition can be used to express C+ in terms of the geometry of spacetime.

Next we consider the − light-cone direction to find

D−ωr
′

ij = ∇−ωr
′

ij −H−k [iω
r′

j]k + 2 Cs′−εr
′
s′t′ω

t′

ij = 0 . (2.74)

Since H−ij is self-dual, this implies that it can be written as

H−ij = wr′ω
r′

ij , (2.75)

for some functions wr′ , and ωr
′

act as a constant basis of self-dual 2-forms in R4.

Substituting this expression into (2.74) we find

∇−ωr
′

ij + ws
′
εr
′
s′t′ω

t′

ij + 2 Cs′−εr
′
s′t′ω

t′

ij = 0 , (2.76)

where we have made use of the fact that

ωr
′

ij = δik(I
r′)kj , (2.77)

where Ir
′

are three almost complex structures associated to the three Hermitian

forms which satisfy the algebra of the imaginary quaternions

(Ir
′
)ik(I

s′)kj = −δr′s′δij + εr
′s′
t′(I

t′)ij . (2.78)

The condition in (2.76) can be interpreted as a condition which relates Cs′− to the

H−ij components of the torsion. As a result, it can be solved to express H−ij in

terms of other fields and the geometry of spacetime. In particular, after solving for

wt
′

we find

wt
′
= −1

8

(
ωr
′

kl∇−ωs
′klεr′s′

t′ + 2Ct′−
)
, (2.79)

which in turn means

H−ij = −1

8

(
ωr
′

kl∇−ωs
′klεr′s′

t′ + 2Ct′−
)
ωt′ij . (2.80)
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To determine the conditions imposed on the geometry from the gravitino KSE in

the directions transverse to the light-cone, we first observe that a generic metric con-

nection in four dimensions has holonomy contained in Sp(1) · Sp(1). Therefore, the

only condition required is the identification of the Sp(1) part of the metric spacetime

connection with the Sp(1) part of the induced connection from the Quaternionic

Kähler manifold of the hyper-multiplets. This also follows from the integrability

conditions (2.64).

To summarise, we have found that the spacetime admits a null Killing vector

field X whose rotation in the directions transverse to the light-cone is anti-self-dual.

The geometry is restricted by (2.73). Furthermore, (2.76) relates the self-dual H−ij

component of the torsion to a component of the induced Sp(1) connection from the

Quaternionic Kähler manifold of the hypermultiplets as in (2.80). The metric and

torsion of the spacetime can be written as

ds2 = 2e−e+ + δije
iej ,

H = e+ ∧ de− −
( 1

16
ωr
′

kl∇−ωs
′klεr′s′

t′ + Ct′−
)
ωt′ij e

− ∧ ei ∧ ej

− 1

3!
(de−)−` ε

`
ijk e

i ∧ ej ∧ ek . (2.81)

The remaining conditions that come from the KSEs are restrictions on the matter

content of the theory. We begin with the gaugino KSE. To analyse the conditions

further, one can choose the gauge

A+ = 0 . (2.82)

Therefore, using the first two conditions in (2.43), F a′
+µ = 0, we find that the com-

ponents of the gauge connections do not depend on the coordinate adapted to the

Killing vector field X = ∂u. The components F a′
−i are not restricted by the KSE.

The components of the field strength in the directions transverse to the light-cone,

F r′
ij , can be decomposed into the self-dual (sd) and anti-self-dual (asd) parts using

(F sd)a
′

ij =
1

2

(
F a′

ij +
1

2
εklijF

a′

kl

)
,

(F asd)a
′

ij =
1

2

(
F a′

ij −
1

2
εklijF

a′

kl

)
. (2.83)

From the restrictions coming from the KSE we find that the self-dual part of F a′
ij is

given in terms of the moment maps, µr′ , while the anti-self-dual part is not restricted.

So we can write

F a′ = F a′

−ie
− ∧ ei +

1

2
µr′ω

r′ + (F asd)a
′
. (2.84)

Now let us consider the tensorini KSE. In the gauge (2.82), we can see from the
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first condition in (2.45) that the tensorini scalars are invariant under the isometries

of the spacetime, i.e. they do not depend on the coordinate u. The 3-form field

strengths, HM , are self-dual in six dimensions (2.12). This implies that

HM
−αβ = HM

−α
α = 0 , HM

−+ᾱ −H
M
ᾱβ

β = 0 , HM

+11̄
−HM

+22̄
= 0 , HM

+12̄
= 0 .(2.85)

Combining these conditions with those coming from the tensorini KSE, (2.45), we

find that

HM
+ij = 0 . (2.86)

We also note that HM
−ij is anti-self-dual in the directions transverse to the light-

cone and the remaining components are determined in terms of TM . Putting these

together we therefore have

HM =
1

2
HM
−ij e

− ∧ ei ∧ ej + TMi e− ∧ e+ ∧ ei − 1

3!
TM` ε`ijk e

i ∧ ej ∧ ek , (2.87)

where we have used the self-duality of HM to relate the HM
ijk component to the HM

−+i

component.

We can use the definitions of the fundamental fields in (2.7) to obtain some

further simplifications. In particular, (2.49) implies that Cr′+ = 0 and so (2.73) leads

to the geometric conditions

∇+ω
r′ = 0 , r′ = 1, 2, 3 . (2.88)

In addition, TMi = xMr ∂iv
r. Substituting this in (2.87) we see that most of the com-

ponents of HM are determined in terms of the scalars. Furthermore, the conditions

of the hyperini KSE in the gauge (2.82) imply that the scalars of the multiplet are

invariant under the action of isometries generated by X, i.e.

D+φ
I = ∂uφ

I = 0 . (2.89)

The remaining restrictions coming from the hyperini KSE give a holomorphicity-like

condition for the imbedding scalars.

2.5 N=2 Non-Compact Backgrounds

There are two cases with N = 2 supersymmetry, each distinguished by the isotropy

group of the Killing spinors. The title of this section and the ones that follow refer to

the compact and non-compact nature of the isotropy groups. If the isotropy group
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is non-compact U(1) · SU(2) n H, the two Killing spinors are

ε1 = 1 + e1234 , ε2 = i(1− e1234) = ρ1ε1 . (2.90)

Therefore, the additional conditions on the fields which arise from the second Killing

spinor can be expressed as the requirement that the KSEs commute with the Clifford

algebra operation ρ1.

2.5.1 Gravitino KSE

The gravitino KSE commutes with ρ1, if and only if,

C2 = C3 = 0 . (2.91)

Equivalently, the gravitino KSE implies that the holonomy of the supercovariant

connection is included in U(1)·Sp(1)nH, hol(D) ⊆ U(1)·Sp(1)nH. The restrictions

that this imposes on the geometry will be investigated later.

2.5.2 Gaugini KSE

The gaugini KSE commutes with ρ1, iff

µ2 = µ3 = 0 . (2.92)

These restrictions are in addition to the conditions given in (2.43). When combined

these become

F a′

+i = F a′

+− = 0 , F a′

α
α + iµ1 = 0 , F a′

12 = 0 . (2.93)

Once again the F a′
−i components are not restricted.

2.5.3 Tensorini KSE

A direct substitution of the second Killing spinor, ε2 = i(1−e1234), into the tensorini

KSE reveals that there are in fact no additional conditions on top of the ones given

in (2.45). This agrees with what we have already mentioned; that the tensorini KSE

commutes with all the ρ operators. Hence, if ε1 = 1 + e1234 is a solution then so is

ε2 = ρ1ε1.

2.5.4 Hyperini KSE

Using ε2 = i(1− e1234) in the hyperini KSE leads to the following restrictions,

V aA
+ = 0 , V a1

1 + V a2

2̄
= 0 , V a1

2 − V
a2

1̄
= 0 . (2.94)
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Combining these conditions with those in (2.48) obtained for the first Killing spinor

gives

V aA
+ = 0 , V a1

α = 0 , V a2
ᾱ = 0 . (2.95)

2.5.5 Geometry

The form spinor bilinears are given in (2.63). The only difference now is that the

full content of the gravitino KSE can be expressed as

∇̂e− = 0 , ∇̂(e− ∧ ω) = 0 ,

∇̂(e− ∧ ω2)− 2 Ce− ∧ ω3 = 0 , ∇̂(e− ∧ ω3) + 2 Ce− ∧ ω2 = 0 , (2.96)

where we have imposed the additional conditions coming from the gravitino KSE,

C2 = C3 = 0. We have also set ω = ω1 and C = C1, and so we find that the form

e− ∧ ω is covariantly constant with respect to the connection with skew-symmetric

torsion only.

The discussion of the geometry here follows along the same lines as in section

2.4.5 for N = 1 backgrounds. In particular, it is clear from the first condition in

(2.96) that the spacetime admits a null Killing vector field X, which is the dual of

the 1-form e−, and that (2.70) is valid. The metric and torsion 3-form can again be

written as in (2.69) and (2.71), respectively.

Next we consider the other three parallel transport equations in (2.96). As in

the previous N = 1 case, the parallel transport equations along the + light-cone

direction leads to (2.73) but with C2 = C3 = 0. These become

∇+ω
1
ij = 0 , ∇+ω

2
ij − 2 C+ω

3
ij = 0 , ∇+ω

3
ij + 2 C+ω

2
ij = 0 . (2.97)

The first condition is a restriction on the geometry. The second can be solved for

C+ to give

C+ =
1

8
(ω3)ij∇+ω

2
ij . (2.98)

The third equation in (2.97) is automatically satisfied. The − component of the

second equation in (2.96) gives

∇̂−ωij = ∇−ωij −H−k [iωj]k = 0 , (2.99)

which we can use along with the fact that H−ij is self-dual (2.75) to obtain

H−ij = −∇−ωik Ikj . (2.100)

The two remaining conditions along the − light-cone direction can be used to express
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C− in terms of the geometry and give some additional restrictions on the geometry

of spacetime. To do this we start by writing these equations in component form to

obtain

∇−ω2
ij −H−k [iω

2
j]k − 2 C−ω3

ij = 0 ,

∇−ω3
ij −H−k [iω

3
j]k + 2 C−ω2

ij = 0 , (2.101)

working with these and using the expression in (2.100) we find

C− =
1

8
∇−ω2

ijω
3ij ,

∇−ω2
ij −∇−ω1

k[i(I
3)kj] −

1

4
∇−ω2

k`ω
3k`ω3

ij = 0 ,

∇−ω3
ij +∇−ω1

k[i(I
2)kj] +

1

4
∇−ω2

k`ω
3k`ω2

ij = 0 . (2.102)

The second condition in (2.96) along the transverse to the light-cone directions gives

H̃ = −iI d̃ω , (2.103)

where d̃ is the exterior derivative projected in the directions transverse to the light-

cone. This together with the anti-self-duality condition for H turn (2.72) into a

condition on the geometry of spacetime

(de−)−` ε
`
ijk = (iI d̃ω)ijk . (2.104)

The remaining two parallel transport equations are automatically satisfied provided

that the U(1) part of the curvature tensor of the spacetime connection with torsion

is identified with the curvature of U(1) connection C. To see this note that the

integrability conditions of the gravitino KSE can be written as

R̂µ1µ2,+ν = 0 , R̂µ1µ2,ki I
k
j − R̂µ1µ2,kj I

k
i = 0 ,

−R̂µ1µ2,ki (I
2)kj + R̂µ1µ2,kj(I

2)ki − 2Fµ1µ2ω
3
ij = 0 . (2.105)

The second condition implies that the holonomy of the ∇̂ connection in the directions

transverse to the light-cone is contained in U(2) = U(1) · Sp(1). The last condition

identifies the U(1) part of the curvature with the curvature of C.
In summary, the gravitino KSE implies that the metric and torsion can be written

as

ds2 = 2e−e+ + δije
iej ,

H = e+ ∧ de− −∇−ωik Ikj e− ∧ ei ∧ ej −
1

3!
(de−)−` ε

`
ijk e

i ∧ ej ∧ ek .(2.106)

As with the N = 1 case, the spacetime admits a null Killing vector field X which

also determines components of H and the geometric condition (2.73) is satisfied.
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Furthermore, one has to impose the geometric conditions (2.102), (2.104) and the

restrictions implied by (2.105).

We now move onto the restrictions imposed on the matter content by the other

KSEs. As we have mentioned, the tensorini KSE does not impose any new conditions

on the matter field. As a result, the restrictions are summarised in (2.45) and the

fields are expressed as in (2.87).

The gaugino KSE gives the condition in (2.93). So in the gauge A+ = 0, one has

F a′ = F a′

−i e
− ∧ ei +

1

2
µω + (F asd)a

′
, µ2 = µ3 = 0 , (2.107)

where µ = µ1.

The hypernini KSE imposes a restriction on the + light-cone direction. The

other conditions are Cauchy-Riemann type of equations on the scalars.

As in the N = 1 case, by expressing the KSEs in terms of the fundamental fields

(2.7), we can improve somewhat on the solutions to the KSEs. In particular, the

hyperini KSE condition D+φ = 0, (2.49), implies that C+ = 0. Then (2.97) gives

rise to the geometric conditions

∇+ω
1
ij = ∇+ω

2
ij = ∇+ω

3
ij = 0 . (2.108)

Writing X = ∂u and taking the gauge A+ = 0, we can again conclude that φ are

independent from u, (2.89).

2.6 N=2 Compact Backgrounds

The other case where two supersymmetries are preserved is when the two Killing

spinors have isotropy group Sp(1). The two Killing spinors in this can be chosen as,

table 2.1,

ε1 = 1 + e1234 , ε2 = e15 + e2345 . (2.109)

We now give the conditions arising from each of the KSEs.

2.6.1 Gravitino KSE

The full content of the gravitino KSE can be summarised as

hol(D) ⊆ Sp(1) . (2.110)

The implications of this condition on the spacetime geometry will be investigated

later.
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2.6.2 Gaugini KSE

Evaluating the gaugini KSE on ε2 = e15 + e2345, we find

−2F a′

12̄ + µ2 + iµ3 = 0 , − F a′

11̄ + F a′

22̄ + i(µa
′
)1 = 0 , F a′

−i = 0 . (2.111)

Combining the above conditions with those coming from ε1 given in (2.43), we get

F a′

+− = F a′

+i = F a′

−i = 0 , F a′

11̄ = 0 , F a′

22̄ + i(µa
′
)1 = 0 ,

F a′

12 − F a′

12̄(µa
′
)2 = 0 , F a′

12 + F a′

12̄ + (µa
′
)2 = 0 , (2.112)

To write this in a more compact notation we change to real coordinates to obtain

F a′

ab = 0 , F a′

ai = 0 , F a′

ij = −εijkµa
′k , a = −,+, 1̃ , (2.113)

where i = 4, 2̃, 5 and ε2̃45 = −1. Each of the indices a and i label 3 real directions,

note that we have also used 1̃ and 2̃ to distinguish the real directions from the

complex directions 1 and 2 which naturally appear in the various conditions coming

from the KSEs. In addition, the r′ = 1, 2, 3 index of µ has been replaced with

k = 4, 2, 5 after an appropriate adjustment of the ranges and identification of the

components of µ. In particular, µ1 = µ4, µ2 = µ2̃, and µ3 = µ5. We can express

these as

F a′ = −1

2
εijkµ

a′kei ∧ ej . (2.114)

2.6.3 Tensorini KSE

A direct substitution of the second Killing spinor, ε2 = e15 + e2345, into the tensorini

KSE gives

TM− = 0 , HM

−11̄
−HM

−22̄
= 0 , HM

−12̄
= 0 ,

TMᾱ +
1

2
H−+ᾱ +

1

2
Hᾱβ

β = 0 . (2.115)

Combining these conditions with those we derived for ε1 = 1 + e1234 in (2.45) and

using the self-duality of HM given in (2.85), we find

TMµ = 0 , HM
µνρ = 0 . (2.116)

This means the tensorini KSE vanishes identically. As a result all eight supersym-

metries are preserved. In turn using the expression of TM and HM in terms of the

physical fields (2.7), we find the scalars to be constant and the 3-form field strengths

of the tensor multiplet to vanish.
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2.6.4 Hyperini KSE

Evaluating the hyperini KSE on ε2 = e15 + e2345, we find the conditions

V aA
− = 0 , − V a1

2 + V a2
1 = 0 , V a1

1̄
+ V a2

2̄
= 0 . (2.117)

Combining these conditions with those coming from the first Killing spinor given in

(2.48), we get

V aA
a = 0 , a = −,+, 1̃ , (2.118)

where again we have converted back to real coordinates to derive these conditions.

The remaining conditions can be derived by substituting (2.118) in either (2.48) or

(2.117).

Expressing the KSE in terms of the physical fields as in (2.7), one finds that

(2.118) implies

Daφ
I = 0 , a = −,+, 1̃ . (2.119)

Therefore, the hypermultiplet scalars do not depend on three spacetime directions.

2.6.5 Geometry

Firstly, we have to determine the algebraic independent form bilinears. To do this

we use the spinors ε1 = 1 + e1234 and ε2 = e15 + e2345 in (2.50) and (2.52). Doing

this we find that the independent form bilinears are given by

ea , a = −,+, 1̃ ; ei , i = 4, 2̃, 5 , (2.120)

where ea and ei are 1-forms. The ei are twisted with respect to the Sp(1) connection.

This means the conditions implied by the gravitino Killing spinor equation can be

rewritten as

∇̂µe
a = 0 ,

∇̂µe
i + 2εijkCjµek = 0 , (2.121)

where as in the gaugini KSE case the indices r′, s′ and t′ have been replaced with

i, j and k, the ranges have been adjusted, and the components of C have been

appropriately identified. It is clear that the spacetime admits a 3 + 3 “split”. In

particular, the tangent space, TM , of spacetime decomposes as

TM = I ⊕ ξ , (2.122)
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where I is a topologically trivial vector bundle spanned by the vector fields associated

to the three 1-forms ea.

The 1-forms ea and ei can be used as a spacetime frame and so we can choose

to write the metric as

ds2 = ηabe
aeb + δije

iej . (2.123)

We now focus on the first equation in (2.121). These imply that the associated

vector fields to ea are Killing. In addition, using the anti-self-duality of H, all of

the components of H can be determined in terms of ea and its first derivatives. In

particular, we have

dea = ηabibH , (2.124)

where ηab = g(ea, eb), and so this gives

Ha1a2a3 = ηa1bde
b
a2a3

, Ha1a2i = ηa1bde
b
a2i

, Haij = ηabde
b
ij . (2.125)

Therefore, using the anti-self-duality condition of H we get

Ha1a2a3ε
a1a2a3 = Hijkε

ijk , εb
a1a2Ha1a2i = −εijkHbjk , (2.126)

where ε013 = ε245 = 1. This in turn means H can be rewritten as

H = K − ?K , K =
1

3!
Ha1a2a3e

a1 ∧ ea2 ∧ ea3 +
1

2
Hia1a2e

i ∧ ea1 ∧ ea3 , (2.127)

subject to the geometric condition

(dea1)a2i1ε
a1a2

a3 = −εi1 i2i3(dea3)i2i3 . (2.128)

We now return to the second equation in (2.121), decomposing this equation

along the two types of spacetime directions, a and i, we find it is equivalent to

∇be
i
j −

1

2
H i

bj + 2εikjCkb = 0 ,

∇je
i
k −

1

2
H i

jk + 2εiskCsj = 0 . (2.129)

The first condition again expresses a component of H in terms of the geometry and

C. Substituting the expression we have for H i
bj in (2.125), we find

∇ae
i
j + 2εijk Cjaek = −1

2
ηab de

b
kj δ

ki . (2.130)

The last condition in (2.129) identifies the spin connection Ω̂ of the spacetime in

the directions transverse to the Killing with the induced Sp(1) connection of the
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scalars. Another way to see this is by looking at the integrability conditions of the

gravitino KSE. In particular, we get

R̂µ1µ2,aν = 0 , R̂µν,j1j2 = −2Fkµνεkj1j2 , (2.131)

which is obtained by taking the integrability conditions of (2.121) on ea and ei,

respectively.

As before, we can express the KSEs in terms of the physical fields in (2.7) and

use the restrictions coming from the gaugini and hyperini KSEs to further simplify

things, particularly we find that

R̂aµ,ν1ν2 = 0 . (2.132)

Also using (2.118) we find

Cia = 0 , (2.133)

and this therefore means (2.130) turns into a condition on the geometry. It is clear

that the only non-trivial components of the curvature with torsion are those along

the transverse to the Killing vector directions and these are specified in terms of the

curvature of C.
Finally let us summarise; the spacetime admits three Killing vector fields and

the torsion H is completely determined in terms of these and their first derivatives.

In particular, we have

ds2 = ηabe
aeb + δije

iej ,

H = K − ?K , K =
1

3!
Ha1a2a3e

a1 ∧ ea2 ∧ ea3 +
1

2
Hia1a2e

i ∧ ea1 ∧ ea3 .(2.134)

In addition, the spacetime geometry is restricted by (2.128), (2.130) and the last

condition in (2.129) or equivalently (2.131).

Examples

The spacetime geometry can be further analysed under some additional conditions.

We will not go into specific details but briefly mention how this can be achieved, for

details see [44, 105, 12]. As we mentioned, the spacetime admits three Killing vector

fields ea, a = +,−, 1̃, the commutator of these vector fields does not necessarily close

under the Lie bracket. However, if one imposes the requirement that the algebra

of the vector fields closes under the Lie bracket then it can be shown, in analogy

with the results of [44], that the spacetime can be described in terms of principle

bundles, where one also needs to make use of the classification of Lorentzian Lie
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algebras [106, 107, 108]. In addition, the closure of the algebra requires

Habi = 0 , (2.135)

and in turn the anti-self-duality of H requires

Haij = 0 . (2.136)

These then have further implications, see [12, 105]. In particular, the spacetime

can be locally identified as G × Σ, where G is either R2,1 or SL(2,R) and Σ is

3-dimensional Riemannian manifold [12].

2.7 N=4 Non-Compact Backgrounds

There are two cases where the background preserves four supersymmetries. The

first case we consider is when the Killing spinors have isotropy group Sp(1)nH with

the invariant spinors given as in table 2.1. These spinors can be written as

1 + e1234 , ρ1(1 + e1234) , ρ2(1 + e1234) , ρ3(1 + e1234) . (2.137)

For these to be solutions to the KSEs, we require the KSEs to commute with the

Clifford algebra operations ρr
′
. We shall use this together with the conditions im-

posed on backgrounds preserving one supersymmetry to derive all the conditions

implied by the KSEs in this case.

2.7.1 Gravitino KSE

The gravitino KSE commutes with the ρr
′

operations iff

C = 0 . (2.138)

As a result the curvature of C must vanish, F = 0. The full content of the gravitino

KSE can be expressed as hol(∇̂) ⊆ Sp(1) n H. The restrictions that this condition

imposes on the spacetime geometry will be examined later.

2.7.2 Gaugini KSE

The gaugini KSE commutes with ρr
′
, iff

µ1 = µ2 = µ3 = 0 . (2.139)

These are of course in addition to the conditions in (2.43). The same conditions can

derived by explicitly substituting in the four Killing spinors into the gaugini KSE.
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This in turn means we have

F a′ = F a′

−i e
− ∧ ei + (F asd)a

′
, (2.140)

where we have just imposed the conditions in (2.139) on the expression in (2.84).

2.7.3 Tensorini KSE

As mentioned previously, the tensorini KSE commutes with the Clifford algebra

operations ρr
′
. Thus, there are no additional conditions on top of those given in

(2.45).

2.7.4 Hyperini KSE

Substituting the Killing spinors in (2.137) into the hyperini KSE we find, in addition

to the conditions in (2.95), that

V a1
ᾱ = 0 , V a2

α = 0 . (2.141)

This means the only non-vanishing component is

V aA
− . (2.142)

Imposing the conditions of the hyperini KSE on the physical fields using (2.7),

we find that the only non-vanishing derivative on the scalars is

D−φ
I . (2.143)

This means that the scalars depend only on one light-cone direction.

2.7.5 Geometry

The spacetime form bilinears associated to the spinors in this case are the same as

those of the N = 2 non-compact case. However, the important difference here is

that C = 0 and so the conditions imposed by the gravitino KSE can be rewritten as

∇̂e− = 0 , ∇̂(e− ∧ ωr′) = 0 , (2.144)

i.e. there are no twists with respect to the Sp(1) connection since this vanishes.

The analysis of the solution to these conditions is similar to that of the non-compact

N = 2. Following the N = 1 and N = 2 non-compact cases but in addition imposing

the condition C = 0 means we can write

ds2 = 2e−e+ + δije
iej ,
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H = e+ ∧ de− − 1

16
ωr
′

kl∇−ωs
′klεr′s′

t′ ωt′ij e
− ∧ ei ∧ ej

− 1

3!
(de−)−` ε

`
ijk e

i ∧ ej ∧ ek . (2.145)

We have used the anti-self-duality of H to relate the H̃ component to de− as in

(2.72).

We now discuss the geometric conditions imposed on the spacetime. We have

already dealt with the first condition in (2.144). To solve the last three conditions

in (2.144), we first consider the + light-cone direction which gives

∇̂+ω
r′ = ∇+ω

r′ = 0 . (2.146)

This is a condition on the geometry. From the − component we find

∇−ωr
′

ij −H−k [iω
r′

j]k = 0 . (2.147)

This together with the self-duality of H−ij can be used to express H−ij in terms of

the geometry as in (2.145), and was discussed in detail for the N = 1 backgrounds.

There are no conditions on the geometry along this light-cone direction.

Next, considering the conditions along the transverse to light-cone directions we

find

H̃ = −iIr′ d̃ωr
′
, (no r′ summation) . (2.148)

These appear as three independent conditions but actually they are not. One of

them implies the other two. In turn, this condition together with (2.72) imply

de−−j ε
j
i1i2i3 = (iIr′ d̃ω

r′)i1i2i3 , (no r′ summation) . (2.149)

This is another condition on the geometry. The restrictions on the fields imposed

by the other three KSEs have already been explained.

2.7.6 N=3 Descendant

Unlike in all the other cases, theN = 4 backgrounds with Sp(1)nH-invariant parallel

spinors exhibit an independent descendant with three supersymmetries. This was

discussed earlier when descendants of four parallel spinors was analysed in section

2.3.3. We noted then that the conditions on the fields arising from the gravitino,

gaugini and tensorini KSEs remain the same as those for backgrounds with four

Killing spinors (2.137). However, when the hyperini KSE is considered different

conditions appear for backgrounds admitting three and four Killing spinors.

The three Killing spinors were given in (2.35). Substituting these spinors into
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the hyperini KSE gives us the constraints

V aA
+ = 0 , V a1

α = V a2
ᾱ = 0 , V a1

1̄
− V a2

2 = 0 , V a1

2̄
+ V a2

1 = 0 .(2.150)

These are indeed different from the conditions that we found for the four Sp(1)nH-

invariant Killing spinors given in (2.95) and (2.141). We can express these conditions

in terms of the physical fields using (2.7). The first condition, for example, can be

written as in (2.89). However, note that the analysis of the geometry of spacetime

given in the previous section does not change. The difference here is in the conditions

the scalars of the hypermultiplets satisfy compared to backgrounds that preserve four

supersymmetries.

2.8 N=4 Compact Backgrounds

The other case of N = 4 backgrounds is when the four Killing spinors are chosen as

the U(1)-invariant spinors of table 2.1. These can be written in the following way

using the ρ1 operator

1 + e1234 , e15 + e2345 , ρ1(1 + e1234) , ρ1(e15 + e2345) . (2.151)

The conditions imposed on the fields by the KSEs evaluated on these spinors can be

calculated from the conditions we found for the Sp(1)-invariant Killing spinors and

by the additional requirement that the KSEs commute with the ρ1 Clifford algebra

operator.

2.8.1 Gravitino KSE

For the gravitino KSE to commute with the Clifford algebra operation ρ1 we require

C2 = C3 = 0 . (2.152)

The full content of the gravitino KSE can be expressed as the requirement that

hol(D ⊆ U(1). We will examine the implications on the geometry later.

2.8.2 Gaugini KSE

The gaugini KSE commutes with ρ1 iff µ2 = µ3 = 0. Combining this with the

conditions coming from the N = 2 case in (2.113), we find

F a′

22̄ + iµa
′
= 0 , (2.153)

where after suppressing the gauge index we set µ = µ1.
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2.8.3 Tensorini KSE

The tensorini KSE commutes with all the Clifford algebra ρr
′

operators. Since both

1+e1234 and e15+e2345 are Killing spinors, we conclude that all eight supersymmetries

are preserved. Therefore, TM = HM = 0 as in (2.116) for the N = 2 compact case.

In turn, this means the tensor multiplet scalars are constant and the 3-form field

strengths, HM , vanish.

2.8.4 Hyperini KSE

To find the conditions arising from the hyperini KSE we have to evaluate it on the

four spinors given in (2.151), which is equivalent to simultaneously imposing (2.117)

and (2.95). This gives

V aA
a = 0 , a = −,+, 1, 1̄ , (2.154)

and

V a1
2 = V a2

2̄
= 0 . (2.155)

In other words, the only non-vanishing components are V a1

2̄
and V a2

2 .

Using the physical fields in (2.7) these conditions can be expressed as

Daφ
I = 0 , a = −,+, 1, 1̄ , (2.156)

and

D2φ
IEa1

I = D2̄φ
IEa2

I = 0 , (2.157)

respectively. So we find the scalar fields not to depend on four spacetime directions.

The last two conditions are Cauchy-Riemann type of equations along the remaining

two directions.

2.8.5 Geometry

Using the four Killing spinors that we have in this case, we find that a basis for the

algebraically independent spacetime form bilinears is spanned by the 1-forms

ea , a = −,+, 1, 1̄ , ei , i = 2, 2̄ . (2.158)

The gravitino KSE can then be rewritten as

∇̂ea = 0 , ∇̂ei − 2 C εijej = 0 , (2.159)
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where we have set C = C1, and note ei are the twisted bilinears.

As in the cases we have already investigated, the first equation implies that the

vector fields Xa associated to the 1-forms ea are Killing and

iaH = ηabde
b . (2.160)

In this case we find that the spacetime admits a 4 + 2 split. In particular, this

means the tangent space TM = I ⊕ ξ, where now I is a rank 4 trivial vector bundle

spanned by the four Killing vectors Xa.

The second equation in (2.159) can decomposed in terms of equations along the

two types of spacetime directions µ = a, i to give

(∇ae
i)j −

1

2
H i

aj − 2 Ca εij = 0 ,

(∇je
i)k − 2Cjεik = 0 . (2.161)

In turn, the first condition in (2.161) gives

(∇ae
i)j − 2 Ca εij = −1

2
ηab(de

b)kjδ
ki , (2.162)

since we can use (2.160) to write H i
aj = −ηab(deb)kjδki. We also know that H is

anti-self-dual and this implies

Haij =
1

3!
εij εa

b1b2b3Hb1b2b3 , Ha1a2i =
1

2
εa1a2

b1b2εi
jHb1b2j , (2.163)

where ε22̄ = i and ε−+11̄ = i. All the components of H are determined in terms

of ea and its first derivative, and this leads to more restrictions on the spacetime

geometry. Using (2.160) and (2.163) these can be expressed as

deaij =
1

3!
εij ε

ab1b2
b3de

b3
b1b2

, dea1
a2i

=
1

2
εa2b2

a1b1εi
jdeb2b1j . (2.164)

One thing to note here is that the rhs of the first equation depends on the structure

constants of the algebra of the four Killing vector fields.

The last condition in (2.161) identifies the spacetime connection along the direc-

tions transverse to the Killing with a U(1) component of the induced Sp(1) quater-

nionic Kähler connection. This can also be seen from the integrability conditions of

(2.159). In particular, we find that

R̂µ1µ2,aν = 0 , R̂µν,j1j2 = −2Fµν εj1j2 . (2.165)

The derivation of these conditions is similar to that of the Sp(1) holonomy case

investigated for the N = 2 compact backgrounds.

If we use (2.7) to express the above conditions in terms of the physical fields we
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find that there are some additional simplifications. In particular, using the hypernini

and gaugini KSEs, we find that apart from (2.165)

R̂aµ,ν1ν2 = 0 . (2.166)

Similarly using (2.156) we find Ca = 0 and so (2.162) becomes a condition on the

geometry of spacetime.

Examples

Once again examples can be constructed following a similar argument to that given

in the N = 2 compact case. In this case we have four Killing vector fields and

imposing the closure of the algebra requires

Habi = 0 . (2.167)

Furthermore, the Lie algebra of the Killing vector fields is isomorphic [106, 107, 108]

to one of the following

R3,1 , sl(2,R)⊕ u(1) , R⊕ su(2) , cw4 . (2.168)

We have not discussed these examples in any detail, but have mentioned them

to indicate some of the possibilities available for further investigation, see [12].

2.9 Trivial Isotropy Group

Backgrounds with parallel spinors which have a trivial isotropy group admit eight

parallel spinors. These are maximally supersymmetric backgrounds. The spacetime

is a Lorentzian Lie group with anti-self-dual structure constants. They have been

classified in a similar context in [58]. In particular, the spacetime is locally isometric

to

R5,1 , AdS3 × S3 , CW6 , (2.169)

where the radii of AdS3 and S3 are equal, and the structure constants of CW6 are

given by a constant self-dual 2-form on R4. Moreover,

F(C) = 0 , (2.170)

which we infer from the integrability condition (2.24). This concludes the conditions

which arise from the gravitino KSE.

The gaugino KSE implies the gauge field strength vanishes and µr
′

= 0. The

tensorini KSE implies that the 3-form field strengths vanish and the tensor multiplet
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scalars are constants. Similarly, the hyperini KSE implies that the scalars of the

hypermultiplet are constant. In turn using (2.7), the latter gives C = 0.

2.9.1 Descendants

The case of trivial isotropy group does give rise to descendants, which we discussed

in some detail in section 2.3.4. In particular, the KSEs allow for backgrounds with

1, 2, 3 and 4 supersymmetries, but we argued that none of these were independent

from the backgrounds we have discussed and examined thus far. In this section

we will give a proof of this to establish the results of section 2.3.4. We will give

the proof for one of the cases and the rest follow in a similar way. Let us consider

the descendants with three supersymmetries for which the Killing spinors are those

given in (2.38). To show that there are no independent descendants we have to solve

the hyperini KSE for these three spinors and establish the fact that the conditions

are the same as the constraints arising from one of the backgrounds we have already

discussed. The first two Killing spinors give

V aA
+ = 0 , − V a1

1 + V a2

2̄
= 0 , V a1

2 + V a2

1̄
= 0 ,

V aA
− = 0 , − V a1

2 + V a2
1 = 0 , V a1

1̄
+ V a2

2̄
= 0 , (2.171)

which follows from (2.48) and (2.117). Substituting the third Killing spinor in (2.38)

into the hyperini KSE we find

c1V
a1

1 + c1V
a2

2̄
= 0 , − c1V

a1
2 + c1V

a2

1̄
= 0 ,

ic2V
a1

1̄
− c3V

a1

2̄
− ic2V

a2

2̄
+ c3V

a2

1̄
= 0 ,

ic2V
a1

2 + c3V
a1

1 + ic2V
a2

1 + c3V
a2

2 = 0 . (2.172)

Now, there are two cases to consider; if c1 6= 0, then the V ’s vanish and so the

hyperini KSE preserves all eight supersymmetries. The other case is when c1 = 0,

this means that we can also always set c3 = 0 which has been argued in section

2.3.4. Setting c3 = 0 in the last two conditions in (2.172), we find that

V a1

1̄
− V a2

2̄
= 0 , V a1

2 + V a2
1 = 0 . (2.173)

Then comparing this with (2.171), we again find that all V ’s vanish. Therefore,

once again the hyperini KSE preserves all supersymmetry and so there is no new

descendant.

2.10 Summary

In this chapter we solved the Killing spinor equations of six dimensional supergravity

with eight real supercharges coupled to any number of vector, tensor and scalar
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multiplets in all cases. To do so we made use of the spinorial geometry method that

we discussed in chapter 1 as well as the similarity of the KSEs of six dimensional

supergravity with those of heterotic supergravity.

We began the chapter by briefly discussing the (1,0) supergravity and its coupling

to arbitrary numbers of vector, tensor and scalar multiplets. In particular, we gave

the gravitino, gaugini, tensorini and hyperini KSEs arising from the supersymmetry

variations of the fermions in the theory. To continue, the symplectic Majorana-

Weyl spinors of Spin(5, 1) were identified with the SU(2)-invariant Majorana-Weyl

spinors of Spin(9, 1). The gamma matrices of Clif(R5,1) were identified from a subset

of Clif(R9,1) and the remaining four gamma matrices were used to define ρr
′

which

generate an SU(2) algebra and play an important role in the analysis of the KSEs.

We found, apart from one case, that the solutions can be uniquely characterised

by the isotropy group of the Killing spinors in Spin(5, 1) · Sp(1), these are given in

table 2.1. The one case where an independent descendant arises is with three Killing

spinors and it is when the isotropy group of the four parallel spinors is Sp(1) n H.

The difference is due to the conditions that come from the hyperini KSE.

The geometry of the solutions fall into two groups; those where the isotropy

group of the Killing spinors is compact and those where it is non-compact. In the

non-compact case the spacetime always admits a parallel null 1-form with respect to

the connection with skew-symmetric torsion given by the 3-form of the gravitational

multiplet. In this case there are backgrounds which preserve 1, 2, 3 and 4 supersym-

metries. Each of these were considered in turn and the conditions imposed on the

geometry of spacetime were discussed. In addition, the constraints imposed on the

fields by the KSE were given in all cases.

On the other hand, when the isotropy group of the Killing spinors is compact

we found the solutions to preserve 2, 4 and 8 supersymmetries. In the case of two

supersymmetries the spacetime admits a 3 + 3 split where the first three directions

are spanned by the three parallel vector fields with respect to the connection with

the skew-symmetric torsion given by the 3-form of the gravitational multiplet. There

is a natural frame on the spacetime given by six 1-form spinor bilinears. Similarly,

when four supersymmetries are preserved the spacetime allows a 4 + 2 split where

the four directions are spanned by the four parallel vectors with respect to the

connection with skew-symmetric torsion. Once again there is a natural frame for

the spacetime. Backgrounds that preserve eight supersymmetries admit spacetimes

that are locally isometric to R5,1, AdS3 × S3 and CW6.

This concludes our analysis of the KSEs of six dimensional supergravity cou-

pled to arbitrary numbers of vector, tensor and scalar multiplets. In one of the

chapters that follows we make use of the results of this chapter to investigate near

horizon geometries arising in six dimensional supergravity. In a later chapter we will

use the techniques and results discussed here to investigate the BPS conditions of
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(1,0) superconformal models in six dimensions. Next, we focus on the integrability

conditions of the KSEs.
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Chapter 3

Integrability Conditions

3.1 Introduction

Integrability conditions have played an important role in finding supersymmetric so-

lutions; they were, for example, used in determining the maximally supersymmetric

solutions of supergravities in ten and eleven dimensions [40]. As we have mentioned,

supersymmetric supergravity solutions are obtained after solving the KSEs as well

as imposing the field equations of the theory. The integrability conditions can be

used to determine which of the field equations are implied by the solutions of the

KSEs. Once this is done the supergravity solutions are obtained by imposing the

components of the field equations that are not implied by the KSEs. In addition,

deriving the integrability conditions provides an important consistency check for the

theory in question and are also needed for the consistency of the KSEs.

In this chapter we give a detailed derivation of the integrability conditions arising

from the four Killing spinor equations discussed in the previous chapter. This will

be a technical chapter and involve a lot of detailed calculations. Where possible

we emphasise on the most important parts. In what follows we first give a general

outline of the approach we take in finding the integrability conditions. Then we

consider the integrability condition of each KSE in turn and derive the field equations

from them. The field equations derived in this chapter will be required for the

analysis of near horizon geometries that follow in chapter 4.

3.2 The Integrability Conditions

The integrability conditions are obtained by taking the commutator of the gravitino

KSE with itself and the other KSE equations. This means we need to evaluate the

following [
Dµ,Dν

]
ε = 0 ,[

Dµ, TMν γν − 1

12
HM
νρσγ

νρσ
]
ε = 0 ,
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[
Dµ, γνV aA

ν

]
εA = 0 ,[

Dµ,
1

2
F a′

νργ
νρ + µa

′

r′

]
ε = 0 , (3.1)

The KSEs can also be used to derive various algebraic identities. These identities

can in turn be used to rewrite some of the terms appearing in the calculation of the

integrability conditions.

We have primarily been following the construction presented in [57] for the cou-

pling of (1,0) six dimensional supergravity to nV vector, nT tensor and nH hyper-

multiplets. The bosonic sector of the Lagrangian for this theory [57], after imposing

our normalisation conventions, is given by

e−1L = −1

4
R +

1

48
ςrsG

r
µνρG

s µνρ − 1

4
∂µv

r∂µvr +
1

8
vrc

rF a′

µνF
a′µν

− 1

64e
εµνρσδτBr

µνcrF
a′

ρσF
a′

δτ +
1

2
gIJDµφ

IDµφJ

− 1

2vrcr
AAI BA

B
J Aξ

a′Iξa
′J . (3.2)

Note that we have ignored the subtlety arising from the (anti-)self-duality of the

3-form gauge field strengths when writing a term for these in the Lagrangian. One

has to of course keep in mind that the (anti-)self-duality of the 3-form gauge field

strengths has to be imposed after the equations of motions are derived.

When the integrability conditions are used to derive the field equations it is not

always easy to know which terms appear in which of the field equations. Therefore,

as a point reference we will calculate the field equations obtained from varying the

Lagrangian with respect to the different fields appearing in the theory. This will

help us to group terms that belong together. Firstly, varying the Lagrangian with

respect to gµν gives rise to the Einstein equation, which is given by

Eµν = −1

2
Rµν +

1

8
ςrsG

r αβ
µ Gs

ναβ −
1

2
∂µv

r∂νvr

+
1

2
vrc

rF a′λ
µ F a′

νλ + gIJDµφ
IDνφ

J − 1

16
vrc

rF a′αβF a′

αβgµν

−1

4
vrc

rAAI BA
B
J Aξ

Ia′ξJa
′
gµν = 0 . (3.3)

Varying the Lagrangian with respect to vr we find

(Ev)r = ∇µ∂µv
r +

1

6
vsG

sµνρGr
µνρ +

1

4
crF a′

µνF
a′µν

+
cr

(vscs)2
AAI BA

B
J Aξ

Ia′ξJa
′
= 0. (3.4)

This corresponds to the equation of motion for the scalars of the tensor multiplet.

To find the equation of motion of the hypermultiplet scalars we vary the Lagrangian
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with respect to φI to find

(Eφ)K =
1

2
∂KgIJDµφ

IDµφJ −∇µ

(
gIKD

µφI
)

−gIJDµφ
IAµa′∂Kξ

αJ +
2

vrcr
F r′KJAr′Iξa

′Iξa
′J = 0 , (3.5)

where ∂I = ∂/∂φI . In the case of the gauge field Aµ to find the covariant equation

of motion we need to evaluate

δL
δAµ
− fµ = 0 , (3.6)

where fµ is a contribution that needs to be included due to the supersymmetry

anomaly, i.e. the anomaly that arise from the variation of the Lagrangian with

respect to the supersymmetry transformations of the theory, further details of this

can be found in [56, 109], and this contribution is given by

fµ = − 1

24
crc

rεµνρσδτF a′

νρ(CS)σδτ +
1

32
crc

rεµνρσδτAa
′

ν F
b′

ρσF
b′

δτ . (3.7)

Taking this into account we find the vector gauge field equation to be

(EF )a
′µ = ∇λ

(
crv

rF a′λµ
)

+
1

2
ςrsc

rGsαβµF a′

αβ

−vrcrfa
′b′c′F b′λµAc

′

λ + 2gIJD
µφIξa

′J = 0 . (3.8)

Finally, we note that the second order equation of motion for the 2-form gauge

potentials Br
µν is given by

(EG)µνr = ∇λ

(
ςrsG

sλµν
)

+
1

8
εµνρσδτcrF

a′

ρσF
a′

δτ = 0 . (3.9)

We shall now consider each of the integrability conditions in turn and derive the

field equations from the KSEs.

3.3 Integrability of the Gravitino KSE

We begin with the first condition in (3.1) which has already been discussed in the

previous chapter and is given in equation (2.24). We now contract this equation

with γν

γν [Dµ,Dν ] ε = γν
(1

4
R̂µν,ρσγ

ρσε+ F r′µνρr′ε
)

= 0 . (3.10)

Writing these in terms of the fundamental fields of (2.7) we find

γν [Dµ,Dν ] ε =
1

8
∇λH

λ
ρσgµνγ

νρσε+
(
− 1

2
Rµν +

1

8
HµερH

ερ
ν

)
γνε
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−1

4
∇σHσµνγ

νε− F a′

µνξ
I
a′A

r′

I γ
νρr′ε

+Dµφ
IDνφ

JF r′IJγνρr′ε = 0 , (3.11)

where

F r′IJ = ∂IAr
′

J − ∂JAr
′

I + 2εr
′
s′t′As

′

I At
′

J , (3.12)

and the other terms have been defined in (2.7). Note that we have already started to

group terms according to their symmetry properties as well as the rank of gamma

matrices they appear with. To rewrite some of these terms we make use of the

algebraic identities that one can obtain from the KSEs. In particular, multiplying

the gaugini KSE with vrc
rF a′

µνγ
αµν we obtain one expression, multiplying it with

F a′
µνγ

ν we get another and multiplying it with (1
4
F a′
µνγ

µν + 1
2
µa
′

r′ρ
r′) gives another,

expressions for these along with various other identities can be found in appendix

A. Using a combination of these expressions we rewrite the fifth term appearing in

(3.11) as

−F a′

µνξ
Ia′Ar′I ρr′γνε = − 1

32
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
νε+

1

64
vrc

rF a′

αβF
a′

δγε
αβδγ

ρσgµνγ
νρσ

+
1

2
vrc

rF a′

µλF
a′

ν
λγνε− 1

16
vrc

rF a′

αβF
a′αβgµνγ

νε

+
1

2vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµνγ

νε , (3.13)

and once this is substituted into (3.11) we find(
− 1

2
Rµν +

1

8
HµερH

ερ
ν +

1

2
vrc

rF a′

µλF
a′λ
ν

− 1

16
vrc

rF a′

αβF
a′αβgµν +

1

2vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµν

)
γνε

+
1

8

(
∇λH

λ
ρσ +

1

8
vrc

rF a′

αβF
a′

δγε
αβδγ

ρσ

)
gµνγ

νρσε

−1

4

(
∇σHσµν +

1

8
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µν

)
γνε

+Dµφ
IDνφ

JF r′IJγνρr′ε = 0 . (3.14)

To continue we make use of an identity that comes from multiplying the tensorini

KSE with HM
µνργ

νρ, which is given by

−1

2
∂µvr∂νv

rγνε− 1

4
vr∇λ

(
xMr H

Mλ
µν

)
γνε+

1

8
vr∇λ

(
xMr H

Mλ
ρσ

)
gµνγ

νρσε

+
1

8
HM
µλσH

Mλσ
νγ

νε+
1

16
HM
µλνH

Mλ
ρσγ

νρσε = 0 , (3.15)

in writing this we have also used

xMr ∂λv
rHMλ

µν = −vr∇λ

(
xMr H

Mλ
µν

)
. (3.16)
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Note also that the last term in (3.15) vanishes because the duality of the 3-form

implies

HM
µλ[νH

Mλ
ρσ] = 0 . (3.17)

Using these and

∇λH
λ
µν = vr∇λ(ςrsG

sλ
µν)− vr∇λ

(
xMr H

Mλ
µν

)
, (3.18)

the integrability condition now becomes(
− 1

2
Rµν −

1

2
∂µvr∂νv

r +
1

8
ςrsG

r
µαβG

s
ν
αβ +

1

2
vrc

rF a′

µλF
a′

ν
λ

− 1

16
vrc

rF a′

αβF
a′αβgµν +

1

2vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµν

)
γνε

+
1

8
vr
(
∇λ

(
ςrsG

sλ
µν

)
+

1

8
crF

a′

αβF
a′

δγε
αβδγ

ρσ

)
gµνγ

νρσε

−1

4
vr
(
∇λ

(
ςrsG

sλ
µν

)
+

1

8
crF

a′

ρσF
a′

δγε
ρσδγ

µν

)
γνε

Dµφ
IDνφ

JF r′IJγνρr′ε = 0. (3.19)

For the final step we need to find a way to rewrite the last term. To do so we make

use of a number of relations that the vielbeins EaA
I on the Quaternionic Kähler

manifold satisfy in order for them to be covariantly constant, these are [55, 57]

EI
aAE

J
bBgIJ = εABεab ,

EI
aAE

JbA + EJ
aAE

IbA =
1

nH
gIJδab ,

EI
aAE

JaB + EJ
aAE

IaB = gIJδBA . (3.20)

We also note that FABIJ can be written in terms of EaA
I as [55, 57]

FIJAB = EIaAE
a
JB + EIaBE

a
JA . (3.21)

Using these expressions we find

FIJAB = 2EIaAE
a
JB − gIJεAB , (3.22)

and this in turn means

Dµφ
IDνφ

JF r′IJγνρr′ε = gIJDµφ
IDνφ

Jγνε+ 2EIaAE
a
JBDµφ

IDνφ
JγνεB , (3.23)

but the last term here vanishes due to the hyperini KSE and so we find

Dµφ
IDνφ

JF r′IJγνρr′ε = gIJDµφ
IDνφ

Jγνε . (3.24)
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Therefore, the integrability condition in (3.19) becomes(
− 1

2
Rµν −

1

2
∂µvr∂νv

r +
1

8
ςrsG

r
µαβG

s
ν
αβ +

1

2
vrc

rF a′

µλF
a′

ν
λ + gIJDµφ

IDνφ
J

− 1

16
vrc

rF a′

αβF
a′αβgµν +

1

2vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµν

)
γνε

+
1

8
vr
(
∇λ

(
ςrsG

sλ
ρσ

)
+

1

8
crF

a′

αβF
a′

δγε
αβδγ

ρσ

)
gµνγ

νρσε

−1

4
vr
(
∇λ

(
ςrsG

sλ
µν

)
+

1

8
crF

a′

ρσF
a′

δγε
ρσδγ

µν

)
γνε = 0.(3.25)

In the short hand notation introduced in the previous section we can write this as

γν [Dµ,Dν ] ε = Eµνγ
νε+

vr

8
(EG)rρσgµνγ

νρσε− vr

4
(EG)rµνγ

νε = 0 . (3.26)

3.4 Integrability of the Tensorini KSE

Next, we derive the scalar field equation of the tensor multiplets using the integra-

bility condition. For this we consider

γµ
[
Dµ, TMν γν − 1

12
HM
νρσγ

νρσ
]
ε = 0 . (3.27)

When evaluated using the fundamental fields in (2.7) this becomes(
∂µxMr ∂µv

r + xMr ∇µ∂µv
r
)
ε

+
(
∂µx

M
r ∂νv

r + xMr ∇µ∂νv
r − 1

2
Hµν

λxMr ∂λv
r

−1

2
∇λHM

λµν −
1

2
Hµ

λσHM
λσν

)
γµνε = 0 . (3.28)

To continue, we need to make use of some identities coming from the KSEs. Firstly,

note that multiplying the tensorini KSE with Hαβγγ
αβγ allows us to write the last

term as

−1

2
HµαβH

Mαβ
ν γµνε = xMr ∇λ

(
vrHλ

µν

)
γµν +

1

6
vsx

M
r G

sµνρGr
µνρ , (3.29)

and multiplying the tensorini KSE with xMs ∂µx
sNγµ means

−∂µxMr ∂νvrγµνε− ∂µxMr ∂µvrε−
1

2
xNs x

N
r ∂λx

sMGrλ
µνγ

µνε = 0 . (3.30)

In addition multiplying the gaugini KSE with xMr c
r(1

2
F a′
µνγ

µν − µa′r′ρr
′
) gives

1

16
xMr c

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
µνε+

1

4
xMr c

rF a′

µνF
a′µνε

−
2xMr c

r

(vscs)
2AIr′A

r′

J ξ
Ia′ξJa

′
ε = 0 . (3.31)
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Using these three identities allows us to write the integrability condition as

xMr

(
∇µ∂µv

r +
1

4
crF a′

µνF
a′µν +

1

6
vsG

sµνρGr
µνρ −

2cr

(vscs)
2AIr′A

r′

J ξ
Ia′ξJa

′
)
ε

+
1

2
xMr

(
∇λ

(
ςrsGλ

s µν

)
+

1

8
crF a′

ρσF
a′

δγε
ρσδγ

µν

)
γµνε = 0 , (3.32)

where we have also used

1

2
xMr ∇λ

(
ςrsGλ

s µν

)
= −1

2
∇λHM

λµν +
1

2
xMr ∇λ

(
vrHλ

µν

)
− 1

2
xNs x

N
r ∂λx

sMGrλ
µν .(3.33)

Using the compact notation, the integrability condition in (3.32) can be written as

γµ
[
Dµ, TMν γν − 1

12
HM
νρσγ

νρσ
]
ε = xMr (Ev)rε+

1

2
xMr (EG)rµνγ

µνε = 0 . (3.34)

3.5 Integrability of the Hyperini KSE

To derive the integrability condition of the hyperini KSE we consider

γµ
[
Dµ, γνV aA

ν

]
εA = 0 , (3.35)

which, when evaluated using the physical fields becomes(
DµφIDµφ

J∂JE
aA
I + Aa

′

µ ξ
J
a′∂JE

aA
I DµφI + EaA

I ∇µD
µφI
)
εA

+
(
Dµφ

IDνφ
J∂IE

aA
J + Aa

′

µ ξ
J
a′∂JE

aA
I Dνφ

I

+EaA
I ∇µDνφ

I − 1

2
Hµν

λEaA
I Dλφ

I
)
γµνεA = 0 . (3.36)

Note that by expanding and using the antisymmetry in the spacetime indices we

can write the fifth and sixth terms that appear in the above expression as(
Aa
′

µ ξ
J
a′∂JE

aA
I Dνφ

I + EaA
I ∇µDνφ

I
)
γµνεA = −1

2
EaA
I F a′

µνξ
I
a′γ

µνεA . (3.37)

Multiplying the hyperini KSE with Hµνργ
µνρ we find

EaA
I Hµν

λDλφ
IγµνεA = 0 , (3.38)

which means the last term in (3.36) vanishes. We also have

ξIa′∂IE
aA
J + ∂Jξ

I
a′E

aA
I = 0 . (3.39)
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Using the above three expressions the integrability condition in (3.36) can be written

as (
DµφIDµφ

J∂IE
aA
J − A

a′

µ ∂Iξ
J
a′E

aA
J DµφI + EaA

I ∇µD
µφI
)
εA

+
(
Dµφ

IDνφ
J∂IE

aA
J −

1

2
EaA
I F a′

µνξ
I
a′

)
γµνεA = 0. (3.40)

The fact that the vielbeins EI
aA are covariantly constant means

∇IE
aA
J = ∂IE

aA
J − ΓKIJE

aA
K +AaI bE

bA
J +AAI BE

aB
J = 0 , (3.41)

where

ΓKIJ =
1

2
gKL(∂IgJL + ∂JgIL − ∂LgIJ) , (3.42)

is the Christoffel connection of the Quaternionic Kähler manifold parametrised by

the hypermultiplets. We can use this to rewrite (3.40) as

EaA
K

(
ΓKIJD

µφIDµφ
J −DµφIAa

′

µ ∂Iξ
K
a′ +∇µD

µφK
)
εA

−1

2
EaA
I F a′

µνξ
I
a′γ

µνεA = 0 . (3.43)

The gaugini KSE together with the identities in (3.20) and (3.21) can be used to

show

1

2
EaA
I F a′

µνξ
I
a′γ

µνεA =
2

vrcr
EaA
K gKLF r′LJAr′Iξa

′Iξa
′JεA , (3.44)

this means the integrability condition becomes

γµ
[
Dµ, γνV aA

ν

]
εA = EaA

K

(
ΓKIJD

µφIDµφ
J −DµφIAa

′

µ ∂Iξ
K
a′

+∇µD
µφK − 2

vrcr
EaA
K gKLF r′LJAr′Iξa

′Iξa
′J
)
εA

= EaA
K (Eφ)KεA = 0 . (3.45)

Note that this agrees with the expression for the field equation in (3.5). To see this

expand the second term in (3.5) and rearrange so that (3.42) is used to write the

equation in (3.5) as in the lhs of (3.45).

3.6 Integrability of the Gaugini KSE

Lastly, we consider the integrability condition of the gaugini KSE. This is given by

γµ
[
Dµ,

1

2
F a′

νργ
νρ + µa

′

r′

]
ε = 0 , (3.46)
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evaluating this and using the physical fields we find

1

2
∇̂µF

a′

νργ
µνρε+∇λF

a′λ
µγ

µε+
1

2
Hµ

αβF a′

αβγ
µε

+
2 (∂µvr) c

r

(vscs)
2 A

r′

I ξ
I
a′ρr′γ

µε+
2

vscs
F r′IJDµφ

Iξa
′Jρr′γ

µε

+
2

vscs
Ar′I Ab

′

µf
a′b′c′ξIc′ρr′γ

µε = 0. (3.47)

To continue, we make use of two identities derived from the gaugini KSE. These

identities are obtained by multiplying the gaugini KSE with
∂µvscs

vrcr
γµ and with

fa
′b′c′Ab

′
µγ

µ, see appendix A for the explicit expressions. This then allows us to

write the fourth and sixth terms in (3.47) as

2 (∂µvr) c
r

(vscs)
2 A

r′

I ξ
a′Iρr′γ

µε+
2

vscs
Ar′I Ab

′

µf
a′b′c′ξIc′ρr′γ

µε =

1

2

(
(∂µvr) c

r

(vscs)
F a′

νρ + Ab
′

µf
a′b′c′F c′

νρ

)
γµνρε

+

((
∂λvr

)
cr

(vscs)
F a′

λµ + Aλb
′
fa
′b′c′F c′

λµ

)
γµε . (3.48)

Furthermore, multiplying the tensorini KSE with xMs c
sF a′

αβγ
αβ and simplifying we

find ((
∂λvs

)
cs

(vrcr)
F a′

λµ −
1

2
Hµ

αβF a′

αβ +
1

2vtct
ςrsc

rGsαβ
µF

a′

αβ

)
γµε

+

(
−

(∂µvs) c
s

2 (vrcr)
F a′

νρ +
1

4vtct
ςrsc

rGsλ
νρF

a′

λµ

)
γµνρε = 0 . (3.49)

Now, we can use this along with (3.48) to write the integrability condition in (3.47)

as

1

2

(
∇̂µF

a′

νρ + Ab
′

µf
a′b′c′F c′

νρ

)
γµνρε

+

(
∇λF

a′λ
µ +

2
(
∂λvs

)
cs

(vrcr)
F a′

λµ + Aλb
′
fa
′b′c′F c′

λµ +
1

2vtct
ςrsc

rGsαβ
µF

a′

αβ

)
γµε

+
1

4vtct
ςrsc

rGsλ
νρF

a′

λµγ
µνρε+

2

vrcr
F r′IJDµφ

Jξa
′Iρr′γ

µε = 0 . (3.50)

In a similar way to deriving the expression in (3.24) we find that the last term can

be written as

2

vrcr
F r′IJDµφ

JξIa′ρr′γ
µε =

2

vrcr
gIJDµφ

IξJa′γ
µε . (3.51)

82



In addition, taking the commutator between the tensorini and gaugini KSEs and

multiplying the result with xMs c
s we find(

cr∂λv
rF a′λ

µγ
µ +

1

4
ςrsc

rGsλ
νρF

a′

λµγ
µνρ

)
ε = 0 , (3.52)

where we have also used

HλµνF
a′λ

ρΓ
µνρε = 0 , (3.53)

coming as a consequence of the duality relations. Using (3.51) and (3.52) means

(3.50) becomes

γµ
[
Dµ,

1

2
F a′

νργ
νρ + µa

′

r′

]
ε =

(
∇λ

(
vrc

rF a′λ
µ

)
− vrcrAλc

′
fa
′b′c′F b′

λµ

+
1

2
ςrsc

rGsαβ
µF

a′

αβ + 2gIJDµφ
Iξa

′J
)
γµε

+
1

2
vrc

r
(
∂µF

a′

νρ + fa
′b′c′Ab

′

µF
c′

νρ

)
γµνρε

= (EF )a
′

µ γ
µε+

1

2
vrc

r(BF )a
′

µνργ
µνρε = 0 . (3.54)

where (BF )a
′
µνρ is the Bianchi identity of F a′ . This concludes our analysis of the

integrability conditions.

3.7 Summary

In this chapter the integrability conditions of the KSEs were derived, these provide

an important consistency check for the theory. In order to obtain the integrability

conditions a detailed analysis of the KSEs was carried out to determine various

identities. The integrability conditions can be summarised as

γν [Dµ,Dν ] ε = Eµνγ
νε+

vr

8
(EG)ρσgµνγ

νρσε− vr

4
(EG)µνγ

νε = 0 ,

γµ
[
Dµ, TMν γν − 1

12
HM
νρσγ

νρσ
]
ε = xMr (Ev)rε+

1

2
xMr (EG)rµνγ

µνε = 0 ,

γµ
[
Dµ, γνV aA

ν

]
εA = EaA

K (Eφ)KεA = 0 ,

γµ
[
Dµ,

1

2
F a′

νργ
νρ + µa

′

r′

]
ε = (EF )a

′

µ γ
µε+

1

2
vrc

r(BF )a
′

µνργ
µνρε = 0 , (3.55)

where Eµν , (Ev)r, (Eφ)I , (EF )a
′
µ and (EG)rµν have been defined in (3.3), (3.4), (3.5),

(3.8) and (3.9) respectively. These field equations will play an important role in the

next chapter when we analyse the near horizon geometries of (1,0) supergravity

black holes.
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Chapter 4

Near Horizon Geometries of Six

Dimensional (1,0) Supergravity

4.1 Introduction

In this chapter we focus on the investigation of the topology and geometry of six

dimensional (1,0) supergravity black hole horizons. It is primarily based on the paper

[13] and forms a natural extension of the work described in the previous chapters.

In particular, we make use of the solutions to the KSEs to analyse near horizon

geometries (NHG) in six dimensions. We focus on (1,0) supergravity coupled to any

number of tensor and scalar multiplets. Therefore, we consider horizons for which

the vector multiplets can be consistently set to zero. The reason for setting the

vector multiplets to zero is due to the fact that in the presence of active vectors the

field equations of the theory cannot be put into a form that allows the application

of the maximum principle.

We will begin by discussing the method that is used. This will involve a discus-

sion of Gaussian null coordinates [110] and how these are used to characterise the

near horizon geometries [82, 89] of black holes. Using regularity arguments we will

also determine the general form that the other fields of the theory have to take. Us-

ing this data we will solve the Killing spinor equations along with the field equations

of the theory to determine the near horizon geometries. In particular, we will show

that there are two classes of near horizon geometries; the first class of geometries

that we discuss are locally AdS3×Σ3, where we find Σ3 to be diffeomorphic1 to S3.

Furthermore, we show that this class of geometries preserve 2, 4 or 8 supersymme-

tries and the amount of supersymmetry preserved depends on the properties of the

geometry of Σ3. The hypermultiplet scalars are also accordingly constrained.

The second class of near horizon geometries that we will discuss are R1,1 ×
S, where the horizon section S is a 4-manifold whose geometry depends on the

hypermultiplet scalars. We will show the tensor multiplet scalars are constant and

1Throughout we use Sn to denote the n-sphere with the standard “round” metric
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all 3-form field strengths, including that of the gravitational multiplet, vanishes.

This class of geometries preserve 1, 2 and 4 supersymmetries. These are the only

two classes of near horizon geometries we find.

As a general note, when we discuss aspects of NHG the specific details of differ-

ential geometry are not given. However, we aim to be self-contained and try to give

details that are required in order to continue the discussion. More details can be

found for example in [62, 63, 101].

4.2 Gaussian Null Coordinates and NHG

4.2.1 Gaussian Null Coordinates

The investigation of NHGs can be carried out by adapting to Gaussian null coordi-

nates. These are similar to Gaussian normal coordinates [62, 63] but adapted to the

case of null hypersurfaces. Therefore let us start with an introduction to Gaussian

normal coordinates, we mainly follow the discussion in [62, 63]. We begin with the

spacetime (M, gµν), where M is an n-dimensional manifold, the hypersurface Σ is

defined to be an (n− 1)-dimensional submanifold. Now, consider the tangent space

at a point p ∈ Σ and denote this with TΣp, this space can also be considered as a

subspace of the tangent space of TMp of M. This means that for all such vector

spaces one can find a nµ in TMp which is orthogonal to all the elements of TΣp.

To define Gaussian normal coordinates one constructs geodesics which pass through

p ∈ Σ with nµ tangent to these. In particular, to parametrise a small region of

space in M one can choose some coordinates yi = {y1, . . . , yn−1} on Σ and then

each point, say q, in the neighbourhood of this part of Σ lies on the unique geodesic

constructed with coordinates given by yµ = {t, y1, . . . , yn−1}, where t is the affine

parameter of the geodesic that has been defined at each point p ∈ Σ with coordinate

yi. This coordinate system is only well defined in the small region around Σ [62, 63].

Since the geodesics that have been defined at each point are unique they may

eventually cross over, but until that happens Gaussian normal coordinates hold [62].

This is true because of the fact that the geodesics are orthogonal to all hypersurfaces,

parametrised by Σt with t = constant, see [62, 63] for details. To demonstrate this,

we first note that on the hypersurface Σt=0 we have nµn
µ = ±1 and nµY

µ = 0 by

construction, where Y µ denote a set of basis vector fields. One now needs to show

the directional derivative of nµY
µ

(i), where Y µ
(i) are the basis vectors of the tangent

space at Σt, vanishes; this will mean the inner product nµY
µ

(i) is preserved and so

nµY
µ

(i) = 0 for the hypersurface Σt. To start with

nµ∇µ(nνY
ν

(i)) = nµ∇µnνY
ν

(i) + nµnν∇µY
ν

(i) , (4.1)

where we have used the Leibniz rule. Then using the fact nµ∇µnν = 0 and
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nµ∇µY
ν

(i) = Y µ
(i)∇µn

ν gives [63]

nµ∇µ(nνY
ν

(i)) = nνY
µ

(i)∇µn
ν ,

=
1

2
Y µ

(i)∇µ(nνn
ν) , (4.2)

and this vanishes since nνn
ν is a constant. Note that due to the construction of the

coordinate system gtt = g(∂t, ∂t) = ±1 and gti = 0 and so the metric can be written

as

ds2 = ±dt2 + γijdy
idyj , (4.3)

where the ± in the first term depends on whether we have a timelike or a spacelike

normal vector and γij(t, y) = g(∂i, ∂j).

We now move onto discuss the construction of Gaussian null coordinates [110].

In particular, it can be adapted to the case where there exist a time-like Killing

vector field kµ which becomes null on the horizon of a stationary black hole [82].

To do so we begin by taking an (n − 1)-dimensional hypersurface, Σ, where the

normal vector to it, nµ, is a null vector nµn
µ = 0. Also note that in the case of

null hypersurfaces one finds the integral curves of the null vector field to correspond

to null geodesics, called the generators of the hypersurface, and the union of these

correspond to the null hypersurface itself [62, 63]. Next we consider an (n − 2)-

dimensional hypersurface, denoted with Ξ, that is embedded in Σ. Following the

same argument as in the discussion of Gaussian normal coordinates we consider the

tangent space TΞp that is a subset of TΣp which in turn is contained in TMp. For

all elements of TΞp one can find a normal vector field kµ whose integral curves are

the null geodesics which generate Ξ. On a particular chart of Ξ one can then choose

the coordinates yi = {y1, . . . , yn−2} so that in a small neighbourhood of this region

the geodesics with tangent kµ and affine parameter u allow the coordinates of this

region of Σ, denoted as Σ̃, to be given by {u, y1, . . . , yn−2} [110, 82].

Now, at each point p ∈ Σ̃ there is a null vector field nµ such that nµk
µ = 1 and

nµY
µ = 0 for all Yµ that is tangent to Σ̃, and that satisfies Y µ∇µu = 0. For all

points (u, yi) in Σ̃ we can find geodesics with tangent nµ and with affine parameter

r so that in this small region of M the coordinates of the space can be written as

yµ = {r, u, y1, . . . , yn−2}, where the values of (u, yi) are kept constant along these

geodesics. These are referred to as Gaussian null coordinates, see [110, 82] for more

details.

On Σ̃, by definition we have kµ = (∂/∂u)µ and the other coordinates have been

defined so that nµ = (∂/∂r)µ and grr = g(∂r, ∂r) = 0, in addition the components

gru, gr3, . . . , grn are all independent of r. The condition nµk
µ = 1 gives gru = 1

and nµY
µ = 0 means grI = 0 where I = 3, . . . , n. On the hypersurface Σ̃, which

could be thought of as the surface where r = 0, one has guu = 0 and guI = 0. This
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means there are functions f and hI on M such that when evaluated on Σ̃ we get

f |Σ̃ = (∂guu/∂r)|r=0 and hI |Σ̃ = ∂guI/∂r|r=0 [110]. Putting these together means

the metric can be written as

ds2 = rfdu2 + 2drdu+ 2rhIdudy
I + γIJdy

IdyJ , (4.4)

note that the vector field kµ = ∂u is the Killing vector field and the components f ,

hI and γIJ depend on r and yI [110, 82].

4.2.2 Near Horizon Limit

By construction we have chosen so that the horizon is located at r = 0. The metric

γIJ is the metric on Mn−2 which is defined by u = constant and r = 0. The

requirement of regularity at the horizon means the metric needs to be well behaved

at r = 0. We assume the metric is analytic in r and this means we can expand the

different components of the metric [89] as follows

f(r, y) =
∞∑
n=0

rn

n!
∂nr f |r=0 ,

hI(r, y) =
∞∑
n=0

rn

n!
∂nr hI |r=0 ,

γIJ(r, y) =
∞∑
n=0

rn

n!
∂nr γIJ |r=0 . (4.5)

To determine the near horizon geometry we first perform the following coordinate

transformation

r → εr , u→ ε−1u , yI → yI , (4.6)

and then take the limit ε→ 0 [82]. This means the metric in (4.4) becomes

ds2 = r2F (y)du2 + 2drdu+ 2rhI(y)dudyI + γIJ(y)dyIdyJ , (4.7)

where F (y) = ∂rf |r=0 and all the components are independent of r. In addition,

regularity requires f(0, y) = 0. To obtain this expression for the metric we have

made use of the field expansions in (4.5). This is the near horizon limit for extreme

black holes.

The six dimensional supergravity which we are considering has other fields like

the 3-form gauge field strengths. We can also define a near horizon limit for these

fields, which will be discussed in the next section.

87



4.3 Supersymmetric Horizons

4.3.1 Fields and KSEs of Six dimensional Supergravity

In this section we briefly recap the fields and the KSEs of six dimensional supergrav-

ity but in the absence of vector multiplets, i.e. coupled only to tensor and scalar

multiplets. In the absence of vector multiplets the KSEs of the theory become

Dµε ≡
(
∇µ −

1

8
Hµνργ

νρ + Cr′µ ρr′
)
ε = 0 ,(

i

2
TMµ γµ − i

24
HM
µνργ

µνρ

)
ε = 0 ,

iγµεAV
aA
µ = 0 , (4.8)

where the first equation is the gravitino KSE, the second is the tensorini and the

third is the hyperini KSE. In addition, the physical fields defined in (2.7) reduce to

Hµνρ = vrG
r
µνρ, HM

µνρ = xMr G
r
µνρ , CµAB = ∂µφ

IAIAB ,

TMµ = xMr ∂µv
r , V aA

µ = EaA
I ∂µφ

I . (4.9)

The nT + 1 3-form field strengths of the supergravity theory still satisfy the duality

relation given in (2.10) but are now defined as

Gr
µνρ = 3∂[µB

r
νρ] , r = 0, . . . , nT , (4.10)

since the Chern-Simons terms vanish after setting the vector multiplets to zero. The

rest of the theory is defined as in chapter 2.

4.3.2 Near Horizon Geometry

The form the spacetime metric has to take near the horizon is given in (4.7). We

will now derive the form the remaining fields of the theory take in this limit. The

null coordinates {r, u, y1, . . . , yn−2} defined in the previous section allow us to write

the 2-form gauge potentials, Br
µν as

Br = brdu ∧ dr + brIdu ∧ dy
I + crIdr ∧ dy

I + brIJdy
I ∧ dyI , (4.11)

where all the coefficients are functions of r and y. Then assuming analyticity of

these components in the r coordinate allows us to write these components in a

similar way to the components of the metric in (4.5). Using this and the coordinate
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transformation in (4.6) we find

Br =
∞∑
n=0

εn
rn

n!
∂nr b

rdu ∧ dr +
∞∑
n=0

εn−1 r
n

n!
∂nr b

r
Idu ∧ dy

I

+
∞∑
n=0

εn+1 r
n

n!
∂nr c

r
Idr ∧ dy

I +
∞∑
n=0

εn
rn

n!
∂nr b

r
IJdy

I ∧ dyI . (4.12)

Next taking the near horizon limit ε→ 0 we find

Br = br(y)du ∧ dr + r∂rb
r
I(y)du ∧ dyI + brIJ(y)dyI ∧ dyJ . (4.13)

Note that we have also used the regularity condition brI(0, y) = 0. This in turn can

be written more conveniently [89] as

Br = rdu ∧N r + Srdu ∧
(
dr + rhIdy

I
)

+W r , (4.14)

where Sr are scalars, h, N r are 1-forms and W r are 2-forms on the horizon section

and depend only on y. Moreover, in the near horizon limit the scalars of the hy-

permultiplet and those of the tensor multiplet only depend on y. The black hole

horizon section S has been defined as the surface given by r = u = 0. In addition,

it is assumed to be compact, connected and without boundary. Since Gr = dBr, we

take the exterior derivative of (4.14) and collect the other near horizon data to find

ds2 = 2e+e− + δije
iej ,

Gr = e+ ∧ e− ∧
(
dSr −N r − Srh

)
+re+ ∧

(
h ∧N r − dN r − Srdh

)
+ dW r ,

φI = φI(y) , ϕ = ϕ(y) , (4.15)

where

e+ = du , e− = dr + rh+ r2F (y)du , ei = eiIdy
I , (4.16)

φI are the scalars of the hypermultiplet and ϕ are the scalars of the tensor multiplet,

and ei is a frame on S that depends only on y.

To find the supersymmetric horizons of six dimensional (1,0) supergravity, one

needs to solve the field and KSEs of the theory for the data given in (4.15). We will

first consider the solutions of KSEs.

4.3.3 Solution of KSEs

To continue, we substitute (4.15) into the KSEs (4.8) and assume that backgrounds

preserve at least one supersymmetry. Moreover, we identify the stationary Killing

vector field ∂u of the near horizon geometry with the Killing vector constructed as
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a Killing spinor bilinear. We now discuss this in some detail.

Light-cone Integrability of KSEs

As we will identify the Killing vector field of the black hole ∂u with the Killing

vector constructed from the Killing spinor bilinears, and since this is null it means

F (y) = 0 in (4.15). As a result, we find the non-vanishing components of the frame

connection associated to the Levi-Civita connection of the spacetime to be given by

Ω+,−i = −1

2
hi , Ω+,ij = −1

2
r(dh)ij , Ω−,+i = −1

2
hi ,

Ωi,+− =
1

2
hi , Ωi,+j = −1

2
r(dh)ij , Ωi,jk = Ω̃i,jk , (4.17)

where Ω̃i,jk is the connection associated to the horizon section. For later use, we

note the anti-self duality of H implies

H+−i =
1

3!
ε+−ijklH

jkl ,

=
1

3!
ε+−ijklvrdW

rjkl . (4.18)

We now use these, as well as the components of Hµνρ, to integrate the gravitino

KSE along the two light-cone directions. For this we first decompose the Killing

spinor ε as

ε = ε+ + ε− , γ±ε± = 0 . (4.19)

The − component of the gravitino KSE is

∂−ε+
1

4
Ω−,νργ

νρε− 1

8
H−νργ

νρε+ Cr′−ρr′ε = 0 , (4.20)

and this becomes

∂−ε−
1

4
(vrdS

r −N − (S + 1)h)iΓ
iΓ−ε+ = 0 , (4.21)

where we have used the expression for the frame connection stated above, the ex-

pression for the fields in (4.15) and the fact Cr′− = ∂−φ
IAr′I = 0 since the scalars

do not depend on (u, r) in the near horizon limit. We have also set N = vrN
r and

S = vrS
r. Noting that ∂− = ∂r and ∂+ = ∂u, upon integration we find

ε+ = φ+ ,

ε− = φ− +
1

4
r(vrdS

r −N − (S + 1)h)iγ
iγ−φ+ , (4.22)

where φ± are independent of r.
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Similarly, the + component of the gravitino KSE gives

∂+ε+
1

4
(vrdS

r −N − (S − 1)h)iγ
iγ+ε−

−1

8
r(h ∧N − vrdN r − (S − 1)dh)ijγ

ijε = 0 . (4.23)

Substituting in (4.22) into the + component of the gravitino KSE, we get

∂+

(
φ+

1

4
r(vrdS

r −N − (S + 1)h)iγ
iγ−φ+

)
+

1

4

(
vrdS

r −N − (S − 1)h
)
i
γiγ+

(
φ− +

1

4
r
(
vrdS

r −N − (S + 1)h
)
j
γjγ−φ+

)
−1

8
r
(
h ∧N − vrdN r − (S − 1)dh

)
ij
γij
(
φ+

1

4
r
(
vrdS

r −N − (S + 1)h
)
k
γkγ−φ+

)
= 0 . (4.24)

This equation is valid in every order in r. As a result the O(r0) order term gives

∂+φ+
1

4

(
vrdS

r −N − (S − 1)h
)
i
γiγ+φ− = 0 , (4.25)

which can be solved to find

φ+ = η+ −
1

4
u
(
vrdS

r −N − (S − 1)h
)
i
γiγ+η− ,

φ− = η− , (4.26)

where η± is independent of r and u. Substituting these into (4.22) means the ε±

component of the Killing spinor can be written in terms of η± as

ε+ = η+ −
1

4
u
(
vrdS

r −N − (S − 1)h
)
i
γiγ+η− ,

ε− = η− +
1

4
r
(
vrdS

r −N − (S + 1)h
)
i
γiγ−η+

+
1

8
ur
(
vrdS

r −N − (S + 1)h
)
i

(
vrdS

r −N − (S − 1)h
)
j
γiγjη− .(4.27)

The remaining conditions implied by (4.24) are algebraic which will be considerably

simplified after the analysis of the next section. These are

αiβjγ
iγjη+ + λijγ

ijη+ = 0 , (4.28)

λijβkγ
ijγkη+ = 0 , (4.29)

βiαjγ
iγjη− − λijγijη− = 0 , (4.30)

αiβjαkγ
iγjγkη− + λijαkγ

ijγkη− = 0 , (4.31)

λijβkαlγ
ijγkγlη− = 0 , (4.32)
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where

αi = (vrdS
r −N − (S − 1)h)i , (4.33)

βi = (vrdS
r −N − (S + 1)h)i , (4.34)

λij = (h ∧N − vrdN r − (S − 1)dh)ij . (4.35)

These are in fact the same constraints as those found for the heterotic horizons in

[89].

Stationary and Spinor Bilinear Vector Fields

The argument presented in this section follows a similar argument made for the

investigation of heterotic horizons given in [89]. As we have mentioned, additional

restrictions on η± can be derived for horizons preserving one supersymmetry arising

from the identification of stationary black hole Killing vector field ∂u with that con-

structed as a Killing spinor bilinear. This identification implies that the components

of the 1-form associated with the latter are

X+ = 0 , X− = 1 , Xi = 0 . (4.36)

Furthermore, the η± spinors can be expanded in the basis of symplectic Majorana-

Weyl spinors as

η+ = a1(1 + e1234) + a2i(1− e1234) + a3(e12 − e34) + a4i(e12 + e34) ,

η− = b1(e15 + e2345) + b2i(e15 − e2345) + b3(e25 − e1345) + b4i(e15 + e2345) ,(4.37)

where all components depend on the coordinates y of S. The field data (4.15) are

covariant under local Spin(4) · Sp(1) gauge transformations of S. So these can be

used to choose η± as

η+ = a(y)(1 + e1234) ,

η− = b(y)(e15 + e2345) . (4.38)

The next step to consider is the spinor bilinear associated to the Killing spinor

ε,

Yµe
µ = 〈Bε∗, γµε〉eµ , (4.39)

where B = Γ06789. In order to satisfy the relations in (4.36), we require the +

component for the spinor bilinear to vanish. This in particular means that Y+|r=0 =

0, and as a consequence we find

η− = 0 . (4.40)
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This then means we can write the spinor in (4.27) as

ε = η+ +
1

4
r(vrdS

r −N − (S + 1)h)iγ
iγ−η+ (4.41)

Since the bilinear components on the horizon are independent of r, the next require-

ment we impose is for the O(r) term in the bilinear to vanish. This means

〈B(1 + e1234), γµ(vrdS
r −N − (S + 1)h)iγ

iγ−η+〉 = 0 , (4.42)

from which we obtain the condition

vrdS
r −N − (S + 1)h = 0 . (4.43)

This further simplifies the Killing spinor to

ε = η+ = a(y)(1 + e1234) . (4.44)

Finally, calculating Y− and comparing this to X−, we find

−2
√

2a2 = 1 , (4.45)

i.e. a is a constant, which without loss of generality can be set to 1. This means

ε = 1 + e1234 . (4.46)

This choice of Killing spinor for the horizon geometries is the same as that for general

solutions of the KSEs of six dimensional supergravity preserving one supersymmetry,

as discussed in chapter 2. Therefore, this will be used to simplify the analysis of

near horizon geometries.

Further analysis of the Gravitino KSE

Revisiting the + component of the gravitino KSE with ε = 1 + e1234, we find that

(h ∧N − vrdN r − (S − 1)dh)
ij
γijη+ = 0 . (4.47)

As a consequence all algebraic conditions (4.28-4.32) are also satisfied.

Next we consider the i-component of the gravitino KSE. After separating the

various orders in r, we have

D̃iη+ =

(
∂i +

1

4
Ω̃i,jkγ

jk − 1

8
vr(dW

r)ijkγ
jk + Cr′i ρr′

)
η+ = 0 . (4.48)
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and

(h ∧N − vrdN r − (S + 1)dh)ijγ
jη+ = 0 . (4.49)

Using η+ = 1 + e1234 in the last equation, we find that

h ∧N − vrdN r − (S + 1)dh = 0 . (4.50)

As a result, the 3-form H simplifies to

H = e+ ∧ e− ∧ h+ re+ ∧ dh+ vrdW
r . (4.51)

This completes the analysis of the gravitino KSE, we now consider the tensorini and

hyperini KSEs in turn.

Tensorini KSE

We have already solved the tensorini KSE for the spinor ε = η+ = 1 + e1234 and the

results are given in (2.45). Comparing the expression for HM in (2.87) and (4.15),

we find

xMr dS
r −NM − SMh = −TM , h ∧NM − xMr dN r − SMdh = 0 , (4.52)

where NM = xMr N
r and SM = xMr S

r. As a result the 3-form HM can be written as

HM = TMi e− ∧ e+ ∧ ei + xMr dW
r . (4.53)

Hyperini KSE

Applying the results of chapter 2, in particular (2.48), and using the fact that the

scalars of the hypermultiplet do not depend on the coordinates (u, r) means the

hyperini KSE implies

−V a1
1 + V a2

2
= 0 , V a1

2 + V a2

1
= 0 , (4.54)

for ε = 1 + e1234.

Summary

In summary, at the end of this detailed analysis we have found that the Killing

spinor can be chosen as

ε = 1 + e1234 , (4.55)
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and the fields can be rewritten as

ds2 = 2e+e− + δije
iej ,

H = e+ ∧ e− ∧ h+ re+ ∧ dh− 1

3!
h` ε

`
ijk ei ∧ ej ∧ ek ,

HM = TMi e− ∧ e+ ∧ ei − 1

3!
TM` ε`ijk ei ∧ ej ∧ ek .

φI = φI(y) , ϕ = ϕ(y) , (4.56)

where we have used the duality relations of the 3-form field strengths. In particular

h` ε
`
ijk = −vrdW r

ijk and similarly for HM . In addition the anti-self duality of H

requires that

dhij = −1

2
εij

kldhkl . (4.57)

It is clear that H is entirely determined in terms of h while HM is entirely determined

in terms of the scalars ϕ of the tensor multiplets.

Furthermore, the gravitino KSE along the horizon section directions, (4.48),

requires that

D̃i(1 + e1234) = 0 , (4.58)

where

D̃i = ˆ̃∇i + Cr′i ρr′ , (4.59)

and ˆ̃∇ is the connection on S with skew-symmetric torsion − ?4 h, where ?4 denotes

the hodge dual in the directions transverse to the light-cone. One can consider the

geometric content of this equation by using the Hermitian 2-forms on S, given in

(2.62), which can be constructed as twisted Killing spinor bilinears, see section 2.4.

In particular, the integrability condition of (4.58) can be expressed as

− ˆ̃Rmn,
k
iω

r′
kj + (j, i) + 2F s′mnεr

′
s′t′ω

t′

ij = 0 , (4.60)

where

F s′mn = ∂mφ
I∂nφ

JF s′IJ . (4.61)

The integrability condition identifies the Sp(1) ⊂ Sp(1) · Sp(1) component of the

curvature ˆ̃R of the 4-dimensional manifold S with the pull back with respect to

φ of the Sp(1) component of the curvature of the Quaternionic Kähler manifold,

Q. The restriction imposed on the geometry of S by (4.60) depends on the scalars

φI . In particular, if φI are constant, then Fmn = 0 and (4.60) implies that S is a

hyper-Kähler with torsion manifold [111].
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We will analyse these conditions further in the sections that follow. This will be

done after imposing the restrictions on the fields implied by the field equations of

the theory and the compactness of S.

4.4 Horizons with h 6= 0

There are two classes of horizons to consider depending on whether or not h vanishes.

First, we will consider the case where h 6= 0.

4.4.1 Holonomy Reduction

If h 6= 0, we shall demonstrate that, as in the heterotic case, the number of super-

symmetries preserved by the near horizon geometries is always even. For this we

shall use the results we have obtained from the KSEs for horizons preserving one

supersymmetry and the field equations of the theory. The methodology we shall

follow to prove this is to compute ∇̃2h2 and apply the maximum principle utilising

the compactness of S.

There are a number of different formulations of the maximum principle, see for

example [112], but the one that we will need states that if

∇̃2a+ bi∇̃ia ≥ 0 , (4.62)

where a and b are two smooth functions defined on S, holds true then the compact-

ness of S means the function a must be a constant. In what follows we aim to show

this for the case where a = h2.

The field equations of six dimensional supergravity, which were given in chapter

3, in the absence of vector multiplets are

Rµν −
1

4
ςrsG

r
µ
αβGs

ναβ + ∂µv
r∂νvr − 2gIJ∂µφ

I∂νφ
J = 0 ,

∇λ

(
ςrsG

sλµν
)

= 0 ,

∇µ∂µv
r +

1

6
vsG

sµνρGr
µνρ = 0 ,

Dµ∂
µφI = 0 , (4.63)

where in the last equation it is understood that the Levi-Civita connections of both

the spacetime and the hypermultiplets Quaternionic Kähler manifold metrics have

been used to covariantise the expression, and the covariant derivative is denoted as

Dµ.

To make use of the maximum principle we start with h2 = hih
i and take the

Laplacian of this to find

∇̃2h2 = 2∇̃ihj∇̃ihj + 2∇̃i(dh)ijh
j + 2R̃ijh

ihj + 2hj∇̃j∇̃ih
i , (4.64)
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where ∇̃ is the Levi-Civita connection of S with respect to ds2(S) = δije
iej and R̃

is the associated Ricci tensor. The proof of this is given in [89]. To proceed, we use

the field equations of the theory to rearrange the above expression in such a way

so that one can apply the maximum principle. Using the Einstein equation and the

fact [113]

R̃ij = Rij − ∇̃(ihj) +
1

2
hihj , (4.65)

we find

2R̃ijh
ihj = −h2∂kvr∂

kvr + 4∂iφ
I∂jφ

JgIJh
ihj − hi∇̃ih

2 . (4.66)

The µν = +− component of the field equation ∇λ

(
ςrsG

sλµν
)

together with H i+− =

−hi and HMi+− = T iM give

∂ivrh
i + vr∇̃ih

i + ∇̃i∂
ivr = 0 . (4.67)

Acting on this expression with vr, we find

∇̃ih
i + vr∇̃i∂

ivr = 0 , (4.68)

where we have used vrv
r = 1.

The field equation of the scalars of the tensor multiplet gives

vr∇̃i∂
ivr = 0 , (4.69)

which when combined with (4.68) implies that

∇̃ih
i = 0 . (4.70)

In addition (4.69) and vrv
r = 1 give

∂kvr∂
kvr = 0 . (4.71)

Thus substituting (4.66) into (4.64) and using (4.70) and (4.71), we find that

∇̃2h2 + hi∇̃ih
2 = 2∇̃ihj∇̃ihj + 2∇̃i(dh)ijh

j + 4∂iφ
I∂jφ

JgIJh
ihj . (4.72)

This expression is close to the one required in order to apply the maximum principle.

Next, we need to determine dh. For this, consider the jk-component of the 3-form

field equation to find

∇i(vrHijk + xMr H
M
ijk) = εijkl∂

ivrh
l + vrεijkl∇ihl = 0 , (4.73)
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multiplying this with vr we find

dh = 0 , (4.74)

Substituting this into (4.72), we get

∇̃2h2 + hi∇̃ih
2 = 2∇̃ihj∇̃ihj + 4∂iφ

I∂jφ
JgIJh

ihj . (4.75)

Now, applying the maximum principle using the compactness of S, we find that h2

is constant and so the right hand side of (4.75) is equal to zero, which in turn means

∇̃ihj = 0 ,

hi∂iφ
I = 0 . (4.76)

To establish the second equation, we have used the fact that the metric of the hy-

permultiplets Quaternionic Kähler manifold is positive definite. The first condition

tells us that h is a parallel 1-form on S with respect to the Levi-Civita connection

and the second one implies the scalars of the hypermultiplets are invariant under

the action of h. Note also that ˆ̃∇h = 0 as ihH̃ = 0.

The existence of a parallel 1-form on the horizon section S with respect to the

Levi-Civita connection is a strong restriction. Firstly, it implies that the holonomy

of ∇̃ is contained in SO(3) ⊂ SO(4),

hol(∇̃) ⊆ SO(3) . (4.77)

Moreover, S metrically (locally) splits into a product S1 × Σ3, where Σ3 is a 3-

dimensional manifold. In turn, as we shall see, the near horizon geometry is locally a

product AdS3×Σ3. More elegantly the near horizon geometry allows supersymmetry

enhancement from one supersymmetry to two.

4.4.2 Supersymmetry Enhancement

In order to demonstrate supersymmetry enhancement for backgrounds with h 6= 0,

let us re-investigate the KSEs for the fields given in (4.56). It is straightforward to

see by substituting (4.56) into the KSEs and following the calculation that we gave

in section 4.3.3 that the general form of a Killing spinor is

ε = η+ −
u

2
hiγ

iγ+η− + η− (4.78)

where η± depend only on the coordinates of S. In addition, the gravitino KSE

requires that

ˆ̃∇iε+ Cr′i ρr′ε = 0 , (4.79)
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the tensorini KSE implies that

(1± 1

2
)TMi γiε± −

1

12
HM
ijkγ

ijkε± = 0 , (4.80)

and the hyperini KSE gives

iγiε±AV
aA
i = 0 . (4.81)

Next we shall show that both

ε1 = 1 + e1234 , ε2 = γ−hiγ
i(1 + e1234)− uk2(1 + e1234) , (4.82)

are Killing spinors, where we have set k2 = h2 for the constant length of h. Note that

the second Killing spinor is constructed by setting η+ = 0 and η− = γ−hiγ
i(1+e1234)

in (4.78).

The KSEs have already been solved for ε1. Next, observe that ε2 solves the

gravitino KSE since the Clifford algebra operation hiγ
iγ− commutes with the su-

percovariant derivative in (4.79) as a consequence of the reduction of holonomy

demonstrated in the previous section. Furthermore, the same Clifford operation

commutes with the hyperini KSE as a result of the second equation in (4.76) and

(4.81).

Now it remains to show that ε2 solves the tensorini KSE as well. This is

a consequence of the relation in (4.71). This is because the metric induced on

SO(nT , 1)/SO(nT ) by the algebraic equation ηrsv
rvs = 1 is the standard hyperbolic

metric and so it has Euclidean signature. Therefore, as a result,

∂iv
r = 0 . (4.83)

Then we conclude that the scalar fields are constant and the 3-form field strengths,

HM given in (4.56), of the tensorini multiplet vanish. This agrees with the classifi-

cation results of chapter 2 for solutions of the KSEs of six dimensional supergravity

preserving at least two supersymmetries whose Killing spinors have compact isotropy

group. Some of the results of this section are tabulated in table 4.1.

4.4.3 Geometry

To investigate the geometry of spacetime, we compute the form bilinears associated

with the Killing spinors in (4.82). As in the analysis of the general backgrounds

given in chapter 2, we find that the spacetime admits three ∇̂-parallel 1-forms

corresponding to the bilinears α(ε1, ε1), α(ε1, ε2) and α(ε2, ε2) and these are given by

λ− = e− , λ+ = e+ − 1

2
k2u2e− − uh , λ1 = k−1(h+ k2ue−) . (4.84)
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Iso(η+) hol(D̃) N η+

Sp(1) · Sp(1) n H Sp(1) 2 1 + e1234

U(1) · Sp(1) n H U(1) 4 1 + e1234, i(1− e1234)
Sp(1) n H4 {1} 8 1 + e1234, i(1− e1234), e12 − e34, i(e12 + e34)

Table 4.1: Some of the geometric data used to solving the gravitino KSE are described. In
the first column, we give the isotropy groups, Iso(η+), of {η+} spinors in Spin(5, 1) ·Sp(1).
In the second column we state the holonomy of the supercovariant connection D̃ of the
horizon section S in each case. The holonomy of ˆ̃∇ is identical to that of ∇̂. In the
third column, we present the number of D-parallel spinors and in the last column we give
representatives of the {η+} spinors.

Moreover, the Lie algebra of the associated vector fields closes in sl(2,R), this has

been verified in [89]. Since h is ∇̃-parallel, the spacetime is locally metrically a

product SL(2,R)× Σ3, i.e.

ds2 = ds2(SL(2,R)) + ds2(Σ3) ,

H = dvol(SL(2,R)) + dvol(Σ3) ,

φI = φI(z) , (4.85)

where the scalars of the hypermultiplet depend only on the coordinates z of Σ3.

In addition to the 1-forms given in (4.84), the spacetime admits three more

twisted 1-forms bilinears, compare with the N = 2 compact case of chapter 2. For

the Killing spinors (4.82), these are given by

er
′
= k−1hj(I

r′)j ie
i , (4.86)

where Ir
′
are quaternionic structures on S associated to the Quaternionic-Hermitian

2-forms (2.62). As it has been already mentioned, these Quaternionic-Hermitian 2-

forms arise from the construction of twisted spinor bilinears and so rotate to each

other under patching conditions. From (4.86) one can see that the frame er
′

is

orthogonal to h and so the rotation between the frame ei and (h, er
′
) is in SO(4).

Therefore (k−1h, er
′
) is another frame on S with er

′
adapted to Σ3. Thus, we can

write ds2(S) = k−2h2 + ds2(Σ3) with ds2(Σ3) = δr′s′e
r′es

′
.

The metric on Σ3 is restricted by the Einstein equation (4.63) and the integra-

bility condition (4.60). From the Einstein equation we get

R
(3)
r′s′ −

1

2
k2δr′s′ − 2∂r′φ

I∂s′φ
JgIJ = 0 , (4.87)

where r′, s′ are the indices of Σ3, and R(3) is the Ricci tensor of Σ3. This is an

equation which determines the metric on Σ3 in terms of h and the hypermultiplet

scalars φ. The integrability condition (4.60) does not give an independent condition

on the metric of Σ3.
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It now remains to find the restriction imposed by supersymmetry on the scalars

φ of the hypermultiplet. These scalars only depend on the coordinates of Σ3, i.e.

they depend only on three of the spacetime directions. A direct observation reveals

that, after an appropriate identification of the frame directions of S with that of the

Pauli matrices σs′ ,

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
(4.88)

the supersymmetry conditions coming from the hyperini KSE can be rewritten as

∂r′φ
I = −εr′s

′t′ (Js′)
I
J ∂t′φ

J , (4.89)

where we have used that (Js′)
Aa

Bb = −i σs′ABδab. This is a natural condition which

constrains the maps φ from Σ3 into the Quaternionic Kähler manifold of the hyper-

multiplets. Constant maps are also solutions.

As mentioned, the geometry on Σ3 is determined by (4.87), and depends on the

solutions of (4.89). In the case of constant map solutions of (4.89), we get

R
(3)
r′s′ −

1

2
k2δr′s′ = 0 , (4.90)

and so Σ3 is locally isometric to S3 equipped with the round metric, and the near

horizon geometry becomes AdS3 × S3.

Next, let us suppose that non-trivial solutions exist for the equation in (4.89),

and upon substitution solutions exist for (4.87). Therefore, one would expect the

geometry on Σ3 to depend on the choice of quaternionic Kähler manifold for the

hypermultiplets and on the choice of a solution of (4.89). However, one finds that

the differential structure on Σ3 is independent of these choices. This is because the

existence of non-trivial choices φ does not affect the fact that the Ricci tensor R(3)

of Σ3 is strictly positive (4.87). This in turns allows one to determine the topology

of Σ3. To see this note that in three dimensions the Ricci tensor determines the

curvature of a manifold. Also, the strict positivity of the Ricci tensor implies the

(reduced) holonomy of the Levi-Civita connection of Σ3 is SO(3). Then a result

of Gallot and Meyer, see [114], implies that Σ3 is a homology 3-sphere, see [13] for

further details. This along with the Poincaré conjecture [115] allows one to conclude

that the universal cover of Σ3 is diffeomorphic to the 3-sphere, see [13]. This result

means that in the simply connected case and for non-constant solutions to (4.89),

the geometry of the round sphere is deformed in such a way that the differential,

and so topological, structure of S3 is maintained.

The existence of non-trivial solutions to (4.89) is an open problem which may de-

pend on the choice of quaternionic Kähler manifold of the hypermultiplets. However,

as we will see, horizons that preserve eight supersymmetries require the hyperscalars
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φ to be constant. This is compatible with the assertion made in the attractor mech-

anism, see [116, 117] for the six dimensional supergravity case, that all the scalars

take constant values at the horizon. However, it is worth noting that the field equa-

tions and the KSEs do not a priori imply that the scalars are constant for near

horizon geometries which preserve a small number of supersymmetries. For this

some further investigation is required which may be case dependent, we will not

pursue this further.

4.5 N=4 and N=8 Horizons

4.5.1 N=4 Horizons

We have shown that if h 6= 0, then the near horizon geometries preserve 2, 4 or 8

supersymmetries. The case with two supersymmetries has already been discussed in

some detail above. In addition to the two Killing spinors given in (4.82), the other

two Killing spinors of horizons with four supersymmetries can be chosen as

ε3 = i(1− e1234) , ε4 = −ik2u(1− e1234) + ihiγ
+i(1− e1234) . (4.91)

Note that ε3 = ρ1ε1 and ε4 = ρ1ε2. This requires that the KSEs commute with ρ1.

These Killing spinors give rise to an additional ∇̂-parallel 1-form, and in this case

we find the 1-form ∇̂-parallel spinor bilinears to be given by

λ− = e− , λ+ = e+ − 1

2
k2u2e− − uh , λ1 = k−1(h+ k2ue−) ,

λ4 = e1 , (4.92)

where the first three bilinears are those of horizons with two supersymmetries and

e1 is given in (4.86). The vector fields associated to these are Killing and their Lie

algebra is sl(2,R)⊕ u(1) [89].

The spacetime is locally metrically a product AdS3 × Σ3, as for horizons pre-

serving two supersymmetries. In addition in this case, Σ3 is an S1 fibration over a

2-dimensional manifold Σ2, where the fibre direction is spanned by λ4 = e1. There-

fore,

ds2(Σ3) = (e1)2 + ds2(Σ2) , ds2(S) = k−2h2 + (e1)2 + ds2(Σ2) . (4.93)

Also observe that de1 6= 0 as e1 ∧ de1 is proportional to H̃ = dvol(Σ3), and so the

fibration is twisted.

It now remains to specify the topology of Σ2. For this we first observe that from

the results of chapter 2 section 2.8, the hypermultiplet scalars depend only on the

coordinates of Σ2. To specify the topology of Σ3, we compute the Ricci tensor R(2)
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of Σ2 using the Einstein equation and in particular (4.87) to find

R
(2)
r′s′ −

1

2
de1

t′u′(de
1)t
′u′δr′s′ −

1

2
k2δr′s′ − 2∂r′φ

I∂s′φ
JgIJ = 0 , (4.94)

where now r′, s′, t′, u′ are indices in Σ2, and we have used the result R
(3)
r′s′ = R

(2)
r′s′ −

1
2
de1

t′u′(de
1)t
′u′δr′s′ [90]. Once again, it is clear that the Ricci tensor of Σ2 is strictly

positive and so Σ2 is topologically a sphere irrespective of the properties of the maps

φ.

We have mentioned that the hypermultiplet scalars φ depend only on the coordi-

nates of Σ2 as a consequence of the hyperini KSE. Thus they are maps from Σ2 into

the quaternionic Kähler manifold of the hypermultiplets. In addition, the hyperini

KSE implies that

V a1
2 = 0 , V a2

2̄
= 0 , (4.95)

which is equivalent to (4.89) after additionally requiring the scalars not to depend on

the fibre direction λ4. These conditions imply that φ are pseudo-holomorphic maps

from Σ2 into the quaternionic Kähler manifold of the hypermultiplets. Furthermore,

the analysis we have made for the existence of non-constant solutions to (4.89)

applies to (4.95) as well.

4.5.2 N=8 Horizons

As in the cases with two and four supersymmetries, one can show that the spacetime

is locally AdS3 × Σ3. In addition, for horizons with eight supersymmetries, the

hyperini KSE implies that the scalars of the hypermultiplet are constant, see chapter

2. In such a case, the Einstein equation implies that Σ3 is locally isometric to S3.

Therefore, the only near horizon geometry preserving eight supersymmetries with

h 6= 0 is AdS3 × S3.

4.6 Horizons with h = 0

We shall now consider the second class of near horizon geometries, R1,1 × S, which

arise when h = 0.

4.6.1 Geometry of N=1 Horizons

When h vanishes we can clearly see from (4.56) that the 3-form field strength of the

gravitational multiplet vanishes H = 0, and the near horizon geometry is a product

R1,1 × S. It now remains to determine the geometry of S.

To begin with we first observe that the tensor multiplet scalars are constant and

the associated 3-form field strengths, HM in (4.56), vanish. The proof for this is
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similar to that given for the horizons with h 6= 0. In particular, it utilises the field

equations of the tensor multiplet scalars as described in equations (4.68) and (4.69),

with h = 0, and the argument developed around (4.83).

This then means the Einstein equation in (4.63) becomes

Rµν − 2gIJ∂µφ
I∂νφ

J = 0 . (4.96)

Therefore, the Einstein equation expresses the Ricci tensor R̃ of S in terms of the

hypermultiplet scalars as

R̃ij = 2gIJ∂iφ
I∂jφ

J . (4.97)

The hypermultiplet scalars are also restricted by the Killing spinor equations as in

(2.48). In terms of real directions these conditions are the same as

−V a1

1̃
+ iV a1

4 + V a2

2̃
+ V a2

5 = 0 ,

V a2

1̃
+ iV a2

4 + V a1

2̃
− V a1

5 = 0 , (4.98)

which after an appropriate identification of frame directions of S with the matrices

(τ i) = (12×2,−iσr
′
), can be written as

(τ i)AB ∂iφ
I EaB

I = 0 . (4.99)

These can equivalently be written in terms of the quaternionic structures Jr′ of Q
as

(Ki)
I
J ∂

iφJ = 0 , (4.100)

where (Ki) = (14nH×4nH , Jr′) and 14nH×4nH is the identity tensor.

If the hypermultiplet scalars are constant, then the rhs of (4.97) vanishes and S
is a hyper-Kähler manifold. So it is locally isometric to either K3 or T 4. As we will

see such horizons exhibit supersymmetry enhancement to at least N = 4.

The existence of horizons with strictly N = 1 supersymmetry depends on the

existence of non-trivial solutions for (4.100) such that the rhs of the Einstein equation

(4.97) does not vanish. This in turn may depend on the choice of the 4-manifold

S and that of the quaternionic Kähler manifold Q. We will not explore this any

further here.

4.6.2 Geometry of N=2 and N=4 Horizons

The second Killing spinor of N = 2 horizons with h = 0 can be chosen as

ε2 = i(1− e1234) . (4.101)
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N hol(∇̃) Geometry of S
1 Sp(1) · Sp(1) Riemann
2 U(2) Kähler
4 Sp(1) hyper-Kähler

Table 4.2: Some geometric data of the horizon geometries with h = 0 are described. In
the first column, we give the number of supersymmetries preserved. In the second column,
we present the holonomy groups of the Levi-Civita connection of S, and in the third we
give the geometry of S.

In this case, which is in agreement with the general classification results given in

chapter 2, S is a Kähler manifold. In addition, the hypermultiplet scalars are

holomorphic maps from S into the hypermultiplets quaternionic Kähler manifold.

In particular, the hyperini KSE conditions can be written as

∂iφ
I(J3)AaBbE

bB
I = Ij i∂jφ

IEaA
I , (4.102)

where (J3)AaBb = (−iσ3)ABδ
a
b and Ij i = (iδαβ,−iδᾱβ̄). Once again, the existence

of horizons with strictly two supersymmetries depends on the existence of such non-

trivial holomorphic maps.

The two remaining Killing spinors of N = 4 horizons with h = 0 can be chosen

as

ε3 = e12 − e34 , ε4 = i(e12 + e34) . (4.103)

The general classification results of chapter 2 now imply that the hypermultiplet

scalars are constant. Therefore, S is hyper-Kähler and so locally isometric to either

K3 or T 4. In the latter case, there is supersymmetry enhancement to N = 8.

Note also that in the general classification results we found there to be a descendant

preserving three supersymmetries. However, the Killing spinors in this case have the

same isotropy group as that for the four Killing spinors we have given above. This

means the holonomy of the Levi-Civita connection of S is contained in Sp(1), i.e. the

geometry of S is hyper-Kähler. This in turn implies that it must be Ricci flat and

so the hypermultiplet scalars must be constant. As a result we have supersymmetry

enhancement from N = 3 to N = 4.

The Killing spinors we have considered so far are those that are annihilated

by the light-cone projection operator γ+. This means they have a non-compact

isotropy group in Spin(5, 1) · Sp(1). However, we could demand that the near

horizon geometries R1,1 × S admit Killing spinors with compact isotropy groups.

In this case, the only solution is R1,1 × T 4 which preserves eight supersymmetries.

Some of the results of this section have been tabulated in table 4.2.
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4.7 Summary

In this chapter we investigated the near horizon geometries of six dimensional (1,0)

supergravity coupled to arbitrary numbers of tensor and scalar multiplets, extending

the results of [34]. This was done by first adapting to Gaussian null coordinates,

which we described at the beginning of the chapter. In addition, we made use of

the solutions of the KSEs coming from chapter 2, and the restrictions imposed by

the field equations of the theory.

In particular, we found that there were two classes of near horizon geometries

depending on whether h vanishes or not. The first class of solutions that we looked

at were when h 6= 0; in this case we found that the near horizon geometries were

locally isometric to AdS3 × Σ3, where Σ3 is diffeomorphic to S3. In addition, the

tensor multiplet scalars are constants and the associated 3-form field strengths,

HM , vanish. This class of solutions preserved 2, 4 or 8 supersymmetries, and the

increase in supersymmetry further restricted the geometry of Σ3. For horizons which

preserve four supersymmetries we found that Σ3 was a non-trivial circle fibration

over a topological 2-sphere and for horizons that preserve eight supersymmetries Σ3

is locally isometric to the 3-sphere, S3. The scalars of the hypermultiplet can be

seen as maps from Σ3 into the quaternionic Kähler manifold, Q, which are further

constrained for horizons that admit more supersymmetry.

The second class of horizons appear when we set h = 0 and these take the

general form R1,1 × S, where S is a 4-manifold whose geometry depends on the

hypermultiplet scalars. In this class of solutions we once again find the tensor scalars

to be constants and the 3-form field strengths HM to vanish. In addition, we find the

3-form field strength of the gravitational multiplet H to vanish. In the case when one

supersymmetry is preserved S is a Riemannian manifold, when two supersymmetries

are preserved it is a Kähler manifold and when four supersymmetries are preserved

it is a hyper-Kähler manifold, with near horizon geometry R1,1 ×K3 or R1,1 × T 4,

the latter case allows supersymmetry enhancement to N=8.
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Chapter 5

(1,0) Superconformal Theories and

KSEs

5.1 Introduction

The focus of this chapter will be on (1,0) superconformal theories in six dimensions

and their Killing spinor equations. Before giving an outline of the aims of this

chapter let us briefly mention a few general things and in particular why there has

recently been interest in understanding superconformal theories in six dimensions.

One of the main reasons for this interest is due to the expectation that the dy-

namics of multiple M5-branes is described by such a superconformal theory in six

dimensions. The evidence for this comes from the fact that the near horizon geom-

etry of the M5-brane supergravity solution [6] is AdS7× S4 [118] and so this means

the theory which describes the worldvolume dynamics must exhibit a SO(6, 2) sym-

metry. In addition, as AdS7 × S4 is a maximally supersymmetric solution of eleven

dimensional supergravity [4], the worldvolume theory must have 16 supersymme-

tries. This therefore means one needs a (2,0) theory in six dimensions. In partic-

ular, the dynamics of the multiple M5-brane system is believed to be described by

gauging (2,0) tensor multiplets in six dimensions in analogy to the constructions

made for the M2-brane system in [119, 120]. Some progress has been made in this

direction and such (2,0) theories have been suggested in [121], and a bosonic the-

ory in [122]. However, some of the fields in [121] are required to be independent

of one of the worldvolume directions as a consequence of the closure of the super-

symmetry algebra, making the theory effectively 5-dimensional. The construction

of these (2,0) theories are based on Lorentzian 3-Lie algebras as was used for the

M2-brane case, however, the classification of 3-algebras has led to strict restrictions

for the theory see [123, 124, 125]. As was done by ABJM for M2-branes [126],

one can consider M5-brane systems which preserve less than maximal supersymme-

try. Following this reasoning, Samtleben et al [127, 128] proposed a six dimensional

(1,0)-supersymmetric superconformal theory, see also [129]. The construction used
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is based on gauging (1,0) tensor multiplets and relies on the introduction of appro-

priate Stückelberg-type couplings. This gives rise to a number of models, some of

which have a Lagrangian description provided one uses a prescription to deal with

the kinetic term of the self-dual 3-form field strengths of the tensor multiplet.

In this chapter we will begin by giving an outline of the construction of (1,0) six

dimensional superconformal theories described in [127, 128]. In particular, we will

set the problem by giving the field content, the supersymmetry transformations and

the KSEs of the models that we will investigate later. We will also describe how the

methodology applied in the first two chapters will be used to solve the KSEs. After

this we will derive all the conditions on the fields in order to obtain a configuration

preserving a fraction of supersymmetry. This will be done for all possible fractions

of supersymmetry admitted by the theory. In particular for the models in [127, 128],

we find that they admit solutions preserving 1, 2, 4 and 8 supersymmetries.

In the second half of the chapter we will focus on solutions which preserve four

supersymmetries, i.e. the half-supersymmetric solutions. In particular, we will

discuss a few specific models and investigate the field equations and the Bianchi

identities to find some explicit string and 3-brane solutions.

Note that in this chapter the notation we use to denote some of the fields is

different from what we have used thus far, and similarly, different indices are used

in the labelling. However, we will try to make this clear as we progress. This chapter

is primarily based on the paper in [14].

5.2 (1,0) Superconformal Theory and KSEs

5.2.1 Fields and Supersymmetry Transformations

The (1,0) superconformal model of [127] has been constructed by gauging an arbi-

trary number of tensor multiplets and the introduction of appropriate higher form

fields which are used in Stückelberg-type couplings. The field content of the theory

is grouped into two multiplets; the vector and the tensor multiplet. The vector mul-

tiplets consist of (Arµ, λ
ir, Y ijr), where r labels the different vector multiplets and

i, j = 1, 2 are the Sp(1) R-symmetry indices, Arµ are 1-form gauge potentials, λir are

symplectic Majorana-Weyl spinors and Y ijr are auxiliary fields. The field content of

the tensor multiplets is (φI , χiI , BI
µν), where I labels the different tensor multiplets,

φI are scalars, χiI are symplectic Majorana-Weyl spinors, of opposite chirality from

those of the vector multiplets, and BI
µν are the 2-form gauge potentials. Note that

we have used slightly different notations in labelling the fields here compared to the

previous chapters.

The field strengths associated to the 1- and 2-form gauge potentials of the vector

and tensor multiplet, respectively, are constructed by introducing new coupling con-

stants which allow a general 2- and 3-form field strength to be written. In particular,
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these are given by

F rµν ≡ 2∂[µA
r
ν] − fstrAsµAtν + hrIB

I
µν , (5.1)

HI
µνρ ≡ 3D[µB

I
νρ] + 6dIrsA

r
[µ∂νA

s
ρ] − 2fpq

sdIrsA
r
[µA

p
νA

q
ρ] + gIrCµνρr , (5.2)

where frs
t are the structure constants, hrI , g

Ir and dIrs = dI(rs) are Stückelberg-type

couplings, and Cµνρr are three-form gauge potentials. The covariant derivative is

defined as

DµΛs ≡ ∂µΛs + Arµ(Xr)t
sΛt , DµΛI ≡ ∂µΛI + Arµ(Xr)J

IΛJ , (5.3)

where Xr are given by

(Xr)t
s = −frts + dIrth

s
I , (Xr)J

I = 2hsJd
I
rs − gIsbJsr . (5.4)

In addition, covariance of the field strengths under the gauge transformations of

gauge potentials requires that

2(dJr(ud
I
v)s − dIrsdJuv)hsJ = 2fr(u

sdIv)s − bJsrdJuvgIs ,
(dJrsbIut + dJrtbIsu + 2dKrubKstδ

J
I )huJ = frs

ubIut + frt
ubIsu + gJubIurbJst ,

f[pq
ufr]u

s − 1

3
hsId

I
u[pfqr]

u = 0 ,

hrIg
Is = 0 ,

frs
thrI − dJrshtJhrI = 0 ,

gJshrKbIsr − 2hsIh
r
Kd

J
rs = 0 ,

−frtsgIt + dJrth
s
Jg

It − gItgJsbJtr = 0 . (5.5)

In order for a consistent model to exist all of these algebraic constraints need to be

satisfied. We discuss some models later on.

It remains to give the supersymmetry transformations of the fields. As we are

interested in the KSEs, it suffices to state the supersymmetric variations of the

fermions. These are given by

δλir =
1

8
F rµνγµνεi −

1

2
Y ijrεj +

1

4
hrIφ

Iεi , (5.6)

δχiI =
1

48
HI
µνργ

µνρεi +
1

4
Dµφ

Iγµεi − 1

2
dIrsγ

µλir ε̄γµλ
s . (5.7)

These, as well as the remaining supersymmetry transformations, along further de-

tails of the theory can be found in [127, 128].
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5.2.2 Field Equations

The field equations of the minimal system are

DµDµφ
I = −1

2
dIrs(F rµνFµνs − 4Y r

ijY
ijs)− 3dIrsh

r
Jh

s
Kφ

JφK , (5.8)

gKrbIrsY
s
ijφ

I = 0 , (5.9)

gKrbIrsF sµνφI =
1

4!
εµνλρστg

KrH(4)λρστ
r . (5.10)

Observe that generically the theory has a cubic scalar field interaction and so the

potential term is not bounded from below. In addition to these field equations we

have the two Bianchi identities

D[µF rνρ] =
1

3
hrIHI

µνρ , (5.11)

D[µHI
νρσ] =

3

2
dIrsF r[µνF sρσ] +

1

4
gIrH(4)

µνρσr , (5.12)

where H(4)
µνρσr is the field strength of the 3-form.

5.2.3 KSEs

As we have previously discussed, the KSEs are the vanishing conditions for the

supersymmetry variations of the fermions of the theory evaluated at the locus where

all the fermions vanish. In this case, we find the KSEs to be given by

1

4
F rµνγµνεi − Y ijrεj +

1

2
hrIφ

Iεi = 0 ,

1

12
HI
µνργ

µνρεi +Dµφ
Iγµεi = 0 . (5.13)

The first condition is the vanishing condition of the supersymmetry variation of the

fermions of the vector multiplets while the second is the vanishing condition of the

supersymmetry variation of the fermions of the tensor multiplets. In analogy with

similar variations in six dimensional supergravity which we discussed in chapter 2,

we shall refer to these two equations as the gaugini and tensorini KSEs, respectively.

Note that all the spinors that appear in the theory are symplectic Majorana-

Weyl and the gauge group of the theory is Spin(5, 1) · Sp(1). We will now proceed

to writing the KSEs in the formalism that was introduced in chapter 2. Recall

that we identified the symplectic Majorana-Weyl spinors with the Sp(1)-invariant

Spin(9, 1) Majorana-Weyl spinors and realised them as forms. In addition, a basis

for the symplectic Majorana-Weyl spinors is given in (2.16). In this formalism we

can make use of the ρa SU(2) generators, with a = 1, 2, 3, introduced in (2.17) to

rewrite the term involving the Y in the KSEs as

−Y ijrεj = (Y r)a(ρ
aε)i , (5.14)
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where we have made use of the fact that the Sp(1) indices are raised and lowered by

the antisymmetric tensors εij and εij, with τ i = εijτj. As a result the KSEs, (5.13),

can be re-expressed as

1

4
F rµνγµνε+ (Y r)aρ

aε+
1

2
hrIφ

Iε = 0 , (5.15)

1

12
HI
µνργ

µνρε+Dµφ
Iγµε = 0 . (5.16)

In what follows, we shall solve both KSEs for backgrounds preserving any number

of supersymmetries following the same prescription as that given in chapter 2 for

the case of supergravity backgrounds.

5.3 Killing Spinors

The supersymmetric solutions of this theory can be classified according to the

isotropy group of Killing spinors, just as in the case of the supersymmetric su-

pergravity solutions. Since the gauge group is Spin(5, 1) · Sp(1), the methodology

for obtaining the isotropy group of Killing spinors and finding representatives for

these follows the same discussion as in section 2.3 of chapter 2. The results of this

analysis have been summarised in table 2.1.

Let us now briefly recap this and discuss the implications of these as solutions

of the KSEs of the superconformal theory under consideration here.

5.3.1 One Killing Spinor

If the KSEs (5.15) and (5.16) admit a Killing spinor, then the representative Killing

spinor can be identified as 1+e1234 which has isotropy group Sp(1) ·Sp(1)nH. Also

note that if the tensorini KSE (5.16) admits one Killing spinor then it admits four.

This is due to the fact that it commutes with the ρ operations given in (2.17). A

basis for the four Killing spinors of (5.16) is given by the Sp(1)nH invariant spinors

in table 2.1.

5.3.2 Two Killing Spinors

In this case there are two options. Firstly, the two Killing spinors can have isotropy

group U(1) · Sp(1) n H with representative spinors given by ε1 = 1 + e1234 and

ε2 = i(1 − e1234). In the second case the Killing spinors have isotropy group Sp(1)

with representative Killing spinors given by ε1 = 1 + e1234 and ε2 = e15 + e2345.

Note that in this case the tensorini KSE preserves all eight supersymmetries since

it commutes with the ρ operations but now acting on the Sp(1)-invariant Killing

spinors.
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5.3.3 Four Killing Spinors

Once again there are two cases to consider. Firstly, we find that the gaugini KSE

admits ε1 = 1+e1234, ε2 = i(1−e1234), ε3 = e12−e34 and ε4 = i(e12 +e34) as solutions

with isotropy group Sp(1)nH, these are also the four Killing spinors solution to the

tensorini KSE.

The second set of supersymmetric solutions arise when we choose the U(1)-

invariant spinors given by ε1 = 1 + e1234, ε2 = i(1 − e1234), ε3 = e15 + e2345 and

ε4 = i(e15 − e2345), and we already know that the tensorini KSE preserves all eight

supersymmetries.

5.3.4 More than Four Killing Spinors

If a solution admits more than four linearly independent Killing spinors then it is

maximally supersymmetric. The results of this section have been summarised in

table 5.1.

Isotropy Groups Gaugini Tensorini

Sp(1) · Sp(1) n H 1 4
U(1) · Sp(1) n H 2 4

Sp(1) n H 4 4

Sp(1) 2 8
U(1) 4 8
{1} 8 8

Table 5.1: In the first column the isotropy groups of the Killing spinors of the gaugini
KSE are given. In the second and third columns the number of Killing spinors of the
gaugini and tensorini KSEs are stated, respectively. The isotropy groups of the Killing
spinors of the tensorini KSE are either Sp(1) n H or {1}. The cases that do not appear
in the table do not occur.

5.4 Solutions of the Killing Spinor Equations

In this section, we shall derive the conditions imposed on the fields by the KSEs. To

do this, one can substitute into the KSEs the representative Killing spinors given

in the previous section and then solve the resulting equations. This can be done

in a straightforward way, and closely follows the analysis made for the KSEs of six

dimensional supergravity in chapter 2.
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5.4.1 N=1 Solutions

The Killing spinor is ε = 1 + e1234. Substituting this into the gaugini KSE (5.15),

we find the fields must satisfy

F r−+ + hrIφ
I = 0 , F rαα + 2i(Y r)1 = 0 ,

F r+α = 0 = F r+ᾱ , F r12 + (Y r)2 − i(Y r)3 = 0 , (5.17)

where we have used the oscillator basis discussed in chapter 1 to perform this calcu-

lation in terms of light-cone and complex coordinates on Minkowski spacetime R5,1.

Let us briefly recall that in the 10-dimensional description of the spinors we have

adopted the spacetime directions are along 0, 5, 1, 6, 2, 7, whereas 3, 4, 8, 9 are

not used and taken as auxiliary directions. The Minkowski metric on R5,1 has been

chosen as

ds2 = −(dx0)2 + (dx5)2 + (dx1)2 + (dx6)2 + (dx2)2 + (dx7)2

= 2e−e+ + δije
iej = 2e−e+ + 2δαβ̄e

αeβ̄ , (5.18)

where eα, α = 1, 2, are the differentials of complex coordinates constructed from the

pairs (dx1, dx6) and (dx2, dx7), respectively, and (e−, e+) are the differentials of the

light-cone coordinates along the directions (dx0, dx5). The F r−i components of the

2-form field strength are not restricted by the gaugini KSE. The same also applies

for the anti-self dual component Fasd of Fij. Moreover, the self-dual component of

F is completely determined in terms of the auxiliary field Y . Note the similarity to

the analysis made in section 2.4 of chapter 2 for N = 1 backgrounds. Combining

the above results we can write the 2-form field strength as

F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei − [(Y r)2 − i(Y r)3]e1 ∧ e2

−[(Y r)2 + i(Y r)3]e1̄ ∧ e2̄ + (Y r)1ω + Fasd,r , (5.19)

where ω = −iδαβ̄eα ∧ eβ̄.

Solving the tensorini KSE (5.16) for 1 + e1234 gives

Dᾱφ
I +

1

2
HI
−+ᾱ +

1

2
HI
ᾱβ

β = 0 , HI
+αβ = 0 , HI

+α
α = 0 , D+φ

I = 0 . (5.20)

In addition, the 3-form field strengths are restricted to be self-dual

HI
µνρ =

1

3!
ελστµνρHIλστ . (5.21)

Decomposing this condition in the +,−, α, ᾱ coordinates, one finds

HI
−+α +HI

αβ
β = 0 , HI

−+ᾱ −HI
ᾱβ

β = 0 ,

HI
+11̄ −H

I
+22̄ = 0 , HI

+12̄ = 0 . (5.22)
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Combining these conditions with those from the tensorini KSE, one finds that

HI
+ij = 0 . (5.23)

HI
−ij is anti-self-dual in the directions transverse to the light-cone and the remaining

components are determined in terms of DφI . As can be seen the analysis here is

almost identical to that of section 2.4. Therefore, putting these together one can

write the 3-form field strength as

HI =
1

2
HI
−ij e

− ∧ ei ∧ ej −Diφ
Ie− ∧ e+ ∧ ei +

1

3!
D`φ

I ε`ijk e
i ∧ ej ∧ ek , (5.24)

where we have used the self-duality of HI to write

HI
ijk = Dlφ

Iεlijk . (5.25)

In contrast to the gaugini KSE, the tensorini KSE exhibits supersymmetry enhance-

ment. In particular, if it admits one Killing spinor ε, it admits a further three Killing

spinors given by ρ1ε, ρ2ε and ρ3ε. When ε = 1 + e1234 this means all four Killing

spinors are given by the Sp(1) n H invariant spinors of table 2.1.

5.4.2 N=2 Solutions with Non-Compact Isotropy Group

The first Killing spinor is ε1 = 1 + e1234 as in the N = 1 solutions described above.

The second Killing spinor is ε2 = i(1−e1234), which can also be written as ε2 = ρ1ε1.

Therefore, for the solutions to admit two supersymmetries the KSEs must commute

with the ρ1 operation. As we have mentioned, the tensorini KSE commutes with all

the ρ operations and so ε2 is also a Killing spinor. The 3-form field strength is given

as in (5.24).

This is not always the case for the gaugini KSE. For the gaugini KSE to commute

with ρ1 we require,

(Y r)2 = (Y r)3 = 0 . (5.26)

The 2-form field strength is given as in (5.19) after imposing (5.26). Thus it becomes

F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei + Y rω + Fasd,r , (5.27)

where we have also set Y r = (Y r)1.

5.4.3 N=2 Solutions with Compact Isotropy Group

The first Killing spinor is the same as that of N = 1 solutions, ε1 = 1 + e1234. The

second Killing spinor is ε2 = e15 + e2345. The conditions on the fields imposed by
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the gaugini KSE (5.15) evaluated on ε2 are

F r−+ − hrIφI = 0 , F r11̄ −F
r
22̄ − 2i(Y r)1 = 0 ,

F r12̄ − (Y r)2 − i(Y r)3 = 0 , F r−α = 0 , F r−ᾱ = 0 . (5.28)

Combining these conditions with those we have found for the first Killing spinor, ε1,

in (5.17), we get

F r−+ = 0 , F r−i = 0 , F r+i = 0 , F r11̄ = 0 , hrIφ
I = 0 ,

F r22̄ + 2i(Y r)1 = 0 , F r12 + F r12̄ − 2i(Y r)3 = 0 , F r12 −F r12̄ + 2(Y r)2 = 0 .(5.29)

It is convenient to rewrite the these conditions in terms of real coordinates. In

particular, we find

F r−ν = 0 , F r+ν = 0 , F r
1̃ν

= 0 , hrIφ
I = 0 ,

F r
6̃7̃

= 2(Y r)2 , F r
2̃6̃

= 2(Y r)3 F r
2̃7̃

= −2(Y r)1 , (5.30)

where again we have used a tilde on the real directions to distinguish them from

the complex ones we have used so far in the analysis of the KSEs in this chapter.

The above conditions on the fields can be expressed more compactly by introducing

a 3+3 split on the spacetime. In particular, we can introduce the coordinates xa,

a = −,+, 1̃ and yi, i = 2̃, 6̃, 7̃. Then using these, (5.30) can be written as

F rab = 0 , F rai = 0 , hrIφ
I = 0 , F rij = −2εijk(Y

r)k , (5.31)

where ε2̃6̃7̃ = −1 and we have set (Y r)1 = (Y r)6̃, (Y r)2 = (Y r)2̃ and (Y r)3 = (Y r)7̃.

This means we have

F r = −εijk(Y r)k ei ∧ ej , hrIφ
I = 0 . (5.32)

We now need to solve the tensorini KSE (5.16) evaluated on ε2. A straightforward

calculation reveals that

D−φ
I = 0 , HI

−12̄ = 0 , HI
−11̄ −H

I
−22̄ = 0 ,

HI
−+ᾱ − 2Dᾱφ

I +HI
ᾱβ

β = 0 . (5.33)

These conditions combined with those we have found for N = 1 solutions in (5.20)

and the self-duality condition (5.22) means that

HI
µνρ = 0 , Dµφ

I = 0 . (5.34)

Clearly in this case, the tensorini KSE preserves all eight supersymmetries. More-
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over, the integrability of the last condition in (5.34) implies that

F r
µνXrJ

IφJ = 0 , (5.35)

where F r
µν = 2∂[µA

r
ν] +Xst

rAsµA
t
ν .

5.4.4 N=4 Solutions with Non-Compact Isotropy Group

The Killing spinors are the Sp(1) n H invariant spinors of table 2.1. As mentioned,

these can also be written as

ε1 = 1 + e1234 , ε2 = ρ1ε1 , ε3 = ρ2ε1 , ε4 = ρ3ε1 . (5.36)

Therefore, if ε1 is a Killing spinor, then the rest are also Killing spinors provided

that the corresponding KSEs commute with the ρ operations. This is the case for

the tensorini KSE (5.16) and so the 3-form flux is given as in (5.24). Note also that

D+φ
I = 0.

The gaugini KSE commutes with all the ρ operations iff all Y ’s vanish, i.e.

Y 1 = Y 2 = Y 3 = 0 . (5.37)

As a result using (5.19), the KSE implies that the 2-form flux is

F r = −hrIφI e− ∧ e+ + F r−i e− ∧ ei + Fasd,r . (5.38)

5.4.5 N=4 Solution with Compact Isotropy Group

In this case the Killing spinors are the U(1) invariant spinors of table 2.1. These

can be written as

ε1 = 1 + e1234 , ε2 = e15 + e2345 , ε3 = ρ1ε1 , ε4 = ρ1ε2 . (5.39)

Thus, these spinors solve the KSEs iff ε1 and ε2 are Killing spinors and the KSEs

commute with the ρ1 operation.

We have already shown that if ε1 and ε2 solve the tensorini KSE, then all eight

supersymmetries are preserved. In particular, both the 3-form flux and Dφ vanish,

H = Dφ = 0 . (5.40)

On the other hand, for the gaugini KSE to commute with ρ1 we require (Y r)2 =

(Y r)3 = 0. Substituting this into (5.32), we find that

F r = −2iY re2 ∧ e2̄ , hrIφ
I = 0 , (5.41)
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where we have set Y r = (Y r)1.

5.4.6 Maximally Supersymmetric Solutions

As we have mentioned all backgrounds which preserve more than four supersymme-

tries are maximally supersymmetric. It is straightforward to see that the conditions

on the fluxes for maximally supersymmetric backgrounds are

Dµφ
I = 0 , hrIφ

I = 0 , F rµν = 0 , HI
µνρ = 0 , Y ijr = 0 . (5.42)

Thus, all the scalars φI are covariantly constant. In addition, those projected by

h are required to vanish. Similarly the 2-form and 3-form field strengths vanish as

well. The same applies for the auxiliary fields Y .

5.5 Half-Supersymmetric Solutions without Stückelberg

Couplings

In the three sections that follow we discuss the half-supersymmetric solutions of three

different models. To do this one needs to solve the field equations and the Bianchi

identities in addition to imposing the constraints coming from the KSEs. One also

needs to ensure that all the key algebraic conditions required for the consistency of

the theory outlined in (5.5) are satisfied.

5.5.1 Summary of the Conditions

Before we proceed with the solution of the field equations and Bianchi identities for

half supersymmetric backgrounds, we first summarise the restrictions on the fields

imposed by the KSEs when four supersymmetries are preserved. In particular, we

have found that if the isotropy group of the Killing spinors is non-compact, then

F r = −hrIφIe− ∧ e+ + F−ie− ∧ ei + Fasd,r , D+φ
I = 0 ,

HI =
1

2
HI
−ije

− ∧ ei ∧ ej −Diφ
Ie− ∧ e+ ∧ ei +

1

3!
D`ε

`
ijk e

i ∧ ej ∧ ek , (5.43)

where all the auxiliary fields Y vanish, Y = 0, and H−ij and Fasd,r are anti-self-dual

in the indices transverse to the light-cone. On the other hand, if the Killing spinors

have compact isotropy group then

HI = 0 , Dµφ
I = 0 , hrIφ

I = 0 ,

F r = −2iY re2 ∧ e2̄ , (5.44)

where (Y 2)r = (Y 3)r = 0 and Y r = (Y 1)r. In what follows we shall take the field

equation (5.10) as the definition of H(4).

117



5.5.2 The Model

To start with let us consider the model with gIr = hrI = 0. The algebraic conditions

in (5.5) are all satisfied provided that f are the structure constants of a Lie algebra

g and dIrs and bIrs are invariant symmetric tensors under the action of the adjoint

representation of g. For example, one could set dIrs = dIgrs and bIrs = bIgrs, where

grs is a bi-invariant metric on g. Furthermore, in this case the 2-form field strength F
is the standard curvature of a gauge connection. To identify the half-supersymmetric

solutions in this case, one has to solve the field equations in addition to the KSEs.

There are two cases to consider depending on whether the isotropy group of the

Killing spinors is compact or not.

5.5.3 Non-Compact Isotropy Group

The condition F+µ = 0 can be solved by fixing the gauge A+ = 0 which then implies

∂+A
r
µ = 0, i.e. A−, Ai do not depend on the light-cone coordinate x+. Similarly the

condition D+φ
I = 0 coming from the KSE equations means the scalars φI do not

depend on x+, since the condition D+φ
I = 0 becomes ∂+φ

I = 0. Then the field

equation (5.8) reduces to

∂i∂
iφI = −1

2
dIrsF rijF ijs , (5.45)

where F rij are anti-self-dual instantons along the directions transverse to the light-

cone. Observe that if gIr = hrI = 0 we find the generators (Xr)IJ = 0, then the scalar

fields are neutral (invariant) under the action of the gauge group and so they are not

gauged, which means Dµφ
I = ∂µφ

I . If dIrs = dIgrs and bIrs = bIgrs, where grs is a

bi-invariant metric on g, then the right hand side of (5.45) can be identified with the

Pontryagin density of instantons [130]. In such a case, this equation can be solved

and similar equations have been solved in the context of heterotic supergravity in

[130]. A more detailed anaylsis will be given in section 5.7 which can be adapted

to this case, and so we do not discuss this any further here. The other two field

equations (5.9) and (5.10) are automatically satisfied.

It remains to solve the Bianchi identity (5.12) for H subject to the restrictions

imposed by the KSEs. The only independent component is

∂−∂`φ
Iε`ijk − 3∂[iHI

jk]− = 6dIrsF r−[iF sjk] , (5.46)

which arises from the µνρσ = −ijk component. This completes the analysis of the

Bianchi identities.
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String Solutions

Take a string to span the two light-cone directions. Such classes of solutions exhibit

Poincaré invariance along the directions of the string and can be found by setting

F±µ = H±µν = 0 and requiring all other fields to be independent from the x±

coordinates of the light-cone. This means (5.46) is satisfied and the only non-trivial

equation that remains to be solved is (5.45). This equation has solutions provided

that dIrs = dIgrs and bIrs = bIgrs with gauge groups that include SU(N) and Sp(N)

and for any instanton number. See section 5.7 for a detailed analysis of an example

based on a similar context.

A more general solution can be found by taking F±µ = 0 and H−ij 6= 0, and the

fields F and φ to be independent of x±. In such a case, the Lorentz invariance on the

string is broken. We know the self-duality of HI implies the component HI
jk− to be

anti-self-dual along the transverse to light-cone directions and the Bianchi identity

(5.46) requires it to be closed. Therefore it can identified with an abelian anti-

self-dual field strength on R4 which are determined in terms of harmonic functions.

There are no smooth solutions unless HI
jk− is taken to be constant. Such a solution

has the interpretation of a string with a wave propagating on it.

5.5.4 Compact Isotropy Group

In this case, the tensorini KSE (5.44) imply that the scalars φI are constant and

H = 0. Moreover, the auxiliary fields Y 2 = Y 3 = 0 and the only non-vanishing

component of F is supported on a 2-dimensional subspace of the 4-dimensional

space transverse to the light-cone directions. Furthermore, the KSEs imply both

the field equations and Bianchi identities. Therefore, the only non-trivial field is

F22̄ and it is related to Y 1 as in (5.41). This solution exhibits a R3,1 Poincaré

invariance and so it has the interpretation of a 3-brane.

5.6 Half-Supersymmetric Solutions of the Adjoint

Model

5.6.1 The Model

Another way to satisfy the conditions in (5.5) is by taking the number of tensor

multiplets to be the same as the number of vector multiplets and setting

hsr = 0 , dsrt = dprtg
ps , bprt = fprt , (5.47)

where now g is a bi-invariant metric, and d is a totally symmetric bi-invariant

tensor on the Lie algebra g with structure constants f . This model does not admit

a Lagrangian description.
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5.6.2 Non-Compact Isotropy Group

The restrictions coming from the KSEs for the general model have been summarised

in (5.43), so it remains to investigate the field equations and Bianchi identities of the

model. Since h = 0 the 2-form field strength F reduces to the standard curvature of

the gauge connection, as was the case in the previous model. As F+µ = 0, one can

again choose a gauge A+ = 0 to find that all components of the gauge connection

A do not depend on the light-cone coordinate x+.

In this case we find that the field equation for the scalars is given by

DiD
iφr = −1

2
drstF sijF t,ij , (5.48)

where we have used ∂+φ
r = 0 which arises as a condition of the tensorini KSE. Unlike

in the previous model, it is not apparent that anti-self-duality of F sij implies that

the above equation has solutions. The analysis requires details of the Lie algebra

g and so will not considered any further here. The second field equation (5.9) is

automatically satisfied as Y = 0. As mentioned, one can view the last field equation

(5.10) as the definition of H(4). Upon substitution of this into the Bianchi identity

(5.12) and using the solution of the KSE in (5.43), we find that the remaining

independent equations are

D−D`φ
rε`ijk − 3D[iHr

jk]− = 6drstF s−[iF tjk] + εijk
mf rstF s−mφt

D+Hr
−ij = 0 , (5.49)

where ε−+ijkl = εijkl and ε−+11̄22̄ = −1. This concludes the analysis of the Bianchi

identities of this model.

String Solutions

Solutions to (5.49) can be found by setting F−µ = F+µ = 0, choosing the gauge

A± = 0, identifying Hr
jk− with the curvature of an anti-self-dual connection, and

taking all fields to be independent from the light-cone directions.

To find a solution of the theory, it remains to solve the field equations for the

scalars. As mentioned, this depends on the choice of gauge group. However, this

can be circumvented in the special case where we choose the coupling d = 0. This

then means the field equation for the scalars becomes

DiD
iφr = 0 . (5.50)

A class of solutions of (5.50) is given by the Green functions of the Laplace operator

in an instanton background. These have been calculated for the adjoint represen-

tation in [131, 132], see also [133]. However in such a case, the scalar equation has

delta function sources.
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Alternatively, one can take the scalars in (5.50) to be neutral under the gauge

group. This, for example, happens if

(Xr)p
t = −gtsbpsr , (5.51)

vanishes on the active scalar fields of the solution. The covariant Laplace equation

above then becomes a standard Laplace equation and φr can be expressed in terms

of harmonic functions. For the structure constants (5.51) on the active scalars to

vanish, one may take g = t ⊕ g′, where t is an abelian algebra which commutes

with the subalgebra g′, and the φ’s and H’s are restricted to take values in t. Such

solutions are singular unless φ is chosen to be constant.

Next, if Hr
jk− = 0, the solutions above exhibit a R1,1 Poincaré symmetry and

so have an interpretation as strings. On the other hand if Hr
jk− 6= 0, the Poincaré

symmetry is broken and the solutions have the interpretation as waves propagating

on strings.

5.6.3 Compact Isotropy Group

Let us now consider the compact case. The scalar field equation in (5.8) and the

Bianchi identity (5.11) are satisfied either as a consequence of the conditions on

the field imposed by the KSEs summarised in (5.44) or as a consequence of the

restrictions (5.47) on the coupling constants of the model.

The Bianchi identity of the 3-form field strength (5.12) implies thatH(4) = 0, this

is a consequence of the conditions summarised in (5.44). Then, the field equations

(5.9) and (5.10) require that

[F , φ] = 0 . (5.52)

As in the non-compact case discussed above, this condition can be solved by taking

g = t⊕g′, where t commutes with the subalgebra g′, with the scalars φ taking values

in t while F takes values in g′. The only remaining condition is (5.41) which relates

F to the auxiliary field Y . Such solutions exhibit a R3,1 Poincaré invariance and so

have the interpretation of 3-branes.

5.7 Half-Supersymmetric Solutions of the SO(5, 5)

Model

5.7.1 The Model

We will now investigate models that admit a Lagrangian description, but once again

one has to keep in mind the subtleties arising from the kinetic term of the self-dual
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3-form in the theory when using a Lagrangian formulation. For the existence of a

Lagrangian there must exist a metric ηIJ such that [127, 128]

hrI = ηIJg
Jr , dIrs =

1

2
ηIJbJrs , ηIJd

I
r(ud

J
vs) = 0 . (5.53)

The reduction of the algebraic conditions (5.5) to this case has been done in [127].

In this section we shall focus on the SO(5, 5) model of [127] for which

bIrs = γIrs , frs
t = −4γIJKrs γIJp

tgpK , gIrγIrs = 0 , (5.54)

where γIrs are the gamma-matrices of SO(5, 5), and η is the SO(5, 5)-invariant

Minkowski metric. A key property of this model is that the cubic interaction of

the scalars vanishes.

Before we proceed, let us first describe some properties of the spinor representa-

tion of SO(5, 5) which we will make use of later, and give an additional restriction

on gIr which is required in order for the coupling constants to solve (5.5). To do

this we will make use of the spinorial geometry approach described in chapter 1. In

particular, a basis of the positive chirality SO(5, 5) spinors is

1, ea1a2 , ea1a2a3a4 , (5.55)

and the gamma matrices along the light-cone directions act as

γa =
√

2ea ∧ , γȧ =
√

2eay , a = 1, 2, 3, 4, 5 . (5.56)

Therefore gamma matrices along the time-like and space-like directions are

Γi = −ei ∧+eiy , Γi+5 = ei ∧+eiy , i = 1, 2, 3, 4, 5, (5.57)

respectively. In this realisation, the vector SO(5, 5) index decomposes as I = (a, ȧ),

and the Clifford algebra relation is γaγḃ + γḃγa = 2ηaḃ. The Dirac inner product is

defined as

D(ψ, χ) := 〈Γ12345ψ, χ〉 , (5.58)

and acting on the space of spinors gives

D(ea1...ak , eak+1...a5) = (−1)[ k+1
2

]+1εa1...a5 . (5.59)

Observe that the inner product is skew-symmetric in the interchange of pairs. We

can use this to raise and lower spinor indices in the following way

ψb1...b5−k := ψa1...akDa1...ak,b1...b5−k =
(−1)[ k+1

2
]+1

k!
ψa1...akεa1...akb1...b5−k
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:= ηb1ḃ1 . . . ηb5−k ḃ5−kψ
ḃ1...ḃ5−k . (5.60)

In this realisation, the positive chirality spinor representation decomposes as 1 +

10 + 5 under the subgroup SO(5) ⊂ GL(5,R) ⊂ SO(5, 5) acting on the light-

cone decomposition of the vector representation of SO(5, 5) presented above. The

additional restriction on gIr is that its only non vanishing component lies in the 15

representation, i.e. the non-vanishing component is

gȧḃ = − 1

4!
εḃb1...b4g

ȧb1...b4 , gȧḃ = g(ȧḃ) (5.61)

Clearly ηIJg
IrgJs = 0 as it is required by one of the conditions (5.5) on the couplings.

5.7.2 Non-Compact Isotropy Group

Using the fact that the cubic scalar interaction term vanishes and taking the condi-

tions imposed on the fields by the KSEs in (5.43), we find the field equation for the

scalars can be rewritten as

DiD
iφI = −1

2
dIrsF rijF s,ij . (5.62)

To expand this in SO(5) representations we need to be able to calculate the rhs and

in order to do this we note that

(γa)b1...bk,bk+1...b4 = (−1)[ k
2

]
√

2 εab1...b4 , k = 0, . . . 4 ,

(γȧ)b1...bk,bk+1...b6 = (−1)[ k
2

]+1k
√

2δȧ[b1εb2...bk]bk+1...b6 , k = 1, . . . , 5 . (5.63)

and also observe the gamma matrices to be symmetric in the interchange of spinor

indices. In addition, a spinor is expanded in the basis (5.55) as

Ψ = ψ 1 +
1

2
ψabeab +

1

4!
ψa1...a4ea1...a4 . (5.64)

Using these we can rewrite the field equation for the scalars in (5.62), for example

taking I = ȧ and using the fact that dIrs = 1
2
γIrs we get

DiD
iφȧ = −1

4
γȧrsF rijF s,ij ,

= − 1

4.4!
(γȧ)1,b1...b4FijF b1...b4,ij −

1

4.4
(γȧ)b1b2,b3b4F b1b2ij F b3b4,ij

− 1

4.4!
(γȧ)b1...b4,1F b1...b4ij F ij , (5.65)

then using the expressions in (5.63) and (5.60) we find this can be written as

DiD
iφȧ =

√
2

2
Fij F ȧ,ij +

√
2

16
εȧb1b2b3b4F b1b2ij F b3b4,ij . (5.66)
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Applying the same procedure but this time with I = a we find

DiD
iφa =

√
2

2
Fabij Fbij . (5.67)

The scalar field equation is now equivalent to these two expressions. The second

field equation (5.9) follows from the KSEs as the latter imply that all auxiliary

fields Y vanish. The third field equation, (5.10), is taken as the definition of H(4).

In particular, using the above notation one has

gȧḃH(4)

µ1...µ4,ḃ
= −
√

2

2
εµ1...µ4

ν1ν2 [−gȧḃφḃFν1ν2 + gȧb1φb2F b1b2ν1ν2 ] . (5.68)

Next, setting µ1 · · ·µ4 = ijkl and µ1 · · ·µ4 = +ijk, and using the expression for F
in (5.43), we find

gȧḃH(4)

ijk`,ḃ
= gȧḃH(4)

+ijk,ḃ
= 0 . (5.69)

Moreover, the rest of the components are determined in terms of φ and F .

We now turn to the investigation of the Bianchi identities (5.11) and (5.12). In

particular, expanding these in the notation that we have introduced, the Bianchi

identity for F implies that

D[µ1Fµ2µ3] = D[µ1Fabµ2µ3] = 0 , D[µ1F ȧµ2µ3] =
1

3
gȧbHb

µ1µ2µ3
. (5.70)

The first two conditions here give

D+F−i = D+Fij = 0 , D+Fab−i = D+Fabij = 0 . (5.71)

Similarly using the expressions for the components of H given in (5.43), the last

equation in (5.70) gives

D+F ȧ−i = D+F ȧij = 0 , (5.72)

and

D−F ȧij + 2D[iF ȧj]− = gȧḃH−ij,ḃ , 3D[iF ȧjk] = gȧḃD`φḃ ε
`
ijk . (5.73)

Next let us turn to the Bianchi identity for H (5.12). This decomposes as

D[µ1Ha
µ2µ3µ4] =

3

4
γarsF r[µ1µ2

F sµ3µ4]

D[µ1Hȧ
µ2µ3µ4] =

3

4
γȧrsF r[µ1µ2

F sµ3µ4] +
1

4 · 4!
gȧb1...b4H(4)

µ1...µ4,b1...b4
(5.74)
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The independent conditions arising from these two equations are

D+Ha
ijk = 0 , D+Ha

−jk = 0 , D−Ha
ijk − 3D[iHa

jk]− = 3γarsF r−[iF sjk] (5.75)

and

D+Hȧ
ijk = 0 , D+Hȧ

−jk = 0 ,

D−Hȧ
ijk − 3D[iHȧ

jk]− = −3
√

2[F−[iF ȧjk] + F ȧ−[iFjk] +
1

4
εȧb1b2c1c2F b1b2−[i F

c1c2
jk] ]

−
√

2εijk
`[gȧbφ

bF−` + gȧb2φb1F b1b2−` ] . (5.76)

This concludes the analysis of the field equations and Bianchi identities of the theory.

Regular String Solutions

This system has a string solution. Suppose that the string lies along the two light-

cone directions, and take

F = F ȧ = 0 , Fab±µ = 0 . (5.77)

The latter condition is required because of Lorentz invariance along the worldvolume

directions of the string.

Moreover, we choose the gauge Ar± = 0 and assume all non-vanishing fields to be

independent of the light-cone coordinates x±. Using these, the field equations and

the Bianchi identities above reduce to

DiD
iφȧ =

√
2

16
εȧb1...b4F b1b2ij F b3b4,ij , DiD

iφa = 0 ,

gȧbDiφ
b = 0 , gȧḃH−ij,ḃ = 0 , D[iHI

jk]− = 0 , (5.78)

which are the equation that we focus on now. To proceed, we moreover demand

that

Diφ
b = 0 , HI

jk− = 0 . (5.79)

The latter condition is again required by Lorentz invariance along the string. Fur-

thermore, the integrability condition of the first condition requires that

Fabij gbcφc = 0 . (5.80)

One solution to this is to take φa constant with gbcφ
c = 0, but for simplicity, we will

take φa = 0. Then the only remaining non-trivial equation is

DiD
iφȧ =

√
2

16
εȧb1...b4F b1b2ij F b3b4,ij , (5.81)
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where F b1b2ij is an anti-self-dual connection with gauge group SO(5).

To solve (5.81) we choose φȧ to lie along the 5-th direction and F b1b2ij to have

gauge group SO(4) ⊂ SO(5) orthogonal to φ5̇. Now there are two cases to consider,

depending on the restrictions on F . First, if one restricts F b1b2ij to lie in one of the

su(2) subalgebras of so(4), so(4) = su(2)⊕ su(2), then the field equation (5.81) can

be rewritten as

∂i∂
iφ5̇ = ±

√
2

8
Fij,b1b2F b1b2,ij , b1, b2 = 1, 2, 3, 4 , (5.82)

where the sign depends on the choice of su(2) subalgebra, we have also used Diφ
5̇ =

∂iφ
5̇ and the duality relations to rewrite the rhs. Such equations have been solved

before in the context of heterotic supergravity [130] and rely on the property that

the Pontryagin density of an SU(2) anti-self-dual connection can be written as the

Laplace operator on a function [134, 135].

In particular, we can choose the minus sign and write the 2-form field strength

as

F b1b2ij = J b1b2r′ F
r′

ij , r′ = 1, 2, 3 , (5.83)

where Jr′ is a basis of constant anti-self-dual 2-forms in R4, satisfying

Jr′Js′ = −δr′s′ + εr′s′
t′Jt′ . (5.84)

Using this, the equation (5.82) can now be rewritten as

∂i∂
iφ5̇ = −

√
2

2
δr′s′F r

′

ijF s
′,ij , (5.85)

the term on the rhs, specifically,

−1

2
δr′s′F r

′

ijF s
′,ij , (5.86)

is the Pontryagin density that we have mentioned a couple of times before and it

can be written as the Laplace operator on a scalar [134, 135]. As mentioned, this

can be solved for SU(2) instantons, see for example [130] for further details in a

similar context, an explicit solution will be discussed below. First, let us summarise

the non-vanishing fields of the solution

Fab =
1

2
Fabij ei ∧ ej , H5̇ = −∂iφ5̇e− ∧ e+ ∧ ei +

1

3!
∂`φ

5̇ ε`ijk e
i ∧ ej ∧ ek ,

φ5̇ = φ5̇(x) , a, b = 1, 2, 3, 4 . (5.87)

Observe that gIrH(4)
r = 0.

Now, the explicit solution we consider is the configuration with instanton number
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one and we use the results coming from [130]. The gauge connection A of Fab and

φ5̇ can, in this case, be written as

Aab = 2(Jr
′
)ab(Jr′)ij

xj

|x|2 + ρ2
ei , φ5̇ = φ0 + 4

√
2
|x|2 + 2ρ2

(|x|2 + ρ2)2
+ h0 ,

h0 =
∑
ν

Qν

|x− xν |2
, (5.88)

where x are the coordinates in R5,1 transverse to the light-cone where the string

lies, φ0 is a constant, and ρ is the instanton modulus. In addition h0 is a multi-

centred harmonic function, which for simplicity will be set to zero. The solution then

becomes smooth. In particular, at large |x|, which is the case when we are far away

from the string, the scalar φ becomes constant since the second term in the solution

vanishes. Also in this limit, the gauge connection becomes a pure gauge. In contrast

as |x| becomes small the modulus of the instanton ρ 6= 0 regulates the values of both

the scalar φ and the gauge connection A. The solution can be generalised to any

instanton number k which are also smooth [130].

For all solutions the dyonic string charge, denoted qs, can be computed by inte-

grating the 3-form flux H5̇ on the 3-sphere at infinity. This in turn can be identified

with the instanton number, k,

qs =

∫
S3⊂R4

H5̇ = k . (5.89)

after an appropriate normalisation [130].

We can find a more general solution by allowing F to take values in both su(2)

subalgebras of so(4). In particular this means we can write F as

F b1b2ij = J b1b2r′ F
r′

ij + Ib1b2r′ F̃
r′

ij , (5.90)

where Ir′ form a basis for the self-dual 2-forms in R4 and F̃ r′ denote the anti-self-

dual fields associated to the second su(2). In addition, Ir′ satisfy a similar relation

to (5.84), and they commute with Jr′ . This then means the scalar field equation

becomes

∂i∂
iφ5̇ = −

√
2

2
δr′s′(F r

′

ijF s
′,ij − F̃ r′ij F̃ s

′,ij) . (5.91)

The 1-instanton solutions are then modified as follows

Aab = 2(Jr
′
)ab(Jr′)ij

xj

|x|2 + ρ2
ei + 2(Ir

′
)ab(Jr′)ij

xj

|x|2 + σ2
ei ,

φ5̇ = φ0 + 4
√

2
|x|2 + 2ρ2

(|x|2 + ρ2)2
− 4
√

2
|x|2 + 2σ2

(|x|2 + σ2)2
+ h0 ,

h0 =
∑
ν

Qν

|x− xν |2
, (5.92)
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where σ is the modulus of the F̃ instanton, but otherwise the notation is the same

as for the solution above. Once again, setting h0 = 0 means the solution is smooth.

However, in this case the calculation for the dyonic string charge is modified and

is given by

qs =

∫
S3⊂R4

H5̇ = k − k̃ , (5.93)

where k and k̃ are the instanton numbers of F and F̃ , respectively.

5.7.3 Compact Isotropy Group

We now analyse the conditions coming from the field and Killing spinor equations

for the compact case. Let us start with the scalar field equation. Since the cubic

scalar interaction term in this model vanishes, the conditions coming from the KSEs

given in (5.44) imply the field equation for the scalar fields in (5.8). Furthermore,

the Bianchi identity for H (5.12) implies that

gKrH(4)
r = 0 , (5.94)

and the Bianchi identity for the 2-form field strength F is automatically satisfied.

The remaining conditions on the fields implied by the KSEs and field equations can

be summarised as

Dµφ
I = 0 , gKrbIrsY

sφI = 0 , hrIφ
I = 0 . (5.95)

Note also that HI = 0. The integrability condition of the first restriction was given

in (5.35) and requires

(Fφ)I = 0 , (5.96)

which means the holonomy group of the gauge connection leaves the scalars invari-

ant.

Most of the analysis we have made thus far is independent of a particular model

and applies in general to all solutions preserving four supersymmetries. We now

investigate the conditions in (5.95) further for the particular case of model that is

under consideration here. Firstly, the integrability condition above can be written

as

Fab(Xab)J
IφJ = 0 . (5.97)

This can be solved by taking φ = 0 or by taking a reduction of the holonomy group

of the gauge connection to a subgroup of SO(5). Considering the former case first
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means we have

φI = HI = 0 , gKrH(4)
r = 0 , F r = −2iY r e2 ∧ e2̄ , (5.98)

as a solution for an arbitrary auxiliary field Y which depends only on the complex

coordinates (x2, x2̄).

Let us now suppose the holonomy of the connection Aab reduces to SO(4). Then

the constant scalar field φ = (φ5, φ5̇) solves the integrability condition and the first

condition in (5.95). The last condition in (5.95) gives gȧ5φ
5 = 0 and so we take

φ5 = 0. Furthermore, the second condition in (5.95) is automatically satisfied.

Therefore, the solution in this case is given by

φ = (0, φ5̇) , F r = −2iY r e2 ∧ e2̄ , hol(Fab) ⊆ SO(4) , (5.99)

where the auxiliary fields Y satisfy the holonomy condition and depend on the

complex coordinates (x2, x2̄). This solution is invariant under the R3,1 Poincaré

group and so has the naive interpretation of 3-branes.

5.8 Summary

In this chapter we have investigated (1,0) superconformal theories in six dimensions.

We firstly introduced the theory and described briefly there constructions [127, 128].

One of the main results of this chapter were the solutions of the KSEs. In partic-

ular, we determined the conditions imposed on the fields in all cases. Although we

focused on the models presented in [127] our results apply more generally. We found

that these theories admit solutions preserving 1, 2, 4 and 8 supersymmetries. To

achieve this classification we made use of the spinorial geometry method described in

chapter 1 and techniques used in general to solve the KSEs of (1,0) six dimensional

supergravity in chapter 2.

We then moved onto consider the half-supersymmetric solutions, i.e. those pre-

serving four supersymmetries, in more detail. There were two cases to consider

depending on the isotropy group of the Killing spinors. In each case we analysed

the conditions imposed on the fields by the field equations of the theory in addition

to the conditions imposed by the KSEs. In the investigation of these we also gave

some explicit solutions which included string and 3-brane solutions. These can be

given M-theoretic interpretations by using the M-brane intersection rules [136, 137];

which state that M2-branes end on M5-branes on a string [136] that appears as

a defect of the M5-brane worldvolume and similarly two M5-branes intersect on a

3-brane [137] where the 3-brane is seen as defect on the M5-brane effective theory.

The aim of these superconformal models is to gain a better understanding of

the dynamics of multiple M5-branes, which is believed to be described by a (2,0)
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superconformal theory in six dimensions. The (1,0) superconformal theory has high-

lighted some important features but it is not complete yet. For example, one can

in addition to tensor and vector multiplets have hypermultiplets in (1,0) supersym-

metric theories in six dimensions. Therefore, one will need to include couplings

to hypermultiplets in order to have a complete (1,0) superconformal theory in six

dimensions. Each of the hypermultiplets carry additional four scalars which could

play important roles in allowing one to describe the dynamics of multiple M5-branes

and giving in general an M-theoretic interpretation to some models.
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Chapter 6

Conclusions

6.1 Overall Summary

In this thesis we have investigated different aspects of (1,0)-supersymmetric theories

in six dimensions. In particular, we began by discussing (1,0) supergravity coupled

to any number of tensor, vector and scalar multiplets. We solved the Killing spinor

equations for this theory in all cases and further discussed the restrictions on the

geometry imposed by backgrounds preserving different fractions of supersymmetry.

In order to achieve this classification we made use of the spinorial geometry method,

which we discussed in the first chapter. This technique relies on the ability to

write spinors in terms of differential forms, and in particular, an oscillator basis

in the space of spinors can be used. Moreover, the gauge group that leaves the

KSEs covariant is used to choose the Killing spinors and this allows considerable

simplification of calculations. When this method is used the KSEs reduce to purely

algebraic relations which can be solved to obtain the constraints imposed on the

fluxes of the theory.

Using the spinorial geometry method and the relation between six dimensional

supergravity and heterotic supergravity we were able to solve the KSEs of the theory

in all generality. In our analysis we found backgrounds preserving 1, 2, 3, 4 and 8

supersymmetries. These can uniquely be classified according to the isotropy groups

of the Killing spinors, except in one case where a distinct descendant exists. The

supersymmetric backgrounds fall into two types of categories; those with Killing

spinors that have compact isotropy group and those with non-compact isotropy

group. In the non-compact case we found the isotropy group of the Killing spinors

to be Sp(1) ·Sp(1)nH (1), U(1) ·Sp(1)nH (2), Sp(1)nH (3,4), and in the compact

case we had Sp(1) (2), U(1) (4), and {1} (8), where the numbers in parenthesis

correspond to the number of supersymmetries preserved. Note that there are two

backgrounds where the holonomy of the supercovariant derivative is contained in

Sp(1) n H, these differ as a consequence of the conditions imposed by the hyperini

KSE.
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In order to investigate the geometry we determined the spacetime form bilinears

that arise in each case. In the non-compact case the spacetime always admitted

one parallel 1-form with respect to the connection with skew-symmetric connection

given by the 3-form of the gravitational multiplet. In addition, there are twisted 3-

form bilinears. These were considered in turn and the implications on the geometry

were determined. In the compact case the backgrounds with two supersymmetries

admitted a spacetime with a 3+3 split, and backgrounds with four supersymme-

tries allowed a 4+2 split, where the first three, and respectively four, directions are

spanned by parallel vector fields with respect to the connection with skew-symmetric

torsion given by the 3-form of the gravitational multiplet. In each case there is a

natural frame on the spacetime given by six 1-form spinor bilinears. Finally, we

found backgrounds which preserve eight supersymmetries admit spacetimes that

are locally isometric to R5,1, AdS3 × S3 and CW6. These results generalise those of

[34, 58], see also [59, 60, 61].

Supersymmetric supergravity solutions are determined after solving the KSEs

and the field equations of the theory under consideration. In the third chapter we

used the Killing spinor equations to determine the field equations of the theory us-

ing the integrability conditions. This was a very technical discussion that involved

the use of numerous identities coming from the KSEs. In addition to highlighting

which components of the field equations are implied by the KSEs, the integrability

conditions provide us with an important consistency check for the theory.

In the fourth chapter we investigated the near horizon geometries of (1,0) six

dimensional supergravity black holes, making particular use of the solutions to the

KSE of (1,0) six dimensional supergravity theory. Firstly, we briefly discussed Gaus-

sian null coordinates and how this is used in the analysis of near horizon geometries

of (1,0) six dimensional supergravity. We focused on near horizon geometries arising

from (1,0) six dimensional supergravity coupled to arbitrary number of tensor and

scalar multiplets, and left out couplings to vector multiplets due to the complications

arising from the inclusion of Chern-Simons term.

Our analysis showed that there were two classes of near horizon geometries that

depended on h, a 1-form on the horizon section. When h 6= 0 we find the near

horizon geometries to be locally isometric to AdS3 × Σ3, where Σ3 is diffeomorphic

to S3. We also find the tensor scalars to be constant and the 3-form field strengths

HM to vanish. This class of solutions preserve 2, 4 and 8 supersymmetries. The

geometry of Σ3 is further restricted as the number of supersymmetries preserved

increases.

The other class of horizons are of the form R1,1×S, where S is a 4-manifold whose

geometry depends on the hypermultiplet scalars. In this case the tensor scalars are
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constant and HM vanishes, but in addition we find the 3-form field strength of the

gravitational multiplet H to vanish. This class of solutions preserve 1, 2 and 4

supersymmetries where S is a Riemannian, Kähler and hyper-Kähler manifold re-

spectively.

The final part of the thesis was dedicated to the investigation of supersymmetric

solutions to the (1,0) superconformal theories in six dimensions. As we mentioned,

the interest in superconformal theories has arisen due to the understanding that the

worldvolume dynamics of multiple M5-branes is described by a (2,0) superconformal

theory in six dimensions. The particular focus on the (1,0) superconformal theories

comes from an analogy that was made in the investigation of multiple M2-branes

where reducing the number of supersymmetries allowed a more generic formulation

of the theory behind the dynamics of multiple M2-branes to be obtained.

One important aspect of these theories are the BPS conditions. In this context,

we were able to solve the KSEs of the (1,0) superconformal theory, making particular

use of the tools that were developed throughout the thesis. We were able to solve

the KSEs in all cases and gave the conditions imposed on the fields in each case. We

found solutions preserving 1, 2, 4 and 8 supersymmetries. Furthermore, we looked at

the half-supersymmetric solutions of some models in more detail. Once again there

are two cases to consider depending on whether the isotropy group of the Killing

spinors is compact or non-compact. In each case we solved the field equations and

the Bianchi identities in addition to the KSEs to find string and 3-brane solutions,

which can be given M-theoretic interpretations. However, these models do not

include the most general couplings possible, since couplings to hypermultiplets are

missing.

6.2 Future Work

There are a number of avenues for possible future research. In this thesis we have

focused on the (1,0) theory in six dimensions which has eight supercharges, however,

there are other theories in six dimensions with more supercharges. These can also

be investigated in a similar way to what we have done here. In particular, the inves-

tigation of the supersymmetric solutions of the (2,0) six dimensional supergravity

will form a natural extension to the analysis we made in chapter 2. Similarly, the

near horizon analysis we have made for the six dimensional (1,0) supergravity can

be extended to other six dimensional supergravity theories and to supergravity the-

ories in diverse dimensions. Another way of extending the near horizon analysis is

by including the couplings to vector multiplets that has been left out.

A substantial problem lies in the construction of black hole solutions with a

prescribed near horizon geometry. Apart from the supergravity in five dimensions
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this problem remains open. Since there are many near horizon geometries it is ex-

pected that there are many black holes with exotic horizon topologies. The spinorial

geometry method can be used to classify all such black hole solutions.

In regards to superconformal theories there are also a number of further inves-

tigations that can be made. Firstly, we have only discussed a limited number of

models that satisfy the algebraic constraints that arise as a result of consistency

requirements. One could therefore try to investigate the possibility of more generic

models that satisfy these constraints and aim to see if these have better M-theoretic

interpretations. We have also mentioned that couplings to hypermultiplets is miss-

ing, this is likely to play a key role in describing the dynamics of multiple M5-branes.

Therefore, an extension to this work will be to include consistent couplings to hy-

permultiplets, this has been initiated in [127] but is not complete. Once this has

been done one can perform a similar analysis of the KSEs to what we have done

in the absence of hypermultiplets and investigate the consistent models in further

detail aiming to obtain a better M-theoretic interpretation.

The supergravity theories in six dimensions play an important role as an intermedi-

ate dimension between the eleven dimensions in which M-theory is formulated in and

the four dimensional spacetime which we are familiar with. In addition, the (2,0)

superconformal theory in six dimension is believed to describe the dynamics of one of

the key ingredients of M-theory, the M5-branes. We have focused particularly on the

supersymmetric solutions of six dimensional theories. Supersymmetric solutions in

general have been useful in the understanding of string/M-theory compactifications,

branes, dualities and the AdS/CFT correspondence.

String/M-theory is a vast subject which has undergone many developments over

the last forty years. Supergravity theories, which are low-energy approximations to

the various string theories and to M-theory, have played particularly important roles

in some of these developments. Moreover, the investigation of these theories will

continue to help our understanding of what is one of the most promising candidates

for the unification of all the fundamental forces of nature, M-theory.
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Appendix A

Identities from the KSEs

In this appendix we give further details about the tools and identities we used in

chapter 3 when deriving the integrability conditions. As well as using the identities

that come from the KSEs we have made extensive use of relations satisfied by the

gamma matrices. In particular, the gamma matrices in six dimensions satisfy the

following duality relation

γµ1...µnε =
(−1)[n

2
]+1

(6− n)!
εµ1...µn

ν1...ν6−nγ
ν1...ν6−nε , (A.1)

where ε012345 = 1 and [n
2
] denotes the integer part of n

2
. In addition, we have made

use of various identities that arise from the multiplication of gamma matrices of

different rank, for example

γµγν1...νn = γµν1...νn + ngµ[ν1γν2...νn] ,

γµ1µ2γν1ν2 = γµ1µ2
ν1ν2 − 4δ[µ1

[ν1γ
µ2]

ν2] − 2δ[µ1
[ν1δ

µ2]
ν2] ,

γµ1µ2γν1ν2ν3 = γµ1µ2
ν1ν2ν3 − 6δ[µ1

[ν1γ
µ2]

ν2ν3] − 6δ[µ1
[ν1δ

µ2]
ν2γν3] ,

γµ1µ2µ3γν1ν2ν3 = γµ1µ2µ3
ν1ν2ν3 + 9δ[µ1

[ν1γ
µ2µ3]

ν2ν3]

−18δ[µ1
[ν1δ

µ2
ν2γ

µ3]
ν3] − 6δ[µ1

[ν1δ
µ2
ν2δ

µ3]
ν3] (A.2)

and similar identities involving the commutator of gamma matrices of different rank,

see for example [1].

Let us now give the identities that come from the KSE which we have found

most useful, in what follows we use T-KSE to denote the tensorini KSE and G-KSE

to denote the gaugini KSE:

1. HM
µνργ

νρ×T-KSE:

4TMµ TMν γνε+ 2TMλ HMλ
µνγ

νε− TMλ HMλ
ρσgµνγ

νρσε

+HM
µλσH

Mλσ
νγ

νε+
1

2
HM
µλνH

Mλ
ρσγ

νρσε = 0 . (A.3)
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2. Hµνργ
µνρ×T-KSE:

6TMλ Hλ
µνΓ

µν +HµνρH
Mµνρ + 3HµαβH

Mαβ
ν γµνε = 0 . (A.4)

3.
(∂µvr)cr

vscs
γµ×G-KSE:

2 (∂µvr) c
r

(vscs)
2 A

r′

I ξ
a′Iρr′γ

µε =
(∂µvr) c

r

2 (vscs)
F a′

νργ
µνρε+

(
∂λvr

)
cr

(vscs)
F a′

λµγ
µε . (A.5)

4. fa
′b′c′Ab

′
µγ

µ×G-KSE:

2

vscs
Ar′I Ab

′

µf
a′b′c′ξIc′ρr′γ

µε =
1

2
fa
′b′c′Ab

′

µF
c′

νργ
µνρε+ fa

′b′c′Aλb
′
F c′

λµγ
µε . (A.6)

5. F a′
µνγ

µν×T-KSE:

TMµ F a′

νργ
µνρ + 2TMλ F a′

µ
λγµε+ F a′

αβH
Mαβ

µγ
µ

+
1

2
F a′

λµH
Mλ

νργ
µνρε = 0 . (A.7)

6. [T-KSE,G-KSE]:

TMλ F a′λ
µγ

µε− 1

4
HM
λµνF

a′λ
ργ

µνρε = 0 . (A.8)

7. TMν γµν×T-KSE:

TMλ TMλgµνγ
νε− TMµ TMν γνε− TMλ HMλ

µνγ
νε

+
1

4
TMν HM

µρσγ
νρσε− 1

4
TMλ HMλ

ρσgµνγ
νρσε = 0 . (A.9)

8. γλ(TMµ γµ − 1
12
HM
µνργ

µνρ)×T-KSE:

TMλ TMλgµνγ
µε− 1

2
TMλ HMλ

ρσgµνγ
νρσε− TMλ HMλ

µνγ
νε = 0 . (A.10)

9. (1
2
F a′
µνγ

µν + µa
′

r′ρ
r′)×G-KSE:

−1

8
F a′

ρσF
a′

δγε
ρσδγ

µνγ
µνε− 2

vrcr
Ar′I ξIa

′
F a′

µνρr′γ
µνε

−1

2
F a′

µνF
a′µνε− 4

(vrcr)
2AIr′A

r′

J ξ
Ia′ξJa

′
ε = 0 . (A.11)

10. (1
2
F a′
νργ

νρ − µa′r′ρr
′
)×G-KSE:

−1

8
F a′

ρσF
a′

δγε
ρσδγ

µνγ
µνε− 1

2
F a′

µνF
a′µνε+

4

(vrcr)
2AIr′A

r′

J ξ
Ia′ξJa

′
ε = 0 . (A.12)
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11. F a′
µνγ

ν×G-KSE:

−F a′

µνξ
Ia′Ar′I ρr′γνε = −

vrc
r

4
F a′

µνF
a′

ρσγ
νρσε+

1

2
vrc

rF a′

µλF
a′

ν
λγνε . (A.13)

12. Equations (A.12)+(A.11):

1

4
F a′

ρσF
a′

δγε
ρσδγ

µνγ
µνε+ F a′

µνF
a′µνε+

2

vrcr
Ar′I ξIa

′
F a′

µνρr′γ
µνε = 0 . (A.14)

13. Equations (A.12)-(A.11):

Ar′I ξIa
′
F a′

µνρr′γ
µνε+

4

(vrcr)
AIr′Ar

′

J ξ
Ia′ξJa

′
ε = 0 . (A.15)

14. vrc
rF a′

µνγ
αµν×G-KSE:

1

4
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
νε− 1

2
vrc

rF a′

ρσF
a′

µνγ
νρσε− vrcrF a′

µλF
a′

ν
λγνε

+
1

2
vrc

rF a′

αβF
a′αβgµνγ

νε+Ar′I ξIa
′
F a′

ρσgµνρr′γ
νρσε = 0 .(A.16)

15. Equation (A.13)+(A.16)-γµ×(A.15):

−F a′

µνξ
Ia′Ar′I ρr′γνε = − 1

16
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
νε+

1

2
vrc

rF a′

µλF
a′

ν
λγνε

−1

8
vrc

rF a′

αβF
a′αβgµνγ

νε

+
1

vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµνγ

νε . (A.17)

16. vrc
rγµ×(A.14) - γµ×(A.15):

1

8
vrc

rF a′

αβF
a′

δγε
αβδγ

ρσgµνγ
νρσε+

1

4
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
νε

− 4

vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµνγ

νε+
1

2
vrc

rF a′

αβF
a′αβgµνγ

νε = 0 . (A.18)

17. 1
8
×(A.18) + (A.17):

−F a′

µνξ
Ia′Ar′I ρr′γνε = − 1

32
vrc

rF a′

ρσF
a′

δγε
ρσδγ

µνγ
νε+

1

64
vrc

rF a′

αβF
a′

δγε
αβδγ

ρσgµνγ
νρσ

+
1

2
vrc

rF a′

µλF
a′

ν
λγνε− 1

16
vrc

rF a′

αβF
a′αβgµνγ

νε

+
1

2vrcr
AIr′Ar

′

J ξ
Ia′ξJa

′
gµνγ

νε , (A.19)

In addition we have used

AAI BA
B
J A = −2AIr′Ar

′

J , (A.20)
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where to arrive at this we have made use of AAI B = AIr′(ρr
′
)AB. Various other

identities can be determined using the relations in (2.5), for example

vrv
r = 1 , (A.21)

gives

vr∂µv
r = 0 , (A.22)

and similar relations can be obtained by taking further derivatives.
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Appendix B

The Integrability Condition of the

KSEs

In this appendix we derive the field equations of (1,0) superconformal theory de-

scribed in chapter 5 from the KSEs using the Bianchi identities. In order to do this

we follow a similar discussion to that presented in chapter 3 where the integrability

conditions of the (1,0) six dimensional supergravity theory were derived.

Let us start with the KSEs, which are given by

1

4
F rµνγµνε+ (Y r)aρ

aε+
1

2
hrIφ

Iε = 0 , (B.1)

1

12
HI
µνργ

µνρε+Dµφ
Iγµε = 0 . (B.2)

Using these and the identities that arise from it, along with the Bianchi identities of

the theory, we aim to obtain the field equations of the minimal system, which can

be written as

DµDµφ
I = −1

2
dIrs(F rµνFµνs − 8Y r

a Y
s,a)− 3dIrsh

r
Jh

s
Kφ

JφK , (B.3)

gKrbIrsY
s
ijφ

I = 0 , (B.4)

gKrbIrsF sµνφI =
1

4!
εµνλρστg

KrH(4)λρστ
r . (B.5)

Firstly we square the KSE in (B.1) as follows(
1

4
F rµνγµν − (Y r)aρ

a +
1

2
hrIφ

I

)(
1

4
F sρσγρσε+ (Y s)bρ

bε+
1

2
hsJφ

Jε

)
= 0 ,(B.6)

then multiplying through with dIrs and simplifying we find

1

4
dIrsF rµνF sρσγµνρσε−

1

2
dIrsF rµνF s,µνε+ 4dIrsY

r
a Y

s,aε +

dIrsF rµνhsJφJγµνε+ dIrsh
r
Jh

s
Kφ

JφKε = 0 . (B.7)

Furthermore, we make use of the duality that the gamma matrices satisfy in six
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dimensions, (A.1), for the case of n = 4 to find

γµνρσε = −1

2
εµνρσλτγ

λτ ε , (B.8)

which means the equation above becomes

−1

8
dIrsF rµνF sρσεµνρσλτγλτ ε−

1

2
dIrsF rµνF s,µνε+ 4dIrsY

r
a Y

s,aε +

dIrsF rµνhsJφJγµνε+ dIrsh
r
Jh

s
Kφ

JφKε = 0 . (B.9)

Now we act on the KSE in (B.2) with γµDµ and this gives

1

12
DµHI

νρσγ
µνρσε+

1

4
DµHI

µνργ
νρε+DµDνφ

Iγµνε+DµD
µφIε = 0 . (B.10)

The third term in this equation can be written as

DµDνφ
Iγµνε = dIrsF rµνhsJφJγµνε−

1

2
F rµνgIsbJsrφJγµνε . (B.11)

In addition, the first and second terms in (B.10) can be rewritten using the duality

of the gamma matrices and the self-duality of the 3-form field strength. Combining

the result of that with (B.11) means the equation in (B.10) becomes

− 1

12
DµHI

νρσε
µνρσ

λτγ
λτ ε+ dIrsF rµνhsJφJγµνε

−1

2
F rµνgIsbJsrφJγµνε+DµD

µφIε = 0 . (B.12)

Subtracting this equation from (B.9) we get[
DµD

µφI +
1

2
dIrsF rµνF s,µν − 4dIrsY

r
a Y

s,a − dIrshrJhsKφJφK
]
ε

−1

2
F rµνgIsbJsrφJγµνε

− 1

12

[
DµHI

νρσ −
3

2
dIrsF rµνF sρσ

]
εµνρσλτγ

λτ ε = 0 . (B.13)

To proceed we make use of another identity that is obtained when the gaugini KSE

(B.1) is contracted with gIrbJrsφ
J ,

gIrbJrsF sµνφJγµνε+ 4gIrbJrsY
s
a φ

Jρaε+ 4dIrsh
r
Jh

s
Kφ

JφKε = 0 . (B.14)
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Adding this to (B.13) gives[
DµD

µφI +
1

2
dIrsF rµνF s,µν − 4dIrsY

r
a Y

s,a + 3dIrsh
r
Jh

s
Kφ

JφK
]
ε

+
1

2
F rµνgIsbJsrφJγµνε+ 4gIrbJrsY

s
a φ

Jρaε

− 1

12

[
DµHI

νρσ −
3

2
dIrsF rµνF sρσ

]
εµνρσλτγ

λτ ε = 0 . (B.15)

The Bianchi identity for the 3-form field strength is given as

D[µHI
νρσ] =

3

2
dIrsF r[µνF sρσ] +

1

4
gIrH(4)

µνρσr , (B.16)

using this (B.15) becomes[
DµD

µφI +
1

2
dIrsF rµνF s,µν − 4dIrsY

r
a Y

s,a + 3dIrsh
r
Jh

s
Kφ

JφK
]
ε

+4gIrbJrsY
s
a φ

Jρaε

+
1

2

[
gIsbJsrF rµνφJ −

1

4!
εµνρλστg

IrH(4)ρλστ
r

]
γµνε = 0 . (B.17)

The first line on the lhs gives the scalar field equation, the second line the Y r

equations and the third line gives the relation between the 2-form and the 4-form

field strengths.
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