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We present baryon acoustic oscillation (BAO) measurements from more than 14 million galaxies
and quasars drawn from the Dark Energy Spectroscopic Instrument (DESI) Data Release 2 (DR2),
based on three years of operation. For cosmology inference, these galaxy measurements are combined
with DESI Lyman-a forest BAO results presented in a companion paper. The DR2 BAO results
are consistent with DESI DR1 and SDSS, and their distance-redshift relationship matches those
from recent compilations of supernovae (SNe) over the same redshift range. The results are well
described by a flat ACDM model, but the parameters preferred by BAO are in mild, 2.30 tension
with those determined from the cosmic microwave background (CMB), although the DESI results
are consistent with the acoustic angular scale 0, that is well-measured by Planck. This tension
is alleviated by dark energy with a time-evolving equation of state parametrized by wo and wq,
which provides a better fit to the data, with a favored solution in the quadrant with wo > —1
and w, < 0. This solution is preferred over ACDM at 3.10 for the combination of DESI BAO
and CMB data. When also including SNe, the preference for a dynamical dark energy model
over ACDM ranges from 2.8 — 4.20 depending on which SNe sample is used. We present evidence
from other data combinations which also favor the same behavior at high significance. From the
combination of DESI and CMB we derive 95% upper limits on the sum of neutrino masses, finding
Zmy < 0.064 eV assuming ACDM and va < 0.16 eV in the wow, model. Unless there is an
unknown systematic error associated with one or more datasets, it is clear that ACDM is being
challenged by the combination of DESI BAO with other measurements and that dynamical dark
energy offers a possible solution.
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I. INTRODUCTION

Cosmic acceleration remains the most pressing prob-
lem in contemporary cosmology, implying a pervasive
new form of energy with exotic physical properties, or
a breakdown of Einstein gravity on cosmological scales,
or perhaps both. To probe the physics of acceleration,
cosmologists seek to measure the history of cosmic ex-
pansion and the history of gravitational clustering with
the greatest achievable precision over a wide span of
redshift. Baryon acoustic oscillations (BAO) provide a
powerful tool for measuring the expansion history, using
a characteristic scale that is imprinted on matter clus-
tering by pressure waves that propagate in the coupled
baryon-photon fluid of the pre-recombination Universe
[1-3]. This paper examines the cosmological implica-
tions of the BAO measurements from the second data
release (DR2) of the Dark Energy Spectroscopic Instru-
ment (DESI, [4-6]), consisting of data from the first three
years of operation.

Since the first clear detections of BAO in the Sloan
Digital Sky Survey and the Two-Degree Field Galaxy
Redshift Survey [7, 8], BAO measurements have played
a central role in observational cosmology. The key tech-
nical requirement is a large-volume spectroscopic survey
with sufficient sampling density, and previous surveys de-
signed with BAO measurements as a defining goal include
WiggleZ [9], the Baryon Oscillation Spectroscopic Survey
(BOSS) [10] of SDSS-III [11], and its extension eBOSS
[12] in SDSS-IV [13]. In addition to galaxy and quasar
redshifts, BOSS and eBOSS measured BAO in the Ly«
forest absorption spectra of z > 2 quasars, an approach
first proposed by [14, 15]. Transverse BAO can also be
measured in photometric surveys (e.g., [16]), though the

precision obtained for a given number of tracers is much
higher with spectroscopic redshifts. DESI is designed
specifically to enable a spectroscopic BAO survey of un-
precedented power and efficiency [17], as shown in its sur-
vey validation [18] based on the early data release [19]. In
its first year of observations [20], DESI already achieved
BAO measurements competitive with those of all previ-
ous surveys combined [21, 22]. Now, with redshifts of
more than 30 million galaxies and quasars, and Ly« for-
est spectra of more than 820,000 quasars, the DESI DR2
sample is by far the largest spectroscopic galaxy sample
to date.

The BAO technique (reviewed in §4 of [23]), which is
key to DESI, exploits the enhancement of clustering at
the scale of the pre-recombination sound horizon,
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Here c¢s(2) is the speed of sound in the photon-baryon
fluid, and z4 =~ 1060 [24] is the redshift at which acoustic
waves stall because photons no longer ‘drag’ the baryons.
Assuming standard pre-recombination physics, the sound
horizon can be computed given the densities of baryons,
cold dark matter (CDM), photons, and other relativistic
species [25],

rq = 147.05Mpc x

—0. —0. —0.1
(o) G (5)
(2)

eq. (2) is scaled to the best-fit values from Planck [24] of
wp = Qph? and wpe = (Q+Q)h? and to the energy con-
tent of three neutrino species that are fully relativistic at
2> zq. Here h = Hy /(100 kms— Mpc~1) and Oy, and Q.
denote the present day fractional energy densities relative
to critical in baryons and cold dark matter, respectively.
A measurement of the BAO scale in the transverse di-
rection at redshift z constrains the transverse comoving
distance, which is given by

where Qy is the curvature density parameter, which con-
verges to the flat universe case

Dy (z (flat universe)  (4)

- c / = d

Ho Jy HG)/H,
in the limit |Qk| < 1. A measurement in the line-of-
sight direction constrains the expansion rate H(z) or the
corresponding distance,

C

(5)
Because the inferred distances are relative to the sound

horizon, the directly constrained quantities are the ratios
DM/Td and DH/Td.



The combination of BAO and cosmic microwave back-
ground (CMB) anisotropies is powerful for two reasons.
First, the CMB provides tight constraints on wy, and wy.,
leading to a 0.2% determination of rq from eq. (2) (for
standard Neg = 3.04). As a result, the BAO+CMB
combination allows absolute measurements of Dy (z) and
Dy(z). Second, the same physics imprints both the BAO
and the acoustic peaks in the CMB power spectrum [26].
The angular scale of these peaks, denoted 0., is measured
with exquisite precision (fractional error ~ 10™%), giving
a near-perfect measurement of Dy(z.)/r«, where r, is
the comoving sound horizon at the end of recombina-
tion, at redshift z, ~ 1089. Figure 1 shows a pedagogical
view of the cosmological role of these measurements of
the expansion history.

Type Ia supernovae (SNe) are standardizable candles
which serve as low-redshift probes in addition to BAO,
measuring the luminosity distance Dy,(z) = (1+2)Dm ().
The SNe Hubble diagram provided the first direct ev-
idence for cosmic acceleration [27, 28], and subsequent
cosmological surveys have obtained well measured light
curves for many hundreds of supernovae out to z = 1 and
beyond (e.g., [29-31], and references therein). BAO and
SNe measurements constrain dark energy and neutrino
masses through their impact on the background evolu-
tion, thus determining H(z). Assuming that general rel-
ativity (GR) correctly describes the dynamics of expan-
sion, the evolution of H(z) is governed by the Friedmann
equation, which can be written

H
# = [ch(l +2)3 4+ Q, (1 + 2)* + Qx (1 + 2)*+
0
6)
1/2 (
QVL(Z) + QDEP'L(Z) )
Pv,0 PDE,0

Here Qpe = Qp + Q. and Q,, Qk, €, and QOpg refer
to the energy densities in radiation, curvature, neutrinos
and dark energy, respectively. We refer to the fractional
energy density in matter as {2,,,, which includes neutrinos
when they are non-relativistic. The energy densities of
baryons and cold dark matter scale as (1 + z)3. The
scaling of the neutrino energy density transitions from
(14 2)3 to (1 + 2)* at high redshifts, when (1 + z) ~
(m, /5 x 107%eV) [32, 33]. The sum of neutrino masses
determines the present day density [34]

2 > My
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For BAO cosmology, the important characteristic of
‘CDM’ is that its energy density scales as (1 + z)3, both
before and after recombination, and that it does not cou-
ple non-gravitationally to photons or baryons in a way
that affects the scale of the acoustic oscillations. Some
variations such as self-interaction or ‘warm’ thermal ve-
locities would affect small scale clustering and galaxy for-
mation but not BAO. Decaying dark matter, on the other
hand, would alter the (1 + 2)? energy scaling even if the
dark matter is cold and non-interacting, thus affecting
the BAO scale.

The ACDM model assumes a cosmological constant
dark energy (A) with energy density c¢?ppg that is con-
stant in space and time. If dark energy has an equation-
of-state parameter w(z) = P(2)/(c*ppr(z)) where P(z)
is its pressure, then its energy density evolves as

ppE(2) - ny 47’
PE) — xp [3/0 ERR ) P Y

For constant w, the r.h.s. of eq. (8) is simply (14-2)3(+w),
and a cosmological constant corresponds to w = —1.
A commonly used parametric model expresses w(z) in
terms of the expansion factor a = (1+ 2)71,

w(a) = wo +we(l —a) , (9)

so that w evolves from a value ~ (wg + w,) at high red-
shift to a present-day value of wy. This parametrization
accurately represents the behavior of many physically
motivated dark energy models [35-37], though more com-
plicated evolution is possible. We refer to models that
assume CDM and eq. (9) as wow,CDM and models with
constant w (i.e., w, = 0) as wCDM. In the wow,CDM
model the integral of eq. (8) can be evaluated analyti-
cally, yielding

POE(@) _ —3(tuntun)g-3ual=a) (1)
PDE,0

Through most of this paper we will assume a flat uni-
verse and thus Qk = 0 in eq. (6), motivated by the tight
constraints obtained on Qk when it is allowed to vary
freely [38].

The combination of BAO, CMB, and SNe data has
allowed tight constraints on the energy density Qpg and
equation-of-state w(z) of dark energy, on space curvature
Qk, on neutrino masses »_ m,, and on many possible
departures from standard cosmology (see, e.g., [39-41]).
For reviews that explain the complementary constrain-
ing power of CMB, BAO, SNe, weak lensing, and other
cosmological measurements, see [23, 42, 43]. The analy-
sis of the DESI DR1 measurements from [21, 22] in [38]
provided tight constraints on parameters of the ACDM
model and intriguing hints of evolving dark energy, with
significances ranging from ~ 2.50 to ~ 3.90 depending on
the combination of datasets used for the analysis. The
analysis of the full shape of the power spectrum mea-
sured with galaxies and quasars [44, 45] confirmed these
findings and added new information on the amplitude of
perturbations.

Rapidly evolving dark energy, with |w,| ~ 1, would be
an astounding discovery, and these results have inspired
both enthusiastic theorizing and healthy skepticism. In
our analysis here of the DESI DR2 BAO results, we pay
particular attention to the nature and statistical signif-
icance of the evidence for evolving dark energy and to
how that evidence depends on the choice of datasets. We
also examine the constraints on Y m, from the DESI
DR2 data in combination with CMB and SNe, for both
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FIG. 1. An illustration of how BAO measurements from DESI constrain the expansion history of the Universe, shown here
as scale factor versus time. Assuming a flat cosmology and rq = 147.05 Mpc (eq. 2), the angular size of BAO on the sky
measures the comoving distance Dy to the sample (eq. 3), which corresponds to the horizontal position of points on this plot.
The size of BAO along the line-of-sight (LOS) measures the Hubble distance Dy (eq. 5) and therefore the expansion rate,
which corresponds to the slope on the curve. The scale factor is inferred from the effective redshift of the sample. Shown
are the DEST DR2 BAO measurements, presented in this paper, for each of the seven tracer samples using 20 errors for the
horizontal position and slope. The 20 uncertainty in the slope is only visible as the thicker slope range in the expanded insert.
The constraint from the CMB acoustic scale is plotted as a light blue cross. These measurements are compared to models of
the universe with and without a cosmological constant, both assuming a flat cosmology and plotted with respect to Dnv. The
late-time acceleration caused by dark energy is easily seen as favored by the BAO data. The bottom axis shows the age of the
Universe as a function of Dy in a flat ACDM universe; it would be moderately different in the matter-only case. DESI-fitted
models with evolving dark energy are not visually distinguishable from the ACDM model on this plot.

ACDM and wow,CDM. When we refer to ‘DESI’ alone in
tables and figure legends, we treat the BAO as an uncal-
ibrated standard ruler. In some of our ACDM analyses,
we examine constraints that adopt a big bang nucleosyn-
thesis (BBN) prior on wy,, with the value of wy, in eq. (2)
coming from the model fit itself. We achieve tighter con-
straints and sharper tests by combining DESI with CMB
data that directly constrain wy, and wy. and add the pre-
cise measurement of 8, at z = z,.

This work is accompanied by a set of supporting pa-
pers, highlighted in Table I. The structure of this paper is
as follows. In Section II, we describe the DESI DR2 data
and large-scale structure catalogs. Section III presents
the DESI DR2 distance measurements and internal con-
sistency checks, and presents a comparison with SDSS.
In Section IV, we describe the external datasets that will
be combined with DESI BAO. Section V introduces our
cosmological inference method. Section VI presents cos-



Ref. Topic

[46]  Validation of the DESI DR2 Measure-
ments of Baryon Acoustic Oscillations
from Galaxies and Quasars

Section

Section IIT

[47] Extended Dark Energy analysis using Section VII

DESI DR2 BAO measurements

[48]  Constraints on Neutrino Physics from
DESI DR2 BAO and DR1 Full Shape

Section VIII

TABLE 1. Supporting papers relevant to this work and the
corresponding sections where their results are discussed.

mological parameter constraints in a ACDM framework.
Section VII presents constraints in a more generalized
dark energy framework and analyzes tensions with re-
spect to the ACDM model. Section VIII presents con-
straints on the neutrino sector and explores the the role
of neutrino masses in our results. Finally, Section IX
presents a summary and our main conclusions.

I1II. DESI DATA

The DESI Collaboration has measured redshifts for
over 30 million galaxies and quasars in just three years of
operation, ~14 million of which are used! in this analy-
sis, as described below. This extraordinarily high rate of
data collection is possible because we built an extremely
efficient instrument that can measure thousands of spec-
tra in a single observation [6], combined with the light-
gathering power of the 4-m Nicholas U. Mayall Telescope
at the Kitt Peak National Observatory. DESI collects the
light for 5000 spectra per observation with a robotic focal
plane assembly [49] that can quickly align the positions
of fiber optics cables [50] across the seven square degree
field of view of the prime focus corrector [51]. For each
observation, there is a custom focal plane configuration
or ‘tile’ that defines the DESI ‘target’ [52] associated with
each robotic positioner. When repeated observations of
a tile are required to obtain the minimum effective ob-
serving time [53], these maintain the same configuration.
The light of each of these targets, along with calibration
stars and sky spectra, are recorded from 360-980 nm with
ten bench-mounted spectrographs that are located in a
climate-controlled enclosure. This configuration helps to
enable the superb wavelength and flux calibration of the
DESI data.

The DESI main survey started observations on 14 May
2021 after a period of survey validation [18]. This pa-
per presents the analysis of the main survey data that
will be released with the second data release or DR2,

I The majority of the redshifts not used are from the low redshift
bright time program, as described in the following subsection.

which includes observations through 9 April 2024. The
DESI spectroscopic reduction [54] and redshift estima-
tion (Redrock [55, 56]) pipelines were applied to the
DR2 dataset in a homogeneous processing run denoted
as ‘Kibo’. An error in the processing involved in the
co-addition of spectra from separate exposures was sub-
sequently identified and fixed, and the pipeline was rerun
and denoted ‘Loa’. Approximately 0.1% of the measured
redshifts change significantly between Kibo and Loa. The
LSS catalogs for DR2 BAO measurements were produced
for both Kibo and Loa. Decisions that affect the mask-
ing of the data (described further below) were made using
the Kibo data and were not reconsidered with Loa. Both
datasets will be released with DR2.

The DESI survey has two main observing programs,
‘bright’ and ‘dark,” that are defined based on the night-
time sky conditions, and each of these programs has
distinct target classes [52, 53, 57-60]. The extragalac-
tic sample for the bright program is the ‘bright galaxy
sample’ (BGS).? Luminous red galaxies (LRGs), emis-
sion line galaxies (ELGs), and quasars (QSOs) are all
observed during dark conditions. Dark- and bright-time
targets are processed separately. At z < 2.1, we measure
BAO with the autocorrelation of the confirmed mem-
bers of each target class, processed through ‘large-scale
structure’ (LSS) catalogs as described in Section ITA.
At higher redshifts, we measure the auto-correlation of
the Lya forest absorption in the spectra of quasars and
the cross-correlation of the forest absorption with quasar
positions. The data samples used for these Lya measure-
ments are described further in Section II B. The analysis
of the Lya data and BAO results are presented in the
companion key paper [61]. DR2 contains 6671 dark and
5171 bright tiles. These are respectively 2.4 times and
2.3 times the number released in DRI1.

A. Galaxy and quasar large-scale Structure
Catalogs

For clustering science analyses, the catalogs of mea-
sured redshifts and details of the target selection are
converted into large-scale structure (LSS) catalogs, as de-
scribed in [62]. For the specific choices involved in the
analysis, we mostly match those decided in [63]. New
developments include the following:

e The bad fiber list has been updated, applying the
same methods as for DR1 [64], but using the Kibo
redshift results.

e For correcting QSO imaging systematics, we switch
from a random forest method to the linear regres-
sion method used for the LRG and BGS samples,
motivated by the conclusions of [65].

2 There are also secondary targets that are observed at lower pri-
ority [52].



Tracer # of good z z range Area [degz] Cassign 2 succ.

BGS 1,188,526 0.1 —0.4 12,355 75.5% 98.8%
LRG 4,468,483 0.4 —1.1 10,031 82.6% 99.0%
ELG 6,534,844 0.8 —-1.6 10,352 53.7% 73.9%
QSO 2,062,839 0.8 — 3.5 11,181 93.6% 68.0%

TABLE II. Statistics for each of DESI tracer types used for
the BAO measurements described in this paper. We list the
number of good redshifts included, the redshift range used,
the sky area occupied, and the observational completeness
within that area. The criteria for selecting good redshifts
and determinations of the footprint area and completeness
are the same as applied in [63]. The spectroscopic success
rates (‘z succ.’), area, and assignment completeness (Classign)
are determined for the sample without any cuts on redshift.
The area is different for different tracer classes due to priority
vetoes (e.g., a QSO target can remove sky area from lower
priority samples) and small differences in the imaging vetoes
applied. The assignment completeness is the percentage of
targets within the DR2 footprint that were observed.

e The BGS sample is more dense, as we choose to
apply a less restrictive luminosity threshold. We
discuss this further below.

Table II contains basic information about the content
of the LSS catalogs used for this analysis. In addition to
the increase in the raw number of redshifts, one can ob-
serve that the sky coverage and the completeness within
that sky coverage have increased substantially compared
to the DR1 LSS catalogs. Compared to DR1, the size
of the ELG sample has grown by a factor of 2.7, while
the LRG and QSO samples have grown by factors of 2.1
and 1.7, respectively. The difference in these factors is
due to the fact that the coverage, in terms of the typical
number of overlapping tiles, has increased substantially
between DR1 and DR2. This can be seen by compar-
ing the top panels of Figure 2 to the top panels of the
equivalent DR1 figure (figure 2 in [63]). The increase
in coverage grows the size of the ELG sample the most,
as ELG targets are assigned at the lowest priority (see
[52, 62]). Their assignment completeness has increased
by 53% (from 35.2% to 53.7%), while the increases are
more modest for LRG and QSO (19% and 7%).

The increase in area from DRI is between 54% (QSO)
and 75% (LRG and ELG). The areas differ due to the tiles
covered (bright vs. dark programs), the priority masking
(primarily applied to LRG and ELG due to the influence
of QSO) and imaging veto masks (these all differ slightly
per tracer). The masks applied match the criteria defined
in DR1 [63]. The amount of area in the priority mask is
considerably lower than in DR1, despite the greater over-
all footprint. As was the case for the assignment com-
pleteness, this is due to the increased typical number of
overlapping tiles: the priority mask is primarily caused
by QSO targets receiving higher priority, which happens
in the first observation of a tile but not in subsequent

overlapping tiles except for quasars at z > 2.1. The re-
sult is that the area in the LRG and ELG priority mask
has reduced from 1667 to 1153 deg?, thus narrowing the
gap between the size of the QSO and LRG/ELG foot-
prints. The remaining differences between the footprints
of the dark time tracers are due to the application of the
imaging veto masks, which remain the same as applied
to DR1. The area of the BGS sample has grown by 65%
compared to DR1, and this is simply due to the footprint
of the newly observed tiles.

The BGS sample we use is nearly 4x the size of the
DR1 BGS sample used for BAO measurements. The in-
creased area and completeness account for half of this in-
crease. The rest of the increase is due to a relaxation of
the absolute magnitude cut. First, we changed the defini-
tion of the absolute magnitudes used for the cut. In this
analysis, we do not apply any k or e corrections and we
instead determine the absolute r-band magnitudes, M,
purely based on the apparent magnitude of the galaxy
and the distance modulus to its redshift. Based on this
new definition, we also changed the absolute magnitude
cut to the value at which no galaxies would be removed
from the sample at its maximum redshift of 0.4. This was
determined to be M, < —21.35, whereas the cut applied
in DR1 was M, < —21.5.

Figure 3 shows the comoving number density of the
BGS sample (applying completeness corrections) that we
use in solid light green. The sample used in our DR1
analysis is shown in dot-dashed dark green. The total
BGS_BRIGHT parent sample is shown with a dashed black
curve. For the total sample, the number density quickly
becomes greater than the range shown on the plot, be-
cause the target sample was chosen with a simple r-band
flux cut [57]. The density of the sample chosen for this
analysis matches that of the parent sample at the upper
redshift limit z = 0.4. The BGS sample we use has ap-
proximately double the number density of the one used
in the DR1 analysis. Our lack of use of k or e corrections
makes the number density evolve with redshift slightly
more than for the DR1 BGS sample. However, the
change of number density with redshift is ~25%, which is
still lower than that of the other tracers used in the anal-
ysis. The DESI DR2 data contains more than 9.1 mil-
lion BGS galaxies (considering both the BGS_BRIGHT and
BGS_ANY samples [57]) with good redshifts 0.1 < z < 0.4,
of which we use only a small fraction (Table II). Using
all of the BGS galaxies instead would increase the effec-
tive volume by approximately 20%. The exact amount
depends on the assumed clustering amplitude, which will
change significantly with redshift, as the effective lumi-
nosity threshold of the sample decreases at lower redshift.
This large change in the physical properties of the sample
introduces significant modeling complexities as many ele-
ments of our analysis pipeline assume a roughly constant
clustering amplitude (e.g., reconstruction, covariance es-
timation, BAO fitting). We aim to utilize more of the
BGS in future DESI cosmological analyses.

Figure Figure 4 shows the raw and the completeness-
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FIG. 2. The top two panels show the number of overlapping tiles in DR2 for bright and dark time. The lower four panels show
the assignment completeness of the four DESI samples, within unique tile groupings. One can observe that the patterns in the
completeness correspond to the number of overlapping tiles. The black outline shows the edges of the area within which DESI
dark or bright tiles have been defined, as of April 9th, 2024. The completeness maps can be compared to the values in Table II.

Tracer Redshift range Niracer Vest (Gpc3)
BGS 0.1—0.4 1,188,526 3.8
LRG1 0.4—0.6 1,052,151 4.9
LRG2 0.6 —0.8 1,613,562 7.6
LRG3+ELG1 08— 1.1 4,540,343 14.8
ELG2 1.1-1.6 3,797,271 8.3
Qso 0.8 2.1 1,461,588 2.7
Lya 1.8—-4.2 1,289,874 —
LRG3 0.8—-1.1 1,802,770 9.8
ELG1 0.8—-1.1 2,737,573 5.8

TABLE III. Statistics for each of the DESI tracer types used
for the DESTI DR2 BAO measurements presented in this pa-
per. Redshift bins are non-overlapping, except for the shot-
noise dominated QSO sample and the 0.8 < z < 1.1 LRG
and ELG. In this redshift range our baseline analysis uses the
combined sample LRG3+ELG1, but information for the individ-
ual LRG3 and ELG1 samples is also provided in the final two
rows. The effective volume calculation, Veg, provides a rough
estimate for the relative amount of cosmological information
in each redshift bin.

corrected comoving number density for each of the sam-
ples used in this analysis. Dotted vertical lines denote the
redshift binning we apply to obtain BAO measurements.
The labels, number of redshifts, and effective volumes?
for the data in each of these redshift bins are provided in
Table III. The redshift binning is the same as applied to
DR1 and one can thus compare directly to the values in
table 2 of [21]. The effective volume has increased com-
pared to DR1 by a factor that varies from 1.8 (QSO) to
3.1 (ELG2).

The version of the LSS catalogs used in this analysis,
DR2 v1.1/BA0, will be released with DESI DR2. Prior to
producing the results presented in this paper, the DESI
BAO analysis team further processed the LSS catalogs
to blind the results and apply BAO reconstruction. The
blinding was removed only after the analysis choices were
validated and fixed. We provide more detail on each pro-
cess below.

3 These are calculated in the same way as for DR1, described in
[21].
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FIG. 4. Comoving number density as a function of redshift
for the different DESI DR2 tracers. Solid and dashed lines
show results before and after applying sample completeness
corrections. The vertical dotted lines delimit the redshift bins
used for clustering measurements.

1. Blinding

To minimize the risk of confirmation bias in our analy-
sis, we used a blinding scheme to deliberately conceal the
true position of the BAO peak observed from the data
until all choices about our inference pipeline were final-
ized. This blinding was applied at the level of the LSS
catalogs, using the same prescription as was applied to
DRI and detailed in [66], but with a new random seed to
produce unknown (but controlled) shifts to galaxy red-
shifts that conceal the true BAO peak position. A num-

10

ber of validation tests of both the data and the analysis
pipeline were performed on the blinded data catalogs,
as described in [46]. Once these tests were passed and
the pipeline frozen, the blinding was removed and true
catalogs were first processed during the DESI winter col-
laboration meeting in December 2024.

2. Reconstruction

Non-linear gravitational evolution induces large-scale
bulk flows that can degrade the precision and accuracy
of BAO measurements. Density field reconstruction [67]
attempts to correct for this effect by estimating the dis-
placement field from the observed galaxy distribution,
using it to undo the gravitational flow and partially re-
store the acoustic peak to its linear regime shape. We
‘reconstructed’ the LSS catalogs using the IterativeFFT
reconstruction algorithm [68] implemented in pyrecon*
and using the fiducial DR1 settings from [69]. This de-
cision was informed by an extensive comparison of dif-
ferent reconstruction algorithms in the context of DESI
[70]. The reconstructed catalogs are used for the clus-
tering and associated BAO measurements from galaxies
and quasars presented throughout the rest of this paper.

B. Lyman-a forest catalog

The DESI DR2 quasar catalog for the Lya forest anal-
ysis was constructed in a similar manner to the DR1 cat-
alog described in [22]. The catalog contains high-redshift
quasars and is built from the outputs of three automatic
classifiers that analyze all quasar targets: the Redrock
redshift estimator [55] that classifies based on templates,
including quasar templates optimized for DESI quasars
[71, 72], a MgII afterburner that searches for broad MgII
emission in quasar candidates classified as galaxies, and
the QuasarNet neural network classifier developed by [73]
that has been updated [74] for DESI. The catalog also
contains any other targets that are classified by Redrock
as high-redshift quasars.

We also catalog two types of absorption systems that
are masked by our analysis pipeline: Damped Lya Ab-
sorption Systems (DLAs) and Broad Absorption Line
(BAL) quasars. DLAs are systems with high (Npp >
2 x 1029 cm~2) column densities of neutral hydrogen in
the intergalactic medium (IGM). These systems have
somewhat higher clustering than typical Lya forest ab-
sorption and have very broad damping wings that can
compromise a significant fraction of a forest spectrum.
We use three analysis tools to identify DLAs in the DR2
dataset; the performance of these methods are described

4 https://github.com/cosmodesi/pyrecon
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in [75]. Approximately 20% of the QSOs in the Ly« for-
est sample are BAL quasars. These absorption systems
contaminate the forest by adding absorption that is un-
correlated with the large-scale structure of the IGM. We
identify BALs with the method described in [72]. Fur-
ther details about the quasar catalog for the Ly« forest
are described in [61].

The DR2 quasar catalog has over 1.2 million quasars at
z > 1.77, including over 820,000 quasars at z > 2.09. We
use Ly« forests from the spectra of quasars at z > 2.09,
while quasars at z > 1.77 are used as discrete tracers
in the computation of the cross-correlation with Lya.
Both samples are close to a factor of two larger than
the DR1 sample, which had 420,000 quasars at z > 2.09
and over 700,000 quasars at z > 1.77. In addition to the
larger sample size, the average signal-to-noise per pixel
is higher, because 67% of DR2 quasars have had at least
two observations (out of the four planned for the Ly«
quasar sample), while only 43% of DR1 quasars had been
observed more than once.

III. BAO MEASUREMENTS
A. Clustering from Galaxies and Quasars

Our baseline BAO measurements from galaxies and
quasars are derived from the two-point correlation func-
tion (2PCF) in redshift space. We measure it us-
ing the Landy-Szalay estimator [76] (adapted to post-
reconstruction measurements, as in [77]) using pycorr,’
which implements a wrapper around a modified version
of the Corrfunc pair-counting code [78]. We bin the
correlation function in s and p = cosf, where s is the
redshift-space scalar separation and 6 is the angle be-
tween the galaxy pair and the line of sight, using s-bins
of 4h~'Mpc width and 200 p-bins in [—1,1]. We then
decompose it into Legendre multipoles, focusing on the
monopole and quadrupole moments for the analysis.

We estimate the errors of the correlation function mea-
surements using the RascalC semi-analytical covariance
matrix code® [79-83], in the same way as for the DESI
DR1 BAO analysis [21]. The computation gives the con-
tributions of the measured (non-linear) two-point cor-
relation function (including the disconnected four-point
function) with survey geometry and selection effects, and
shot-noise rescaling calibrated with jackknife resampling
to account for missing non-Gaussian contributions. This
procedure has been validated using DESI DR1 mocks
in [84], which also provides a more complete description
of the algorithm. In general, covariance estimation for
DR2 is less challenging than DR1 (e.g., the footprint is
less complex and the samples have higher completeness).

5 https://github.com/cosmodesi/pycorr/
6 https://github.com/oliverphilcox/RascalC
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The DESI DR2 covariance pipeline is publicly available
on GitHub.”

The BAO fitting procedure—described in detail in
[21]—involves the use of a template of the correlation
function multipoles in a fiducial cosmology (which are
converted from Fourier space templates of the power
spectrum, [85]). During the parameter posterior sam-
pling, the BAO features in these templates are shifted
with respect to those seen in the data, and the amount
of shifting is regulated by scaling parameters that are
varied freely during the fit. The scaling parameters that
shift the BAO features along and across the line of sight
are related to the cosmology by

_ Du(z)rfid ~ Dy(z)rfd
o(z) = DETZ);J aL(z) = W7 (11)

where the fid superscript denotes quantities in the fiducial
cosmology that is used to convert redshifts to distances
and define the power spectrum template. These factors
can be re-parametrized into a different basis,

1/3
b

Qliso = (a”ai) aap = aj/ay, (12)

which modulate an isotropic (ajso) or anisotropic (aap)
shifting of the BAO feature. The measurements are
less correlated in the latter basis, and we use it as
our baseline when sampling the BAO model posterior.
We also define the isotropic BAO distance Dvy(z) =

(zDM(z)QDH(z))l/d, for which we report results in later
sections.

The templates are also allowed to vary in amplitude
and are combined with a set of nuisance parameters
that model the broadband shape of the correlation func-
tion. The reported BAO constraints are marginalized
over these nuisance parameters so that the information
coming from the position of the acoustic feature can
be isolated. The broadband parametrization involves a
piecewise-spline fitting basis that was introduced in the
DRI analysis, described in detail in [85].

The BAO model and inference pipeline are largely the
same as used for DR1 and described in [21], with a few
small modifications:

e Scale cut (Smin): for the DR1 analysis, the min-
imum scale used in the BAO fits was Sy =
50 h~'Mpc. Reference [85] showed through tests
on mock catalogs that the recovered values of
Qiso and aap and their errors are very stable
against changes to the minimum scale in the range

50 h='Mpc < smin < 80 h~*Mpc. However, when

fitting to the blinded DR2 data we found somewhat

large x? values when using sy, = 50 h~'Mpc for
some tracers and redshift bins, which improved sig-
nificantly when changing the scale cuts to sy, =

7 https://github.com/cosmodesi/RascalC-scripts/tree/
DESI-DR2-BAO/DESI/Y3/post
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https://github.com/oliverphilcox/RascalC
https://github.com/cosmodesi/RascalC-scripts/tree/DESI-DR2-BAO/DESI/Y3/post
https://github.com/cosmodesi/RascalC-scripts/tree/DESI-DR2-BAO/DESI/Y3/post

60 h~'Mpc (with only very minor effects on the
recovered « values). To guard against the possi-
bility that this effect in the blinded data was due
to some unknown systematic affecting the 2PCF in
the range 50 < s < 60 h~!'Mpc, we chose to set
Smin = 60 R~ !Mpc as our baseline for our BAO
fits before unblinding.

e 2D fits for ELG1 and QSO0: for tracers with a suffi-
ciently large signal-to-noise ratio in the 2PCF, a0
and aap can be simultaneously determined, using
anisotropic clustering information by fitting both
the monopole and quadrupole moments of the cor-
relation function (a ‘2D fit’). However, when the
signal-to-noise of the quadrupole measurement is
lower, robust determination of aap is harder. In
these cases, we only fit the monopole, which de-
pends on «ajgo, to avoid the complications of includ-
ing a weak non-Gaussian constraint on aap. For
the DR1 analysis, our baseline analysis for BGS,
ELG1, and QSO used only the monopole for BAO
fits. In DR2, the signal-to-noise ratio of the ELG1
and QSO samples has increased sufficiently to pro-
mote them to 2D fits for both «js, and aap, while
for BGS we continue to use the monopole only to
measure jso.> This decision was made by verify-
ing the stability of the constraints when fitting the
blinded data and mock galaxy catalogs [46].

e Systematic errors: the systematic error treat-
ment in the DESI DR2 analysis incorporates re-
finements to improve the robustness and accuracy
of the results. Fiducial cosmology-related system-
atic errors were adjusted, increasing the systematic
uncertainty on axp from 0.1% in DR1 to 0.18%,
based on including an evolving dark energy model
motivated by the DRI results in the test [86]. Sys-
tematics related to unknown details of the small-
scale galaxy-halo connection, which dominated the
DRI error budget [87, 88], were refined to be tracer-
specific. The contributions for LRG, ELG, QSO,
and BGS tracers were updated to better capture
effects dependent on redshift and galaxy type. The
details of these choices are presented in [46]. The
systematic error in a4y increases the total error
budget in this parameter by a fractional amount
between 1% (for BGS) and 9% (LRG3+ELG1), while
for aap the increase ranges between 0.1% (QSO0)
and 2% (LRG3+ELG1). Thus, in all cases, our er-
ror budget remains dominated by statistical errors
associated with finite survey volume and sampling
density. Additionally, we assessed the impact of
including theoretically motivated systematic corre-
lations across redshift bins and found no significant
effect on our main results.

8 At the low effective redshift zeg = 0.295 of the BGS sample, mea-
surement of aap also carries very little cosmological information.
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The updated methods, systematic error estimates and
the range of validation tests performed on blinded data
before the pipeline was frozen are described in detail in
the supporting publication [46].

Figure 5 shows the correlation function multipoles
around the BAO scale measured from the reconstructed
DESI DR2 catalogs (first eight panels, starting from the
upper left). For those data vectors that are used for the
cosmological inference presented in the following sections,
we also show the best-fit BAO model as a solid line. The
acoustic feature is successfully detected as a distinct peak
in the correlation around 100 h~'Mpc for all tracers. The
statistical significance of the detection ranges from 5.60
for the QS0, to 14.70 for LRG34+ELG1, which constitutes
the strongest detection of the BAO feature from a galaxy
survey to date.

B. Clustering from the Lyman-a Forest

The DR2 Ly« forest BAO measurement [61] is based
on the combination of four correlation functions: the
auto-correlation function of the Lya forest in region A
(1040 — 1205 A; Lya(A)xLya(A)), the auto-correlation
of the Ly« forest in region A with region B (920 — 1020
A; Lya(A)xLya(B)), the cross-correlation of the forest
in region A with quasars (Lya(A)xQSO), and of region
B with quasars (Lya(B)xQSO). We measure the Ly«
forest in these two distinct regions because region B has
additional astrophysical noise due to higher-order Lyman
series absorption, and the spectra of region B are gener-
ally lower signal-to-noise ratio because this region is only
observed in higher-redshift quasars. We do not measure
the auto-correlation of region B nor the auto-correlation
of the quasars because these have even lower signal-to-
noise ratio. For regions A and B we measure the forest
absorption relative to an estimate of the forest continuum
with the picca code.” This code fits a mean continuum
model plus two diversity parameters for each quasar to
derive the over or under-density of the forest absorption.

We measure these four correlation functions with the
picca analysis code, along with the covariance and cross-
covariance of the four correlation functions. The correla-
tions are calculated from 0 — 200 h~! Mpc in 4h~! Mpc
bins in 7| and r that correspond to comoving distances
along and transverse to the line of sight, respectively. We
fit the correlation functions with the Vega package!® to
measure the two BAO parameters (o, 1) and 15 nui-
sance parameters that include the Ly« forest bias, the
Lya redshift-space distortion (RSD) parameter, quasar
bias, the biases of various metals in the IGM, and sev-
eral others. All four correlation functions are fit in 2D
from 30 < r < 180 h~! Mpc. The fit has 9306 data points

9 https://github.com/igmhub/picca
10 https://github.com/andreicuceu/vega
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FIG. 5. The first eight panels show the multipole moments of the DESI DR2 correlation functions of galaxies and quasars,
where the upper and lower subpanels display the monopole and quadrupole moments, respectively. The filled circles correspond
to the data measurements and the lines show the best-fit BAO model. We use a solid line for model fits to those samples used
in our analysis, and a dashed line otherwise. Error bars represent 68% confidence intervals.
shows the autocorrelation of the Ly« forest (upper sub-panel), and the cross-correlation between the Ly« forest and the quasars
(bottom sub-panel), where the 2D clustering information has been compressed into a single wedge. The solid line in this panel
is the baseline model, while the dashed line includes a broad-band polynomial variation that provides a slightly better fit, but
does not significantly shift the BAO position (see [61] for details).

The last panel (bottom right)
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Tracer Zoff Qiso QAP Dv /rq Dwm/Du  |rvm/H Dwi/ra Du/rq TM,H
BGS 0.295(0.9859 + 0.0093 — 7.944 £ 0.075 — — — — —
LRG1 0.510]0.9911 4+ 0.0077{0.9556 £ 0.0264 |12.720 4+ 0.098{0.622 + 0.017| 0.064 |13.587 4+ 0.169|21.863 £ 0.427|—0.475
LRG2 0.706|0.9748 + 0.0067|0.9846 £ 0.0230|16.048 + 0.110|0.892 £ 0.021|—0.001|17.347 £ 0.180{19.458 £ 0.332| —0.423
LRG3+ELG10.934|0.9885 4 0.0045|1.0238 £ 0.0158 |19.720 4+ 0.091|1.223 + 0.019| 0.067 |21.574 +0.153|17.641 £ 0.193|—0.425
ELG2 1.321{0.9913 + 0.0071|1.0257 4+ 0.0235|24.256 + 0.174|1.948 + 0.044 | 0.228 [27.605 + 0.320|14.178 + 0.217|—0.437
Qso 1.484|1.0033 £ 0.0154 [0.9882 + 0.0559|26.059 £ 0.400{2.386 £ 0.135| 0.042 |30.519 +0.758|12.816 + 0.513 |—0.489
Lya 2.330(0.9971 + 0.0082|1.0071 £ 0.0216 {31.267 + 0.256 |4.518 + 0.097 | 0.574 |38.988 £ 0.531| 8.632 +0.101 |—0.431
LRG3 0.92210.9936 4+ 0.0053{0.9994 + 0.0172|19.655 4+ 0.104|1.232 + 0.021| 0.094 |21.649 £ 0.177|17.574 £0.214|—0.408
ELG1 0.955]0.9890 4+ 0.0092|1.0578 £ 0.0289 |20.011 4+ 0.185{1.219 + 0.033 | 0.424 |21.708 4+ 0.337|17.811 £ 0.295|—0.452

TABLE IV. Constraints on the BAO scaling parameters and distance ratios at effective redshifts z.g from fits to the clustering
measurements of DESI DR2 galaxies and quasars, and the Ly« forest. The constraints are expressed in terms of the mean
and standard deviation of the marginalized posterior of each parameter. We also show the cross-correlation coefficients rv n/n
between Dy /rq and Dyi/Du and rav,u between Dyi/ra and Dy /ra. For Lya, we quote here the values of aiso and aap defined
in the same way as for other tracers (eq. (12)) although this is different to the best-measured combination as discussed in
Section III B. The results for the LRG3 and ELG1 tracer redshift bins, shown in the bottom two rows, are not used for cosmology
inference in this paper since they are correlated with and superseded by the LRG3+ELG1 results that are used instead. These

constraints include the contribution from the systematic error budget described in Section III.

and 17 parameters. Further details are given in [61] and
references therein. Figure 5 shows the Lya autocorrela-
tion function and the cross-correlation with quasars in
the bottom right panel. This panel compresses these 2D
measurements into a single correlation, while the anal-
ysis in [61] uses the whole 2D information without this
compression.

We finalized the Ly« forest analysis choices with
blinded data and mock datasets before we measured the
BAO parameters. Unlike for lower-redshift galaxies and
quasars, the blinding procedure for the Ly« forest analy-
sis shifts the BAO peak location in the correlation func-
tion (following the method developed for DR1, see [22]).
Briefly, we calculated a correlation function model that
sets nuisance parameters to the values in DR1 and then
computed a blinding template with Vega for some shift
Acy, Aay that our analysis pipeline (picca) applied to
any calculation of the correlation function. The shift
values were not stored anywhere, and instead we stored
the random number seed and other information neces-
sary to recover the shift. The virtue of blinding the cor-
relation function, rather than the catalog-level blinding
used at lower redshifts, is that it preserves the locations
of features in the correlation function due to metal-line
contamination, which otherwise would have revealed the
magnitude and direction of the blinding.

There are two substantial improvements in the Lya
analysis relative to DESI DR1 [22] that we describe in
the companion paper [61] and additional, important im-
provements that we describe in two supporting papers
[75, 89]. The two substantial improvements are in how
we account for the distortion of the correlation function
due to the continuum fitting, and the modeling of metal
contamination in the forest. Supporting paper [89] de-
scribes improvements to the number and quality of mock

catalogs used to validate our analysis pipeline. The most
significant improvement in the mocks is the inclusion of
non-linear broadening of the BAO peak. Another impor-
tant improvement is the development of a new software
package to identify DLAs based on template fitting, as
well as a careful characterization of the purity and com-
pleteness of our DLA catalog with mock datasets. We
now use the DLA template-fitting package, as well as
two other codes based on a Convolutional Neural Net-
work [90] and a Gaussian Process method [91], to produce
the DLA catalog. The new template-fitting DLA finder,
the performance of the three finders, and the construc-
tion of the final DLA catalog are described in another
supporting paper [75]. As shown in [61], the cumulative
impact of all these improvements on the BAO results is
very small.

The Ly« forest measures the BAO signal much bet-
ter in the line-of-sight direction than in the transverse
direction due to the large value of the Lyar RSD param-
eter. The optimal combination of o and a, for the
Lya dataset is aﬁ‘550&45, which differs from the best-
measured «js, quantity for the galaxy and quasar BAO
in eq. (12): we measure this optimal combination with a
precision of 0.64% at an effective redshift of z.g = 2.33
with the DR2 Ly« sample, a significant improvement rel-
ative to even the 1.1% measurement from DESI DRI.
Nevertheless, in this paper we still report Lya BAO re-
sults in the conventional «js,, xap basis as for the other
tracers.

Several recent theoretical studies have reported ~ 3o
measurements of a shift in the BAO position in the Ly«
forest due to non-linear evolution [92-94]. Each of these
studies has various strengths and weaknesses, and do not
agree on the magnitude and direction of the shift, so
we have adopted a theoretical systematic uncertainty of



Aoy = 0.3%, Aay = 0.3%, which approximately encom-
passes the theoretical estimates. We add this systematic
uncertainty to the statistical covariance matrix to obtain
the total error budget. This systematic error reduces the
precision of the isotropic BAO measurement to 0.7%. We
discuss the theoretical studies and our choice of system-
atic error further in [61].

C. DESI Distance Measurements

As implied by eq. (11), once the BAO scaling parame-
ters are fit through a template approach, we can use the
assumed fiducial cosmology to convert our measurements
into cosmological distance estimates. Table IV presents
the distance measurements derived from the DESI DR2
BAO measurements, reported at the effective redshift
zest (defined in Eq. (2.1) of [21]) for each bin. For BGS,
we only report the angle-averaged distance ratio Dy /rq,
since we performed a purely isotropic BAO fit to the
monopole. For the other tracers, we report the marginal-
ized constraints on angle-averaged distance, Dy /rq, and
the anisotropic factor, Dy/Dy, that is inversely propor-
tional to aap. We also convert these into perpendicular
and parallel distances. The reported constraints include
the contribution from the systematic error budget that
is described in Section ITI.

We show a visualization of the cosmological distance
estimates in Figure 6, where our measurements have been
normalized by the best-fit DESI ACDM predictions. The
previous BAO measurements derived from DESI DR1
[21, 22] are included for comparison. This plot highlights
the improvement in the parameter precision of the new
data release, as well as the inclusion of a new measure-
ment of the BAO distance ratio (and thus of the perpen-
dicular and parallel distances individually) at z ~ 1.5
from the QSO (green points).

1. Internal consistency of DESI BAO measurements

As DRI is a subset of DR2, and the data reduction
and analysis pipelines are very similar, we conservatively
assume a perfect correlation between the DR1 and DR2
measurements shown in Figure 6 to assess their consis-
tency. We find improvements in the statistical preci-
sion between 30% and 50% for DR2. We find that the
largest discrepancies between results are 1.540 in s
(for LRG3+ELG1) and 1.680 in aap (for LRG2), with the
joint uncertainty defined as ¢ = opr2+v/NprR2/NDR1 — 1,
where Npr1 and Npgra are the numbers of tracers in DR1
and DR2, respectively. The Kolmogorov-Smirnov (KS)
statistic for the differences is 0.29 for 12 data points,
corresponding to a p-value of 0.22 and indicating high
consistency between DR1 and DR2.

In order to check the internal consistency of the BAO
measurements in different redshift bins, we interpret each
within the flat ACDM cosmological model, using the
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methods described below in Section V. In this model,
BAO measurements constrain the parameter €, and the
combination Hyrq. Figure 7 shows the results for each
individual redshift bin and the combination: the poste-
riors all have significant overlap, indicating no internal
inconsistency within a ACDM model. The largest differ-
ence in the recovered parameters is 1.80 (between LRG1
and LRG3+ELG1). The joint fit to all tracers returns a
best-fit x2/dof = 10.2/(13 — 2).

2. Comparison to SDSS

In [38] we reported a ~ 3o difference between the DESI
DR1 value of Dyj/rq measured in the LRG2 redshift bin at
zet = 0.71 and the corresponding result at z = 0.7 previ-
ously reported by SDSS [41, 95, 96] from the eBOSS LRG
sample (although the discrepancy in the two-dimensional
Dyi/rq-Dyu/rq plane was less significant). The new DR2
result in this redshift bin lies between the two in the
DM /Td—DH/Td plane.

To investigate the consistency, we compare measure-
ments assuming that the coefficient of correlation be-
tween the power spectrum measurements in the two sur-
veys, defined as

_ COV(pl7 pg)
\/ Var(Py)Var(Py)

_ VXXX gy

VU v dvxs)

also describes the correlation between BAO measure-
ments. Here X; = (n;P;)?/(1 + n; P;)? for i = 1,2, and
X2 = (mnaPiPy)? (niovPiP; + n1n2P1P2)_27 where
ni, ng, and nie respectively are the mean galaxy num-
ber densities of DR2 LRG2, the eBOSS LRGs, and the
common sample. P; and P» are the corresponding power
spectrum amplitudes, for simplicity assumed to be the
same here. This calculation gives an estimate C' ~ 0.57
for the LRG2 and eBOSS samples—significantly higher
than the 0.21 for DR1 due to the larger degree of over-
lap between the DR2 and SDSS footprints. Assuming
this level of correlation between the results, we find the
discrepancy between the DR2 and SDSS results has re-
duced from 30 to ~ 2.60. Although the assumption of
no correlation is less plausible, it sets a lower limit of the
discrepancy at the 1.90 level (compared to 2.7¢ in DR1).
When using the DESI reanalysis of SDSS (as shown in
the bottom row of Table. 17 in [21]), the discrepancy is
2.30 when using C' = 0.57 and only 1.50 when assuming
no correlation (compared to 2.80 and 2.5¢0 for DR1).
For a systematic comparison between DR2 and SDSS,
we compare the results in four redshift bins (LRG1, LRG2,
QS0 and Ly«) where the effective redshifts of DESI and
SDSS tracers are similar (Azeg < 0.03). We convert
the SDSS results into a5, and aap using the reported
correlations between o ; and «j, and then compute the
significance of differences between these values and the
DR2 results assuming no correlation between the surveys.
The biggest difference we find is 1.49¢0 for ajs, and 1.69¢
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FIG. 6. DESI DR2 BAO measurements compared to DR1 measurements. In each panel, DR1 and DR2 results are shown
with empty and filled circles, respectively. Results are shown for the following tracers in order of increasing redshift: BGS
(yellowgreen points), LRG1 (orange), LRG2 (orangered), LRG3+ELG1 (slateblue), ELG2 (steelblue), QSO (seagreen) and Ly« (purple)
[63, Appendix D]. The distances are normalized by the DESI DR2 best-fit ACDM model predictions (black solid lines). All
systematic errors are included. The Planck ACDM predictions are shown with brown dashed lines with 68% confidence intervals
in the brown shaded region. A small artificial offset in redshift has been applied to the DESI DR1 data points for a clearer

comparison.
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FIG. 7. 68% and 95% confidence contours for Hyrgy and Q.
under the ACDM model. From low redshift to high redshift,
the increase on the effective redshift of the sample induces
a counter clockwise shift in the degeneracy direction. The
results from each individual tracer are mutually consistent
and complementary in providing tighter constraints.

for app. The KS statistic is 0.30, p = 0.39. If we conser-
vatively treat SDSS as a pure subsample of DESI DR2
and use the same method to calculate correlation coeffi-
cients as in the DR1 vs DR2 comparison above, we find
p = 0.15 from the KS test. We conclude that there is no
significant discrepancy between the DR2 measurements
and those from SDSS.

Unlike the case for DR1, in DR2 the effective volume
and statistical constraining power of each DESI redshift
bin is far larger than that of the corresponding SDSS
counterpart. We therefore no longer consider any com-
bination of bins picked from DESI and SDSS data at
different redshifts as done in [38].

IV. EXTERNAL DATA

We use results from a number of external experiments
together with our BAO measurements in order to ob-
tain the most precise cosmological constraints. These
are briefly described below.



A. Big Bang Nucleosynthesis (BBN) prior on Q,h?

Absent an external determination of rq, BAO measure-
ments serve as an uncalibrated ruler and therefore mea-
sure the degenerate combination Hgrq rather than Hy
and rq individually. Given that BAO also measure Q,,,
from eq. (2) we can see that, assuming standard neutrino
content (Neg = 3.044 and > m, = 0.06 eV), knowledge
of 4,h? is sufficient to break this degeneracy. Careful
observational determinations of the primordial deuterium
abundance D/H [97] and the helium fraction Yp [98] in as-
trophysical systems can be connected to predictions from
BBN for the abundances of D and “He in the early Uni-
verse to determine the baryon-to-photon ratio and thus
the physical baryon density Q,,h?, when combined with
a measurement of the CMB temperature [32].

As in DRI, we use estimates of ,h? determined
by [99] based on the PRyMordial code [100] including
marginalization over uncertainties in nuclear reaction
rates. This corresponds to

Qph? = 0.02218 + 0.00055, (14)
in the standard ACDM model, and
Qph? = 0.02196 + 0.00063 (15)

when allowing Neg to vary (in which case there is also
a covariance between Qph? and Neg). We use this prior
when we require calibrated results that are independent
of CMB information, and denote it as BBN in plots and
tables.

B. Cosmic microwave background (CMB)

The power spectra of anisotropies in the CMB con-
tain a wealth of information on cosmological parameters
that is complementary to that from BAO. The large-scale
temperature and polarisation power spectra and CMB
lensing power spectrum have been exquisitely measured
by Planck [24, 101], with additional information from
smaller scales and improved lensing reconstruction pro-
vided by the Atacama Cosmology Telescope (ACT; [102—-
104]) and the South Pole Telescope (SPT; [105]).

When using the full power of the CMB information,
our baseline analysis makes use of the temperature (T'T),
polarization (FFE) and cross (T'E) power spectra from
Planck, specifically using the simall, Commander (for
¢ < 30) and CamSpec (for ¢ > 30) likelihoods, plus the
combination of Planck and ACT DR6 CMB lensing from
[102].1} CamSpec [106, 107] is a new likelihood built on

1 We note that the results in [38] used an older version of the
Planck+ACT lensing likelihood code, which has since been up-
dated, leading to a small shift in neutrino mass results. This
paper uses the updated version v1.2 likelihood.
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the latest NPIPE PR4 data release from the Planck col-
laboration, which replaces the original Plik likelihood
based on the older PR3 release and includes some im-
portant differences in methodology. Another set of like-
lihoods based on PR4, known as LoLLiPoP (for low ¢)
and HiLLiPoP (for high ¢) have also been independently
released [108], which for brevity we will refer to as L-H
in the following. In [38, 45] we used P1lik as our default
high-¢ likelihood but noted that both CamSpec and L-H
reduced the so-called Ay anomaly which has a small ef-
fect on certain cosmological parameters. They also make
use of slightly more data, with larger sky fractions, than
Plik. Our choice of CamSpec as the default is based on
the speed of evaluation of the likelihood code relative to
L-H, but where any results depend on the choice of likeli-
hood (notably for the sum of neutrino masses > m, ) we
provide both sets of results.

Fits using the full CMB likelihoods require specifica-
tion of a full physical model, including computation of
perturbations, the late integrated Sachs-Wolfe (ISW) ef-
fect and lensing-induced distortions. However, certain
aspects of the early Universe can be robustly constrained
independently of any modifications of the late-time cos-
mological model. The most precisely determined quan-
tity from the CMB is the angular scale of the acoustic
fluctuations, 0. = r./Dwm(z.), where r, is the comoving
sound horizon at recombination and Dy(z.) is the trans-
verse comoving distance to that redshift. This quantity
is the direct analogue of the measurement of Dy;/rq that
we make using BAO. We can consider ‘BAO-only’ infor-
mation by combining galaxy BAO with 6,. When doing
this, we use a Gaussian prior on 0,,

1006, = 1.04110 = 0.00053. (16)

The mean value of this prior matches the Planck result
for ACDM, and the width of the prior has been con-
servatively increased by ~ 75% over the Planck reported
uncertainty, to account for the (small) variation seen over
different assumed late-time models.

More generally, the CMB determines more informa-
tion than just 6, independent of the late-time evolution.
Following [109], this can be expressed in terms of corre-
lated Gaussian posteriors on the parameters (0., wp, Wpc)
obtained after marginalizing over the ISW and lensing
contributions and other possible late-time effects.'? We
use this information, in the form of a correlated Gaussian
prior, as an alternative to using the full CMB likelihood
that is also more model-independent. In practice we de-
termine the correlation between parameters from a set
of early-Universe results provided by [109] based on the
CamSpec likelihood!'® and use this to define the Gaussian

12 An alternative compression in terms of shift parameters R and
14, and the physical baryon density wp was introduced by [110].
We have compared this compression and found that it gives
equivalent results to the one described above.

13 In the form of MCMC chains that can be downloaded from
https://github.com/cmbant/PlanckEarlyLCDM.
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prior. Numerical details of the implementation are given
in Appendix A. We refer to this in the following text and
plots as (0., wn, Wpe)oMB Priors.

For constraints on dark energy evolution in particu-
lar, these CMB priors contain most of the relevant in-
formation from the full CMB likelihoods, in the form
of a high-redshift calibration of the low-redshift observa-
tions like BAO that directly probe the background evolu-
tion. In this form, the CMB information is independent
of whether or not dark energy evolves. Such evolution
would alter the distance to last scattering, which is al-
ready allowed for in the definition of 6, as the angular
size of the horizon; the densities w}, and w. are deter-
mined via a ratio to the radiation density at z,, which is
independent of evolution at lower redshifts.

C. Type Ia supernovae (SNe)

Type Ia SNe are luminous standardizable candles that
provide another probe of the expansion history of the
Universe, especially useful at low redshifts (0.01 < z <
0.3) where BAO measurements are limited by cosmic
variance. There are three recent SNe datasets and likeli-
hoods available for cosmology: the Pantheon+ [29, 111],
Union3 [30] and Dark Energy Survey Year 5 (DESYS5;
[31]) samples.

The Pantheon+ and Union3 samples consist of com-
pilations of 1,550 and 2,087 spectroscopically-classified
SNe, respectively, drawn from multiple observational pro-
grams over the past few decades of observations. While
1,363 of the objects are in common between the two,
there are differences in the calibration, modeling and
treatment of systematic uncertainties. The DESY5 sam-
ple consists of 1,635 photometrically-classified z > 0.1
SNe with uniform calibration drawn from a single sur-
vey up to z = 1.13, together with a small set of 194
SNe at z < 0.1 drawn from historical sources, some of
which are in common with the Pantheon+ and Union3
datasets. Despite the larger differences in the underlying
data, the Pantheon+ and DESY5 analysis methodolo-
gies are quite similar in nature, although DESY5 uses
the SALT3 [112] light-curve fitting model as opposed to
SALT2 [113], among other differences. Union3 shares
a larger fraction of the data with Pantheon+ but uses
a different approach based on the Bayesian hierarchical
modeling framework Unity1.5 [114].

As in our DR1 analysis, we do not choose between
these three options but instead present our headline re-
sults in combination with each SNe dataset indepen-
dently, noting the differences in interpretation where ap-
propriate. All three likelihoods are implemented in the
Cobaya sampling code [115, 116] and the underlying data
are publicly available.™*

™ https://github.com/CobayaSampler/sn_data.git
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In Section VII, we illustrate the distance modulus
residuals for the SNe datasets in redshift bins. For vi-
sual purposes only, we rebin the SNe in redshift using
the same bins for all datasets, and then calculate the
weighted average distance moduli and errors using the
inverse of the covariance matrix (including both statisti-
cal and systematic errors and after removing the weighted
mean of the distance moduli). All cosmological fits use
the data and covariance as originally provided.

D. Dark Energy Survey 3x2pt

Weak gravitational lensing of galaxies and its combi-
nation with galaxy clustering are local probes of struc-
ture formation. For models with an evolving dark energy
equation of state, we use galaxy-galaxy, galaxy-shear,
and shear-shear two-point correlation functions (referred
to here as 3x2pt) measurements from the Dark Energy
Survey Year-3 (DESY3) analysis [117]. These data vec-
tors were estimated from observations of over 10 mil-
lion lens galaxies in the MagLim sample covering an area
of approximately 4000 square degrees. We adopt the
same modeling choices and scale cuts as the correspond-
ing DESY3 analysis [118]. We choose the same priors
as DESY3 with the exception of the parameters wq, wq,
Hyrq and Qy,, where we impose priors that match those
used for the DESI analysis in this paper. In particu-
lar, in post-processing we compute Horq as a derived
parameter and reweight the chains to impose the same
prior for free parameters in the DESI chains. We sam-
ple the DESY3 likelihood using the publicly available
DESY3 CosmoSIS pipeline [119]. To combine these con-
straints with DESI and SNe data at the posterior level,
we use CombineHarvesterFlow [120] to fit normalizing
flows to the DESY3 chains and reweight the DESI and
DESI+SNe chains.

V. COSMOLOGICAL INFERENCE

We use the cosmological inference code Cobaya [115,
116] to sample posteriors in parameter space for cos-
mological inference, using Metropolis-Hastings Monte
Carlo Markov Chain (MCMC) sampling. Theory mod-
els are computed using interfaces to CAMB [121] and
Cobaya likelihoods. When fitting to BAO data only,
we sample over (2, and the parameter hrq, where
h = Hp/(100 kms™*Mpc~™t). When the BAO data
are calibrated through the use of an external prior
such as BBN, we sample in Hy and wp instead of
hrq. Runs involving use of the full CMB likelihood
sample the base set of six cosmological parameters
(wbc, Wh, 10000ic, In(1010Ay), g, T), where Oy is an ap-
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FIG. 8. Cosmology results in the ACDM model (Section VI). Left panel: Marginalized posterior constraints on Horq and Qm
from DESI DR1 and DR2 BAO and the CMB (including Planck and Planck+ACT lensing), computed under the assumption
of a ACDM cosmology. Contours show the 68% and 95% regions. DESI DR2 is fully consistent with DR1 but as the statistical
uncertainty has significantly decreased, the tension with the CMB has increased. Right panel: Posterior contours in 2., and Hp
for CMB (pink) compared to DESI DR2 BAO calibrated with a BBN prior on wy, with (orange) and without (blue) including
the 6. constraint from the CMB. The dotted black curve shows the direction of constant Q,,h® matching the degeneracy

direction of the CMB.

proximation'® to the acoustic angular scale 6, based on
fitting formulae given in [122], In(10'°Ay) and ng are the
amplitude and spectral index of the primordial scalar per-
turbations, and 7 is the optical depth. Extended cosmo-
logical models additionally allow the spatial curvature
Qk, the dark energy equation of state parameters wg
(or w) and wg, or the sum of neutrino masses > m, to
vary in addition to the base parameters mentioned above.
When )" m, is varied, we assume three degenerate mass
eigenstates unless testing specific mass ordering scenar-
ios; when it is not varied, it is fixed to a default value
of 0.06 eV assuming a single non-zero mass eigenstate.
Prior ranges on all sampled parameters match those given
in Table 2 of [38].

The convergence criterion for MCMC sampling is that
the Gelman-Rubin statistic [123] satisfies R — 1 < 0.01,
or that the chains have an effective sample size of > 103,
whichever is longer. Summary statistics for our chains
as well as plots are obtained with getdist!'® software
package [124]. For 1D marginalized posterior results we
quote the mean and standard deviation when the dis-
tributions are symmetric and the 68% minimal credible

15 @yic is used for sampling because it helps approximate the degen-
eracy direction of the CMB parameter space while being faster
to calculate the conversion to Hg and Q. However, any differ-
ence between the values of fyic and 0. only slightly affects the
efficiency of the sampling while having no effect on the accuracy
of the likelihood evaluation.

16 https://github.com/cmbant/getdist

interval when they are not. Where only limits on param-
eter values can be determined, upper or lower bounds
are quoted at the 68% level, except for > m, where we
quote the 95% upper bound to ensure comparability with
previous work.

In order to determine the best fit points and the corre-
sponding x? we use the iminuit [125] algorithm starting
from the maximum a posteriori (MAP) points of each
of the chains in the MCMC sampling. When comparing
the fits of two different models we compare the quan-
tity Ax3ap = —2AInL representing twice the differ-
ence in the negative log posteriors at the maximum pos-
terior points for each model. This measure accounts for
the contribution of any non-uniform priors when evalu-
ating the differences between two MAP points. For like-
lihood combinations including DESY3 (3 x 2pt), when
computing the best-fit points and x2, we directly use
the version of the DESY3 likelihood [117] implemented
in the CosmoSIS [119] pipeline.!” For these combina-
tions with DESY3, when calculating the deviance in-
formation criterion values, we separate the calculation
of the mean (x?) via the sum (X?pgr(ssne)) + (XDrsys)
and compute each term with the corresponding weighted
CombineHarvesterFlow chains. This enables the use of

17 When using the CosmoSIS implementation of this likelihood, we
sample using the same priors as in [117], except on the param-
eters wg and wg, where the priors are chosen to match those in
the rest of this paper, and the neutrino mass sum Y m,, which
is fixed to 0.06 €V as in the default case here.
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the values of x? from each individual chain, while the
distributions being averaged over are equivalent.

VI. COSMOLOGICAL CONSTRAINTS IN THE
ACDM MODEL

We start by presenting cosmological constraints in the
base ACDM model, and examining tensions between dif-
ferent datasets in this scenario, before introducing the
freedom of extended models in Sections VII and VIII.

As discussed in Section IITC and shown in Figure 7,
the values of 2, and Hyrq inferred from each DESI tracer
individually within the ACDM framework are consistent
with each other. The result of a combined fit to the BAO
results from all redshift bins together is shown in the left
panel of Figure 8 compared to those obtained from DR1
and from the CMB. We find

Qm = 0.2975 £ 0.0086,

hrq = (101.54 + 0.73) Mpc, } DESI DR?, (17)
with a correlation coefficient of » = —0.92. This rep-
resents a ~40% improvement in the precision on €,
and hrq compared to the DRI results, while being per-
fectly consistent with them as well as with the SDSS and
DESI4SDSS results reported in [38]. In the following
text and figures, we refer to DESI DR2 simply as DESI,
unless explicitly comparing to DESI DR1.

Figure 8 shows that the overlap with the CMB pos-
terior has decreased, a sign of the increased discrepancy
between the results from DESI BAO and CMB probes
when interpreted in base ACDM. We calculate the rela-
tive x2 between the two datasets as

x? = (pa—pB)" (Cova+ Covp) ' (pa —pn), (18)

where p4 and pp are the (4, 7qh) values obtained from
DESI and the CMB respectively, and Cov 4 and Cov g are
the corresponding 2 x 2 posterior parameter covariances.
Converting this x? into a probability-to-exceed (PTE)
value, we find it is equivalent to a 2.30 discrepancy be-
tween BAO and CMB in ACDM, increased from 1.9¢
in DR1. However, we note that this reduces to 2.00 if
CMB lensing is excluded. This discrepancy is part of the
reason why more models with a more flexible background
expansion history than ACDM, such as the evolving dark
energy considered in Section VII below, may provide a
statistically preferable fit.

By calibrating the BAO relative distance measure-
ments using external information we are able to deter-
mine the Hubble constant Hy. The right panel of Fig-
ure 8 compares the constraints obtained in the ,,-Hy
plane from calibrated BAO measurements to those from
the CMB. We show DESI BAO results calibrated us-
ing the BBN wy, prior in the blue contours, while those
in orange illustrate the additional combination with the
0. BAO-like measurement from the CMB. The overlap
with the full CMB posterior, shown in pink, is small
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FIG. 9. Comparison of our Hy constraints with respect to
SHOES, assuming a ACDM model (Section VI). We show the
combination DESI+BBN for our low redshift and high red-
shift samples. For z > 1.1, only the ELG2, QSO, and Ly«
tracers are included, while DESI(z < 1.1) includes BGS, LRGs
and the LRG3+4ELG1 tracer combinations. Both subsets are
individually in > 3¢ tension with SHOES measurements.

and has decreased since DR1, showing a 2.30 discrep-
ancy with DESI after BBN calibration. The centers of
both DESI+BBN and DESI+BBN+6, posteriors remain
quite well aligned with the degeneracy direction of the
CMB, which is o Q,h® [126] and shown by the black
dotted line in the figure, while the degeneracy direction
of the DESI+BBN+0, contour instead follows the line of
constant Q,,h2.
Using the conservative BBN prior on wy,, we obtain

Hy = (68.51 4+ 0.58) kms™ ' Mpc~! (DESI+BBN),

(19)
a 0.8% precision measurement that is independent of any
CMB anisotropy information and comparable to the re-
sult from the CMB [24]. This value is 28% more pre-
cise than the corresponding result from DR1, Hy =
(68.53 + 0.80) kms~!Mpc~!, but very consistent with
it. While the result is clearly more in agreement with
the low values obtained from early-Universe measure-
ments than with those from the Cepheid-calibrated lo-
cal distance ladder [127], it is also noticeably higher than
the Planck value, a reflection of the growing tension be-
tween DESI and Planck when interpreted in flat ACDM.
Adding information on the very well-measured acoustic
angular scale further improves this result to

Hy = (68.45 4+ 0.47) kms ' Mpc™! (DESI+BBN+6,),

(20)
now slightly more precise than from the CMB alone [108].



21

Model/Dataset Om Ho [km s~ Mpc™'] 10°Qx w or wo Wa
ACDM

CMB 0.3169 + 0.0065  67.14 & 0.47 — — —
DESI 0.2975 + 0.0086 — — — —
DESI4+BBN 0.2977 +0.0086  68.51 + 0.58 — — —
DESI4+BBN+6. 0.2967 +0.0045  68.45 + 0.47 — — —
DESI+CMB 0.3027 +0.0036  68.17 + 0.28 — — —
ACDM+Qk

CMB 0.35410-029 63.3 + 2.1 —10.71%% — —
DESI 0.293 + 0.012 — 25 4 41 — —
DESI+CMB 0.3034 +0.0037  68.50 + 0.33 23+ 1.1 — —
wCDM

CMB 0.20379547 8510 — —1.5570-47 —
DESI 0.2969 + 0.0089 - —  —0.916 4+ 0.078 =
DESI+Pantheon+ 0.2976 + 0.0087 — —  —0.91440.040 —
DESI+Union3 0.2973 + 0.0091 — —  —0.866 % 0.052 —
DESI4+DESY5 0.2977 + 0.0091 — —  —0.87240.039 —
DESI+CMB 0.2927 +0.0073  69.51 £ 0.92 —  —1.05540.036 —
DESI4+CMB+Pantheon+ 0.3047 £ 0.0051  67.97 +0.57 —  —0.99540.023 —
DESI4+CMB+Union3 0.3044 +0.0059  68.01 %+ 0.68 —  —0.997 £+ 0.027 —
DESI4+CMB+DESY5 0.3098 +0.0050  67.34 + 0.54 —  —0.97140.021 —
wow, CDM

CMB 0.22075-019 83120 — —1.23%081 < —0.504
DESI 0.35275:01% — — —0.481092 < -1.34
DEST+Pantheon+ 0.298 10022 — — —0.888100%°  —0.17 £ 0.46
DESI+Union3 0.32875:01% — — —0.70 4+ 0.11 —0.99 £ 0.57
DESI+DESY5 0.31979:917 — — —0.78175:99T  _0.72 4+ 0.47
DESIH(4, Wb, Whe)oMB 0.353 £ 0.022 63.7+17 — —0.434+0.22 —1.7240.64
DESI4+CMB (no lensing) 0.352 4 0.021 63.7157 — —0.43+£0.21 —1.70 £ 0.60
DESI+CMB 0.353 & 0.021 63.675S — —0.4240.21 —1.7540.58
DESI+CMB+Pantheon+ 0.3114 4+ 0.0057  67.51 + 0.59 —  —0.83840.055 —0.6270%2
DESI+CMB+Union3 0.3275 4 0.0086  65.91 + 0.84 —  —0.66740.088 —1.09793L
DESI+CMB+DESY5 0.3191 +0.0056  66.74 + 0.56 —  —0.75240.057 —0.86702
DESI+DESY3 (3x2pt)+Pantheon+ 0.3140 + 0.0091 — —  —0.87040.061 —0.4670:33
DESI+DESY3 (3x2pt)+Union3 0.333 4 0.012 — — —0.6840.11 —1.097938
DESI+DESY3 (3x2pt)+DESY5  0.3239 + 0.0092 — —  —0.771£0.068 —0.827938
wow, CDM+4Qk

DESI 0.35715-031 — —2456  —0.451933 < —1.43
DESI4CMB+Pantheon+ 0.3117 £ 0.0056  67.62 =+ 0.60 1.1+ 1.3 —0.853 4 0.057 —0.54 & 0.22
DEST+CMB+Union3 0.3273 +0.0086  65.98 & 0.86 0.6+1.3 —0.678 £0.092 —1.037933
DESI+CMB+DESY5 0.3193+0.0056  66.82+0.58  0.8+1.3 —0.762 +0.060 —0.81 + 0.24

TABLE V. Summary table of cosmological parameter constraints from DESI DR2 BAO (labelled in the table as ‘DEST’) in
combination with external datasets and priors, in ACDM and various extended models. Results quoted for all parameters are
the marginalized posterior means and 68% credible intervals in each case where two-sided constraints are possible, or the 68%
upper limits when only one-sided constraints are possible.
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FIG. 10. Marginalized 1D posteriors for 2,,, when fixing
the background model to ACDM (Section VI). We show the
probability distributions for DESI DR1 and DR2, as well as
the measurements from CMB, and the three SNe datasets
used throughout this paper.

Figure 9 shows the DESI4+BBN result for €, and
Hj relative to the SHOES result [128]. The contours
also show how the constituent tracers of the DR2 sam-
ple at different redshifts contribute to the final con-
straint, with the degeneracy directions of the contours
changing as the best measured combination of transverse
and line-of-sight BAO changes with redshift. In ACDM
the tension between the DESI+BBN and SHOES Hj re-
sults now stands at 4.50 independent of the CMB. Note
that the DESI+BBN result does assume standard pre-
recombination physics to determine r4 through eq. (2).

We have highlighted the tension between DESI and
CMB in ACDM in order to provide context to the results
for extended models in the following sections. However,
given that this tension is not close to 3o, it is still valid to
combine the two datasets within the ACDM model and
obtain joint constraints. In this case we find

Qm = 0.3027 £ 0.0036,

Hy = (68.17 + 0.28) kms! Mpcfl’ } DESI+CMB,

(21)
with a correlation coefficient of r = —0.975.

We also allow for spatial curvature to vary in our cos-
mological fits and we do not find a significance preference
for a non-flat ACDM model. Table V summarizes the
cosmological parameter results from DESI alone as well
as in combination with external datasets, in both ACDM
and extended models.

Finally, as in [38], we note a mild to moderate discrep-
ancy between the recovered values of )y, from DESI and
SNe in the context of the ACDM model. This is shown
in the marginalized posteriors in Figure 10: the discrep-
ancy is 1.70 for Pantheon+, 2.1¢ for Union3, and 2.9c
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for DESY5, with all SNe samples preferring higher values
of Q,, though with larger uncertainties. For ACDM we
do not report joint constraints on parameters from any
combination of DESI and SNe data. However, as with
the CMB, these apparent parameter differences poten-
tially indicate that DESI and at least some of the SNe
datasets cannot be consistently fit except with models
that have greater freedom in the background evolution,
as described in the next section (see also [129)]).

VII. DARK ENERGY

Probing the behavior and nature of dark energy is the
primary goal of DESI. The question of perhaps greatest
interest, and the one that BAO measurements can best il-
luminate, is the value of the equation-of-state parameter
w = P/(pc?), and its possible evolution with time. To ex-
amine this we will primarily use the so-called Chevallier-
Polarski-Linder (CPL) parametrization [35, 36] of eq. (9).
While this form of w(a) does not arise directly from an
underlying physical model, it is a flexible parametrization
that is capable of matching the predictions for observ-
able quantities obtained in a wide range of models that
are physically motivated [130]. The accompanying paper
[47] explores various other parametrizations of w(z), as
well as non-parametric reconstruction methods.

For certain ranges of parameters wo and w,, the
parametrization of eq. (9) allows so-called ‘phantom’ be-
havior of dark energy, in which the equation of state
crosses to the regime w(z) < —1 [131] where the null
energy condition (NEC)—which requires that the en-
ergy density of dark energy not increase with the expan-
sion of the Universe—is violated. For single scalar-field
models of dark energy, this phantom crossing presents
severe theoretical difficulties [e.g., 132, 133]. However,
more complex models of dark energy, with multiple fields,
other dark energy internal degrees of freedom, or non-
minimal coupling, can evade these difficulties, as can
some modified gravity models, see, e.g., [134—-138]. We
therefore adopt wide uniform priors on the parameters,
wo € U[-3,1] and w, € U[-3,2], together with imposing
the condition wy+w, < 0 to enforce early matter domina-
tion. While other justifiable choices are possible, and the
values of Bayesian quantities such as the model evidence
will always depend on the particular choice used, we con-
sider this the minimal empirical approach. Whenever
the equation of state crosses the w = —1 boundary we
use the parametrized post-Friedmann (PPF) approach
of [139, 140] to include dark energy perturbations when
calculating CMB power spectra—however, as shown be-
low, the method of accounting for dark energy perturba-
tions does not play a major role, since simply applying
an early-Universe CMB prior on (6., wy,w.) largely re-
produces the same results on wy and w,.

Our primary measure of the statistical significance of
preference for evolving dark energy from a given data
combination is based on Ax3,p between the best-fit
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FIG. 11. Results for the posterior distributions of wg and
Wgq, from fits of the wow,CDM model to DESI in combina-
tion with CMB and three SNe datasets as labelled. We also
show the contour for DESI combined with CMB alone. The
contours enclose 68% and 95% of the posterior probability.
The gray dashed lines indicate wg = —1 and w, = 0; the
ACDM limit (wo = —1, we = 0) lies at their intersection.
The significance of rejection of ACDM is 2.80, 3.80 and 4.20
for combinations with the Pantheon+, Union3 and DESY5
SNe samples, respectively, and 3.1 for DESI+CMB without
any SNe.

ACDM and wow,CDM models for that combination. Be-
cause ACDM is nested within wyw,CDM, correspond-
ing to wg = —1, w, = 0, Wilks’ theorem [141] implies
that Ax3;ap should follow a x? distribution with two
degrees of freedom under the assumption the null hypoth-
esis (ACDM model) holds, and assuming that errors are
Gaussian and correctly estimated. To translate Ax3j,p
into familiar terms, we quote the corresponding frequen-
tist significance No for a 1D Gaussian distribution,

1 N
CDF 2 (AxRiap|2dof) = Ners / Ne*f2/2dt . (22)

where the left hand side denotes the cumulative distribu-
tion of xy2. We also compute the Deviance Information
Criterion (DIC) [142-145], which takes into account the
Bayesian complexity of the model and penalizes including
extra parameters.

A. Results

From DESI DR2 BAO alone, we obtain rather weak

constraints on the parameters

wy = —0.487073

DESI BAO, (23)
we < —1.34
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which mildly favor the wy > —1, w, < 0 quadrant but
are cut off by the priors. The upper bound on w, here
is the 68% limit, and w, = 0 is not excluded at 95%. As
was the case in DR1, BAO data alone define a degener-
acy direction in the wg-w, plane, but they do not show a
strong preference for dark energy evolution: the improve-
ment in x34p relative to the ACDM case of wg = —1,
wg = 0 is equivalent to a preference of just 1.70.

The minimal extension we consider, beyond BAO data
alone, is to add a high-redshift constraint from the early
universe. This can be achieved by imposing CMB-derived
priors on #,, wy, and wye, as described in Section IV.
These priors are independent of the late-time dark en-
ergy, and also marginalize over contributions such as the
late ISW effect and CMB lensing. Therefore, they pro-
vide us with an early time physics prior that can help
us set the sound horizon and is based solely on early-
Universe information. The result from this data combi-
nation is

wo = —0.43 £0.22

Wy = —1.72+0.64 } DESI+(9*,wb,wa)CMB.(24)
While this is still bounded by the w, > —3 prior at the
lower end, the posterior already clearly disfavors ACDM.
The Ax3sp value decreases to —8.0, indicating a prefer-
ence for an evolving dark energy equation of state at the
2.40 level.

Replacing these minimal early-Universe priors with the
full CMB information leads to only a small shift in the
maginalized posteriors

wo = —0.42+£0.21
we = —1.75 £ 0.58

} DESI+CMB, (25)

showing that most of the information that the CMB pro-
vides on w(z) comes from its role in anchoring early-
Universe values of (0., wp, wpc) and thus limiting the free-
dom for models to fit the low-redshift data without an
evolving dark energy component. Nevertheless, when in-
cluding the full CMB information the Ax$;,p decreases
to —12.5, corresponding to a 3.1¢ preference for evolv-
ing dark energy. This change in the Ax3,p is driven
primarily by the inclusion of CMB lensing, the effect of
which is (by construction) not captured in the minimal
early-Universe priors (see Appendix A for further discus-
sion and a comparison of posteriors with different choices
of CMB likelihoods).

SNe data alone provide a complementary degeneracy
direction in the wg-w, plane, as they measure wqy well
independently of w,, which is only weakly constrained.
The combination of SNe data with DESI BAO can there-
fore measure wy and w, without having the posteriors
cut off by the prior ranges we assumed. The marginal-
ized posterior results are listed in Table V and depend on
the choice of SNe dataset, with the significances of the
preference for the model over ACDM ranging from 1.70
to 3.30 as summarized in Table VI.



However, as discussed in [38], the posterior for the
combination of DESI BAO and SNe alone allows quite
a wide range of posterior values of wy, (or, equivalently,
wc). CMB information places extremely tight constraints
on wy, that are largely independent of the late-time back-
ground model. Therefore, the full statistical power of the
data is achieved through the combination of the BAO,
CMB and SNe datasets, giving the maginalized posterior
results

DESI+CMB+ (26)

wo = —0.838 + 0.055
Pantheon—+,

w, = —0.627032

for the combination with the Pantheon+,

wy = —0.667 = 0.088 } DESL+CMB )
w, = —1.097031 +Union3,
with Union3, and
wo = —0.752 £ 0.057 DESI+CMB
wa = —0.8670 +pEsys, %)

with DESY5. The posteriors in these three cases, along
with the DESI+CMB posterior, are shown in Figure 11.
The Ax3;ap values are —10.7, —17.4, and —21.0, corre-
sponding to preferences for the wow,CDM model over
ACDM at the 2.80, 3.80, and 4.20 levels, for combina-
tion with Pantheon+, Union3 and DESY5 respectively.
These significances have all increased compared to the
values reported in [38] based on the DESI DR1 BAO re-
sults.

The deviance information criterion (DIC) values
for the combination of DESI+CMB with Pantheon+,
Union3 and DESY5 SNe are A(DIC) = DICyuyw, —
DICpAcpm = —6.8, —13.5, —17.2, respectively. These
indicate preferences for the wow,CDM model consis-
tent with those obtained from the A% ,p values above.
Again, the changes in the A(DIC) values obtained here
with DESI DR2 BAO data compared to the DR1 values
reported in [38] show that the preference for wyw,CDM
has increased with the additional data. Further details
on the calculation of DIC values are given in [47].

The pivot redshift 2z, at which w(z) in this
parametrization is best constrained by the data depends
on the particular combination of datasets used. For
DESI+CMB, 2z, = 0.53 and w, = w(z,) = —1.024 £
0.043: this is a lower pivot redshift and a tighter con-
straint on wp than that found for the same combina-
tion with DR1 BAO in [38], reflecting the additional
constraining power of the DR2 BAO results. For the
DESI4+-CMB+DESY5 combination, we find z, = 0.31
and w, = —0.95440.024, indicating a mild preference for
a deviation from w = —1 at the best-measured redshift.
As the other two SNe datasets are slightly less constrain-
ing than DESY5, the pivot redshifts for combinations
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Datasets Ax3iap Significance A(DIC)
DESI —4.7 1.70 —-0.8
DESI+ (0., wh, Whe)CMB ~8.0 2.40 44
DESI4+CMB (no lensing) -9.7 2.70 —5.9
DESI4+-CMB —12.5 3.10 —8.7
DESI+Pantheon+ —-4.9 1.70 —-0.7
DESI+Union3 —10.1 2.70 —6.0
DESI+DESY5 —13.6 3.30 —-9.3
DESI+DESY3 (3x2pt) 7.3 2.20 —2.8
DESI+DESY3 (3x2pt)+DESY5 —13.8 3.3 —9.1
DESI4+-CMB+Pantheon+ -10.7 2.80 —6.8
DESI+CMB+Union3 —17.4 3.80 —13.5
DESI+CMB+DESY5 —21.0 4.20 —17.2

TABLE VI. Summary of the difference in the effective x3ap
value (defined as twice the negative log posterior at the max-
imum posterior point) for the best-fit wow, CDM model rela-
tive to the best ACDM model with wo = —1, w, = 0, for fits
to different combinations of datasets as indicated. The third
column lists the corresponding (frequentist) significance levels
given 2 extra free parameters, and the final column shows the
results for A(DIC) = DICwqw,cpm — DICaAcpm. As a rule of
thumb, A(DIC) values < —5 indicate a ‘strong’ preference for
wowaCDM and values < —10 a ‘decisive’ preference [144].

with them are slightly larger, as are the uncertainties on
wp, but the results for all choices of DESI+CMB+-SNe
are mutually consistent.

These results sharpen the preference already seen in
[38] for an evolving equation of state for dark energy: al-
though the statistical significances from all data depend
somewhat on the choice of SNe dataset included, even the
weakest of them (the DESI4+CMB+Pantheon+ combina-
tion) is still nearly 30, and the significance is 3.10 even
when excluding all SNe data altogether (DESI4+CMB).
In all cases, the favored w(z) shows a phase of w > —1 at
low redshifts and a phantom crossing to w < —1 above
redshifts z ~ 0.4. Within the wow,CDM model, the ne-
cessity of such a crossing and the redshift at which it
occurs is determined by the requirement to match the
precise CMB measurement of 6, [146]. The details of
the recovered form of w(z) and the wy, w, parameter
values naturally depend on the choice of parametriza-
tion. The accompanying paper [47] explores various
other parametrizations of w(z) beyond eq. (9), and non-
parametric reconstruction methods, that exhibit a simi-
lar behavior. Reference [47] also performs binned recon-
struction of w(z) without assuming a functional form for
the equation of state and finds a consistent picture, as
shown in Figure 12. The lowest redshift bin shown in the
figure favors a value of w > —1 at high significance [47],
inconsistent with the ACDM expectation w = —1.

The apparent preference for phantom crossing to
w(z) < —1 at intermediate redshifts, and the conse-
quent violation of the NEC, is thus rather independent of
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FIG. 12. Comparison of the constraints on the equation of
state of dark energy using the CPL parametrization and a bin-
ning reconstruction approach, using DESI+CMB+DESY5.
The solid green line shows the best-fit w(z) based on wo and
w, inference and the green contours around it represent the
68% and 95% confidence intervals. We also show in blue the
constraints from the binning approach [47], with the hori-
zontal bars indicating the bin width (which is fixed) and the
vertical bars representing the 1o error. Additionally, we in-
clude in gray the 1D posterior for each binning parameter.
The ACDM limit corresponds to the horizontal gray dashed
line.

parametrization choices made in the analysis (see, e.g.,
[147] using DR1 data for non-parametric results). How-
ever, the equation of state is not directly observable, and
we only observe quantities, such as distances, that de-
pend indirectly on w(z). In some circumstances it may
therefore be possible to construct particular models that
provide reasonable fits to the low-redshift data while still
respecting w(z) > —1 at all z ([148, 149] provide explicit
examples, but [150] discusses the general limitations of
such models in fitting DESI4+-CMB data). The support-
ing paper [47] examines several NEC-respecting models
of dark energy evolution and finds that while they can
somewhat outperform ACDM, they have low A(DIC) val-
ues relative to wow,CDM for the combination of DESI,
CMB and SNe data, indicating a preference for phantom
crossing.

Table V gives a more complete list of the results for
other parameters when fitting this model to different
combinations of data. It is worth noting that allowing
w(z) to vary does not help resolve the so-called Hub-
ble tension [151], since in wow,CDM the recovered Hy
is lower than the Planck ACDM value. Although not
discussed here, [45] showed that allowing evolving dark
energy also does not affect the value of the Sg parameter
determined from DESI data, which remains consistent
with values from the CMB.
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B. The nature of the evidence for evolving dark
energy

The Hubble diagrams in Figure 13 illustrate the na-
ture of the evidence for evolving dark energy and its
dependence on the adopted datasets. The upper pan-
els show the isotropic, perpendicular, and parallel BAO
measurements (g, @, and aH), which are normalized
to the predictions of the Planck ACDM cosmology. The
lower panels plot p — ugq, the distance modulus relative
to the fiducial Planck ACDM prediction, for the three
SNe datasets. Our procedure for creating binned data
points from the SNe data is described in Section IV C.
Because the fiducial SNe absolute magnitude is unknown,
all data points are free to move up or down together by
the same amount in p, and we have chosen the normal-
ization such that error-weighted mean of u— ugq is equal
to zero. Equivalently, any model curve in these panels
can be shifted up or down by a constant Ay, and we
have normalized them to match the weighted mean of
the data.

In all panels, the horizontal black line represents the
prediction of the best-fit Planck ACDM model, with
the 1o range of these predictions shown by the shaded
gray region. The blue solid curve shows predictions for
the ACDM model that best fits the DESI BAO data,
while purple represents the model fit to DESI+CMB,
which closely matches the best fit to DESI with just the
(0, W, whe) early-Universe priors from the CMB (see Ta-
ble V). The orange curves in each of the lower panels rep-
resent the ACDM models that, from left to right, best fit
the DESY5, Union3 and Pantheon+ SNe data respec-
tively. The orange curves in the top row are all those for
the ACDM DESY5 best fit.

While the statistical significance of disagreement can-
not be judged accurately from this plot alone, the DESI
measurements clearly prefer lower distances (by 1-2%)
than the Planck ACDM prediction at redshifts z < 1.
There is a ACDM model that fits the DESI data well
(blue curve), but it has a lower €, than the Planck
model (0.297 vs. 0.317), as shown previously in Fig-
ure 8. The joint-fit model (purple curve) has an inter-
mediate Q,, = 0.303, and consequently has a worse fit
to both DESI BAO and the CMB (top panels) and also
fails to describe the SNe data (lower panels). Similarly,
the DESY5 data in the lower left panel exhibit a tension
with Planck ACDM, primarily because of the contrast
between the low redshift (z < 0.1) data at u— pgq = 0.03
and the points at higher redshift. The story is similar for
Union3, but for Pantheon+ the value of u — ugq at low
redshift is smaller, only 0.01.

As is the case for BAO, there exist ACDM models
that can reasonably fit the SNe data (orange curves),
but these have large ), that do not well match CMB
constraints and are also strongly inconsistent with DESI
data, which prefer an €),,, value that is lower than Planck,
not higher. Conversely, the conflict with the DESI-
constrained ACDM models (purple and blue curves) and
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FIG. 13. Hubble diagrams showing comparisons of DESI BAO and SNe data to models.

In the top panels, DESI BAO

measurements are shown with black circles, and DESY5 is used as the SNe dataset for determining model fits. In the bottom
row, binned DESY5, Union3 and Pantheon+ SNe distance modulus residuals are shown with black squares in the three panels.
The SNe binning method is described in Section IV C. The bin edges for the SNe bins are indicated by vertical gray dashed
lines. ACDM predictions from Planck CMB (including Planck+ACT CMB lensing), DESI, SNe and DESI+CMB are shown
in black, blue, orange and purple solid lines, respectively. The wCDM predictions from best-fit DESI+CMB+SNe are shown
in cyan dotted lines. wow,CDM predictions from fits to DESI+SNe and DESI+CMB+SNe are shown in green and red dashed
lines; in the top panels DESY5 is used as the SNe sample, while in the bottom panels, the model curves are adjusted to use the
corresponding SNe sample in the title of each panel. In the SNe panels, all models are pinned at the average of the SNe data.

DESY5 SNe is 0.04 in @ at low redshifts, z < 0.1, which
is worse than the 0.03 offset from the Planck fiducial
model. All these observations point to the fact that
the ACDM model struggles to consistently fit all three
datasets: BAO, CMB, and SNe.

One way to address this tension is to adopt a model
with more flexibility in the background expansion. How-
ever, the wCDM model with a constant equation of state
lacks sufficient flexibility. The cyan dotted curves in the
top row and bottom left show a model with constant
w = —0.971 and ., = 0.310, which is the wCDM model
that best fits the DESI+CMB+DESY5 data combina-
tion; in the remaining two panels the cyan curves show
the predictions of very similar models obtained by sub-
stituting Union3 or Pantheon+ for DESY5. The high-z
anchor does not allow enough redshift evolution for this
model to provide a good fit to the BAO and SNe data at
low redshifts, performing only slightly better than Planck
ACDM. If instead the wCDM model were chosen to fit
the DESI4+DESY5 data, it would necessarily have an
value that would fail to match the CMB constraints on
(9*7 Wh, wbc)~

On the other hand, the wow,CDM model does have

sufficient flexibility to simultaneously achieve good fits
to all three datasets. The green dashed and red
dashed curves in the top panels show predictions for
wowaCDM models with parameters matching the best
fits to DESI+DESY5 and DESI+CMB+DESY5 respec-
tively. These are barely distinguishable in the plots,
showing that the wow,CDM model that best fits the
BAO and SNe automatically also provides a good fit to
the CMB. Over the range of redshifts covered by DESI
BAOQO, these model predictions provide a better fit to BAO
data than the best such ACDM model—in particular,
in the fit to the parallel BAO distances «)—while also
simultaneously resolving the mismatch in Q, between
DESI and CMB in the ACDM framework. The bottom
left panel also shows that they are also equally good at
fitting the p offsets between low-z and high-z DESY5
data. These observations qualitatively help to explain
why these models are strongly preferred over ACDM.

In the equivalent curves in the center and right pan-
els on the bottom row, DESY5 is replaced in all fits by
Union3 and Pantheon+, respectively. While the qualita-
tive picture is the same for Union3 as DESY5, the value
of p1— pgq at low redshift is smaller for Pantheon+ and so
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FIG. 14. Tests of the robustness of dark energy results to different data selections. All contours shown contain 68% and 95% of
the posterior probability. Left panel: Constraints from DESI alone (black dashed thin contours), and combinations of DESI with
(0+, wn, whe)cmB early-Universe priors (blue), CMB without CMB lensing (green dashed) and the full CMB (pink). The CMB
tightens constraints in the wo-w, plane primarily by helping fix Qm, to break degeneracies (cf. Section VIIB). Most of the CMB
information is therefore already contained in the simple priors, although the significance of preference over ACDM is increased
by including CMB lensing (Table VI). Center: The change to the DESI+CMB-+DESY5 posterior (green) when excluding
low-redshift SNe at z < 0.1 from the DESY5 sample (brown dashed). The uncertainties are much larger when excluding these
SNe but the shift in the best-fit values of wo and w, is small. Right: Constraints obtained when replacing the CMB with
DESY3 (3x2pt) information, which is also able to break the degeneracy with Q. We show results for DESI+DESY3 (3x2pt)
(mustard) and DESI+DESY3 (3x2pt)+DESY?5 (brick red), the latter of which also excludes ACDM at high significance. These
constraints use only low-redshift data and include no early-Universe information.

using this dataset does not strengthen the preference for
evolving dark energy relative to that already provided by
the joint fit to DESI and the CMB.

C. Are alternative explanations possible?

Given the surprising results from our analysis—our
best-fit evolving dark energy models apparently imply
phantom dark energy at some redshifts, and order unity
changes in w over the redshift range spanned by the ob-
servations considered—it is worth considering alternative
explanations for the data.

The simplest of these alternatives is simply a sta-
tistical fluctuation. Based on the Ax3,p values pre-
sented in Section VII A above, the statistical preference
for the best-fit wyw,CDM model over ACDM ranges
from around 3¢ to over 4o, depending on the combi-
nation of datasets considered. This level of significance
is not trivially dismissed, even if it does not yet rise
to the 50 threshold commonly accepted for establish-
ing new physics. The variations in the statistical sig-
nificance within this range with the choice of SNe sample
also highlight the importance of calibrating the low-to-
intermediate redshift SNe distance scale.

The constraining power of SNe in measuring the equa-
tion of state comes primarily from the comparison of
low-redshift (z < 0.1) and high redshift (z > 0.1) su-
pernovae. For supernovae at z > 0.1, which partially
overlap the redshift range of DESI, the ACDM model

that best fits the DESI data is also a good fit to the
SNe data. Relative to models that best fit each of the
DESY5, Union3 and Pantheon+ SNe samples alone, over
the full redshift range, the DESI best-fit model gives only
small shifts in the quality of the fit to the SNe data, with
Ax? = —1.2, 1.5 and 2.3 respectively. Unfortunately, no
SNe compilation yet exists in which objects from both
redshift regimes were collected as part of a uniform obser-
vational program. The Pantheon+ and Union3 datasets
are compilations of SNe observed in many individual
datasets, each with different calibrations and selection
functions. Even for the DESY5 dataset, while 1635 SNe
with z > 0.1 come from the DES survey program with
homogeneous calibration, 194 SNe at z < 0.1 are drawn
from a mix of historical observational programs with the
best-controlled calibrations. The consistent calibration
and processing of these data is therefore a delicate oper-
ation. Recently, [152] noted an offset in the differences
between the standardized brightnesses of low-z and high-
z SNe for objects in common between the DESY5 and
Pantheon+ samples; however, [153] explain the causes
for this and argue that the differences are well justified.

If we exclude the low-z sample entirely and take only
the DESY5 SNe, which is the most uniformly calibrated
sample, naturally the constraining power and thus the
statistical significance of the preference for evolution is
reduced, but the best-fit values of wy and w, remain far
from ACDM (central panel of Figure 14). Even if SNe
at all redshifts are excluded altogether, the statistical
significance of the preference from DESI+CMB alone still
exceeds 30. Future cosmology analyses of homogeneous



SNe samples from ZTF [154, 155] and LSST [156, 157]
may shed further light on the relative calibration across
redshifts.

Using the simple early-Universe prior on (6., wh, whe)
that marginalizes over information dependent on late-
time models in addition to DESI gives very similar pos-
terior constraints on wg and w, to the full DESI+CMB
combination (left panel of Figure 14), and the central
wp, W, values are very stable. However, the tension with
ACDM drops somewhat (from 3.10 to 2.40) when using
these simple priors instead of the full CMB: this is be-
cause the (Planck+ACT) CMB lensing likelihood makes
a sizable contribution to the Ax%;,p calculation.

Although recent independent results from SPT [15§]
and ACT [102] find cosmological parameter values that
are consistent with those from Planck, another possibility
is that the CMB constraints used here suffer from some
unknown systematic error. It is therefore interesting to
consider the constraints that can be obtained entirely in-
dependent of the high-redshift CMB anchor. As argued
in Section VIIB, the primary role of this CMB anchor
is that it limits the freedom to vary 2, when fitting
to the low-redshift BAO and SNe distance-redshift mea-
surements. This can be achieved instead by replacing the
CMB with the DESY3 (3x2pt) information to obtain a
constraint coming entirely from low-redshift cosmological
probes. As shown in the right panel of Figure 14, this
combination favors the same region of parameter space,
although with somewhat larger uncertainties.

We also consider the possibility of an undetected sys-
tematic error in our BAO measurements that would have
evaded the many internal checks we have performed (cf.
details in [21, 46, 61]). For instance, a coherent sys-
tematic shift of 1.5% to all the measured o, values
(eq. (11)), applied in a redshift-independent manner to
all tracers, would decrease the tension between DESI and
Planck in the ACDM model, and thus decrease the evi-
dence for evolving dark energy.'® However, the required
magnitude of such a hypothetical shift exceeds the total
systematic error budget indicated by our tests by a fac-
tor of 6 (for QSO) to 10 (for BGS and LRGs), and we
consider this highly unlikely.

Physical models that can satisfactorily explain the data
without requiring dark energy evolution are more chal-
lenging. Table V confirms the finding, previously re-
ported in [38], that allowing the curvature Qx to vary
freely, while increasing uncertainties, does not shift the
posterior in wg and w, towards ACDM. While we have
fixed Y m, = 0.06 eV for our fiducial analysis, it is al-
lowed to vary in Section VIII below, and we find that
this has almost no effect on the dark energy constraints.

18 Such a shift would result in the DEST contours in Figure 8 shifting
~ 1.5% to the left and thus overlapping the Planck CMB results
in ACDM. However, any such hypothetical shift could not be
explained by a simple change in the physical value of rq, as that
would also shift the CMB constraints.
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This is because fitting the CMB power spectrum imposes
a positive correlation between Y m, and €, thus given
a physical prior that > m, > 0 eV, in most of the avail-
able parameter space neutrino masses can only increase
the CMB value of €,,, which exacerbates rather than
relieves the tension with DESI BAO, and in the region
where 0 < > m, < 0.06 eV they have very limited ef-
fect. However, the more exotic scenario where > m,, is
treated as an ‘effective’ neutrino mass such that values
Y-myer < 0 eV are allowed [159-161] can allow CMB
fits to be consistent with lower €,,. This has the effect
of improving the ACDM fit and thus reducing the pref-
erence for evolving dark energy from DESI+CMB+SNe,
but not below the level that is found from the relevant
DESI+SNe combination alone without any CMB infor-
mation (which can be up to 3.30, Table VI), as shown
in Section VIII. That is, allowing negative effective neu-
trino masses still does not fully remove the preference
for non-cosmological constant dark energy. At the same
time, such dark energy models do permit > my, g > 0
values that are consistent with terrestrial experiments.
More standard extensions, such as varying the number
of effective neutrino species, Nog, have no effect on the
dark energy results.

Arguably, the least contorted way to reconcile our find-
ings with ACDM is to exclude all constraints from SNe
data (on the grounds that the significance depends on
the choice of SNe dataset and we have no a priori rea-
son to choose one over the others), and then dismiss the
remaining 3.1o discrepancy with DESI+CMB (or 2.70
when also not including CMB lensing) as a statistical
fluke.

VIII. NEUTRINOS

Cosmological observations are sensitive to the sum of
the neutrino masses. However, this measurement de-
pends on the choice of a cosmological model. So far, our
baseline analysis has assumed the sum of neutrino masses
to be fixed to the minimum value allowed by terrestrial
experiments under a normal mass ordering, Y m, = 0.06
eV, modeled as a single massive and two massless states.
In this section we allow > m, to vary. When doing so,
we assume by default three degenerate mass eigenstates
except when testing specific physical mass ordering sce-
narios. This model produces a good approximation of
the observable effects of both normal and inverted physi-
cal mass ordering scenarios and, in the case of a positive
detection of neutrino masses, would recover the correct
>~ m, value without bias [34, 162]. We also impose a
minimal physical (uniform) prior > m, > 0 eV, while
noting that scenarios with negative ‘effective’ neutrino
mass have also recently been discussed (e.g., [159-161]).
Supporting paper [48] explores the implications of differ-
ent modelling assumptions in greater detail.

Primordial neutrinos were copiously produced before
the nucleosynthesis era and decoupled at a temperature
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Model/Dataset Om Hy [km s™' Mpc™*] Hora [100 km s7'] S m, [eV] w or wo We
ACDM+5Y m,

DESI BAO+CMB [Camspec] ~ 0.3009 + 0.0037  68.36 + 0.29 100.96 +0.48 < 0.0642 — —
DESI BAO+CMB [L-H| 0.2995 4+ 0.0037  68.48 & 0.30 101.16 £ 0.49 < 0.0774 — —
DESI BAO+CMB [P1ik]| 0.2998 +0.0038  68.56 £ 0.31 101.094+0.50 < 0.0691 — —
wCDM+>_ m,

DESI BAO+CMB 0.2943 +0.0073  69.28 & 0.92 102.3+1.3 < 0.0851 —1.039 & 0.037 —
DESI BAO+CMB+Pantheon+ 0.3045 + 0.0051  67.94 + 0.58 100.35+0.84 < 0.0653 —0.985 + 0.023 —
DESI BAO+CMB+Union3  0.3047 +0.0059  67.93 % 0.69 100.334+0.99 < 0.0649 —0.985 + 0.028 —
DESI BAO+CMB+DESY5  0.3094 4+ 0.0049  67.34 4 0.53 99.49+0.78 < 0.0586 —0.961 + 0.021 —
wowa CDM+Y_ m,,

DESI BAO+CMB 0.353 £ 0.022 63.7157 93.8725 <0.163  —0.427321  —1.75+0.63
DESI BAO+CMB+Pantheon+ 0.3109 + 0.0057  67.54 + 0.59 99.62 + 0.86 <0117 —0.84540.055 —0.5779%
DESI BAO+CMB+Union3  0.3269 + 0.0088  65.96 + 0.84 97.34+1.2 <0.139 —0.67440.090 —1.06734
DESI BAO+CMB+DESY5  0.318840.0058  66.75 4 0.56 98.43 + 0.83 <0.129 —0.7584+0.058 —0.82152%

TABLE VII. Cosmological parameter constraints where the neutrino mass parameter is allowed to vary assuming a > m, >0
prior. Additionally, we include models with more general dark energy backgrounds beyond ACDM. While we quote the 95%
upper limit for the neutrino mass parameter in eV units, we refer to the 68% credible interval for the rest of the parameters.
We quote the constraints for DESI and three different CMB likelihoods for ACDM+3" m,; in all other rows the label ‘CMB’

refers to use of the baseline CamSpec likelihood.
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FIG. 15. 1D marginalized posterior constraints on Y m, from
DESI DR2 BAO measurements combined with different CMB
likelihoods, assuming the ACDM+5 " m, model. We show the
1D posteriors for the CamSpec CMB likelihood (leading to the
tightest constraint) as well as the P1ik and L-H CMB likeli-
hoods. We also show the posterior for the wow,CDM+}Y_ m,
model, using DESI and the CamSpec CMB. Other models and
datasets are presented in Table VII. The vertical dashed lines
and shaded regions indicate the minimum allowed ) m, val-
ues for (from left to right) the normal and inverted mass or-
dering scenarios, respectively.

of about 1 MeV; see, e.g., [34] for a review of neutrino cos-
mology. As the Universe expanded, neutrinos gradually
lost kinetic energy, behaving as radiation in the early Uni-
verse and transitioning to non-relativistic matter around
redshifts of z ~ 100 for realistic neutrino masses, there-
after influencing the late-time expansion history by con-
tributing to the matter component. The main effect of
massive neutrinos on the CMB is to impact the angular
diameter distance to last scattering, which is degenerate
with the effects of other cosmological parameters such as
Qm and Hy (see, e.g., [163] for a recent discussion). Neu-
trinos also affect the lensing of CMB anisotropies by sup-
pressing the growth of structure below the free-streaming
scale. BAO are not sensitive to the latter effect at all, and
only probe the background geometry by constraining the
total matter density €, and the parameter combination
Hgrq, so DESI BAO alone cannot constrain the neutrino
masses. Nevertheless by breaking geometrical degenera-
cies, BAO significantly enhance the ability of the CMB
to constrain this parameter.

The upper limits on Y m, that we obtain from the
combination of DESI and CMB depend on the particu-
lar choice of the CMB likelihood used, since the various
likelihoods differ slightly in the amount of lensing power
they infer from the lensed T7T, TE and FE power spec-
tra. This can be incorporated into a phenomenological
parameter Ay, that scales the model lensing power used to
compute the lensed power spectra (but not the power re-
constructed from the 4-point function), such that values
Ar, > 1 indicate an excess of lensing power, often referred
to as the ‘Ay, anomaly’. Increasing > m, above 0.06 eV
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FIG. 16. 68% and 95% confidence contours for the sum of the
neutrino masses and ., in ACDM. The constraints assume
a prior Y. m, > 0 eV. The CMB constraints show a high
degree of correlation between > m, and Q. DESI BAO
constraints are insensitive to the neutrino mass parameter but
measure {1, thus helping to break the geometric degeneracy
and tightening the upper bound on Y m,. The constraint on
> m, from DESI4+CMB is particularly tight because of the
DESI preference for lower 2y, values.

decreases the expected lensing power, while smaller val-
ues would boost it.

The baseline CMB likelihood we have adopted through
this paper combines the CamSpec likelihood [106, 107]
together with the combined CMB likelihood from Planck
[164] and ACT [102], both of which are based on the
PR4 data release. Combining these with the DESI DR2
BAO, and assuming a ACDM background, we find the

marginalized posterior limit
> m, <0.064eV  (95%, DESI+CMB). (29)

Although the CamSpec likelihood appears to prefer a
lower lensing power and reduces the Aj, anomaly [107],
the tighter constraints on other cosmological parameters
degenerate with > m, mean that this upper bound is
tighter than the one obtained with the original P1ik like-
lihood:

> m, <0.069eV  (95%, DESI+CMB[P1ik]).  (30)

The result of eq. (30) is directly comparable to the result
obtained from BAO and CMB in the DESI DRI analysis
[38, 45], which used the P1ik likelihood as the default and
obtained the corresponding constraint > m, < 0.082 eV
(95%).19 This close to 20% reduction in the upper bound

19 Note that [38] originally reported a slightly tighter constraint
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reflects the higher precision of the DESI DR2 BAO data
compared to DR1.

The use of the alternative LoLLiPoP and HiLLiPoP
(L-H) likelihoods of [108] also show a lower excess lens-
ing power than P1lik. In this case, this effect is also
reflected in significantly looser upper bounds on the neu-
trino mass,

> m, <0.077eV  (95%, DESI+CMB[L-H]).  (31)

Figure 15 shows the marginalized 1D posterior con-
straints on Y m, for the combination of DESI with each
of the CMB likelihoods.

Irrespective of which CMB likelihood is used, all
three upper bounds are very close to the lower bound
> m, > 0.059 eV set by neutrino oscillation experi-
ments [165]. The posteriors shown in Figure 15 all re-
semble the tails of distributions that would peak at neg-
ative neutrino masses if this were allowed by the prior.
This behavior has been explored in a few recent stud-
ies [159, 161, 166, 167], as well as in our companion
work [48], which also shows that it holds for profile like-
lihoods based on extrapolating the x? likelihood surface
to > m, < 0eV. In the context of a model with effective
neutrino masses that are allowed to assume negative val-
ues, the DESI+CMB likelihood peaks at Y m,ex < 0,
and the tension with the minimal mass bound from ter-
restrial experiments increases to 3.00 [48].

This discrepancy can be related to the tension between
DESI and CMB results for the parameters ., and Hyrq
in a ACDM background discussed in Section VI above,
and particularly in Figure 8. For fixed angular acous-
tic scale 0., the effects on the CMB of changing > m,
and changing 2, are positively correlated, as can be seen
from the dashed black contour in Figure 16 (similar de-
generacies can also be observed between > m, and Horq,
but with a negative correlation). In ACDM, DESI tightly
constrains €2,,,, as shown by the vertical shaded contour,
to a value close to the low-end tail of the marginalized
posterior distribution for CMB measurements. Conse-
quently, the combination of DESI and CMB rules out
all but the smallest neutrino masses. This result is thus
related to the preference of DESI for lower values of €,
compared to the CMB discussed in the previous Sections.

As the upper limits on Y m, from cosmology approach
the lower limits from neutrino oscillations, the distinction
between the different mass orderings becomes increas-
ingly relevant. The baseline constraint eq. (29), obtained
assuming a Y m, > 0 prior, already appears to rule out
the inverted ordering. However, to determine the evi-
dence in support of the normal ordering, one should also
account for the fact that much of the posterior volume vi-
olates the constraints for both mass orderings. To do this

due to a bug in the version of the ACT lensing likelihood used
in that analysis. This was corrected in [45], where the quoted
result was obtained using v1.2 of the ACT likelihood code that
is also used here.
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FIG. 17. Constraints on the sum of the neutrino masses assuming a wow,CDM model. All contours enclose 68% and 95%
of the posterior probability, and all cases use the prior Y m, > 0 eV. The gray dashed lines represent the ACDM limit. We
show the degeneracy between ) m, and the dark energy parameters in the DESI4+CMB contours (dark orange contours) and
the constraints from the combination DESI+CMB+DESY5. The vertical blue bands show the geometrical constraints from
DESI4+DESY5, that do not measure ) m, but break degeneracies helping to further limit the upper bound on > m,. An
extended plot allowing an effective neutrino mass parameter that can take negative values is shown in the companion paper

[48].

we use a physical model for the total mass Y m, in terms
of lightest neutrino mass m; > 0, which includes infor-
mation on the mass squared splittings Am3,; and |AmZ|
and allows for either mass ordering, as described in [168].
We then determine the upper bounds on this model from
a combined analysis of DESI, CMB (with the baseline
CamSpec likelihood) and 3-flavor oscillation constraints
from NuFit-6.0 [165], assigning equal prior probabilities
to either mass ordering. The result obtained is

> my, <0.112eV (95%, DESI+CMB+

(32)
NuFit-6.0).

The difference between the limits in eq. (29) and eq. (32)
arises because the former only requires ) m, > 0 while
the latter incorporates oscillation data that effectively re-
quire > m, > 0.06 eV, therefore pushing the upper limit
into territory disfavored by the DESI+CMB data alone.
In the supporting paper [48], we also compare the two
mass orderings and find a Bayes factor of K = 10 provid-
ing strong evidence in support of the normal mass order-
ing under the assumption of the ACDM+> m, model.

Given the discrepancy between DESI and CMB un-
der the ACDM model, and the strong preference for a
wow, CDM model discussed in Section VII, we consider
the effect of allowing the equation-of-state parameters
wo and w, to vary. In this scenario and assuming a

>~ m, > 0 prior, we find

Zm,, <0.163eV  (95%, wow,CDM: DESI+

(33)
CMB),

from combining DEST with CMB, and

> my, <0.129eV  (95%, wow,CDM: DESI+

(34)
CMB+DESY5)

when also using DESY5 SNe to better constrain the equa-
tion of state of dark energy. More details of parameter
posteriors in this scenario, including those obtained with
other data combinations and the wCDM+>_ m,, model,
are presented in Table VII. Through comparison to Ta-
ble V, we find that allowing > m, to vary with a con-
ventional physical prior Y m, > 0 eV has little effect
on the w(z) constraints, but that allowing wy and w,
to vary significantly relaxes the neutrino mass bound in
all cases. Moreover, in the case of DESI and CMB, the
peak of the 1D marginalized posterior is recovered in the
positive mass range, as shown in Figure 15.

In ACDM, BAO measurements from DESI set a geo-
metric constraint on Q,, (or, equivalently, on Hyrq) that
helps break the degeneracy in the CMB results for > m,,.
In the wow,CDM model, these geometric measurements
primarily help by constraining the background wy and
w, values, thus limiting the available ) m, range from
the CMB alone, which is itself weaker than in ACDM
due to the additional freedom in the expansion history.



This effect is even clearer when also adding SNe to DESI
and CMB, as the constraints on the background become
significantly tighter. This is illustrated in Figure 17,
where the vertical blue bands show the purely geomet-
rical constraints from DESI+DESY5. An extension of
this plot where these degeneracies extend further in pa-
rameter space by allowing for negative neutrino masses
through and effective parameter Y m, g > 0 is shown
in [48].

Finally, constraints on the number of effective relativis-
tic degrees of freedom, N.g, are not discussed in detail
here, but are consistent with the particle physics value
Negg = 3.044 as described in our supporting paper [48].

IX. CONCLUSIONS

We have presented BAO measurements from over 14
million discrete galaxy and quasar tracers drawn from the
first three years of operation of DESI and which will be
included in the second data release (DR2). These results
use samples of nearby bright galaxies, LRGs, ELGs and
quasars over the redshift range 0.1 < z < 2.1, and cover
a cumulative effective volume of over 42 Gpc®. Com-
plementary BAO measurements from correlations of the
Lya forest and high-redshift quasars at effective redshift
z = 2.33 are presented in the companion paper [61].

Our BAO analysis largely follows the methods used for
the previous DESI DR1 analysis and presented in [21],
but with improved statistical precision as the effective
volume of the data has increased by more than a factor
of two. Some particular differences include the use of a
fainter limiting magnitude cut to define the bright galaxy
sample, resulting in a higher number density, and the
inclusion of quadrupole information in BAO fits to the
quasar sample. As for the DR1 analysis, we applied a
strict catalog-level blinding to our data while initial data
checks were carried out and the analysis pipeline was
being finalized. The validation tests and the criteria that
were required to be met before the data were unblinded
are described in detail in the supporting publication [46].

The final BAO results provide a precision on the
isotropic distance scale measurement of Dy /rq that
ranges from 1.54% (for the QSO) down to just 0.45%
for our most constraining composite LRG3+ELG1 sam-
ple; other than for the QSO, the precision is sub-percent
for every tracer and redshift range. We also obtained
a precision of a few percent on the measurement of the
Alcock-Paczyniski distance ratio for every tracer except
the lowest redshift BGS. Together these results are the
most precise BAO measurements ever made at all red-
shifts covered, including at z < 0.8 where DESI DR2
now greatly exceeds the precision of the Sloan Digital
Sky Survey (SDSS).

The DR2 results are very consistent with those pre-
viously reported from the DR1 data that form a subset
of DR2. The p-value determined from the Kolmogorov-
Smirnov test for the distribution of the differences is 0.22.
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The DR2 results are also consistent with SDSS. [21] pre-
viously reported a ~ 3¢ discrepancy in the measurement
of the transverse BAO scale Dy;/7q in the LRG2 sample at
effective redshift z.g = 0.706 compared to the equivalent
result from SDSS. For DR2, the difference has decreased
in significance, lying within the range 1.50 to 2.60, de-
pending on assumptions about the degree of correlation
between the two samples.

The combination of all BAO measurements from DR2
is well fit by a flat ACDM cosmological model with mat-
ter density parameter Q,;; = 0.2975+0.0086 and product
of the scaled Hubble constant and sound horizon at the
drag epoch hrq = (101.54 £ 0.73) Mpc. This represents
a 40% improvement in precision compared to the equiva-
lent results from DR1, but with excellent consistency be-
tween the two. However, while a ACDM model provides
a good fit to DESI data, the model parameters obtained
from this fit are now in 2.30 tension with those derived
from the CMB, increased from 1.90 in DR1. This ten-
sion is present despite DESI being consistent with the
acoustic angular scale 6, measured by CMB.

When calibrated with an external prior on $,h?
from BBN, our BAO measurements correspond to a
value Hy = (68.50 & 0.58) kms~! Mpc~t in ACDM, a
value that is independent of any information on CMB
anisotropies. In the Q,-Hy plane, the results from BBN-
calibrated BAO are now more discrepant with those
from CMB; the offset of the results is again along the
Qh3 = constant degeneracy direction of the CMB that
is determined by the very precisely measured acoustic an-
gular scale 6,.. Combining DESI BAO with BBN and the
Planck 0, result gives Hy = (68.4540.47) kms~! Mpc™1,
a 0.7% precision measurement competitive with that
from the CMB itself, and in strong disagreement with
SHOES [127].

Within the ACDM framework, DESI results are also
somewhat in tension with the high Q,, values preferred
by SNe datasets, which—contrary to DESI—prefer larger
Qu, than Planck. While not individually rising to the 3o
significance threshold, these results point to an incom-
patibility between different cosmological datasets when
interpreted in the ACDM model. Interestingly, the rel-
ative levels of Q, and Hy values currently measured by
SN, DESI and CMB datasets match what would be ex-
pected if data from a true evolving dark energy model
were analyzed in the restrictive ACDM model, as pointed
out recently by [129].

Assuming a ACDM background, the combination of
DESI and CMB data give the tightest upper bound on
the neutrino mass sum to date, Y m, < 0.064 eV (95%
limit) in our baseline analysis. Although this relaxes
to > m, < 0.078 eV when using an alternative Planck
likelihood [108], both results are approaching the lower
bound set by terrestrial neutrino oscillation experiments,
> m, > 0.059 eV. Indeed, if the model is extended to
allow for negative ‘effective’ neutrino masses, most of
the posterior mass and the peak of the likelihood lie at
> myer < 0 €V, another possible sign of growing ten-



sions within the ACDM model with DESI DR2 [48].

The evidence for a departure from ACDM in the form
of evolving dark energy has increased with the DR2
BAO data. Comparing the evolving dark energy model
parametrized by w(a) = wo + we(1 — a) to ACDM, we
find a 3.10 evidence in favor of dynamical dark energy
from DESI+CMB alone. When we add the recent Pan-
theon+, Union3 or DESY5 SNe datasets to this combi-
nation, the preference for wow,CDM over ACDM is 2.80,
3.80 or 4.2¢ respectively, with all three giving results for
wo and w, consistent with each other within their 68%
credible regions. The preferences for wow,CDM under
these dataset combinations have increased compared to
our DRI results in [38]. All combinations of available
datasets we study favor mutually consistent results with
wgy > —1 and w, < 0, apparently indicating a weakening
dark energy today and a phantom crossing at some point
in the past (in this parametrization). The supporting
paper [47] examines this behavior using a wider range
of models and non-parametric methods. We note that
the degeneracy direction for the constraints in the wg-w,
plane approximately points towards the ACDM solution,
although this is neither exact nor consistent between fits
to different combinations of datasets. This constitutes a
weak coincidence as there is no a priori reason for the
best-fit values of wg and w, to have the values that lead
to this observation.

In Sections VIIB and VIIC, we examined the con-
tributions to the preference for evolving dark energy in
detail. For DESI+CMB, the discrepancy in preferred
Q, values in ACDM is resolved in wow,CDM, leading
to the 3.10 (Ax3ap = —12.5) preference for the latter.
If we omit CMB lensing the best-fit wow,CDM parame-
ters are unchanged, though the significance drops to 2.7¢
(Ax3ap = —9.7). If we also marginalize over any late-
time dependence in the CMB and only impose a prior on
(0., wn, whe), there is a further slight reduction to 2.40
(Ax3ap = —8.0). The wow,CDM and ‘compromise’
ACDM models predict different evolution of the distance-
redshift relation at z < 0.4, with a ~ 2% difference in
distances at z < 0.1. BAO do not provide high preci-
sion in this regime, but supernovae do, and the DESY5
and Union3 samples clearly favor the wow,CDM pre-
diction. However, the distance-redshift evolution in the
Pantheon+ analysis is closer to the ACDM prediction, so
adding Pantheon+ to DESI4+CMB does not strengthen
the evidence for wow,CDM. Appendix A shows that our
results are robust to changes in the choice of CMB like-
lihood. We also show that replacing the CMB likelihood
with the weak gravitational lensing constraints from the
DESY3 (3x2pt) analysis retains a clear preference for
evolving dark energy, with, e.g., a 2 30 preference for
woweCDM from DESI+DESY3 (3x2pt)+DESY5 SNe.
Removing the preference for wyw,CDM through changes
to the DESI measurements themselves would require sys-
tematic errors to be far larger than any found in our tests.

In the wow,CDM background model, when the neu-
trino mass scale is allowed to vary with physical
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non-negative prior bounds, the upper limit on Y m,
is significantly relaxed to > m, < 0.16 eV (95%,
from DESI+CMB) or > m, < 0.13 eV (95%, from
DESI+CMB+DESY5, the middle result from the three
possible SNe samples), while the constraints on wy and
w, do not materially change from the case where Y m,
is fixed. These limits are entirely consistent with neu-
trino oscillation experiment results. The supporting pa-
per [48] shows that even when allowing for effective
masses »_ m, e With a wide prior that allows negative
values, the marginalized posterior in wow,CDM from
DESI4+CMB is consistent with the oscillation lower limit
and its peak lies in the positive region.

In [38] we characterized the results from DESI DR1
and external datasets as providing “a tantalizing sug-
gestion of deviations from the standard cosmological
model”. The DR2 data presented here have sharp-
ened this evidence, although significance levels still vary
depending on the external data used—particularly the
choice of SNe sample—and no combination exceeds 4.2¢.
Nevertheless, it is becoming clear that unless some
unidentified systematic error affects one or several of the
different cosmological datasets used, the challenge to the
ACDM model has increased. Sharper measurements from
future DESI analyses and from other experiments will
show whether these challenges to the standard cosmolog-
ical model herald yet another radical transformation in
our understanding of the evolution and energy content of
the Universe.

X. DATA AVAILABILITY

The data used in this analysis will be made pub-
lic along with Data Release 2 (details in https://
data.desi.lbl.gov/doc/releases/). BAO likelihoods
for DESI DR2 will be provided, integrated in the
cobaya code, at https://github.com/CobayaSampler/
bao_data. The data points corresponding to the figures
from this paper will be available in a Zenodo repository.
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Appendix A: Early-Universe priors and robustness
to choice of CMB likelihoods

As discussed in Section IV, for some purposes it is con-
venient to make use of a compression of the full CMB in-
formation into a multivariate correlated Gaussian prior
on the quantities 6., wy and wy, which are early-Universe
quantities that can be determined independently of as-
sumptions about the late-time evolution by maginalizing
over late-time effects such as the ISW effect and CMB
lensing. This process was performed by [109] based on
the CamSpec CMB likelihood. We use their results to
define a Gaussian prior with mean

0.01041
1(0, wh, whe) = | 0.02223 (A1)
0.14208
and covariance
0.006621 0.12444 —1.1929
C=10"2x | 012444 21.344 —94.001 (A2)

—1.1929 —94.001 1488.4

The use of this prior has been indicated through-
out the paper by the use of the (f.,wn,wpe)omB NO-
tation. As shown in the left panel of Figure 14
the posterior results for the wyw,CDM model are re-
markably similar in all cases when comparing fits to
DESI+(9*, Wh, Wbc)CMB; DESI+CMB (Wlth full CMB in-
formation) and DESI+CMB (no lensing), indicating that
most of the information added by the CMB in this sce-
nario comes from the anchoring constraint it provides on
Qu, limiting the freedom of the model to absorb back-
ground expansion effects of wg and w, into other pa-
rameters. We also tested a separate compression of the
CMB information based on the shift parameters R and
l4 together with wy [110] and found that it gave very
consistent results as well (see also [169]). Nevertheless,
while the addition of CMB lensing information does not
noticeably shift the wg-w, posteriors, it does appreciably
change the Ax3,p values and thus the significance of
rejection of ACDM.

Figure 18 shows the differences in the constraints ob-
tained from the DESI+CMB-+DESY5 data combination
in the wow,CDM case, arising from the use of the three
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FIG. 18. The effect of changing the CMB likelihood between our default CamSpec, P1ik, and L-H (see Section IV B for details),
on results in the wo-w, plane. Left: Posteriors in the DESI+CMB case. Right: The case when also combining with DESY5
SNe information. The L-H likelihood shows a small shift compared to the other two likelihoods, but this difference is suppressed

when also including SNe data.

different CMB likelihoods, namely CamSpec (our base-
line in this paper), Plik and L-H (cf. Section IV for
descriptions). The results using CamSpec and Plik are
remarkably consistent, though we see a small shift at the
0.10 level when using L-H PRA4.

Appendix B: Robustness to assumption about
correlation in BAO systematic errors

Our baseline approach, described briefly in Section ITI
and in more detail in [46], assumes that the systematic
error contributions to BAO measurements are not corre-
lated with each other across redshift bins. As a robust-

ness test, we evaluated the impact of introducing off-
diagonal terms in the systematics covariance matrix of
the BAO measurements. To do this, we assumed that
the theoretical modelling systematic error contributions,
which are estimated to be 0.1% in ajs and 0.2% in aap,
are correlated across all redshift bins, with a correlation
coefficient of 0.5. This leads to redshift-dependent corre-
lations in the final covariance matrix. We found that in-
cluding these correlations had no detectable effect on the
cosmological constraints obtained in any model or com-
bination of DESI with any external dataset. This result
is unsurprising, since the systematic errors are subdom-
inant to statistical errors in all redshift bins, so correla-
tions in the systematic errors cannot play a large role.



