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Chapter 1

Introduction

The Standard Model (SM) has proven to be a suprisingly successful theory. De-
spite its rather simple SU(3)c ® SU(2)r ® U(1)y gauge structure, it accurately de-
scribes many experimental data spanning a large energy range. The (minimal) SM
proposes the Higgs mechanism with an elementary scalar field as a way to give mass to
all of the other particles in the SM when it spontanously breaks the SU(2), @ U(1)y
symmetry down to the U(1)gy,. However, this Higgs particle still remains experi-
mentally elusive at this time. Thus, we are not certain what the ¢rue mechanism
of spontanous symmetry breaking (SSB) is. In addition, there are many reasons to
believe that the SM is not the end of the story. These reasons include the hierarchy
problem, i.e. the extreme fine-tuning necessary to cancel the quantum correction to
the Higgs mass needed to keep it at the electroweak scale, and the lack of a possible
candidate to account for the collisionless dark matter (DM) that makes up over 80%
of known matter in the universe.

Both of these issues suggest that new physics will be in the TeV energy range,
perfectly suited to be discovered in the newest generation of experiments at the Large
Hadron Collider (LHC) or the International Linear Collider (ILC). For the fine-tuning
associated with the hierarchy problem to be successfully resolved, new physics must
enter to stabilize quantum correction to the Higgs mass at or not too far above the

electroweak scale. In addition, the well-known “WIMP miracle” shows that if an
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electromagnetically neutral particle is weakly interacting, the simple thermal freeze-
out mechanism predicts the right thermal relic density of the DM, provided we assume

that its mass and couplings are at the weak scale [1].

Therefore, there are plenty of reasons to be excited about the many possibilities
that will be explored in many experiments in this era, ranging from studying SSB
to producing and studying the particle physics properties of DM at the LHC. There
are many possible new physics scenarios which could give very different experimental
signatures. One needs to be aware of these possible signatures to be certain that when
new physics shows up in the data, we are prepared to detect it. Then naturally, we
would like to identify the underlying physics model, and be ready to further study its
possibly large parameter space. In this thesis, we will look at some possible extensions
to the SM, their signatures at colliders, and possible search strategies to explore the

new physics in a model-independent way.

The little Higgs (LH) model [2, 3, 4], which we look at in Chapter 2, features the
Higgs as a pseudo Nambu-Goldstone boson of approximately global symmetry. In the
SM, at one loop, the Higgs mass recieves quantum correction from the top quark loop,
the gauge boson loop, and the Higgs boson loop. LH theories introduce additional
particles of the same spin which couple to the Higgs in a specific way to cancel each
of these contributions. Then the Higgs mass only recieves quantum correction at two

loops, helping to lessen the degree of fine-tuning.

This chapter is based on work done in collaboration with John Conley and JoAnne
Hewett. We study the most economical example of a little Higgs model, known as
the “Littlest Higgs” [2]. Specifically we focus on its extended neutral gauge sector
and its indirect effect in high energy e*e™ collisions. We find that the search reach in
ete™ — ffatay/s =500 GeV ILC covers essentially the entire interesting parameter
region of the model, and we show that this channel provides an accurate determination
of the fundamental model parameters. Furthermore, we show that the couplings of
extra gauge bosons to the light Higgs can be observed from the process ete™ — Zh
for a significant region of the parameter space. This allows for confirmation of the
structure of the cancellation of the Higgs mass quadratic divergence and would verify

the little Higgs mechanism.



In chapters 3, 4, & 5 we turn our attention to the most well-studied Beyond-
the-Standard-Model scenario, supersymmetry (SUSY). Supersymmetry could help
provide answers to many of the unanswered questions, including the abovementioned
hierarchy problem and identity of dark matter. A Supersymmetry transformation
turns a bosonic state into a fermionic state, and vice versa. The simplest supersym-
metric extension of the SM is called the Minimal Supersymmetric Standard Model
(MSSM.) In this model, for every particle in the SM, there is a supersymmetric part-
ner with the same mass and SM quantum number with spin different by 1/2 unit.
The Higgs mass is protected from quadratic divergences. This can be seen in two
ways: (1) The Higgs’ fermionic partner, the higgsino, has its mass protected by chi-
ral symmetry. By supersymmetry, the Higgs mass is also protected. (%) When one
computes the quantum corrections just as in the SM, in addition to the top loop,
there is also a (scalar) stop loop which exactly cancels the top loop’s contribution if
they have similar masses; similar cancellation also occurrs for vector and scalar loop
contributions to the Higgs mass. That is the beauty of supersymmetry. In addition,
to ameliorate the proton decay problem, it is useful to impose R-parity. This makes
the lighest supersymmetric particle (LSP) stable, since it carries an odd R-parity
number. This particle provides a good candidate for DM.

SUSY is a simple, clean, minimalist theory, which doesn’t require additional pa-
rameters beyond the SM. However, if SUSY exists, it needs to be broken, since no su-
persymmetric partner particles have been observed. The most general SUSY-breaking
MSSM contains 105 new parameters. Since a general study of a parameter space of
this size is impossible, specific SUSY breaking scenarios have typically been considered
in order to reduce the number of parameters. The list of these includes mSUGRA
[5], GMSB [6], AMSB [7], Mirage mediation [8] and gaugino mediated supersym-
metry breaking [9]. These scenarios, however, are restrictive and predict specific
phenomenologies for colliders and cosmology that do not represent the full range of

possible SUSY signatures.

In the attempt to study the MSSM more broadly without making any simplify-
ing assumptions about its SUSY-breaking mechanism at high scale, Berger et al [10]

chose a minimal set of phenomenologically-motivated assumptions that results in a
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model with 19 independent, real, weak-scale, SUSY Lagrangian parameters, called
the phenomenological MSSM or pMSSM. They scanned over this 19-dimensional pa-
rameter space, subjecting the models in the scan to a number of existing theoretical
and experimental constraints. This left them with ~ 70,000 models satistfying all the

constraints.

In the work of chapter 3 and 4, in collaboration with John Conley, James Gainer,
JoAnne Hewett and Thomas Rizzo, we subject these ~ 70k models to the existing
inclusive missing transverse energy (MET) searches by ATLAS [11] to study their
sensitivity to this broad class of Supersymmetric models. In chapter 3, we study
the ATLAS supersymmetry searches proposed for the 14 TeV pp collider. We find
that even though these searches were optimized mostly for mSUGRA signals, they
are relatively robust in observing the more general pMSSM models. For the case
of models in which squarks and gluinos have mass below 1 TeV, essentially all of
these models (> 99%) were observable in at least one of these searches, with 1 fb~*
of integrated luminosity allowing for an uncertainty of 50% in the SM background.
This coverage was seen to improve significantly when these systematic errors were
reduced to 20%. We found that O-lepton searches are the most powerful searches,
while searches with 1-2 leptons do not have coverage as good as has been shown for
mSUGRA, mostly due to the fact that only a very small fraction of these models
are lepton-rich. We then study possible reasons why a model could not be observed.
These difficult models mostly include those with long-lived charginos which lead to
small EF*and models with squeezed spectra which lead to soft jets that fail the jet

cuts.

In chapter 4, we study similar searches that have been carried out by ATLAS at
the 7 TeV LHC [12]. We found that systematic uncertainty again plays an important
role in determining the coverage of the searches. This is especially true for searches
with a large SM background, such as n-jet 0 lepton searches. We study the implication
of a null result from the 7 TeV LHC. We find that the degree of fine-tuning in the
pMSSM depends on the prior in which we scan our 19-dimensional space, but overall
it is not as large as in mSUGRA. We find that a null result at the 7 TeV with 105!

and 20% systematic errors would imply a need for a higher energy ete™ machine than



the 500GeV ILC to study Supersymmetry.

Continuing on along the line of Supersymmetry, in chapter 5 we explore the pos-
sibility of adding one more generation to the MSSM (4GMSSM). This chapter is
based on the work done in collaboration with Randel Cotta, JoAnne Hewett, Ahmed
Ismail and Thomas Rizzo. In particular, we study the Higgs sector and find some
surprising results. In most of the 3GMSSM parameter space, the lightest CP-even
higgs is ~115-125 GeV, while all other bosons are much heavier and the value of
tan(p) is relatively unconstrained. In contrast, the CP-odd A boson in the 4GMSSM
can be very light due to the contribution of the heavy 4th generation fermion loops
while all other Higgs particles (including the CP-even h) are quite heavy. The pa-
rameter tan([3) is strongly constrained to be between 0.5 and 2 due to perturbativity
requirements on Yukawa couplings. We study the electroweak constraints as well as
collider signatures on the possibility of a light A of mass ~115 GeV. As for an LHC
discovery, we find that this light A can be seen in the standard Higgs search channel
h — ~v with cross-section more than an order of magnitude greater than that of the
SM Higgs.

In the last two chapters, based on work done in collaboration with Johan Alwall,
Mariangela Lisanti and Jay Wacker, we study possible search strategies to explore the
new physics in a model-independent way. As we mentioned earlier, collider searches
are typically optimized to discover some favored, very restrictive models, which could
potentially miss the true signal entirely. In chapter 6, we attempt to show how
one could be largely agnostic about the underlying model in exploring the complete
kinematically-allowed parameter space of pair-produced color octet particles (let’s
call them gluinos), that each directly decay into two jets plus a neutral stable particle
that would escape the detectors and appear as missing transverse energy EX (let’s
call it a bino). The kinematics of this process can be completely described by two
parameters mg and mp, and in particular their splitting determines the softness
or hardness of jets from the decay products. We model our analysis after the DO
experiment’s searches for n-jets plus E¥* at the Tevatron [13]. In order to cover
the whole parameter space, one would need separate searches for different regions.

In particular, when the two masses are degenerate, a monojet search is necessary
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to look for hard initial state radiation recoiling against the gluinos. The existing
DO experiment’s searches use fixed final cuts on E}** and Hr (the scalar sum of all
visible transverse energy), and we show that optimizing this cut for every (mgz,mz)
point, and combining all searches, can extend the coverage significantly. Note that,
although we call these two particles gluino and bino, which are specific to SUSY, our
result can be easily reinterpreted for any model with the same decay topology.

In chapter 7, we carry this model-independent approach further in jets plus missing
energy searches, by proposing that one should bin the measured data (or simulated
SM background) differentially as cm;nfii:—%HT for each search, and use them to set limits
on any model of interest. We demonstrate this technique by carrying out a search
similar to that studied in chapter 6, with one added decay step for the gluino, mainly

g — 1W — Qgaq3q4B. We study different kinematic regions and set bounds in

this 3-dimensional parameter space (mg,mg,my ).
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Chapter 2

Determination of Littlest Higgs
Model Parameters at the ILC

2.1 Introduction

The Standard Model (SM) of particle physics is a remarkably successful theory. It
provides a complete description of physics at currently accessible energies, and its
predictions have been confirmed to high accuracy by all high energy experiments to
date. An important piece of the SM remains unexplained—the mechanism of elec-
troweak symmetry breaking. Precision measurements and direct searches suggest
that this mechanism involves a weakly coupled Higgs boson with a mass in the range
114 < mpy < 208 GeV at 95% CL. The Higgs mass parameter, however, is quadrat-
ically sensitive to UV physics. New physics at the TeV scale is therefore necessary
to keep the Higgs light without fine-tuning. This is known as the hierarchy problem.
Three main classes of models, supersymmetry, extra dimensions, and little Higgs,
have been proposed to address the hierarchy problem. Which of these theories, if
any, Nature has chosen will be determined in the coming years as the Large Hadron
Collider and the International Linear Collider probe the TeV scale.

The little Higgs models [2, 3, 4, 5, 6, 7, 8, 9] feature the Higgs as a pseudo
Nambu-Goldstone boson of an approximate global symmetry which is broken by a

vev at a scale of a few TeV. The breaking is realized in such a way that the Higgs

9
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mass only receives quantum corrections at two loops. In contrast to supersymmetry,
the one-loop contribution to the Higgs mass from a SM particle is canceled by a
contribution from a new particle of the same spin. Little Higgs theories thus predict
the existence of new top-like quarks, gauge bosons, and scalars near the TeV scale.
The distinguishing features of this model are the existence of these new particles and
their couplings to the light Higgs. Measurement of these couplings would verify the
structure of the cancellation of the Higgs mass quadratic divergences and prove the

existence of the little Higgs mechanism.

The most economical little Higgs model is the so-called “Littlest Higgs” (LH) [2],
which we introduce here and describe in more detail in Sec. 2.2. This scenario is
based on a non-linear sigma model with an SU(5) global symmetry, which is broken
to the subgroup SO(5) by a vev f. The vev is generated by some strongly coupled
physics at a scale Ag ~ 4xf; possible UV completions of little Higgs theories are
discussed in [8, 9, 10, 11]. The SU(5) contains a gauged subgroup [SU(2) x U(1)]?
which is broken by the vev to the SM electroweak group [SU(2); x U(1)y]. The
global SU(5) breaking leaves 14 massless Goldstone bosons, four of which are eaten
by the gauge bosons of the broken gauge groups, giving these gauge bosons a mass
of order f. In particular, we have a heavy Z-like boson Zy and a heavy photon-like
boson Ay which, as we will see, are phenomenologically important. The other ten
Goldstone bosons make up a complex doublet and a complex triplet which remain
massless at this stage. Masses for the complex triplet are generated at the TeV-scale
by one-loop gauge interactions. The neutral component of the complex doublet plays
the role of the SM Higgs. Its mass term comes from a Coleman-Weinberg potential
and has quadratically divergent corrections only at two loops, giving p? ~ f2/1672.
Thus the natural scale for f is around a TeV. If f is much higher than a few TeV,
the Higgs mass must again be finely tuned and this model no longer addresses the

hierarchy problem.

The phenomenological implications of little Higgs models have been explored in
2, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 1, 23, 24, 25, 26, 27, 28]. Constraints
arise from electroweak precision data as well as from indirect and direct production

at LEP-IT and the Tevatron. For example, in the Littlest Higgs scenario, the lack of
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discovery of the Ay, which is expected to be quite light, puts a lower bound on f in
the few TeV range. Significant electroweak constraints come from tree-level and loop
deviations of the p-parameter and the weak mixing angle sin? 6, from their SM values.
Combining these gives a limit f 2> 4 TeV which is relatively parameter independent.
Many variants of little Higgs models exist in the literature which lower this bound to
fz1—-2TeV.

In this Chapter we use the processes ete™ — ff (where f denotes an SM fermion)
and ete™ — Zh to investigate experimental limits from LEP II data on the Littlest
Higgs parameters, to evaluate the extent of the International Linear Collider’s search
reach in LH parameter space, and to see how accurately the ILC will be able to
determine the LH parameters. We will see that the ILC can substantially extend
the discovery reach of the LHC. In addition, we will also see that the bounds from
ete™ — ff at LEP II exclude a large part of the LHC’s search reach in the pp —
Zy — Zph — (T07bb channel. Complementary discussions of the Littlest Higgs
model at the ILC and LHC can be found in [18, 19, 20, 21, 22, 1, 23, 24, 25, 26, 27, 28].
In Sec. 2.2, we discuss the Littlest Higgs model in detail. In Sec. 2.3, we examine the
process ete™ — ff at LEP II and the ILC and determine how accurately the ILC
will be able to measure the LH parameters. In Sec. 2.4 we explore the LH parameter

space using the process ete™ — Zh at the ILC.

2.2 The Littlest Higgs model and its parameters

In this chapter, we are mainly concerned with the extended neutral gauge sector
present in the LH model. While this scenario also includes a number of parameters
that arise from the top and scalar sectors, in which there are a number of new heavy
particles, the observables of concern in our analysis only depend on the three param-
eters present in the extended heavy gauge sector. These are f, the vev or “pion decay
constant” of the nonlinear sigma model, which we discussed in the Introduction, and
two mixing angles. Although we focus on the Littlest Higgs model, we note that
an enlarged gauge sector with rather generic features is present in all little Higgs

scenarios.
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The vev f characterizes the scale of the SU(5) — SO(5) breaking; the effective
field theory of the 14 Goldstone bosons has the Lagrangian
1f2 2
where X is a 5 X 5 matrix parametrization of the Goldstone boson degrees of freedom
[2, 27, 28]. The covariant derivative contains the gauge bosons associated with the

gauged subgroup [SU(2) x U(1)]?, Wy, Wa, By, and Bs;

2
DY =0,5—i Y (9;(W;S+IW/) + gj(B;S+£B))). (2.2.2)

J=1

At the same time, the [SU(2) x U(1)]? is also broken to [SU(2); x U(1)y], and

the gauge boson mass eigenstates after the symmetry breaking are

W = SW1 + CWQ, W/ = —CW1 + SWQ,

-, ) ;o ) (2.2.3)
B—SBl+CBQ, B ——CBl+SBQ.

The W are the massless gauge bosons associated with the generators of SU(2); and
the B is the massless gauge boson associated with the generator of U(1)y. The W’
and B’ are the massive gauge bosons associated with the four broken generators of
[SU(2) x U(1)]?, with their masses being given by

f 2 2 g f 72 72 g
mwr = — + = —Ff, Mmp = —= + = — 7. 224
wr= Vet =g o) me NS 2\/53’c’f (2.24)

The mixing angles

s=—P2  and ¢ = —2_ (2.2.5)
G5 9+ g
relate the coupling strengths of the two copies of [SU(2) x U(1)]. These two angles
together with f are the three parameters of the model that are relevant to our analysis.
As we will see, the factor of v/5 in the denominator of the expression for mp will

have important phenomenological consequences.
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The Higgs sector contains a scalar triplet in addition to a SM-like scalar dou-
blet. The doublet and triplet both obtain vevs. The doublet vev, v, brings about
electroweak symmetry breaking (EWSB) as in the SM, and thus v = 246 GeV. The
triplet vev, v’, is related to v by the couplings in the Coleman-Weinberg potential.

Taking these to be O(1) gives the relation v ~ v?/2f.

After EWSB, the mass eigenstates are obtained via mixing between the heavy
(W’ and B’) and light (W and B) gauge bosons. They include the light (SM-like)
bosons WLi, Z1, and A observed in experiment, and new heavy bosons Wf}, 2,
and Ay that could be observed in future experiments. At tree level, the processes
ete” — ff and ete” — Zh involve the exchange of only the neutral gauge bosons.

Their masses are given to O(v?/f?) by

MiL = 07
2 2
2 2 vt (11, o | D 2 212 v
e T L e p
2 2 2 f? V2 [(5(? — §%)? g *s% 4+ 25 (2.2.6)
My = mzsu 552202 b 2_f2 252 N wH!?W ’
2 2 2 2\2 ) 2 12
2 2 / v (C—S) g c"s®+c°s

where my, and myz are the SM gauge boson masses, and s, (¢,) represents the sine

(cosine) of the weak mixing angle. Here xy, given by [27, 28]

2 2
5 ,scs'd(c?s”” + s27)
TH = 599
2 5928126/2 _ 9/23202 !

(2.2.7)

characterizes the mixing between B’ and W' in the Ap and Zg eigenstates. It is
important to note that all but the first term in the square brackets for MﬁH and
M %H are numerically insignificant. Thus Mle depends strongly on s’ and not on s,
and vice versa for M7 . This dependence is shown in Fig. 2.1. Note that the Ay is
significantly lighter than the Zg and can be as light as a few hundred GeV; we will

discuss the consequences of this below.

After EWSB, the couplings of the gauge bosons Zp, Ay, and Zy to fermions
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MZH, MAH as functions of s, s

MzH (TeV)

MAH (TeV)

1 1 1 1 1 1 1 1
0.1 0.2 0.3 0.4 05 , 06 0.7 0.8 0.9 1
8

Figure 2.1: Dependence of the heavy gauge boson masses My, and My, on s and s/,
respectively, for different values of f.

similarly depend on s, s’ and f because of the mixing between the fields. If we
demand that the U(1) be anomaly-free, which requires y, = —2/5 and y. = 3/5 in

the notation of [27, 28], the general structure of the couplings is

9(ALff) = gsm(Aff),

9 Zuf ) = gsu(ZFD) (1 + L. s/>) |

) S 11, (2.2.8)
g(Auff) = bi@(g — 3¢ ),
9(Zuf]) =+,

where ggps represents the relevant coupling in the SM. A and Z are the SM photon

and Z boson, and a; and b; are both O(1) where ¢ labels the species of fermion.

The existence of the heavy gauge boson-Higgs couplings is a hallmark of the

Littlest Higgs model. They can be probed using the process ete™ — Z;H through
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the exchange of the Z;, Zy, and Ay. The relevant couplings are given by

U2
g(ZL/,LZLz/H> = gSM(Z,uZVH) (1 -+ —G(S, 8/)) s

f2
-2 2 2
—1g° ¢ —s
ZinZuH) = — 4 & — 24 9.2.9
g( Lp4H ) 9 CWU 9sc 9u ( )
. r)2 12
—ig9g c°—s

g(ZLuAHVH> = B vawgw-
where a is an O(1) function. The formulae for the couplings can be found in Appendix
B of [27].

Certain bounds on s and s’ can be obtained by requiring that these couplings
remain perturbative. Using the convention that a perturbative coupling ¢ satisfies
g*/4m < 1 gives 5,8’ 2 0.1 — 0.2. Using the more conservative convention g*> < 1
would give a smaller allowed range for the parameters. In the analysis that follows,
we include the region where s > 0.16. As discussed above, expectations for the value
of f arise from the requirement of naturalness. For f = 10TeV, the LH model no
longer addresses the hierarchy problem.

As in [27, 28], we write the fermion-boson coupling as iy*(gy + gay®). It turns
out that for the electron-Z; coupling, |ga| > |gv|, while in general the shifts in the
couplings due to mixing are roughly equal, i.e |Aga| ~ |Agy|. Thus the relative
change in gy is in general much greater than that for g4, as shown in Fig. 2.2. This
relative change in gy is numerically fairly unimportant for most of the observables
in our analysis, as the cross sections are typically functions of g + ¢%4. The left-
right asymmetry A;p in efe™ — ff, however, has terms directly proportional to gy .
Therefore, for the ILC, which has beam polarization capability, the A;r deviation is
important and introduces a surprising s’ dependence in our results. We will discuss
this in greater detail in Sec. 2.3.

Equation 2.2.6 shows that for generic choices of s and s', M4, /My, ~ s,mz/ NG
~ 1/4. Figure 2.1 illustrates this, with My4,,, for f = 3 TeV, dipping well below
1 TeV for much of the parameter space. As mentioned in Sec. 2.1, this light Ay is
responsible for the most stringent experimental constraints on the model [12, 17]. As

a result, phenomenologically viable variations of the Littlest Higgs models typically



16 CHAPTER 2. LITTLEST HIGGS AT THE ILC

% change in gy, ga for Z_ e*e” coupling

f=3TeV,s=0.5

f=6TeV,s=05 --
f=6TeV,s=0.95 —

% change in gy
W
o

T T T 1 T T
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Figure 2.2: The percent deviation of the vector and axial Zpeé couplings from the
SM values for Zg),ee, taking various values for the parameters f and s.

decouple the Ay by modifying the gauge structure of the theory as in [29] and [30]. In
this Chapter, however, we analyze the original Littlest Higgs model as it is the most
phenomenologically well-studied. To gain some understanding of models in which the
Ap decouples we take two approaches in our analysis. One is to choose a parameter
value (s’ = /3/5) for which the coupling of Ay to fermions vanishes. This decou-
ples the Ay from all tree-level electron-positron collider physics. Another approach
is to artificially take M,,, — oo while letting all other quantities in the theory take
on their usual, parameter-dependent values. While not theoretically consistent, this
approach gives us a more general picture of the behavior of models in which the Ay

decouples. We take both approaches and show the results for each case throughout

our analysis.

2.3 Parameter Determination via ete™ — ff

In this section we examine the process ete™ — ff, where all of the LH neutral gauge
bosons participate via s-channel exchange, at past and future colliders. We first use

a y-squared analysis using the ete™ — ff observables measured at LEP II. This
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analysis gives the region of LH parameter space excluded (to 95% confidence level)
by the LEP II data.

We then perform a similar y-squared analysis at the energies and luminosity ex-
pected at the ILC. We use the same set of observables as in the LEP II analysis as
well as the polarization asymmetries that will be measurable due to the beam polar-
ization capability at the ILC. This analysis gives the region of LH parameter space
for which the ILC will be able to determine (to 95% confidence level) that the data
cannot be explained by the Standard Model, and represents the ILC Littlest Higgs
search reach. The two analyses just mentioned are described in Sec. 2.3.1.

Finally, in Sec. 2.3.2, we examine the ability of the ILC to determine the values
of the LH parameters from ete”™ — ff. For a few different generic sets of LH
parameters, we first generate sample data for the observables, and then perform a
x-squared analysis to map out the region in LH parameter space that is inconsistent
(to 95% CL) with the sample data. The size and shape of the remaining region tells

us how accurately LH parameters can be determined.

2.3.1 The LEP II exclusion region and ILC search reach

Here we present our numerical analysis of the experimental constraints on the Littlest
Higgs parameter space from LEP II data as well as the search reach expected from
the ILC. We use the Lagrangian and Feynman rules of the Littlest Higgs model as
described in [27, 28]. Note that for our analysis, we follow the notation of [27, 28]
and take the values of the U(1) charge parameters y, = —2/5 and y. = 3/5 that,
as previously discussed, leave the U(1) anomaly-free and give the couplings shown in
Eq. 5.3. The remaining free parameters of the model that are relevant to ete™ — ff
are the sines of the two [SU(2) x U(1)] mixing angles, s and s’; and the “decay
constant,” or vev, f as defined in Eq. 2.2.1 and Eq. 2.2.5.

We first study the constraints on the model from ete™ — ff at LEP II, taking as
our observables the normalized, binned angular distribution and total cross section
for ete™ —bb, c¢, and ll, with [ = e, i1, or 7. We use /s = 200 GeV and an integrated
luminosity £= 627 pb~'. For the detection efficiencies, we take e, = 97%, €, = 88%,
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e = 49%, e, = 40%, and €, = 10% [31]. We perform a x-squared analysis and take
the SM values for all the observables to correspond to x? = 0, with a nonzero y?

representing deviation from the SM. This is a reasonable approach, since there was
no detectable deviation from the SM at LEP II [31].

For the ILC analysis, in addition to the above mentioned observables, we also
include the angular binned left-right asymmetry Apg for each fermion pair. We use
the projected energy /s = 500 GeV and luminosity £= 500 fb™'. For the detection
efficiencies, we take ¢, = 97%, €,., = 95%, ¢, = 60%, and €. = 35% [32].

Because of the presence of the Zy and Ap, we use a general formula for the
differential cross section for ete™ — f f that is valid for any set of extra gauge bosons

that can run in the s-channel [33],

P([By(1 2C;; 2.3.1

where z = cos @, C; is the color factor,

s _ (5= M2)(s = M2) + (LML) (T, 015)
9= s — MR+ (M5 — M2 + (0,0

8§ —

(2.3.2)

and
Bij = (Ui’l)j + aiaj)f(vivj + aiaj)e s Cij = (?}Z‘Cl,j + aivj)f(viaj + aivj)e.

Here v and a correspond to the vector and axial couplings gy and g4 discussed in
Sec. 2.2, and the sum runs over the gauge bosons in the s-channel: Ay, Z;, Ay, and
Zy.

For Bhabha scattering, besides the s-channel, we also have a contribution from
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the t-channel, so that

do S o5 9
= T 2 {Pij [Bi;(1+2%) +2Cy;2] +

2P {Bij (1 + iu + z)2> —Cy (1 - i(1 + 2)2)1 + (233

P14 2)%(Bi; + Cz‘j)},

where Pgf and P/ are defined similarly to PS5 with the replacement s — t = —1s(1—

js
z) in Eq. 2.3.2 in the obvious way.

To calculate Apgr, we need the cross sections for left- and right-handed electrons.

These can be obtained from the above formulae by making the replacements
1 1
Vie = 5 (Vie + Aie) , Gie — 5 (Gie + Aic) (2.3.4)

with A = +1(—1) corresponding to left- (right-) handed electrons. Then the left-right

asymmetry is given by
doj,  dogr

ALR(Z) = ’Pﬁ, (235)
dz dz
where P is the degree of e~ beam polarization at the ILC, which we take to be 80%.

We assume the e™ beam is unpolarized.

We compute the y? distribution as follows, where o* represents one of the observ-

ables mentioned above:

i i 2
ag — 0
% Z( LH(;Ui SM) ‘ (2.3.6)
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Here, o is the statistical error for each observable, given by

don (dUN)Q
5 dz dz 3.
(=) Ty (2.3.7)
1 — A?
(SA — LR
L Leotor

where oy, 1s the total cross section and dg—ZN is the normalized differential cross section:

don 1 do
— = —_—. 2.3.8
dz Otot dz ( )

The efficiency € for each final state is given above.

As previously noted, s, s’, f are the free parameters present in the neutral gauge
sector of the LH model. In our analysis, we choose a fixed value of s’ and scan the
parameter space (s, f).

The exclusion region at LEP II and the search reach at the ILC correspond to
the regions where 2 is greater than 5.99, representing a 95% confidence level for two
free parameters. The combined result is shown in Fig. 2.3 for different values of ¢'.
For each value of &', the LEP II exclusion region and the ILC search reach are on the
left of the corresponding contour. This is because as f increases, the gauge boson
masses (proportional to f) also increase (see Fig. 2.1) and the deviations in the Z f f
couplings (proportional to v?/f?) decrease. For the ILC search reach boundary one
would expect to see four contours at the upper right corner corresponding to the four
different input values of s’. However, there is only one visible contour, for s’ = /3/5,
because in the other three cases, the search reach covers the entire parameter space
shown in the figure.

As discussed above, the choice s’ = \/3/_5 corresponds to decoupling the Ay from
the fermion sector, as verified by the results shown in Eq. 5.3. In this case, the ILC
search reach can be as low as f ~ 2TeV for large values of s. For other values of

s', the search reach is greater than f ~ 10TeV for all values of s. We thus see how
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95% CL contours with light Ay at Vs = 500 GeV
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Figure 2.3: LEP II exclusion region from e*e™ — ff and ILC search reach in the
parameter space (s, f) for different input values of §’, and including the Ay contri-
bution. For ¢ = \/% there are two lines of the same symbol/color, one on the
boundary of the LEP II exclusion region, and one on the boundary of the ILC search
reach region. For the other values of s’ the curve shown is the boundary of the LEP
IT exclusion region, while the ILC search reach covers the entire parameter region
shown.
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95% CL contours with M,_— e at Vs = 500 GeV

Figure 2.4: LEP II exclusion region and ILC search reach as in Fig. 2.3, but with

MAH—>OO.

strongly the presence of the relatively-light Ay can affect the phenomenology. For
LEP II, the story is similar; the exclusion region for s’ = \/3/_5 is much smaller than
for other values of s’. This is because the observed deviation at s’ = \/% is solely
due to the modification in the Z; ff coupling and the presence of the Zy, which is
generally several times heavier than the Ay. For other values of s’ the constraints on
f can be as high as ~ 6 TeV. Overall, the LEP II exclusion regions have constraints on
the parameter f that are roughly consistent with those from precision measurements
2, 12, 13, 14, 15, 16, 17].

As discussed in Sec. 2.2, we also examine the general behavior of models in which
the Apy is decoupled by taking M,,, — oo while letting all other quantities take
on their usual values. The results in this case are presented in Fig. 2.4. It is not
surprising that the s’ = \/% contours in Fig. 2.4 are exactly the same as in Fig. 2.3,
since the Ay is decoupled for this choice of s’. For other values of s, the contours are
very different in the two cases. The s dependence of the contours in Fig. 2.4 is easy
to understand. The Zy f f couplings go as gc/s, thus the ILC contours show that the
search reach is higher for lower values of s. Similarly, for LEP II, the exclusion region

extends farther out in f for lower values of s. There is, however, a “turnover” for



2.3. PARAMETER DETERMINATION VIA E*E~ — FF 23

the LEP II exclusion region around s ~ 0.3 where the contours start moving towards
lower f. This takes place because the mass My, begins to increase (see Fig. 2.1)
and the overall contribution from Zg to the observables starts to decrease as s gets

smaller.

With Ma, — oo, the s’-dependence of the x? is mostly due to the deviation in
the Zff couplings, since neither the Zy ff couplings (see Eq. 5.3) nor My, (see
Eq. 2.2.6) are strongly dependent on s’. This explains why there is less variation
among the different contours in Fig. 2.4 than in Fig. 2.3. For values of s close to 1,
however, the ILC contours for different values of s’ begin to deviate from one another
markedly. This s’ dependence is due to the s’-sensitive deviation of Ay, as discussed
in Sec. 2.2. This is confirmed by Fig. 2.5, which shows the relative contribution of
the different observables to the x? at the ILC with M, — oo and s = 0.95. Note

that App for various final states dominates the y? where it is large.

The fact that the search reach is lowest for s’ = \/% then indicates that the de-
viations in the Z f f couplings are smallest for this parameter value. This coincidence
arises because both Ay and Z; are linear combinations of gauge eigenstates. Ay to
lowest order is just B’, whose couplings to fermions vanish at s’ = \/3/_5 As the §'-
dependent terms in the deviation of the Z; f f couplings arise from the B’ admixture,
they also vanish at this value. This is also confirmed by Fig. 2.5, which shows that

the relative contribution of A;r and the total x* decrease around s’ = /3/5.

The search reach at a /s = 1TeV ILC reaches to somewhat higher values of
the parameter s, but has essentially the same reach for the parameter f as the /s =
500 GeV machine. This is reasonable; as s approaches unity, the contribution from the
deviations in the Z; couplings dominates the search reach, and these contributions are
not as important as the center of mass energy increases. The result is that the search
reach is very similar for both /s = 500 GeV and 1 TeV. We will see later, however,
that the /s = 1TeV data can significantly improve the parameter determination.

Figure 2.3 and Fig. 2.4 show that the /s = 500 GeV ILC search reach in general
covers most of the interesting parameter space where the Littlest Higgs models are
relevant to the gauge hierarchy. Thus the ete™ — ff process alone is an effective

tool for investigating the Littlest Higgs model at a ILC.
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Figure 2.5: Fractional contribution to the total x? for each ete™ — ff observable at
a 500 GeV ILC for fixed (s, f). The labels on the legend go from top down in one-to-
one correspondence with the shaded sections. For example, Apg(ete™) contributes
~ 78% to the total x* at s = 0.4. The line labeled “95%” is the total x2/5.99.
This means that the region s’ ~ [0.55,0.9] where this line dips below 1 is outside the
Vs = 500 GeV ILC search reach.
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Figure 2.6: Comparison of ILC and LHC search reach. The LHC data was taken
from Fig. 8 of [1]. The search reach lies to the left of and underneath the contours.

It is important to compare the ILC search reach to that of the LHC. An ATLAS
based analysis of the LHC search reach for the heavy gauge boson Zp of the Littlest
Higgs model was computed in Ref. [1]. The resulting 50 contour for discovery of the
Zp at the LHC is reproduced in Fig. 2.6 (where we have converted their results to our
choices of parameters f and s for the axes). Fig. 2.6 also displays our results for the
ILC (taking M4, — o0), where we have now employed a statistical significance of 5o
rather than 95% to facilitate an equal comparison. We see that the ILC substantially
extends the LHC search reach for s < 0.8.

2.3.2 Parameter Determination: sample fits

We have now determined the available parameter space accessible to the ILC and not
already excluded by LEP II. It remains to ask, given the existence of an LH model
with parameters in this accessible range, how accurately would the ILC be able to
measure them? It is well-known [34, 35, 36, 32, 37, 38, 39, 40] that the ability to

precisely measure the couplings of heavy gauge bosons is one of the fortes of the ILC.

We first discuss the capability of the LHC to determine the LH model parameters.
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Numerous studies [34, 35, 41, 42, 43| have addressed the ability of the LHC to deter-
mine the couplings of new gauge bosons. The results of these studies show that while
some model differentiation is possible for Z’ bosons with masses < 2 TeV, absolute
determination of the Z’ couplings is not possible. There are three main reasons for
this: (i) the number of observables is limited in the hadron collider environment. The
observables are the number of events (i.e., cross section times branching fraction), the
forward-backward asymmetry, and the rapidity asymmetry) for leptonic final states
only. Other final states are not detectable above background, (¢¢ final states are a
possible exception, but such events will be heavily smeared and thus not useful for a
coupling analysis). (ii) The observables are convoluted with all contributing parton
densities. (iii) The statistics are insufficient for Mz 2 2 TeV. Here, in the case of
< 2 TeV,

Y

the LH, our results show that LEP II essentially excludes the region My,
and thus we do not expect the LHC to contribute to the parameter extraction in any

significant way. We note, however, that a very precise mass measurement for Zy will
be obtained at the LHC.

To determine the accuracy of the parameter measurements, we perform some
sample fits, using a y-squared analysis similar to the one described in the preceding
section. We use the same ILC observables as before. In some cases we also include
data from a /s = 1 TeV run, for which we also take an integrated luminosity of L=
500 fb~'. We note that we can exchange My, for f, so we now take My, , s, and
s’ as our free parameters. We choose a generic data point (s, s, Mz, ) and use it to
calculate the observables, which we then fluctuate according to statistical error. We
assume that the Large Hadron Collider would have determined My, relatively well,
to the order of a few percent for My, <5 — 6TeV; we thus fix My, and perform a
2-variable fit to s and s’. Scanning the s-s’ parameter space, we calculate the x? at
every point. We find the minimum x? point; the 95% CL region surrounding it is the

region for which the x? is less than this minimum x? plus 5.99.

Figure 2.7 shows the results of this fit for two sample data points in the contrived
scenario with My, — oo. For both of these points, the determination of s is very
accurate. This is due to the strong dependence of the Zy ff couplings on s, as dis-

cussed in the previous section. The s’ determination is worse than that for s because
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Figure 2.7: 95% CL sample fits to the data points (s = 0.5, s’ = 0.5) and (s = 0.5,

s’ =/3/5), using ete~ — ff observables at a 500 GeV ILC, taking M, = 3.0 TeV
and My, — oo.

of our choice s = 0.5. At this value of s, the contributions from the Z; coupling
deviations (which carry the s’ dependence) are smaller than the Zy contributions.
The reason the s’ determination is better for s’ = 0.5 than it is for s’ = /3/5 is that

the s’-dependent deviations in 9V, 5 vanish for the latter value.

Figure 2.8 shows the results from a similar fit and illustrates how it can be im-
proved with data from a higher-energy run with /s = 1TeV at the ILC. Here,
the s determination is not much more accurate than the s’ determination, as the

s’-independent Zz contributions no longer dominate the fit for s = 0.9.

In Fig. 2.9 we show results from a fit with the full Ay contributions. Not surpris-
ingly, the parameter determination is much more precise, as the Ay contributions,
when present, dominate the x2. Since the Ay couplings depend only on s/, it is also
no surprise that here the s’ determination is in general much better than that for s.

If, for some reason, the LHC doesn’t provide a good measurement of My, , we
would need to include that quantity, or equivalently f, in our fits to the data. In
Fig. 2.10 we show the results where we have set s’ = \/% and we fit to s and f.
Note that for one of the data points, the allowed region doesn’t close. This highlights
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Figure 2.8: Like Fig. 2.7 except Mz, = 3.3 TeV and the data points are (s = 0.9,

s =0.5) and (s = 0.9, s = /3/5). Also shown for each point is an improved fit
from adding data from a /s = 1 TeV, £= 500 fb~'run at the ILC.
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Figure 2.9: Like Fig. 2.7, except Mz, = 3.3 TeV and the data points are (s = 0.65,
s' =0.65) and (s = 0.65, ' = 1/3/5), and the full My, contributions are included.
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Figure 2.10: Sample fits to the data points (s = 0.5, f = 4TeV) and (s = 0.9,

f = 4TeV), taking s = /3/5. At the decoupling value of ', the Ay does not
contribute.

the importance of using both the LHC and the ILC to reliably determine the model

parameters.

2.4 Parameter determination using e" e~ — Z.h

In order to confirm that the LH model is the correct description of TeV-scale physics,
it is important to test the hallmark of the LH mechanism, namely that the Higgs mass
quadratic divergences are canceled by new particles with the same spin as their SM
counterparts. The proof lies in the measurement of the new particle couplings to
the Higgs. Here we are concerned with the coupling of the heavy Z to the Higgs
boson. This coupling can be tested via the process ete™ — Zph. In the LH model,
deviations of observables related to this process from their SM expectations come
from three sources: the diagram with the Zy in the s-channel, the diagram with the
Apg in the s-channel, and the deviation of the Z;Z;h coupling from its SM value.

In this section we repeat the analysis of Section 2.3, using the process ete™ — Zph
and taking the total cross section as our observable with m;, = 120 GeV. We assume

that at a /s = 500 GeV ILC this cross section will be measured to an accuracy of
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1.5% [32].

The cross section, including the effects of additional gauge bosons, can be written

as

K| k[* s

Oz h = T 1+ 3m2 ZPZJ (9i 2,095 2, (ViVj + @iaz)e], (2.4.1)
)

where P was defined in Eq. 2.3.2. The sum runs over the participating gauge bosons

in the s-channel: Z;, Ay, and Zy. Here, k| is the magnitude of the 3-momentum of

the outgoing 7, given by

k| = QL\/E\/(mgf CME 2+ s(s — 2(M3, +m3y)). (2.4.2)

The couplings v; and a; are the same as before-the axial and vector couplings of

electrons to the ith gauge boson.

We carry out the y-squared analysis as before. Figure 2.11 shows the ILC search
reach in the LH parameter space, where each plot corresponds to a different choice of
s’. By comparing to Fig. 2.4 we note that eTe™ — Zph gives a much poorer search
reach than ete™ — ff. In particular, when s’ is near the decoupling value \/% the
LH model is generally indistinguishable from the SM. Well away from s’ = /3/5,
as shown for ' = s/2 and s’ = 0.5, the search reach covers almost all of parameter
space, except for regions of low f where interference between the Ay and Zy conspire
to bring the cross section near its SM value. These regions, however, are ruled out

by LEP.

In the case s’ = s, however, there are regions that exhibit similar interference
effects and are not ruled out by LEP data. For example, consider the two data points
f=4.0TeV, s = 0.61 with (a) s’ = 1/3/5 and (b) s’ = 0.61. With /s = 500 GeV,
(b) is within the search reach while (a) is just outside the search reach. Figure 2.12
shows that at this value of /s, the deviation of the cross section from the SM is much
greater for s’ = 0.61 than for s’ = \/3_/5, since the Ay decouples in the latter case.
With /s = 1TeV, this behavior is reversed; point (a) is outside the search reach
while (b) is within. At this value of /s the interference between Ay and Zy brings
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Figure 2.11: LEP II exclusion region from ete™ — ff and ILC search reach in the
parameter space (s, f) from the process ete™ — Zph, for various values of s and
including the full Ay contributions. For each value of s’ there are three curves; one
corresponds to the LEP II exclusion region, and the other two represent the ILC
search reach region for /s = 500 and 1000 GeV, respectively, taking an integrated
luminosity of 500 fb™'at each center-of-mass energy.
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Figure 2.12: The cross section for eTe™ — Zph as a function of /s for the SM and
two different points in LH parameter space. The insets show the behavior near the
expected ILC /s values of 500 GeV and 1 TeV. The resonance at about 700 GeV cor-

responds to the Agy.

the cross section closer to the SM value when the Ay contributes.

Figure 2.13 shows the search reach obtainable with 500 fb™'at a /s = 500 GeV
ILC, taking M4, — oo. Comparing to Fig. 2.3, we see that the search reach here is
much smaller than for efe~ — ff. Figure 2.14 displays the corresponding reach at
Vs = 1TeV with 500 fb~'. In both cases, and for all choices of s’, the search reach
decreases markedly around s = 1/ v/2. This is because the Z; Zy H coupling vanishes
at this value of s, as can be seen in Eq. 2.2.9. It is also interesting to note that the
spread in the search reach as s is varied is larger for /s = 500 GeV than it is for
1 TeV. This can be understood if one notes that /s = 1TeV is closer to the Zy pole
(as Mz, ~ a few TeV throughout the parameter space) than is 500 GeV. Thus the
deviation of oz, from its SM value at /s = 1TeV is dominated by the presence of
the Zp, whose mass and couplings are essentially s-independent. At /s = 500 GeV,
the deviation of oz, has a more significant contribution from the deviation of the
ete~ 7 coupling, which is strongly dependent on s" (see Fig. 2.2). For both values
of /s, the sensitivity in the range of parameter space where s = 0.5 does not reach

beyond the general precision electroweak bound of f > 4 TeV.
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Figure 2.13: The ILC search reach from the process e*e™ — Zph for various values of
s, taking /s = 500 and M,, — oco. The LEP II exclusion region from ete™ — ff
is shown for s’ = s/2 (from Fig. 2.4) for comparison.
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Figure 2.14: Same as Fig. 2.13, but for /s = 1 TeV.



34 CHAPTER 2. LITTLEST HIGGS AT THE ILC

5 ¢ contours with MAH—>oo atVs=1TeV

LHG
ILC s’=+3/5 N

f{TeV}

Figure 2.15: Comparison of ILC and LHC search reach in the Zy — Zh channel.
The LHC curve was read from Fig. 22 of [1].

One could hope to improve the sensitivity by adding the measurement of the
Higgs branching ratios as additional observables. It turns out, however, that the LH
deviations of the branching ratios from their SM values are at most 1-2%, which is
smaller than or equivalent to the experimental sensitivity at the ILC.

Lastly, we again compare the reach obtainable at the ILC from this process to that
of the LHC in pp — Zy — Z;, + h. We display the 50 results from the ATLAS based
analysis [1] of this process in the LH using the final state £*¢~bb in Fig. 2.15. We also
show our results, again adjusted for 5o rather than 95% statistical significance. This
figure shows that the ILC overwhelms the capability of the LHC in this channel. In
fact, our analysis of ete™ — ff shows that for s < 0.8 the LEP II results already
exclude the possibility of the LHC observing the Z; + h decay of the Z.

2.5 Summary

Little Higgs models provide an interesting mechanism for addressing the hierarchy
problem. They contain a single light Higgs boson which is a pseudo-Goldstone bo-

son with a small mass generated at the two-loop level. The quadratically divergent
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loop contributions to the mass of this Higgs are canceled by contributions from new
particles appearing at the TeV scale. These cancellations take place between contri-
butions from particles which have the same spin. Measurement of the couplings of
these new particles to the light Higgs would verify the structure of these cancellations

and establish the Little Higgs mechanism.

Here, we have investigated the extended gauge boson sector within these theo-
ries. Numerous Little Higgs models, based on various global symmetries, have been
proposed. However, the existence of an enlarged gauge sector, with rather generic
features, is endemic to all these scenarios. We choose to work in the framework of the
simplest model of this type, known as the Littlest Higgs, based on an SU(5)/SO(5)
nonlinear sigma model. This scenario contains the new heavy gauge bosons ij, Zy,
and Agy in addition to the SM gauge fields. The masses of these additional gauge
bosons are expected to be of order the global symmetry breaking scale of f ~ TeV. (It
is expected that f < 10 TeV in order for this scenario to be relevant to the hierarchy.)
However, due to the group theory structure, the Ay can be significantly lighter re-
sulting in stringent constraints from precision electroweak data. Phenomenologically
viable Littlest Higgs models must thus decouple the Ay and we have examined two
such approaches in our analysis. One, where we choose the model parameters such
that the fermion couplings of the Ay vanish, and another where we artificially take

My

y — 00.

We study the effects of the new neutral gauge bosons in e*e™ annihilation. These
particles can participate in efe~™ — ff and ete™ — Zh via s-channel exchange, and
their effects can be felt indirectly for center of mass energies well below their masses.
We find that fermion pair production is more sensitive to Little Higgs effects than Zh
associated production. We perform a thorough investigation of the model parameter
space and find that observables at LEP II exclude the region f < 1—3 TeV, which is
consistent with the constraints obtained from precision electroweak data. The search
reach of the proposed International Linear Collider, operating at /s = 500 GeV,
covers essentially the entire parameter region where this model is relevant to the
hierarchy, i.e., f < 6 — 10 TeV. In the case of a 1 TeV ILC, the search region probes

slightly larger values of the mixing parameter s, but similar values of f.’
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We have also demonstrated that once a signal is observed in these channels, ac-
curate measurements of the couplings of the heavy gauge fields can be obtained from
fermion pair production at the ILC. These couplings are related to the mixing angles
in the extended gauge sector and we show that experiments at the ILC can determine
the fundamental parameters of the theory. For illustration, we performed a fit to
generated data for sample points in the Littlest Higgs parameter space, and found
that the fundamental parameters can be determined to the precision of a few per-
cent, provided that the LHC measures the mass of the heavy neutral gauge field. If
information on the new boson masses is not available from the LHC, then the param-
eter determination at the ILC deteriorates. Additionally, the couplings of the extra
gauge bosons to the light Higgs can separately be determined from e*e™ — Zh for a
significant region of the parameter space. This enables ILC experiments to test the
consistency of the theory and verify the structure of the Higgs quadratic divergence
cancellations.

In summary, we find that the ILC has the capability to discover the effects of the
Littlest Higgs model over the entire theoretically interesting range of parameters, and
to additionally determine the couplings of the heavy gauge bosons to the precision of

a few percent.
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Chapter 3

Supersymmetry Without Prejudice
at the LHC

3.1 Introduction

The LHC has recently begun operations, providing our first direct glimpse of the
Terascale in a laboratory setting, and new physics discoveries are widely expected.
Supersymmetry (SUSY) is one of the most attractive candidates out of a litany of
potential theories beyond the Standard Model (SM) as it contains a natural dark
matter candidate, addresses the weak hierachy problem, and provides a framework
for unification of the forces [1, 2]. However, evidence for Supersymmetry has yet
to be observed [3]; hence it cannot exist in its most fundamental form and must be
a broken symmetry. Various mechanisms for the breaking of Supersymmetry have
been proposed [4, 5, 6, 7, 8, 9, 10], each predicting a characteristic sparticle spectrum
leading to distinctive signatures in colliders and other experiments. Of these, gravity
mediated Supersymmetry breaking (mSUGRA) is the most often studied; it contains
5 parameters at the unification scale and thus greatly simplifies the exploration of the
vast Supersymmetric parameter space. In particular, most searches for Supersymme-
try at the Tevatron [11] and the planned search strategies at the LHC [12] have been
designed solely in the context of mSUGRA.

The question then arises of how well mSUGRA describes the true breadth of the

40
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Minimal Supersymmetric Standard Model (MSSM) and its possible collider signa-
tures. It is well-known [13, 14, 15] that the DO constraints on squark and gluino
production do not hold within a broader class of SUSY models and that much lighter
sparticles (~ 150 GeV) can easily evade these searches. This poses a potentially
worrisome prospect for the LHC search strategies and their effectiveness needs to be
checked on an extended class of SUSY models. This provides the motivation for our

work.

In particular, we base our analysis on the recent study published by the ATLAS
detector collaboration [12]. Here, the collaboration performed an extensive exami-
nation of a set of 7 SUSY benchmark points, all of which are based on mSUGRA,
and constructed most of their SUSY search analysis suite from these investigations.
In this work, we will simulate the ATLAS search analyses, pass an extensive set of
broad-based SUSY models through each search channel, and determine their observ-
ability. We believe that the results will be indicative of the robustness of the ATLAS
SUSY search analysis suite. In order to perform this test, we follow the analyses
as presented by ATLAS in the reference. Numerous, and perhaps improved, SUSY
collider search techniques have been discussed in the literature [16, 17] and may be
utilized by ATLAS in the future. However, to be concrete we will only employ the

analyses described in [12].

We make use of a recent comprehensive bottom-up exploration of the MSSM
performed by Berger et al[13]. In this work, no reference was made to theoretical
assumptions at the high scale or to the mechanism of Supersymmetry breaking. The
theoretical assumptions were minimal and included only CP conservation, Minimal
Flavor Violation, that the lightest supersymmetric particle (LSP) be identified with
the lightest neutralino and be a thermal relic, and that the first and second sfermion
generations be degenerate in mass with negligible Yukawa couplings. Enforcing this
minimal list of assumptions results in the pMSSM (phenomenological MSSM) with
19 real weak-scale parameters. A scan of 107 points in this 19-dimensional parameter
space was performed over ranges chosen to ensure large sparticle production cross sec-
tions at the LHC. Each model (or point in the 19-dimensional space) was subjected

to a global set of constraints from spectrum requirements, electroweak precision data,
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heavy flavor physics, cosmological considerations, and LEP and Tevatron collider
searches. Approximately 70,000 models in the pMSSM scan survived all of the re-
strictions and were found to be phenomenologically viable. (Interestingly, subjecting
the seven ATLAS mSUGRA benchmark points to these same constraints results in
only one of the points being consistent with the global data set.) A wide variety of
properties and characteristics were found in this model sample, with features that

imply a very large range of possible predictions for collider signatures.

Specifically, we set up an analysis for each of the 11 search channels studied in
the ATLAS CSC book[12] and ensure that we reproduce the CSC results for each of
the ATLAS benchmark points in each channel. We will then run the ~70k pMSSM
points of Berger et. al. through each analysis channel and perform a statistical test
to ascertain the observability of each model. We will find that several pMSSM models
cannot be detected by the ATLAS SUSY analysis suite and we will further examine
these special cases and ascertain which characteristics in the sparticle spectrum render
then unobservable. In many cases we find that the systematic errors associated with
the SM backgrounds are the main cause of the lack of a statistically viable discovery
signal and note that a reduction in these errors would greatly improve the likelihood
of discovering SUSY. We will also look at a qualitatively different collider signature,
that of stable supersymmetric particles. Our model set contains a large number of
models with stable sparticles of various identities, and we will evaluate the prospects
of observing these stable sparticles at the LHC.

The next section describes the generation of our model set, Section 4.2 discusses
our procedure and analysis set-up, Section 3.4 contains our main results, Section 3.5

discusses stable particles in our model set, and our conclusions can be found in Section
3.6.

3.2 Review of Model Generation

In this section we provide a brief overview of our previously performed model gener-

ation procedure; full details and all original references are given in Refs.[13, 18, 19].
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3.2.1 Parameter scans

In performing our exploration of the 19 soft-breaking parameters of the pMSSM, we
first determine the ranges that we scan over for these parameters as well as how
their specific values are selected within these ranges. Recall, as discussed above, that
these parameters are defined at the TeV scale. In our analysis, we employed two
independent scans of the pMSSM parameter space with the ranges being fixed such
that large production cross sections for SUSY particles are likely at the 14 TeV LHC.
This means that we will have two independent sets of models to examine for LHC
SUSY signatures employing the ATLAS analyses. In the model set generated by the
first scan, denoted here as the FLAT prior set, 10" n-tuples of the (n=)19 parameters
were randomly generated, assuming flat priors, where the parameter values were

chosen uniformly throughout the ranges:

100 GeV < my < 1TeV,

50GeV < [ Mo, u| < 1TeV,

100GeV < M3 < 1TeV,
|Ap: | < 1TeV, (3.2.1)

1 <tanp <50,

43.5GeV <my <1TeV.

Here the absolute value signs are present to allow the soft-breaking parameters to
have arbitrary sign. To generate the models for the second scan, denoted here as the

LOG prior set, 2 x 10% n-tuples of the (n=)19 parameters were generated, assuming
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log priors for (only) the mass parameters with the modified ranges:

100 GeV < my < 3TeV,

10GeV < |Myo, p| <3TeV,

100 GeV < M3 < 3TeV,
10GeV < [Ap,.| < 3TeV, (3.2.2)

1 <tanpg <60,

43.5GeV <my < 3TeV.

It is important to note that the parameter tan 3, being a dimensionless quantity,
is still being scanned in a flat prior manner, unlike the other parameters, when we
generate this model set. The expanded parameter range in this case allows for some
access to both very light as well as some heavy sparticle states that may only be
observed at the SLHC. The primary goal of this second scan was to compare these
results to those of the flat prior study in order to determine the degree that the
resulting model properties depend on the scan assumptions and whether any possible
bias was introduced. We found that both scans yield qualitatively similar results,
but that the detailed predictions in the two cases can be quantitatively different in
several aspects. The physical spectra for the sparticles themselves were generated in
all cases using the code SuSpect2.34[20].

3.2.2 Constraints

We now turn to a discussion of the theoretical and experimental constraints that
we imposed on the set of models generated from these two scans. Each observable
is required to separately lie within the experimental errors; we do not attempt to
perform a global fit. We employ the 95% C.L. bounds in all cases, except for the
anomalous magnetic moment of the muon and the 5-yr WMAP measurement of the

relic density. These special cases are discussed in more detail below.
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Theoretical constraints

The theoretical restrictions we included are standard and were applied while gen-
erating the sparticle spectrum with the SuSpect code: (i) the spectrum must be
tachyon free, (ii) the spectrum cannot lead to color or charge breaking minima, (i)
electroweak symmetry breaking must be consistent, and (iv) the Higgs potential is
bounded from below. Furthermore, we employed the assumption that (v) the WIMP
LSP is a conventional thermal relic and is identified as the lightest neutralino. We
also imposed the requirement of (vi) Minimal Flavor Violation (MFV) [21] at the
TeV scale to reduce the impact of Supersymmetry on flavor physics. In this case, the
SUSY contributions to flavor physics are mostly controlled by the Yukawa couplings
and the CKM matrix.

Constraints from precision measurements

We then imposed experimental constraints from precision electroweak observables,
flavor physics, astrophysical measurements, and collider searches for SUSY particles.
The code micrOMEGAs2.21 [22, 23, 24, 25, 26] takes the MSSM spectrum output
from SuSpect and implements the restrictions arising from a number of precision and
flavor measurements: we required that the precision electroweak constraints obtained
via possible shifts in the p parameter, Ap, as well as the rare decays b — sy and
By, — ptu~ be consistent with their measured values. Given the current theoretical
and experimental uncertainties for the value of the g—2 of the muon, we implemented
the loose requirement that (—10 < A(g—2), < 40)-107' in our analysis. In addition
to these constraints which are essentially built into the micrOMEGAs2.21 code, we
demanded consistency with the measured value of the branching fraction for B — 7v
and required that the ratio of first /second to the third generation squark soft breaking
masses (of a given charge and helicity) differ from unity by no more than a factor of

~ 5 to satisfy the bounds from meson-anti-meson mixing.



46 CHAPTER 3. PMSSM AT THE 14-TEV LHC

Dark matter constraints

We employed two constraints that arise from the Dark Matter (DM) sector: first,
we required that the calculated DM relic density not exceed the limit obtained from
the 5 year WMAP measurement, thus allowing for the possibility that the DM sector
consists of multiple components besides the lightest neutralino.! Second, we imposed
the search constraints from the DM direct detection experiments, allowing for a factor
of 4 uncertainty in the calculation of the cross section from possible variations in the

input parameters and matrix elements. These calculations were also performed with
the micrOMEGAs2.21 code.

Tevatron constraints

Collider searches, of course, play an important role in placing constraints on the
pMSSM parameter space. Since the Tevatron searches for SUSY are closer in spirit
to the LHC analysis we present below, we discuss them in more detail than the corre-
sponding investigations from LEP. We first consider the restrictions imposed on the
squark and gluino sectors arising from the null result of the multijet plus missing
energy search performed by DO [11] that is based on mSUGRA. In our study, we
generalized their analysis to render it model independent. For each of our pMSSM
models, we computed the NLO SUSY cross sections for squark and gluino production
using PROSPINO2.0 [27, 28, 29, 30, 31, 32]. The decays for these sparticles were com-
puted via SDECAY/HDECAY (i.e., SUSYHIT1.1)[33] to obtain the relevant decay
chains and branching fractions and these results were then passed to PYTHIAG.4[34]
for hadronization and fragmentation. We then used PGS-74[35] to simulate the DO
detector and impose the kinematic cuts for the analysis; PGS-74 was tuned to repro-
duce the results and efficiencies for the three benchmark mSUGRA points employed
by DO in their published multijet study. For an integrated luminosity of 2.1 fb™!, we
found that the 95% CL upper limit on the number of signal events from combining
all of the production channels was 8.34, where we employed the statistical method of

Feldman and Cousins[36]. Models with event rates larger than this were then removed

Note that although we did not require the WMAP bound to be saturated this condition is
satisfied in a reasonable subset of our resulting models.
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from further consideration. Interestingly, light squarks and gluinos (masses of order
150-200 GeV) with small mass splittings with the LSP survive this analysis[14, 15].

Analogously, we employed constraints from the CDF search for trileptons plus
missing energy[37], which we also generalized to the pMSSM using essentially the
same method as in the jets plus plus missing energy analysis described above. Here,
we employed a CDF tune for PGS-74 which we obtained by reproducing the CDF
benchmark point results. We used the leading order cross section together with a
universal K-factor of 1.3 to mimic the full NLO cross section. Specifically in this
case, we only made use of the ‘3 tight lepton’ analysis from CDF as it is the easiest
to implement with PGS-74. The 95% CL upper bound on a possible SUSY signal
in this channel was then found to be 4.65 events assuming a luminosity of 2.02 fb™!
as used in the CDF analysis. Again, pMSSM parameter sets leading to larger event
rates were dropped from the remainder of our analysis.

In order to satisfy the large number of stop and bottom searches at the Tevatron|38,
39, 40, 41, 42], we simply required that the masses of the lightest stop and sbottom
be larger than that of the top quark, ~ 175 GeV. However, an examination of the
various sparticle spectra a posterior: reveals that this cut makes very little impact on
our final model set.

Both CDF[43] and D0[44] have placed limits on the direct production of heavy
stable charged particles. In our analysis we employed the stronger DO constraint
which can be taken to have the form m,+ > 206|Uy,,|* + 171|Uy,[* GeV at 95% CL in
the case of chargino production. Here, the matrix U determines the Wino/Higgsino
content of the lightest chargino and was used to interpolate between the separate
purely Wino or Higgsino results quoted by DO0. This resulted in a very powerful
constraint on the pMSSM since chargino-LSP mass degeneracies are common in our
model sample, particularly when the LSP is nearly a pure Wino or Higgsino or a

combination of these two cases.

LEP constraints

We imposed a large number of constraints arising from the direct searches for both
SUSY partners and the extended MSSM Higgs sector from LEP data. As for the
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Tevatron, most of the LEP analyses have been carried out in the mSUGRA framework
and thus need careful reconsideration when they are extended to cover the more
general pMSSM scenario considered here. For brevity, we will only mention the
details of a few of these here, with a complete discussion of all these constraints being
given in our previous work[13]. Two of these restrictions arise from Z-pole data: (7)
we required that the Higgs boson as well as all new charged particles have masses in
excess of Myz/2 and also that all new (detector) stable charged particles have masses
in excess of 100 GeV[45]. Furthermore, (i) we required that Z decays into stable and
long-lived neutralinos not contribute more than 2 MeV[46] to the invisible width of
the Z boson.?

ALEPH|47] has placed a lower limit of 92 GeV on the light squark masses, assum-
ing that the gluino is more massive than the squarks, via their decay to a jet+LSP
(i.e., jet + missing energy) provided that the mass difference between the squark
and the LSP (Am) is > 10 GeV to avoid very soft jets. We employed this con-
straint directly, including the Am cut. For light sbottoms, the same sort of decay
pattern results in a lower bound of 95 GeV on their mass. Lower bounds have been
placed[48] on the masses of right-handed sleptons decaying to leptons plus missing
energy of m 2 100(95,90) GeV for the selectron(smuon,stau). This is, however, only
applicable if the slepton masses are at least a few percent larger than that of the
LSP, otherwise the final state leptons will again be too soft. Our analysis allows for
the appearance of this small mass gap. These constraints are also applicable to left-
handed sleptons provided the corresponding Wino ¢—channel exchange contribution
is not very important, an assumption made in our analysis. An analogous situation
applies to chargino production. If the LSP-chargino mass splitting is Am > 2 GeV,
a direct lower limit of 103 GeV on the chargino mass is obtained from LEPII data.
However, if this splitting is Am < 2 GeV, the bound degrades to 95 GeV, provided
that also Am > 50 MeV, otherwise the chargino would appear as a stable particle
in the detector and would then be excluded by the stable particle searches discussed

above. In the case where the lightest chargino is dominantly Wino, this limit is found

2We note that for the range of sfermion mass soft breaking parameters we consider, Z decay to
pairs of sneutrinos is not kinematically allowed so that this final state cannot contribute in any way
to the invisible width.
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to be applicable only when the electron sneutrino is more massive than 160 GeV.

For constraints on the Higgs sector, we imposed the five sets of bounds on the
MSSM Higgs sector masses and couplings provided by the LEP Higgs Working Group|49].
To do this, we employed the SUSY-HIT routine, recalling that the uncertainty on the
calculated mass of the lightest Higgs boson is approximately 3 GeV[50] as determined
by SuSpect.

Surviving models

After all of these constraints were imposed, we found that ~ 68.5 - 10° models out
of our original sample of 10" pMSSM points in the flat prior set satisfied all of the
restrictions. In the log prior sample of 2 - 10¢ pMSSM points, only ~ 2.8 - 10? models
survived the same constraints. As mentioned above, the properties and characteristics
of the surviving sets of models from the two scans are qualitatively similar. We will
now examine the production of these ~ 71.3 - 10? viable pMSSM models at the LHC
considering the two model sets independently. We remind the reader that we refer to

each of these points in the pMSSM parameter space as a model.

A wide variety of properties and characteristics were found in this 70k model
sample. In some instances, surprisingly light sparticles (e.g., ~ 180 GeV squarks
and gluinos) are still allowed by the data. The most favored identity of the next-
to-lightest supersymmetric particle (nLSP) was the lightest chargino, followed by
the second lightest neutralino. However, ten other sparticles (including the right-
handed selectron, the gluino and the up squark) can also play the role of the nL.SP
with roughly equal probabilities. The mass splitting between the LSP and nLSP,
a crucial parameter for collider signals, was found to have a large range spanning
seven orders of magnitude from approximately 100 keV to 100’s of GeV. Over 1100
distinct classification patterns[51] were found for the content and ordering of the four
lightest sparticles in the spectrum. These features imply a very large range of possible

predictions for collider signatures within the pMSSM.
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3.3 Analysis Procedure for Inclusive SUSY Pro-
duction at the LHC

As discussed in the Introduction, the single, most important goal of this study is to
explore how well the inclusive SUSY searches formulated by the ATLAS collaboration,
designed with mSUGRA in mind, perform when they are applied to the larger and
much more general pMSSM parameter space. To that end, we attempt to follow
these analyses as presented by ATLAS itself in detail in Ref.[12] as closely as possible.
The justification for the choices of specific analysis cuts, the size and nature of SM
backgrounds and the associated systematics as well as the use of the statistical tests
for discovery employed here are the same as those employed by ATLAS and are thus
all given and discussed in detail in this reference. These are necessary choices if we
are to make a direct comparison to the ATLAS mSUGRA study.

In particular, we examine the eleven search channels as detailed by ATLAS in
this reference: at least 4(2) jets + ERs [4(2)j0]], at least 4(3,2) jets + exactly one
lepton + EWiss [4(3,2)j11], opposite-sign dileptons + at least 4 jets + ERs [OSDLY,
same-sign dileptons + at least 4 jets + EX [SSDL], three leptons + at least one jet
+ EMiss [31j], three leptons + EM inclusive [3lm], at least one 7 + 4j + E¥s [7],
and at least 4 jets with at least two b-tags + EX [b]. Here, the term listed in
brackets for each channel is the ‘nickname’ that we will use throughout the paper for
that analysis. We considered 85 SUSY production processes that contribute to these
11 signatures.

In order to perform our analysis, we must first determine the size and properties
of the SM backgrounds to the various analysis signatures listed above. To this end,
we obtained more details of the results and distributions for the SM backgrounds
that were generated by ATLAS itself and was presented in Ref. [12] from the AT-
LAS SUSY Group [52]. This essentially allowed us to directly employ the ATLAS
computed backgrounds in our analysis and we did not need to generate any of the
SM background ourselves. Provided with these backgrounds we were thus able to
perform a better direct comparison of our results with the ATLAS mSUGRA studies

and this permitted us to concentrate on generating the expected signal rates for each
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of these eleven searches for all of the parameter space points in our ~ 71k pMSSM
model sample.

It is worth noting that these cuts will most likely change as a function of luminosity
in order to maximize the search reach. In addition, other search variables, such as
My and ar, have already been employed by ATLAS and CMS in analyzing their
first 35 pb~! data sample [53, 54], and other new variables are likely to be invented
(such as the Razor [55] search). These will likely increase the experiments’ sensitivity

to SUSY production.

3.3.1 Generation of the Signal Events

Several steps were employed in the generation of the signal events for the ATLAS
search strategies for our set of pMSSM models. First, the SUSY spectra and cor-
responding sparticle and Higgs boson decay tables were generated using a modified
version of SUSY-HIT. As phase space issues can be very important in our model set,
due to the large number of sparticle near-degeneracies, our modifications included
the incorporation of the light quark (u,d,s,c) and lepton (e and p) masses in the cal-
culation of branching fractions and lifetimes for the various sparticles. For two body
decays, we implemented the expressions for the decay with the masses included, while
for three-body decays, we only modified the phase-space cutoff to take into account
the mass effects. We note that in the case of the light quarks, the hadronization
products of the quarks have significantly higher masses than the corresponding bare
masses of the quarks. We therefore included the mass of the lightest meson of the
appropriate type in the relevant phase space cut-offs. Since it is not uncommon for
the mass splitting between by and the LSP to be below the B meson mass, ~ 5.3
GeV, we also included the 1-loop processes b; — (d,s)+LSP in the decay tables.
Also, since there are many models that have charginos which are close in mass to the
LSP, we included the full expressions for the chargino decays in the ev, uv, and 1-3
pion plus LSP final states [56, 57]. These were employed for mass splittings below
1 GeV.

We also included CKM-suppressed decays of shottoms, which, as discussed again
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later, allowed for the decay of bottom squarks with close mass splittings with the LSP.
Another set of modifications was necessary to correctly include four-body final states
in the decays of stop squarks with small mass splittings. SUSY-HIT includes formulae
for the decay t — XV b f f’, where f, f are assumed to be massless fermions. We
modified the code to compute the decay width to a specific pair of fermions, including

phase-space cutoffs, using the appropriate fermion masses.

In addition, in some cases, the QCD corrections to particular partial widths,
most commonly for stop and sbottom decays to Higgs/gauginos and heavy quarks,
were turned off as they led to negative branching fractions. This occurred due to a
poor choice of scale and/or a lack of resummation of large QCD correction terms.
Yet another set of corrections to the decay tables was necessary in order to resolve

PYTHIA errors that occurred; see the discussion below for more details.

Next, the NLO cross sections for the ~ 85 SUSY production processes we consid-
ered were computed using a modified version of PROSPINOv.2.1 [28, 29, 30, 31, 32]
that avoided potentially negative K-factors due to sign issues associated with the
neutralino masses. This modification is now implemented in the current version of
the code. Processes involving 7-sneutrinos or charged Higgs production are not sup-
ported by the current version of Prospino, so their K-factors are not included. We
note that these processes tend to have very small cross sections at the LHC, so this has
a negligible effect on our results. We employed the CTEQ6.6M parton distribution

functions [58] when performing these calculations, as well as in our event generation.

PYTHIAv.6.418 was employed for event generation, fragmentation/showering,
and hadronization. In order to apply the K-factors calculated with PROSPINO, we
generated individual event samples for each of the 85 SUSY production processes and
scaled each by its K-factor. In some subset of the models, problems with PYTHIA
arose, e.g., it could not handle the final state hadronic fragmentation in the decays
of colored sparticles with small mass splittings. To address this, we implemented
an additional modification to the decay tables. For any sparticle with an unboosted
decay length longer than ~ 20 m, so that it does not decay within the detector, we
set the decay width to zero so that PYTHIA treats the sparticle as absolutely stable

and does not attempt the decay. In addition, we attempted to force a larger decay



3.3. ANALYSIS PROCEDURE 53

width in the case of any colored sparticle with a width less than 1 GeV to alleviate
issues with hadronizing long-lived colored states, but this exacerbated the problem
and led to more frequent serious PYTHIA errors and so this approach was dropped.
We are left with roughly 1% of our pMSSM model sample where PYTHIA errors
occur that are serious enough to lead to a PYSTOP, i.e., a halt in the event generation.
In these models, the production cross sections can thus be seriously underestimated.
Therefore, in the remainder of this work, these “PYSTOP models” are generally
excluded from our results, except where noted otherwise. Note that since this is only
a very tiny fraction of the models we consider, dropping this small set has essentially
no impact on the results we quote below. This was explicitly verified for all of the
ATLAS analyses we consider below for both flat and log prior model samples.
Events were then passed through an ATLAS-tuned version of PGS-74 [35] for
fast detector simulation, employing the kinematic cuts for the eleven inclusive search
analyses described in detail by ATLAS in Ref. [12] and given below. Here, we matched
as closely as possible the set of definitions that ATLAS employed [12] for their final
state ‘objects’ such as jets, leptons, 7’s, b’s and EXs. In particular, we replaced the
default PGS-7 object isolation routine with an analysis-level routine which mimics as

much as possible the published ATLAS object identification and isolation procedure.

3.3.2 Analysis Cuts

In the interest of completeness, we here provide a list of the full set of kinematic cuts

for each analysis channel that we employ as given by ATLAS[12]:
o d-jet + Emiss:

1. At least 4 jets with pr > 50 GeV, at least one of which has pr > 100 GeV.
2. EXss > 100 GeV and EFsS > 0.2M.g.

3. Transverse sphericity Sy > 0.2.

4. Agjet, 55 — ER) > 0.2.

5. Reject events with an e or a p.
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6. Mg > 800 CeV.
o 2jet + Emiss:

1. At least 2 jets with pr > 100 GeV, at least one of which has p7r > 150 GeV.
2. EMss > 100 GeV and EMS > 0.3M.g.

- W

Reject events with an e or a p.

5. Meg > 800 GeV.
o 1 lepton + 4 jets + Eiss:

1. Exactly one isolated lepton with pr > 20 GeV.
2. No additional leptons with pr > 10 GeV.

At least 4 jets with pr > 50 GeV, at least one of which has pr > 100 GeV.

- L

Emss > 100 GeV and EXS > 0.2 M.

ot

Transverse sphericity Sy > 0.2.
6. Transverse mass My > 100 GeV.

7. Mg > 800 GeV.
e OSDL + 4 jets + FEmiss:

1. Exactly two opposite-sign leptons with pr > 10 GeV.
2. At least 4 jets with pr > 50 GeV, at least one of which has p;y > 100 GeV.
3. Emss > 100 GeV and EFSS > 0.2M.g.

4. Transverse Sphericity, St > 0.2.
e Trilepton + jet + E3ss:

1. At least three leptons with pr > 10 GeV.

2. At least 1 jet with pr > 200 GeV.
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e Trilepton + s

4.
d.

. At least three leptons with pr > 10 GeV.

. At least one OSSF dilepton pair with M > 20 GeV.

Lepton track isolation: p773, < 1 GeV for electrons and < 2 GeV for
muons, where p3, is the maximum pp of any additional track within a

R = 0.2 cone around the lepton.
Emiss > 30 GeV.
M < Mz — 10 GeV for any OSSF dilepton pair.

o T + jets + B

1.

N e W

At least 4 jets with pr > 50 GeV, at least one of which has pr > 100 GeV,

and at least one 7.

EXss > 100 GeV.

Ap(jet o5 — EF™) > 0.2,

No isolated electrons or muons.

At least one 7 must have pr > 40 GeV and |n| < 2.5.
Emiss > 0.2M.g.

My > 100 GeV, where My is the transverse mass of the hardest 7 and

miss
ET .

o b jets + EMiss:

- W

At least 4 jets with pr > 50 GeV.

At least one of which has pr > 100 GeV.
EXss > 100 GeV.

ERiss > 0.2 M.

5. Transverse sphericity Sy > 0.2.

At least 2 jets tagged as b jets.
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7. Mg > 1000 GeV.

In addition to the 4j11 analysis we also considered 3(2)j11 analyses where the cut
on the leading jet is raised to pr > 150 GeV, the second(and third) jet must have
pr > 100 GeV, and the EX cut is harder: FX > max(100 GeV,0.25(0.3) M.g).

Furthermore, in addition to the OSDL analysis there is also an SSDL analysis
with identical kinematic cuts, except that, of course, the two leptons must have the
same charge and they have a somewhat harder cut: pr > 20 GeV. Also in this case,

the cut on transverse sphericity is dropped.

3.3.3 Statistical Procedure

In the analysis below we follow the statistical treatment of signal and backgrounds as
employed by ATLAS[12] as closely as possible in determining the significance of the
signal over background for each pMSSM model in the eleven different search channels.
For completeness, the details of the ATLAS approach that we follow will be given
here. To this end, we allowed for a 50% systematic uncertainty in the calculation
of both the SM QCD and electroweak backgrounds in order to match the ATLAS
analyses. However, we also considered a reduction to the case of 20% systematic
errors associated with these SM backgrounds. Such a reduction, as was discussed by
ATLAS, may be possible in the future using both the data itself as well as improved
theoretical calculations of SM processes. Interestingly, we note that ATLAS found
that these SM backgrounds for SUSY are completely dominated by contributions from
electroweak sources as opposed to those arising from pure QCD. As we will discuss
below, the former choice of background uncertainty led to better agreement with the
ATLAS results for their mSUGRA benchmark models, but the latter case will be seen
to substantially increase the coverage of the pMSSM model parameter space and is
something that may be obtainable in the future.

Directly following the ATLAS study, we compute the signal significance as de-
scribed below. We first total all background and signal events above the Mg cut that
is specific to each analysis. We then compute the probability p that the background

fluctuates by chance to the total number of measured events or above, assuming
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that the systematic error on the background is Gaussian and the statistical error is

Poissonian. This means

[e.e]

p:A/ db G (b; Ny 6N,) )
0

1=Ngata

e~

2!

, (3.3.1)

where N, is the number of background events and dNN, is the associated systematic
error on this number, while Ngata = Np + Ngignai is the total number of events above
the Mg cut. G is a Gaussian distribution and A is a normalization factor ensuring
that the probability that the background fluctuates to any nonnegative integer is one;
therefore A = p(Ngata = 0)~1. The significance Z,,, is then given by

Zy =\ 2erf 711 —2p) . (3.3.2)

3.3.4 Comparison with ATLAS Benchmark Models

We must first verify that our analysis for each signature can be trusted. To this
end, we determine whether we can reproduce the results[12] obtained by ATLAS
for their mSUGRA benchmark points (labeled here as SU1, 2, 3, 4, 6, 8.1 and 9).
For each point, the ATLAS collaboration generated a large number of signal events
and scaled to a luminosity of 1 fb™'. We followed a similar approach in making
our comparisons, generating 10 fb~! of events for each ATLAS benchmark model
and then scaling down to 1 fb~!. Due to computing time restrictions, we put a cap
of 10k generated events on any one of the 8 SUSY production processes for each
benchmark model. In addition, at least 100 events were generated in every channel
in order to properly evaluate potentially small cross sections; these events were then

appropriately rescaled.

Here it is important to note that our SUSY signal generation, as described above,
necessarily differs in detail from that performed by ATLAS. In contrast to our in-
clusive SUSY analysis, ATLAS determined their mSUGRA spectra and performed
their sparticle decay table calculations using ISASUGRA versions 7.64-7.71. They
used PROSPINOv2.0.6 [27, 28, 29, 30, 31, 32] and the CTEQGM parton distribution
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Figure 3.1: The Mg distribution for the 4(2) jet, 0 lepton analysis on the left(right).
The data points represent our analysis, while the color coded lines are the results
from the ATLAS study[12].

functions [59] to obtain the NLO results for strong interaction processes, i.e., squark
and gluino pair production as well as squark-gluino associated production. NLO
corrections were not included for the other channels. Event generation, fragmenta-
tion/showering, and hadronization were performed using HERWIG [60, 61, 62] and
the results were then passed through the full ATLAS GEANT detector simulation.

The results of our comparison benchmark study, as can be seen in Figures 3.1-3.3,
suggest that we are indeed able to faithfully reproduce those obtained by ATLAS in
the case of their mSUGRA benchmark models for all of the various inclusive analyses.
The one possible exception occurs in the tails of the Mg distributions, where statistics
are poor and large fluctuations are to be expected. This is an important check to
perform, and pass, before we embark on computing these signature channels for our

large model set.

We should also note that the agreement between our 7 analysis results and that
of ATLAS is somewhat suspect because of an issue with the PGS-74 7 fake rate and
efficiency. We find that this fake rate is much higher, and the efficiency much lower,
than the values quoted for the ATLAS 7 reconstruction algorithm. The agreement
between our results and those of ATLAS for this analysis are therefore due to some
compensation between these two factors. In what follows, we will generally show

results without the 7 analysis, as we believe its validity is in question.
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Figure 3.2: The M. distribution for the 1 lepton, 4(2,3) jet analysis on the
top(bottom left, bottom right). The data points represent our analysis, while the
lines are the results from the ATLAS study[12].
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Figure 3.3: The M.g (E¥s for SSDL) distribution for the same-sign dilepton(r,b-
jet) analysis on the top(bottom left, bottom right). The data points represent our
analysis, while the lines are the results from the ATLAS study|[12].



3.4. RESULTS: ATLAS INCLUSIVE MET ANALYSES 61

For easy comparison, in Table 3.1 we present a comparison of the number of events
passing the Mg cut for each analysis.

Having verified the reliability of our event generation, detector simulation, and
data analysis procedure, the last ingredient to check is the statistical procedure de-
scribed above. The primary issue is how large a systematic error one should assign to
the SM background due to theoretical uncertainties associated with, e.g., higher order
perturbative calculations. In [12], ATLAS assigns a 50% error to QCD backgrounds
and 20% to electroweak backgrounds, and combines these two errors in quadrature.
What is important, however, is that the systematic error represent the true uncer-
tainty in these background predictions at the time of LHC data analysis. It is likely
that the theoretical uncertainties on the computation of relevant electroweak back-
grounds will continue to be quite high, especially for processes with additional jets,
and could easily be of order 50%][63]. We therefore adopt a 50% systematic error
on both electroweak and QCD backgrounds as a conservative default assumption
for most of our results that follow. In many cases, however, we will also show for
comparison the effect of reducing the background systematic error to 20% for both

background samples. We will return to this point of discussion in more detail below.

3.4 Results: ATLAS Inclusive MET Analyses

Now that we have convinced the reader that we can do a reasonable job at reproducing
the analyses performed by ATLAS for their nSUGRA benchmark points, we turn to

a discussion of the corresponding analyses for our 71k pMSSM model set.

3.4.1 Global Results

We first consider some global results. The first, and most important, question we
address is what fraction of the two pMSSM model sets would be discovered by each
of the various inclusive ATLAS analyses assuming an integrated luminosity of 1 fb™'.
This will give us a good feel for how good a job the various ATLAS MET analyses,
designed for mSUGRA, will do at discovering SUSY in the more general pMSSM
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’ Analysis H Model \ Us \ ATLAS ‘

4501 SU1 | 1228.8 | 1144.7
4501 SU2 131.6 197.8
4501 SU3 | 3349.1 | 24304

4501 SU4 | 8511.4 | 7260.5
401 SU6 | 955.8 912.0
401 SU81 | 1284.1 | 1154.1

2j01 SU1 | 3195.5 | 24794
2j01 SU2 90.4 138.1
2j01 SU3 | 6431.8 | 4590.8
2j01 SU4 | 9418.1 | 8088.7
2j01 SU6 | 1986.6 | 1566.7
2j01 SU81 | 3067.0 | 2324.4

114 SUL [ 2323 | 3349
114] SU2 | 39.6 [ 7438
114 SU3 | 363.6 | 458.7
114] SU4 | 895.8 [ 962.0
114 SU6 | 147.9 | 2215
114 SUSL | 136.3 | 232.1

| 12j || SU3 | 2623 [ 4186 |

| 13 || SU3 | 230.6 [ 298.0 |

SSDL SU1 28.5 40.9
SSDL SU2 13.0 9.7
SSDL SU3 37.4 37.0
SSDL SU4 | 251.8 | 297.5
SSDL SUG 16.8 20.9

tau SU3 259.1 315.2
tau SU6 118.9 135.5
b SU1 375.7 392.2
b SU2 137.6 165.6
b SU3 764.8 766.3
b SU4 | 3179.2 | 2462.9
b SU6 435.9 396.8

Table 3.1: The number of events above the M.g cut for each benchmark model and
each analysis, as computed by us and by ATLAS.
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’ Analysis H Flat priors \ Log priors ‘

4301 88.3 48.2
2j01 87.6 474
411 41.7 18.4
3j11 64.1 36.6
2j11 62.9 335
OSDL 6.1 33
SSDL 14.8 8.9
3] 13.5 8.6
3lm 2.7 2.9
T 835 44.0

b 74.0 42.9

63

Table 3.2: The percentage of the pMSSM model set that passes each analysis, for
the flat and log prior model sets. This assumes a systematic error of 50% on the SM
background.

parameter space. The answer to this question for both the flat and log prior model
samples can be found in Table 3.2. Note that throughout this paper, when we say
a model “passes” a given analysis, we mean the significance S (Z,, in the ATLAS
notation) satisfies S > 5. Similarly, we say the model is missed or ‘fails’ if S < 5.
This Table shows us that the ATLAS MET analyses do a very reasonable job at
probing the more general pMSSM parameter space and that some searches perform
better at this than do others. Specifically, here in this Table we observe a number
of interesting results: (i) The ATLAS search capabilities for the flat and log prior
samples are different. Clearly, we see that a greater fraction of our pMSSM model
points are observable in each of the analyses in the case of flat priors than in the
case of log priors; there are two obvious reasons for this result. First, in the case of
the log prior sample, the sparticle spectra generally extend out to far larger masses,
~ 3 TeV, rendering them less kinematically accessible at the LHC. Second, the mod-
els generated by the log prior scan tend to have mass spectra which are somewhat
compressed, i.e., more sparticles lie in a given mass interval, making it in principle
somewhat more difficult to produce trigger particles with sufficient Er to pass the

various analysis cuts. We will discuss this issue further below.
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(i7) The (2,4)j01 analyses are, overall, found to be the most powerful of the set
of MET analyses in the sense that they lead to a discovery for the greatest fraction
of our model points for either prior set. We note that the 4j01 analysis is found
to perform only slightly better than the 2j0l one for both sets of priors when the
background systematic error is taken to be 50%. This is not overly surprising as
ATLAS also found the 4j01 analysis to be the most powerful in the case of mSUGRA
[12] at /s = 14 TeV. In comparison to our results, ATLAS found that for nSUGRA
models the reach of the 2j0l analysis was much more degraded with respect to the
4j01 case than that found here.?

(737) The (2,3,4)j11 channels do not play as important a role in the present study
as they did for ATLAS in their analysis of the mSUGRA parameter space. ATLAS
determined that these three searches were all found to give a somewhat comparable
discovery reach in their coverage of the mg —m;, plane. Here we see that the (2,3)j11
analyses are the relatively more powerful ones in this set of single lepton searches,
but are still somewhat degraded in relative importance in comparison to the coverage
provided by the (2,4)j0l channels. Of course, these two classes of signatures provide
complementary coverage of most of the model set since the (4,2)j01 search requires
the absence of leptons.

(1v) The 7 analysis appears to provide almost as large a reach as do the (2,4)j01
channels; here we must recall the warning from the previous section that PGS-7 has
simultaneously a low 7 efficiency and a high fake rate. It is thus likely that the model
coverage offered by this channel is somewhat overestimated. However, we note that
for large tan 3, ATLAS found the 7 analysis to be a reasonably powerful channel in
the case of mSUGRA.

(v) Neither the SSDL nor the OSDL searches do particularly well at detecting
many models; this is primarily due to the relatively small number of dilepton final
states in our model sample. We will return to this issue further below. The 3lj and
3lm analyses are also seen to provide poor model coverage (as might then be expected

due to the low number of final state leptons). The less inclusive 3lj channel appears

3We remind the reader that these two analyses are not completely mutually exclusive since they
are actually requiring at least 4j and 2j, respectively. ATLAS typically found that ~ 35% of their
2j0l sample also appeared in the corresponding 4j01 sample [12].
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to do somewhat better than the more inclusive 3lm case, most likely due to reduced
SM background.

What are the reasons that the ATLAS SUSY search analysis channels fail to ob-
serve the full pMSSM model sample? One reason could be the rather low luminosity;,
1 fb~!, assumed in this study. However, recall that we need to overcome not only
the possible low statistics available in the signal channel but also the large systematic
error associated with the uncertainties in the SM backgrounds. If these are large,
as we'll see below is the case for the 4j01 and 2j0l analyses, then increasing the inte-
grated luminosity will actually be of minimal use and in such circumstances it is more
important to get a better handle on the size of the backgrounds from either direct
measurements or refined theoretical calculations. To address the issue of how useful
increasing the integrated luminosity would be for the cases at hand, we display in Ta-
ble 3.3 our results (analogous to those in Table 3.2 above) for an integrated luminosity
of 10 fb~! while maintaining a 50% systematic error on the SM backgrounds. Clearly,
for all analyses, and for both flat and log priors, the fraction of models that could be
discovered increases. However, in most cases this increase is seen to be quite modest
(in particular, for the (2,4)j01 channels) compared to what one might expect, although
some channels show a more significant improvement than others. Although increased
luminosity is always helpful to some extent, many pMSSM models are clearly missed
for physics reasons and not just due to insufficient statistics; certainly some of this is

due to the large uncertainties in the SM backgrounds.

3.4.2 Impact of Background Uncertainties

We now further quantify the effect of systematic uncertainties on the observability
of a SUSY signal. Figure 3.4 shows how the significance of several of the ATLAS
Emiss searches will scale (in the Gaussian limit) when the integrated luminosity is in-
creased from 1 fb™! to 10 fb™' as a function of the systematic error on the associated
SM backgrounds. Here we see that for channels with large backgrounds, significant
improvement in the signal significance is prevented by sizable systematic errors when

the luminosity is increased by a factor of 10, i.e., analyses which have large SM
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’ Analysis H Flat priors \ Log priors ‘

4301 88.6 8.1
2j01 87.8 474
411 44.9 20.4
3j11 70.9 16.0
2j11 63.4 40.5
OSDL 6.7 12
SSDL 25.5 15.9
3] 174 1.1
3lm 2.9 3.0
T 86.5 15.6

b 76.9 44.6

Table 3.3: Same as Table 3.2 but for an integrated luminosity of 10 fb~!.

backgrounds lead to searhes which are already essentially systematics dominated at
luminosities of order 1 fb~!. In particular, we note that substantial gains in signifi-
cance for the (4,2)j0l channel are not possible unless the associated systematic errors
are substantially reduced. This is one of the main reasons why a significantly larger
fraction of our models are not captured by the most powerful (4,2)j01 analyses when
the luminosity is increased. We also see that analyses with lower SM backgrounds,
however, are more statistics limited and will find their search reaches improved as the

intergrated luminosity increases.

We can understand these results more clearly by examining Table 3.4 which shows
the number of expected background events for each of the MET analyses assuming an
integrated luminosity of 1 fb™*. This table also shows the corresponding number of
signal events required to reach the S = 5 level for each channel assuming a systematic
error of 50(20)% in the estimation of the associated background. Here we clearly see
that channels with a larger number of expected background events benefit the most
from a reduction of the corresponding background systematic error, while the reverse

is true for analyses with smaller backgrounds.

Correspondingly, the number of signal events required to reach the S = 5 level

for each of the analyses is shown as a function of the corresponding background
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Figure 3.4: The relative gain in significance due to a tenfold increase in integrated
luminosity, as a function of the systematic error (in percent) on the background cross
section for several analysis channels. For example, if the gain is ‘2’ then the signifi-
cance doubles. Here we see that analyses with large SM backgrounds are essentially
systematics dominated at 1 fb=! and that there reaches can only be improved signif-
icantly by the reduction of the background systematic errors.

: B= B=2
Analysis Np Nj 507 N} 0%

401 709 1759 721
2i01 1206 2778 1129
4§11 416 121 62
3j11 7.2 44 28
2i11 18.2 61 36
OSDL 847 230 108
SSDL 2.3 17 13
3]; 12 44 28
3lm 725 198 94
T 51 144 72
b 69 178 86

Table 3.4: Expected number of background events for each of the ATLAS analyses
and the corresponding number of events (/Ng) required to observe a signal with S =5
assuming a background uncertainty of either 6B = 50% or 20%. The integrated
luminosity is taken to be 1 fb—1.
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Figure 3.5: How the number of signal events required to reach S = 5 changes within
each analysis as a function of the assumed systematic uncertainty in the SM back-
ground.

systematic error in Fig 3.5. These results show that a significant gain in the overall
model space coverage can likely be obtained through even modest reductions in the

background systematic errors.

To further quantify the importance of the background systematic errors in each
of the analysis channels, we examine the change in the fraction of pMSSM models
that are observable in a given analysis when the systematic uncertainty on the SM
background is modified. As discussed in the previous section, in most of the results
we present, including those in Tables 3.2 and 3.3 above, we have assumed a default
50% systematic uncertainty in both the QCD and electroweak background rates. We
now study the effect of reducing the systematic error on these backgrounds to 20%,
which may be possible using both the data itself as well as by improving theoretical

calculations of the SM backgrounds.
The left panel of Figure 3.6 shows the distribution of the significance variable S

across our flat-prior model set for the 4j0l analysis. In this figure, we compare this
distribution for different values of the systematic error on the SM background and
integrated luminosity. For this analysis we see that increasing the integrated lumi-
nosity from 1 fb™' to 10 fb~" has very little effect on this distribution; in particular,
the number of pMSSM models for which S > 5 hardly changes. On the other hand,
reducing the systematic error on the SM background from 50% to 20% shifts the peak
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Figure 3.6: Significance distributions for the 4j01 and SSDL analyses of the flat prior
model set for 4 different combinations of integrated luminosity and SM background
errors. The dashed vertical line is located at S = 5.

in the distribution to much higher values of S, such that many more pMSSM models
have S > 5. Clearly, then, the 4j0l search channel is already systematics-dominated
at 1 fb™!, and further theoretical and experimental work on improving the QCD
background determination would be extremely fruitful.

However, for an analysis with a much smaller number of background events, such
as SSDL, we find that a reduction of the systematic error has a smaller impact. In
the right panel of Figure 3.6 we show the significance distribution for the flat prior
model set for this analysis with the same four luminosity-error combinations. In this
case, one can see that the distribution shifts to higher significance values for 10 fb™,
while a change in the systematic error has relatively little effect on the distribution.

We can study the effect of varying the integrated luminosity and systematic error
on the remaining analysis channels in the same way. In Table 3.5, we summarize these
results by comparing the fraction of pMSSM models that pass each search analysis
for all choices of the luminosity and systematic error. Here we see that, for most
analyses, a reduction in the background uncertainty goes much further in increasing
our model space coverage than does increased luminosity alone. Clearly, then, many
of the standard SUSY searches at the LHC are systematics limited.

We now ask the very important question of whether or not our pMSSM models

are discovered in one, more than one, or even in multiple, searches. Furthermore, and
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Analysis || 50% 50% 20% 20%
1fb=' | 10fb=t | 1fb~! | 10 fb~!

401 88.3 88.6 98.9 99.0
2j01 87.6 87.8 98.8 98.8

114j 41.7 44.9 56.8 63.0
113j 64.1 70.9 69.7 81.1
112] 62.9 68.4 70.6 80.6

OSDL 6.1 6.7 15.3 18.7
SSDL 14.8 25.5 18.5 32.9

3l 13.5 17.4 19.3 29.0
3lm 2.7 2.9 4.9 5.8
tau 83.5 86.5 96.9 98.7
b 74.0 76.9 91.7 94.9

Table 3.5: The percentage of our pMSSM models that are observable in each analysis
for the flat prior model set with both 1 fb=! and 10 fb~! of integrated luminosity
and both 50% and 20% error assumed for the SM background.

perhaps even more importantly, we also want to know if there are any pMSSM mod-
els which are missed entirely by the suite of ATLAS inclusive B searches. In such
cases, though kinematically accessible sparticles are produced at the LHC, they are
not discovered by the ATLAS searches. The answers to these questions will give us
another good handle on how well the ATLAS EX$ searches, designed for mSUGRA,
will do at covering the much more general pMSSM parameter space. The answers
are to be found in Table 3.6 which shows the results for both flat and log prior model
samples and for both integrated luminosities of 1 and 10 fb™' assuming 50% back-
ground uncertainties. We note that the results for both prior sets are substantially
different. Specifically, this table shows the fraction of the pMSSM models that have
lead to a significance S > 5 in n different ATLAS analysis channels. For example, we
see that for the flat prior model set with a luminosity of 1 fb™*, ~ 13.2(15.2)% of the
models are found by 3(6) different ATLAS analyses. As the integrated luminosity is
increased, we see that for both the flat and log prior model sets the fraction of models
found by a larger number of analyses increases as one would expect. Perhaps even

more interesting, we observe that a respectable fraction of models are missed by all
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Table 3.6: The percentage of models that are observable in N4 analyses, for each of
the flat (F) and log (L) model sets, for 1 and 10 fb~! luminosity assuming a 50%
background uncertainty.

of the ATLAS inclusive MET search analyses, even for the larger value of integrated
luminosity. Of course, as expected, a higher fraction of models are missed in the log
prior case due to the reasons discussed above, e.g., many of the sparticles may be sig-
nificantly more massive. Some significant fraction of these models which are missed
may be due to the large background systematic errors discussed previously. We note
that if we remove the tau signature from this set of inclusive MET analysis channels,
the results in the table are not appreciably modified. Why are some models missed
by the various analyses and not others? We will return to address this question below

as the causes are not always simple and obvious.

It is also of interest to ask ‘if SUSY signatures are found in only one of the ATLAS
searches, which one is it?’; this can be important for any number of reasons including
questions about the strict validity of any given analysis. For example, for the flat
prior models with 1 fb=! of integrated luminosity we find that the 2j01 search is this
lone analysis in 75.7%(84.9%) of the cases assuming a SM background uncertainty of
50%(20%) with the b analysis coming in as a distant second at 8.7%(7.5%), respec-

tively. These results are thus seen to be somewhat sensitive to the assumed systematic
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Analysis  fori?””  fetar . foa " fRog
4301 0.43 0 0.56 0
2i01 75.7 84.6 44.1 59.9
4j11 0 0 0 0
3j11 3.4 0 18.4 11.8
2i11 3.6 5.8 10.6 11.2
OSDL 0 0 0 0
SSDL 0.56 0 0 0
3l 0.11 0 10.1 9.9
3lm 0 0 0 0
: 8.0 1.9 3.4 1.3
b 8.7 7.7 12.3 5.9

Table 3.7: The identity of the single analysis discovering SUSY signals at the S =5
level assuming an integrated luminosity of 1 fb~'. Shown is the fraction (f), in
percent, of models found by a given analysis, for both the flat and log prior model
sets and for 50% and 20% background systematic error.

error on the SM background and are also found to be sensitive to the choice of the

flat or log prior set. Detailed answers to this question can be found in Table 3.7.

We can further quantify the effect of reducing the systematic errors by reproducing
Table 3.6 and taking the systematic error on the SM background to be 20%. This is
shown in Table 3.8. As we can see, this smaller systematic error significantly reduces
the number of models that are missed in all of the analyses, e.g., only a relatively
small number of models from the flat prior sample would now remain undiscovered
by any analysis. Even the log prior sample experiences a significant reduction in the
fraction of models which are missed entirely. To emphasize the power of reduced
systematic errors, we compare the number of flat prior models that are missed by

~! and a systematic error on the

all analysis channels with a luminosity of 1(10) fb
background of 50%, i.e., 369(239), to the case with a 20% systematic error, i.e., 11(4).
We conclude that reducing the systematic error is a very powerful way to increase

Supersymmetric parameter space coverage.
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| £ [ Fo | Lo [ Lo |
0.02 | 0.006 | 18.7 | 12.6
0.08| 0.04 | 54 | 4.2
0.6 0.2 73 | 81
4.9 2.6 94 | 8.1
22.1 | 13.7 | 21.8 | 17.3
5.9 6.1 6.2 | 88
112 | 148 | 7.2 | 104
30.1 | 24.2 | 11.7 | 10.5
94 | 132 | 46 | 8.1
6.1 | 10.6 | 3.0 | 4.8
6.6 | 102 | 29 | 4.3
3.1 4.4 1.8 | 2.7
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Table 3.8: As in Table 3.6, but now assuming a 20% systematic error on the SM
background instead of 50%.

3.4.3 Properties of Unobservable Models

These results now suggest the more specific issue of how and why any of the pMSSM
models are not observable in the various ATLAS SUSY search analyses. Of course
with so many models under discussion finding specific reasons in every case is not
possible. However, in the detailed discussion below we will endeavour to find all of
the most important culprits which will cover the vast majority of the missed model
cases. Since in some cases some subtle issues are involved and the physics is more
complex than that encountered in, e.g., mSUGRA models, a thorough discussion of

all the issues is mandated.

A useful piece of information in addressing the question of why models are un-
observable is what are the various individual SUSY contributions to the the relevant
signals for any given analysis. For example, in the conventional mSUGRA scenario,
apart from events which originate from hard ISR, the common wisdom is that gluino
pair production is almost exclusively the source of the 4j0l signal since the gluinos
are usually more massive than the squarks and each gluino essentially decays to the

2j+MET final state. This assumption, e.g., forms the basis of the Tevatron squark
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and gluino searches discussed above. However, in the pMSSM models we consider
here, we find that the situation is far more complicated since the sparticle spectra
do not follow any particular pattern. Figure 3.7 shows the origin of the 4j01 and
2j01 signals for both prior cases. Here we see, e.g., in the flat prior case, that associ-
ated squark-gluino production can easily be the major contributor among the various
sources for both of these signatures in many of the models. This can easily happen
when squarks are more massive than gluinos, which they very often are in this model
set. In such a case, gluinos can commonly decay to 2j+MET while squarks will de-
cay to 3j+MET. Note, however, that in the log prior case the fractions of the initial
SUSY states contributing to these same signatures is now completely different as,
among other reasons, the sparticle spectra are somewhat more compressed. Thus the
squark-gluino mass ordering, spectrum degeneracy, the number of steps in the decay
cascade, as well as the amount of ISR can all play a role in generating the (4,2)j01

final states.

Perhaps the obvious question to ask about the models which are not found by the
ATLAS analyses is ‘how much does the overall SUSY mass scale contribute to pre-
venting these pMSSM models from being found?’ Are, e.g., the gluinos and squarks,
which are most commonly at the top of SUSY decay chains, just too heavy to be
produced with sufficient rates to yield a viable signal that is large enough to pass
selection cuts? As we will see, large squark and/or gluino masses, while playing a
role in the signal significances, are not always the most important determining factor
as to whether or not a given pMSSM model is discovered. Figures 3.8, 3.9 and 3.10
address this issue for the specific case of the gluino mass, i.e., perhaps if the gluinos
are too massive models will be completely missed. In Figures 3.8 and 3.9 we see
the significance of the 4j01 and 2j01 analyses, respectively, as a function of the gluino
mass for both the flat and log prior model sets assuming an integrated luminosity of
1 fb~! and a 50% background systematic. Both analyses show a qualitatively simi-
lar behavior. Overall, we see that S tends to decrease as the gluino mass increases.
This is not a surprise and is especially noticeable in the log prior case as the gluino
mass range extends out to ~ 3 TeV. We note, however, that for any given value of

the gluino mass, the range of values of S can extend over two orders of magnitude,
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Figure 3.7: Contributions to the events passing the 4j01 and 2j0l analysis cuts from
various SUSY production processes as indicated for both flat and log priors.
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Figure 3.8: The significance of the 4j0l analysis as a function of gluino mass for the
flat(log) prior set in the left(right) panel. The horizontal line denotes S = 5.

so, clearly, the gluino mass itself is not the sole determining factor for the overall
signal significance. Does this situation change as more luminosity is accumulated?
Figure 3.10 shows how the values of S respond to an increase in the integrated lu-
minosity for the case of flat priors for both the 4j0l and 2j0l channels. We see that
there is only a marginal increase in the typical value of S, indicating that increasing
the integrated luminosity will not necessarily lead to the analyses capturing all of the
missed models; this is as expected from the discussion of the background systematic

errors above.

One thing to note about these figures is that there are a number of models whose
significance value, S, lies rather close to either side of the S = 5 boundary. Clearly for
such models variations in the signal generation process, or even statistical fluctuations,
may push their significance either below or above this boundary. Thus, these models
near the observation boundary may or may not be observable; in this paper we will
strictly assume that the resulting values for S as will be seen by ATLAS is exactly
as generated here. Another thing to note is the gluino mass reach implied by the
log prior results. Here we see that the 2j0l analysis appears to be sensitive to gluino
masses even as large as 3 TeV for some pMSSM model cases these models, however,

may have lighter squarks which are being observed rather than the heavy gluinos.

Does a similar result hold for the squarks? Is the squark mass scale an important
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Figure 3.9: The significance of the 2j0l analysis as a function of gluino mass for the
flat(log) prior set in the left(right) panel.
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Figure 3.10: The significance as a function of gluino mass for 10 fb~! luminosity for
the 4(2)j0l analysis in the left(right) panel.
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Figure 3.11: The significance versus the lightest 1st or 2nd generation squark mass
for the 4(2)j0l analysis in the left(right) panel.

factor in model observability? Figure 3.11(3.12) shows a comparison of the values
of significance, S, for both the 4j0l and 2j01 analyses with flat priors assuming an
integrated luminosity of 1 fb™' as a function of the lightest(average) squark mass
within the first two squark generations. As anticipated, S in this case shows only
a weak decrease as the squarks become more massive. We also see, as was the case
for gluinos, that for any particular value of the squark mass, the range of values of
S spans more than an order of magnitude. This supports our suspicion that effects
other than just the overall squark mass scale play a major role in determining the

signal significance and in preventing models from being discovered by these analyses.

At this point it is instructive to consider the relative distributions of pMSSM
models which are observed (or not) by the 4j01 and 2j01 ATLAS analyses in the gluino
mass versus average light squark mass plane. This is relevant as squark and gluino
production will generate all of these MET signals. These results are shown for the flat
prior model sample with both low and high integrated luminosities in Figures 3.13
and 3.14. In these figures, the models that are observable in the respective analyses
are represented as green points whereas those that are missed by the analyses are
shown in red. Examining these figures we see that most, but not all, of the missed
models lie in the upper right-hand corner of this plane where both the squark and

gluino masses are large. This is just what we would naively expect since in this case
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Figure 3.12: The significance versus the average 1st and 2nd generation squark mass
for the 4(2)j01 analysis in the left(right) panel.

both squark and gluino production would be kinematically suppressed and a smaller
number of events would result. It is important to note, however, that there are also
a significant number of obviously interesting models that have relatively light squark
and gluino masses but which are not detected in either of these analyses. Here we
again observe that increasing the integrated luminosity does not particularly help in
most of these cases, even those with rather light squark and/or gluino masses due to

the large SM background systematic errors.

Interestingly, these figures show, e.g., that a particular pair of models (model
numbers 19933 and 53105) have gluino masses below 300 GeV and light squarks and
yet they are missed by both the 4j01 and 2j01 analyses. The reason for this is that these
models have unusual spectra where the gluinos mostly decay through the dp which
then, in turn, universally decays via X»” (which is mostly bino in these cases) finally
yielding the 25171~ +MET final state. Since leptons essentially must always appear
in the cascade decays of these two models, the 4j0l and 2j01 analysis requirement of
there being no isolated leptons can never be met. These two models are, however,
found to be observable in the lepton plus jets analyses. To see this more clearly,
Fig. 3.15 shows the set of models which fail the 4(2)j0l analyses and simultaneously
indicates whether or not they pass the corresponding 4(2)j11 analysis. Here we see

that the two specific models under discussion, as well as others, which are missed by
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Figure 3.13: The pMSSM models from the flat prior set in the gluino mass - average
Ist and 2nd generation squark mass plane. The models that pass (fail) the 4j0l
analysis are shown in green(red). The left(right) panel corresponds to an integrated
luminosity of 1(10) fb='.
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Figure 3.14: The same as in Figure 3.13, but for the 2j01 analysis.
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Figure 3.15: The set of flat prior models that fail the 4(2)j0l analyses and whether
they are detected or not in the corresponding 4(2)j1l analyses.

the 4(2)j01 analyses are indeed subsequently captured by the corresponding leptonic

analyses.

As alluded to in the previous section on model generation, many of our models
satisfy the Tevatron search constraints even though the squarks and gluinos are fairly
light; this occurs when the mass splittings between the squarks and/or gluinos and the
LSP are relatively small. This configuration easily leads to rather soft jets in the final
state and clearly some models will be unobservable in the (4,2)j0l analysis channels at
the LHC for the same reasons. To see this, it is worth examining which models pass
and fail the (4,2)j0l analyses as the gluino/squark-LSP mass splittings are varied.
This is shown for the case of gluinos with flat priors in Figure 3.16 (always assuming
an integrated luminosity of 1 fb~! and 50% systematic background errors). Here we
see, particularly in the case of the 4j01 channel, that many models with light gluinos
which are unobservable have small mass splittings with the LSP, hence producing
rather soft jets. This occurs mainly for gluino masses m; 2 350; gluinos lighter than
this have large production cross sections associated with hard radiated jets which
can compensate for the soft jets in the decay and pass the kinematic cuts for this
channel (we note that squark production could also be contributing to this channel).
Of course some of these models will again be missed by the 4j0l and 2j0l analyses

due to the presence of high E7r leptons as mentioned above. To see how this impacts
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Figure 3.16: The mass splitting between the gluino and LSP as a function of the gluino
mass for the flat prior model sample. The models that pass the 4(2)j0l analysis for
1 fb! are shown in green, while the ones that fail are displayed in red. The 4(2)j0l
channel is shown in the left(right) panel.

us more clearly, Fig. 3.17 shows the set of flat prior models that are unobservable in
both of the 4(2)j0l analyses as well as the corresponding 4(2)j11 analyses in red while
the green points label models passing the S = 5 significance requirements of either
analysis. Still, it is clear that many models are unobservable in the (4,2)j0l channel
due to the small mass splittings and not due to the presence of leptons.

Figure 3.18 shows an analogous behavior to that discussed above for gluinos in
the case of the lightest first or second generation squark mass splitting with the LSP
for both the 4j0l and 2j01 channels in the flat prior case. As was found for the gluinos,
a respectable number of models which fail these analyses are observed to have light
squarks with small mass splittings with the LSP leading to soft jets in their decay
products. Certainly, a sizable fraction of such models will not be observed in the
(4,2)j01 analyses for this reason but others again may be missed due to the presence
of leptons in their cascade decays as is shown in Fig. 3.19.

So far we have found three ‘obvious’ reasons why some of our pMSSM model
points fail to be observed by the 4j01/4j11 and 2j01/2j1l analysis channels: (i) low
signal cross sections for particular channels which can be correlated with (i7) heavy
colored states at the top of decay chains causing kinematic suppression or unexpected

decay patterns. The fact that these characteristics render the models unobservable
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Figure 3.17: The mass splitting between the gluino and LSP as a function of the
gluino mass for the flat prior model sample. The models that fail both of the 4(2);01
and 4(2)j11 analyses in shown in red, while the green points label those models passing
either analysis. The 4(2)j0l channel is shown in the left(right) panel.
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Figure 3.18: The mass splitting between the lightest first/second generation squark
and the LSP as a function of the lightest squark mass for the flat prior model sample.
The models that pass the 4(2)j01 analysis for 1 fo~! are shown in green, while the
ones that fail are displayed in red. The 4(2)j0l channel is shown in the left(right)

panel.
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Figure 3.19: The set of flat prior models failing both of the 4(2)j0l and 4(2)j11 anal-
yses are shown in red, while green points label models passing either analysis. The
results are shown in the plane of the mass splitting between the lightest first /second
generation squark and the LSP and the lightest squark mass.

can also in large part be attributed to the rather large systematic errors associated
with the sizable SM backgrounds in both the 4j0l and 2j0l analyses. As we saw
above, a larger systematic uncertainty associated with the SM background requires a
greater number of signal events to reach the S = 5 discovery level. The size of this SM
background uncertainty was found to play a major role in models being missed by the
4j01 and 2j01 analyses. (iii) Furthermore, small mass splittings between the various
colored states in the spectrum and the LSP can lead to the production of significantly

softer final state objects that have a more difficult time passing the various analysis
thresholds.

Let us now turn to other search channels. Figure 3.20 shows the set of flat prior
models that fail the 4j11 and 2j11 analyses assuming an integrated luminosity of 1 fb™*
and the standard 50% background systematic error. Here we have examined whether
a given model fails because of the jet cut requirements (as in the corresponding 4j01
and 2j01 analyses) or because of the leptonic cuts for these specific analyses. As we
would expect, most of the models failing the jet criteria correspond to cases with
large squark and/or gluino masses, particularly so for the 4j11 case where the jet
requirements are somewhat stronger. For either analysis, however, we see that most

of the models are missed due to their failure to pass the leptonic cuts and are observed
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Figure 3.20: The set of pMSSM models which are unobservable in the 4(2)11 analysis
channel in the left(right) panel shown in the plane of the average 1st/2nd generation
squark mass and the gluino mass. The models which are observed in the corresponding

4(2)j0l channel are shown in green, while those that fail these analyses are shown in
red.

in the zero lepton channels; in many cases this is simply due to the absence of the

required lepton with either sufficient E7 or lack of isolation from the final state jets.

3.4.4 The Effect of Cuts

It is instructive to consider how our pMSSM model samples ‘respond’ as each of the
individual experimental cuts are applied for a given analysis. This provides another
direct indicator of why models are observable or not. For each analysis and each
model, we keep track of the number of signal events after each cut is applied in
sequence. With these event numbers, and the number of background events after all
the cuts have been applied, we compute a significance at each step and check if it is
greater than 5. Since we compare the number of signal events after each kinematic
cut to the number of background events after all cuts (as this is the only result for the
background we were provided), this significance is somewhat artificial. Nonetheless
it is still illustrative in showing the relative impact of the cuts. Note that for the
analyses that have a Mg cut, we apply that cut to the signal at each step, and only
consider the effect of the remaining cuts here.

The accompanying Tables 3.9-3.19 show the results of these considerations for



36 CHAPTER 3. PMSSM AT THE 14-TEV LHC

both the flat and log prior model samples assuming an integrated luminosity of either
1 or 10 b~ and a 50% systematic error on the SM background as usual. Note that
some care must be used in reading these Tables as in many cases the effectiveness of
a given cut may strongly depend upon the order in which it has been implemented.
Here the cuts are applied in the order as given by the ATLAS SUSY study [12]. The
cut numbers listed in the Tables correspond to those in Section 3.2. Further note that
the flat and log prior model sets can respond somewhat differently to any particular
cut or set of cuts so it is important to study both of these cases seperately in what

follows.

We see in Tables 3.9 and 3.10 that the models easily pass the jet cuts for both
the familiar 4j01 and 2j01 searches but requiring the absence of isolated leptons (cuts
number 5 and 4, respectively) takes a respectable toll on the fraction of models found.
In the 2j01 case, the stronger cut on EX (cut 2) is also seen to lead to a significant
weakening in the model space reach. The cut study for the 4(3,2)j11 analysis channels
is shown in Table 3.11(3.12,3.13). In all three cases the combined requirements of
(only) a single isolated lepton, multiple high E7 jets as well as EXS are all seen to

lead to significant reductions in the signal events for these separate analyses.

In the case of the OSDL search, as shown in Table 3.14, the simultaneous require-
ment of opposite sign dileptons and four hard jets (cuts 1 and 2) eliminates more
than ~ 80% of the model set. In addition, the EX and transverse sphericity cuts
(cuts 3 and 4) are seen to reduce the signal further by another factor of ~ 2. In the
SSDL analysis shown in Table 3.15, we again see that the lepton and jet requirements
remove almost ~ 80% of the model set, but here the E¥SS requirements (cut 3) are
more easily met in the surviving model subset. For the trilepton analyses, shown in
Tables 3.16 and 3.17 the 3 lepton requirement alone (cut 1) is seen to eliminate most
of flat prior model sample. Requiring an extra high-Er jet (cut 2) in the 31j analysis
and removing dilepton pair masses near the Z (cut 5) in the 3lm analysis both reduce
the number of remaining models to rather small numbers in these channels. For the 7
analysis presented in Table 3.18, the transverse mass cut (cut 7) is seen to be the most
restrictive. In the case of the b analysis shown in Table 3.19, the double b-tagging

requirements (cut 6) has by far the most impact.
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| Cut | Fy | Fio | Ly | Ly |
45011 ][ 99.7 1 99.7 | 70.1 | 69.8
4012 || 98.6 | 98.6 | 62.3 | 62.1
4013 || 94.7 | 94.9 | 53.0 | 52.9
4j014 ][ 93.4 1 93.5 | 51.5 | 51.3
4015 || 88.3 | 88.6 | 48.2 [ 48.1

Table 3.9: The percent of models that pass the 4 jet 0 lepton analysis after each
subsequent cut is applied. “F” refers to the flat priors model set and “L” to the log
priors set, and the subscript “1” or “10” refers to the luminosity in fb=!. Note that
the background after all cuts is used to determine significance.

| Cut [ Fi [ Fio [ Li | Ly |
2j011 ][ 99.5[99.5 [ 68.1 | 67.7
2j012 || 95.0 [ 95.1 | 53.8 | 53.7
2j013 | 94.2 [ 94.3 [ 52.2 | 51.9
2j014 || 87.6 | 87.8 | 47.4 | 47.4

Table 3.10: Same as in Table 3.9 but for the 2 jet 0 lepton analysis channel.

| Cut || Fy [ Fyo | Ly | Ly |
4j111 ]| 84.6 | 86.2 | 65.3 | 67.7
4j112 || 84.1 | 85.8 | 64.2 | 66.6
4j113 || 69.6 | 71.7 | 45.8 | 48.0
45114 ][ 61.4 | 63.9 | 35.2 | 37.7
45115 ][ 53.3 | 56.1 | 27.7 [ 29.9
4116 || 41.7 | 44.9 | 18.4 [ 20.4

Table 3.11: Same as Table 3.9 but for the 4 jet, 1 lepton, analysis channel.
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| Cut || Fy | Fy | Ly | Ly |
3111 [[97.0[ 988872924
3j112 [/ 96.9 | 98.7 | 86.8 | 92.0
3j113 || 86.9 | 91.2 | 73.5 | 80.1
3j114 || 79.0 | 84.4 | 56.7 | 66.6
3j115 [ 735 79.3 | 48.1 | 57.4
3j116 || 64.1 | 70.9 | 36.6 | 46.0

Table 3.12: Same as Table 3.9 but for the 3 jet, 1 lepton, analysis channel.

| Cut [ Fi [ Fio | Ly [ Ly |
2j111 [ 92.8 [ 95.4 [ 80.5 | 84.9
2j112 11 92.5 [ 95.1 | 79.7 | 84.2
2j113 || 88.8 [ 91.8 | 75.5 | 80.1
2114 || 81.6 | 85.6 | 59.6 | 66.4
2115 || 72.2 [ 77.0 | 46.0 | 52.5
2116 || 62.9 | 684 | 33.5 | 40.5

Table 3.13: Same as Table 3.9 but for the 2 jet, 1 lepton, analysis channel.

| Cut [ Fi [Fio | Li | Ly |
OSDL 1 [[ 49.6 | 51.3 | 39.5 | 40.9
OSDL 2 || 17.6 | 18.6 | 11.4 | 12.2
OSDL3 [ 82 [ 89 | 5.0 | 5.8
OSDL4 || 6.1 | 6.7 | 3.8 | 4.2

Table 3.14: Same as Table 3.9 but for the OSDL analysis channel.

| Cut || Fy [Fio | Ly | Ly |
SSDL 1 || 40.2 | 50.8 | 26.9 | 38.4
SSDL 2 || 21.3 [ 32.0 [ 13.7 | 21.2
SSDL 3 || 14.8 | 25.5| 8.9 | 15.9

Table 3.15: Same as Table 3.9 but for the SSDL analysis channel.
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’ Cut H Fl ‘ F10 ‘ L1 ‘ L10 ‘
31 242292 |19.4 | 23.7
3j2 1| 135|174 | 86 | 11.1

Table 3.16: Same as Table 3.9 but for the trilepton + jet analysis channel.

| Cut | Fy |[Fio| Ly [ Ly |
3m1]76]81]65]7.1
3lm2 ([ 66[70]56]6.3
3m3 (| 66[70]56]6.3
3m41(64]68][52]5.6
3m5 (27292930

Table 3.17: Same as Table 3.9 but for the trilepton + missing energy analysis channel.

| Cut | Fy | Fio | L | Ly |
tau 1 || 100.0 | 100.0 | 81.4 | 82.4
tau 2 || 100.0 | 100.0 | 79.8 [ 80.9
tau 3 || 99.9 | 100.0 | 78.6 | 79.4
taud || 99.7 | 99.8 [ 75.1 | 76.6
tau 5 || 96.0 | 96.9 | 59.4 | 61.3
tau 6 || 90.9 | 92.9 | 51.5 | 53.1
tau 7 | 83.5 | 86.5 | 44.0 | 45.6

Table 3.18: Same as Table 3.9 but for the 7 analysis channel.

[ Cut [ Fy [ Fio | Ly | Ly |
b1 100 | 100 [ 95.0 [ 95.5
b2 | 100 | 100 | 95.0 | 95.5
b3 || 100 | 100 | 94.8 | 95.1
b4 || 100 | 100 | 92.6 | 92.9
b5 || 100 | 100 | 89.6 | 90.3
b6 || 74.0 | 76.9 | 42.9 | 44.6

Table 3.19: Same as Table 3.9 but for the b jet analysis channel.
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3.4.5 Discussion of ‘Difficult’ Models

It is interesting to understand why some specific models are unobservable in all of
the ATLAS MET search channels. A good sample of such cases to study is provided
by the set of 11 models from the flat prior scan that are missed by all of the analysis
channels, assuming an integrated luminosity of 1 fb™' with a 20% SM background
systematic error.* To this end, we display and discuss some of the details of the mass
spectra for these 11 specific models. Four of these models (labeled as model number
14602, 43704, 62912, and 63694) are undetected due to the presence of long-lived
charginos, resulting in a correspondingly small E signature (the spectra for the
latter three models are shown in Figure 3.21). Three more models (7888, 17158, and
47787) are unobservable due to their compressed sparticle spectra (the spectrum of
one of these is also shown in Figure 3.21). The remaining four models (5700, 7105,
25692, and 35678) are missed for more subtle reasons described below.

One way to better understand why a specific model is unobservable is to try to
find a ‘sister’ model (or models) within our pMSSM set that has as similar a spectrum
as possible to the missed model and yet is observable in at least one of the ATLAS
MET analyses. Comparisons between the failed and passed models may then reveal
the underlying cause that renders the model to be undiscoverable. Model 14602 pro-
vides a good example of this approach and Figure 3.22 compares the spectrum of
this model and its sister, 43001. Both of these models have qualitatively similar cross
sections for the production of squarks and gluinos which initiate the long decay cas-
cades. However, a side-by-side comparison of these two models shows that 14602 has
consistently lower values of S for each of the analyses and yet both models have sim-
ilar preselection jet and lepton spectra as well as having long-lived charginos (which
are Higgsino-like and Wino-like, respectively).

The only significant difference between the two models is in their preselection
E¥ss distributions as can be seen in Figure 3.23. Here we see that this distribution
peaks at much lower values for model 14602 and has a correspondingly diminished

high energy tail in comparison to model 43001. Due to the presence of large branching

4Note that only 4 of these specific models remain undiscovered when the integrated luminosity
is increased by a factor of 10.
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Figure 3.21: The spectra for four of the eleven models that are unobservable in all

analysis channels. The first three (from left to right, top to bottom: 43704, 62912,
and 63694) are missed due to the presence of long-lived charginos, while the last
(bottom right: 17158) is missed due to a compressed spectrum. The colored balls
represent masses for (left to right) x%, x9, X9, X%, X7, X3, 4, ur, g, dp, dg, t1, t2, b,
by, €1, €, Vey T1, T2, Uy
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Figure 3.22: A comparison of the spectra of sister models 14602 (left) and 43001
(right).
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E;™* distribution of 14602 (fail) vs. 43001 (sister) model
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Figure 3.23: A comparison of the EXssdistributions of model 14062 and its sister
43001.

fractions in the gluino cascades that lead to a stable chargino in model 14602, there is
insufficient EI* to pass the ATLAS analysis cuts. This is related to the suppressed
couplings of the first and second generation squarks to light Higgsinos. However,
model 14602, with 20% background systematics, has reasonable values of S in some
of the search analyses and a factor of 10 or so increase in the integrated luminosity
allows this model to be discovered in the 3j1l, 7 and b channels. The corresponding
examination of the other 3 models with long-lived charginos yields somewhat similar

results.

Undiscovered models 7888 and 47787, as well as their discovered co-sister 42790
(Figure 3.24), all show a relatively heavy and compressed sparticle spectrum except
that the gluino is slightly more massive and well-separated from the squarks in model
42790 and the squarks are more degenerate with the LSP for the two undetected
models. Interestingly, the missed models both have larger cross sections for squark
and gluino production (due to their lighter gluinos) than does their sister model by
over a factor of 2. Thus the initial, pre-cut event rates for the missed model are not an
issue here. However, the larger gluino-squark mass splitting for model 42790 allows
for a higher pr jet from the decay g — ¢ + j than do the two missed models and so
it is found by the 2j0l analysis. The degeneracy of the squarks with the LSP makes
it difficult for any of these models to generate additional high pr jets. Nonetheless,
model 7888 would pass the 2j0l analysis at 10 times higher integrated luminosity. In
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Figure 3.24: A comparison of the spectra of models 7888 (top left) and 47787 (top
right) with their sister 42790 (bottom).

addition, model 17158 is seen to have a very massive and highly compressed spectrum

and fails the MET searches for qualitatively similar reasons.

The remaining undetected models are somewhat more difficult to analyze. Model
5700 (with its sister model 28575 shown in Figure 3.25) is the most straightforward
case to study and the gluino is sandwiched between the squarks in the mass spectrum.
The resulting mass splitting between the heavier try and the gluino is only about
half of that of the sister model. The essential difference between these two models
is the placement of the lightest squark in the spectrum and the relative splittings
between this squark, the gluino, and the LSP. The model cannot produce 3rd or 4th
jets with sufficient Er to pass the 4j01 selection. Note that the splittings are somewhat
larger for the sister model. In addition, the sister sparticle spectrum makes the decay
products arising from stop and sbottom production easier to observe. This is another

case where a luminosity increase to 10 fb™' leads to a discovery for a missed model.

Comparing the undetected model 25692 with its sister 1446 (see Figure 3.26), we
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Figure 3.25: A comparison of the spectra of sister models 5700 (left) and 28575
(right).
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Figure 3.26: A comparison of the spectra of sister models 25962 (left) and 1446
(right).

see that the squarks are somewhat lighter in the sister case allowing for both larger
production cross sections as well as more gluino decay modes with larger branching
fractions into final states that can populate the 2j0l channel. We find that increased

luminosity would be useful in this case as well.

For model 35678 and its sister model 9396, shown in Figure 3.27, the electroweak
gaugino sectors are almost identical. However, the gluino is heavier than all the first-
and second-generation squarks in the sister case while the (i, dy) are heavier than
the gluino for model 35678. The lighter slepton spectrum in the sister model allows
for an enhancement in the number of high pr leptons produced so that this model
can be found in the lepton plus jets channels (but does not do as well in the 4(2)j01
analyses as does 35678). Both the 4(2)j0] analyses would allow model 35678 to be
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Figure 3.27: A comparison of the spectra of sister models 35678 (left) and 9396
(right).

M (GeV) M (GeV)
1000 5T 1000 —
—r d + L—Ve | 1 T2 Uy
X4 xdlg ko, e Ry, =0 = . 7
800 1 19 : = 800 R P dat 3
2 i d, Ty X2 2
600 1 =5 = ik he b 600 | — 4 ldy B BZZ;Z
X X v i Up b g
400 400
200 200

Figure 3.28: A comparison of the spectra of sister models 7105 (left) and 53923
(right).

discovered with an integrated luminosity of 10 fb™'.

Model 7105 has a sister model 53923 whose spectrum is shown in Figure 3.28;
the sister has somewhat larger gluino and squark production rates. This sister model
also has lighter sleptons which produce a larger fraction of final states with higher Fr
leptons. Both models are found to fail the 4j01 analysis yet the sister model passes the
2j01 channel. It has a higher amount of E}*s since all the squarks are lighter than the
gluino and have substantial branching fractions into the LSP. Increased luminosity

would be useful in this case as well.
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Figure 3.29: The fraction of pMSSM models that lead to the X +(j)ITI~+MET signa-
ture, passing through the second neutralino, as a function of the minimum branching
fraction for this final state. The various sparticle initial states are color coded as
indicated.

3.4.6 Classic Decay Modes and the SUSY Mass Scale

There are a number of other interesting questions that we can address with this large
data set. For example, a final state that has received much attention for its usefulness
in determining sparticle masses [64] is jI7I~”+MET which originates from the cascade
decay of an initial colored sparticle, usually with the second neutralino and a slepton
appearing in the chain. One can ask how often this specific final state occurs in
the decays of the various initial squarks and gluinos in our pMSSM model sets; the
results are shown in Figure 3.29 for both the flat and log prior model sets combined.
This figure shows the fraction of the model sample that leads to this particular final
state as a function of the minimum value for the branching fraction for this decay.
For example, the fraction of the models in our set that have a ug initiated decay
to an XjITI"+MET final state with a branching fraction of at least 20(5)% is only
~ 5(9)%! For uy cascades, which are commonly studied in this regard, we see that
the branching fraction for this final state is significantly smaller, only ~ 1.5(5)%.
Clearly, unlike the case of mSUGRA, this final state does not appear to occur very
frequently with a large branching fraction in the decays of squarks or gluinos in our
pMSSM model sample. From this we can conclude that other final states would need

to be employed in most cases for measuring sparticle masses.
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Figure 3.30: The average branching fraction as a function of the weighted decay

length to reach the (11~ X~(1) final state via the X~8 in decays of the gluino. The models
that pass the OSDL analysis cuts are shown in green, while those that fail are in red.

Another question we address is what are the number of steps in the decay topology
necessary to reach a specific final state such as, e.g., XITI~+MET, from a given initial
colored sparticle at the top of the decay chain. For the case of the gluino, this result is
shown in Figure 3.30. In this figure, branching fraction of the gluino into this inclusive
final state is shown as a function of the number of decay chain steps (weighted by the
branching fraction so not necessarily an integer) necessary to reach this specific final
state. The colors reflect model points which do(green) or do not(red) pass the OSDL
analysis requirements; note that most of the models which pass the OSDL analysis
have large branching fractions. While this final state may be reached in as few as 2
steps (via gluino loop decay to g)(Ng followed by the 3-body decay ;{g — [T~ XN(I)), it is
interesting to see that there are some model points where 6 or 7 steps are required.
This demonstrates that the decay topologies in the pMSSM framework can be much
more complex than those found in mSUGRA, with implications for SUSY searches

and mass measurements at the LHC.

Finally, we investigate whether certain global observables can be used to determine
the effective SUSY mass scale. Long ago[65, 66], it was observed within mSUGRA
that the Mg variable can be used to determine the overall scale of the colored spar-

ticles in the SUSY mass spectrum. In particular, it was observed that within these
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models Moy >~ 1.5M i, £ (10 — 15)% where My, is the mass of the lightest sparticle
in the set g, ur g, dL, R, Which are the dominant sources of jets and MET. We can now
see whether this sort of relationship holds in the much more general context of the
pMSSM. The answer to this question is shown in Fig. 3.31 which displays M.g as a
function of both M., and Mj. The data generated when performing the 4j01 analysis
(before imposing the Mg cut itself) was used to obtain the results shown in these
figures for the ~ 68k pMSSM flat prior model set. The points are also color-coded to
show whether they passed (green) or failed (red) the 4j0l analysis for an integrated
luminosity of 1 fb~! and an assumed 50% SM background uncertainty. Indeed, we
see that there is a reasonably strong correlation between M g and M,,;, though some-
what less so in the case of Mg and Mj. There are, however, several differences with
the mSUGRA results: (i) our range of sparticle masses extends to significantly lower
values than one finds in mSUGRA due to the strong Tevatron constraints on mg 4
in the mSUGRA framework. For small values of M, we see that Meg/Mpin ~ 3
which is quite far from the expected value of ~ 1.5. However, for significantly larger
values of M, 2 600 GeV, we do find that the relation Mog/Mpin ~ 1.5 holds. (i)
The relationship between Mg and M,,;, is thus not quite linear over the entire mass
range of our model set. However, since Meg > 350 GeV is required to pass the 4j01
selection criteria before the Mg cut is actually applied (and the points at low values
of M are seen to mostly pass this analysis) we can obtain the approximate linear
relationship Meg ~ 1.2My;, +350 GeV. (iii) The spread in values of Mg at any given
value for M, is significantly wider than would be expected in mSUGRA with many
pMSSM models falling quite far from the middle of the range. Note also that the
unobservable models tend to have Mg values somewhat further away from the mid-
range. (1v) At small values of M,,;, we see that there is a sort of a gap or bifurcation
in the distribution. This is connected to the identity of the lightest colored sparticle
with the lower(upper) lobe corresponding to light gluinos(squarks). A study of other
kinematic variables[66] used to determine the SUSY mass scale with this pMSSM

model set could prove interesting.
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Figure 3.31: Values of Mgas a function of the lightest colored sparticle mass (left)
and the mass of the gluino (right) as described in the text.

3.5 Detector-Stable Sparticles

“Long-lived”, “metastable”, or “detector-stable” particles, i.e., those particles which
generally decay outside the detector when produced at colliders, can provide a striking
signal of new physics (see [67] and references therein).

These detector-stable particles are found to be quite prevalent in both of our
pMSSM model sets (to an extent that will be quantified below), but are not considered
in the inclusive search analyses above. Given the nature of the analysis below, we can
conveniently combine both the flat and log prior samples together to make a single
common study.

Therefore we now discuss the phenomenological consequences of these detector-
stable sparticles; the subsequent discussion, however, will be quite heuristic in com-
parison with the investigation of the inclusive SUSY search analyses discussed above.
We will first explain our criteria for “detector-stability”. We will then discuss the
various species of sparticles, when, if ever, such sparticles can be detector-stable, and
the prospects for discovering these detector-stable sparticles at the LHC. We will not
discuss specific analyses, e.g., searches for R-hadrons in the analysis presented be-
low. Our main point here is that such long-lived states are relatively common in our
model sets and that suches for long-lived states are an important supplement to the

E}'s searches discussed above.
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Figure 3.32: The distribution of 3~ for detector-stable charginos in our model set.
The curve labeled “decay” refers to charginos produced in the cascade decay chains
of other sparticles. “Pair production” refers to charginos directly produced in the

pp — X{x; hard process; “other production” refers to charginos produced in all
other hard processes.

3.5.1 Ciriteria for Stability

A necessary first step is to specify what precisely qualifies as a “long-lived” or
“detector-stable” particle. We note that for a particle at rest, its lifetime is given
by % where I' is the total width of the particle. This translates to the particle trav-

eling a distance of ¢ ~ @ in the detector.

There are several issues in determining a value of I', below which a particle will
be considered (in this discussion) to be stable. Perhaps the most obvious is that the
energy of the particle, and hence v, will vary from event to event. Figure 3.32 shows
the distribution of (v for detector-stable charginos in our pMSSM model set; this
distribution is, of course, also sensitive to the mass distribution of the detector-stable
charginos. We see that (v is < 4 for charginos in this model set; we expect this
condition to hold at least roughly for the other species of stable particles as well.
Therefore, we define a particle with width I' to be “long-lived”, or “detector-stable”
if

I < Dyable; With Dygaple = 10717 GeV. (3.5.1)

For this value of I'g.pe, % ~ 20 m, and BIh -, 20 — 60 m. The effect on our

Pstable
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quantitative results from adjusting the definition of Iy a1 Will be discussed below.

We also note, from Figure 3.32, that the distribution of 3v is quite different for
charginos produced in cascade decay chains, compared with charginos produced di-
rectly in the hard process. In particular, these charginos may be more highly boosted,
and, of course, be produced in events without an accompanying stable chargino. Such
considerations may be very important for stable particle searches at the LHC.

Additional complications in assigning a threshold for stability arise from the prob-
abilistic nature of decays; a full analysis taking such effects into account is beyond the
scope of this work. Rather we discuss the prevalence of various detector-stable parti-
cles in our pMSSM model set in the next section, as well as the physics responsible for
these sparticles’ long lifetimes. Next, we will quantify the prospects for discovering
or ruling out the detector-stable sparticles in our model set at the LHC.

It may be worthwhile to note that while we have considered models with absolutely
stable charged particles (i.e., charginos when the mass splitting with the LSP is less
than the electron mass) to be excluded, we did not implement any constraints based
on the effect a long-lived sparticle could have on BBN (see, for instance [67], [68],

or [69]) when we generated our model sample.

3.5.2 Detector-Stable Sparticles and R-Hadrons

Table 3.20 shows the number of detector-stable sparticles of each type for different
choices of Tgapie; elsewhere we will always take I'gapie = 10717 GeV as noted above.
In what follows we will discuss the physics that can lead to detector-stable sparticles
or R-hadrons, discussing gauginos first, and then sfermions.

If colored sparticles are long-lived, they can hadronize to form R-hadrons[67, 68,
70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84|, a color singlet state carrying
one unit of R-parity. We expect R-hadrons to form when the width of a colored
particle is roughly I' < Aqep. In what follows, we will give the number of models in
which various colored sparticles have total widths less than 100 MeV, taking this to
be a rough indication of the number of models which would have significant R-hadron

production. As the colored sparticles in our pMSSM model set have masses > Agcp,
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F 10010710 [ 10777 [ 10 [ 10~
YT | 9853 | 9728 | 8642 | 7683 | 6658
7| 179 | 179 | 179 | 179 | 179
fh | 67 | 66 | 66 | 65 | 65
Gr | 49 | 49 | 49 | 49 | 49
00 78 | 40 | 19 | 11 4
fin | 17 | 17 | 17 | 17 | 17
by | 12 | 12 | 11 9
& | 8 8 8 8
8
2

Sr | 8 8 8
g | 17 | 10 5

Table 3.20: The number of models in our pMSSM model set in which the specified
sparticle () has a width less than the value given at the head of each column (in
GeV). This gives some idea of the effect of the specific choice of Igiaple = 10717 GeV.

the lifetime of the produced R-hadron should be roughly that of its constituent long-
lived colored sparticle[67, 78, 81], so it is reasonable to use the same criterion for

detector stability for colored and uncolored sparticles.

3.5.3 Detector Stability of Gauginos

Charginos

The most prevalent detector-stable particles in this pMSSM model set are charginos.
This is due to the large number of models for which the lightest neutralino (the
LSP) is mostly Higgsino or Wino, as is shown in Table 3.21. As is well known (see,
for example, [85, 86, 87, 16, 88, 1, 2]) the Wino-like neutralino (with mass ~ My) is
nearly degenerate with a Wino-like chargino. Likewise there are two nearly degenerate
Higgsinos (with mass ~ |p|) which are in turn nearly degenerate with a Higgsino-like
chargino. There are no models in our sample where the heavier of the two chargino
species is stable.

As discussed above, we use a more detailed treatment than is given in SUSY-HIT
to describe sparticle decay. In particular, for the case of close mass charginos that

have small mass splittings with the LSP (Am), we utilize expressions from [56, 57]
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LSP Type Definition Fraction

of Models
Bino |Z11]? > 0.90 0.156
Wino | Z12| > 0.90 0.186
Higgsino | Z13)% + | Z14]? > 0.90 0.393
All other models 0.265

Table 3.21: The majority of models in our pMSSM sample have LSPs which are
relatively pure gaugino/Higgsino eigenstates. The fraction which are of each type is
given here; with the definition of each type given in terms of the modulus squared
of elements of the neutralino mixing matrix in the SLHA convention. See [89] for
details.

to compute their decays exactly. We find that charginos generally fit our definition
of detector-stability when Am = Mg+ — Mrsp < 112 MeV. The distribution of the
Xi width as a function of the ¥i LSP mass splitting is shown in Figure 3.33 for our
pMSSM model set.

One sees from the figure that there is very little scatter in Y+ widths at low values
of Am and that the widths lie along a curve in this case. This is to be expected,
as both the ¥i and the ¥ are nearly pure Higgsino and Wino eigenstates, and the
widths are not dependent at this level on the rest of the SUSY spectrum. One can
also see from Figure 3.33 where the three body chargino decay to p*v,x) turns on,
and where the width becomes highly suppressed due to electron mass effects. The
longest-lived chargino in our model set has Am = 512 keV and a c7 of ~ 5 x 10° light
years, which is large even compared with the size of the ATLAS detector.

Neutralinos

There are 19 models in our pMSSM sample in which the second lightest neutralino
is detector-stable. There are no models for which the third or fourth neutralino
is detector-stable. Most, though not all, of the detector-stable second neutralinos
are nearly Higgsino eigenstates, with the LSP being essentially the other neutral
Higgsino eigenstate. In all cases where the second neutralino is detector-stable, the

mass splitting of this neutralino with the LSP is less than ~ 650 MeV as can be seen
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Gaugino - LSP Mass Splitting Versus Width
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Figure 3.33: The width as a function of its mass splitting with the LSP (Am) for the
light chargino mass eigenstate (red), eigenstate, the second lightest neutralino mass
eigenstate (green), and the gluino (blue). Heavier mass eigenstates for charginos and
neutralinos tend to have larger mass splittings with the LSP and correspondingly
large widths.

from Figure 3.33. From this figure it is clear that for low Am, the neutralino width
is basically a function of Am. We also observe that unlike the case of charginos, the
neutralino width as a function of Am is a power law; i.e., there are no obvious effects

from the masses of decay products other than the LSP.

Gluinos

There are only 5 models for which the gluino width is less that ['sap1e; we take this to
be a rough estimate of the number of cases for which the R-hadrons produced by such
gluinos would be detector-stable. All of these models have a mass splitting between
the gluino and LSP of < 300 MeV. There are, however, 12598 models where the gluino
width is less than 100 MeV as shown in Table 3.22; these would be expected to form
R-hadrons. The mass splitting between the LSP and the gluino is not necessarily
small for these models as can be seen in Figure 3.33. Note also that there is a large
spread in gluino widths, which is probably due to different patterns of squark masses,

for the gluinos at any given Am.
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3.5.4 Detector Stability of Sfermions

The widths of the various species of sfermions as a function of the sparticle-LSP mass
splitting are presented in Figures 3.34, 3.35, 3.36, 3.37, 3.38, and 3.39. Here, we will
discuss salient aspects of the physics that leads to detector-stable sfermions in our
pMSSM model set.

Close Mass Sparticles, Degeneracies, and Important Decay

Modes

We remind the reader that in our pMSSM model set, the masses of the first and
the corresponding second generation sparticle (such as left selectron and left smuon)
are degenerate. In addition, these sparticles have the same couplings, except for
Yukawa couplings that are generally negligible. Thus the first and corresponding
second generation sfermion also have degenerate widths. Hence, for example, a point
in Figure 3.34 for the left smuon lies on top of the point for the left selectron for all
models.

The exception to this picture occurs when, for some sfermion, Am < my, where
f is the corresponding fermion. This is because for Am slightly greater than my,
the decay f — X1/ is kinematically suppressed, and when Am < my, this decay
is forbidden. As this decay is generally very important for close mass sfermions,
this leads to large suppressions of the sfermion decay widths. We note that the
suppression due to small Am may occur for the second generation sfermion but not
the first generation sfermion when my < Am < my,. We do not find many models
where charged current decays such as ¢ — Y s have a large effect on the widths of
close mass sfermions. The exception is in models where the stau has Am < m., and
is not detector-stable due to the decay 7 — v, + ™.

Generally, in fact, we set the decay width to be zero for first and second gen-
eration sfermions when Am < my since we do not include four-body decays for
these sfermions, or CKM suppressed decays in the case of first and second generation

squarks. This has an important consequence for Figures 3.34, 3.35, 3.36, 3.37, 3.38,
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and 3.39 as a sparticle not appear in the figures if its width is zero. A stable sec-
ond generation sparticle can be identified by noting where one sees a point for the
first generation sparticle with out a nearly degenerate point for the second generation
sparticle.

For third generation squark decays, some of these additional decay modes were
included in calculating the widths as discussed above. CKM suppressed and four-body
stop decays are included in SUSY-HIT[33]. SUSY-HIT does not, however, incorporate
these decays for sbottoms and we added the CKM suppressed decays (though not the
four-body decays) for sbottoms.

We should note that our analysis may somewhat overstate the prevalence of
detector-stable second generation sfermions in the model set. If the mixing between
right and left sfermions were not precisely zero, the mass of the lighter eigenstate
would be raised, possibly so that the decay f — X1f would not be significantly
suppressed. A full understanding of this effect would have required the inclusion of
trilinear coupling terms for the first two generations.

Like gluinos, squarks are colored sparticles and hence can form R-hadrons as
discussed above. The number of squarks of each flavor which have widths < 100 MeV
~ Agcp is shown in Table 3.22.

Sum Rules and the Effect on which Sparticles are Stable

The 17 right-handed smuons with Am < m, are the only charged sleptons that we
find to be detector stable. The fact that it is right-handed rather than left-handed
smuons which are detector stable in this model set is in part a consequence of the
tree-level slepton mass sum rule (see for example [85, 86, 1, 2|)

mlgL —m3, = —cos (208)m7. (3.5.2)
When tan g > 1, as in our pMSSM model set, the electron (muon) sneutrino is always
lighter than the left-handed selectron (smuon). This means the left-handed selectron

(smuon) is at best the third lightest sparticle and thus generically has a sufficient

value of Am to decay promptly. In fact, the minimum width for such particles in the
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Selectron and Smuon Mass Splitting with LSP Versus Width
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Figure 3.34: The width as a function of the mass splitting with the LSP (Am) for the
left- and right-handed selectrons and smuons. Note that as we do not include four-
body smuon decays, when Am < m,, the smuon width is set to zero; thus for small
Am we see points corresponding to right-handed selectrons without the corresponding
smuon point.

model set is ~ 2 keV, far greater than I'siap1e. As the right-handed sleptons are SU(2)
singlets, there is no similar effect, and they can have arbitrarily small Am; models
with cosmologically stable right-handed sleptons were excluded when our pMSSM
model set was generated. A similar situation holds for squarks, where there are fewer

models where dj, or §;, have close mass splittings.

3.5.5 Detector-Stable Sparticle Prospects

In Table 4.5 the approximate 14 TeV LHC reach for each sparticle, using [68], is
presented for the specified integrated luminosities. These bounds are somewhat con-
servative, as they only take pair production into account; it is difficult to determine
a model independent reach including detector stable particles produced in cascade
decays. We assume this reach is generation independent. (This may not necessarily
be the case for stable up-squarks, for example, as in such a case there could be sig-
nificant contributions from t channel production.) Further, we make the conservative
assumption that we can neglect the ~ 1 fb~! of data that will be collected at 7 TeV.
Nonetheless, one can obtain a qualitatively accurate picture of the prospects for LHC

discovery for detector-stable sparticles in this pMSSM model set.
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g | 12598
ar | 9628
ér | 9629
ig | 22667
cr | 22668
dr | 13595
5. | 13595
dr | 27996
5p | 27998
by | 13355
by | 431
f | 5695
to 1

Table 3.22: The number of squarks or gluinos of the indicated species with widths
< 100 MeV. This gives a rough idea of the number of models where R-hadrons would
be formed; however in most cases the R-hadrons decay promptly in the detector.

Up and Charm Squark Mass Splitting with LSP and Width
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Figure 3.35: The distribution of widths for up and charm squarks as a function of
Am, the mass splitting between the sparticle and the LSP.
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Down and Strange Squark Mass Splitting with LSP and Width
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Figure 3.36: The distribution of widths for down and strange squarks as a function
of Am, the mass splitting between the sparticle and the LSP.

Light Stau - LSP Mass Splitting Versus Width
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Figure 3.37: The distribution of widths for the lighter stau mass eigenstate as a
function of Am, the mass splitting between the sparticle and the LSP.
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Light Stop and Sbottom Mass Splitting with LSP Versus Width

T
Light Sbottom
L Light Stop

1e-05 |-

rin GeVv

le-10 |

lesf o0 ]

1e20 L P | L - . L
0.1 1 10 100 1000 1000C

Am in GeV

Figure 3.38: The distribution of widths for the lightest stop and sbottom as a function
of Am, the mass splitting between the sparticle and the LSP. Note: in 65 models the
calculated light stop width is zero, representing nearly all of the detector-stable stops
in the model set. Likewise there are 9 models in which the calculated light sbottom
width is zero.

Snuetrino Mass Splitting with LSP Versus Width
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Figure 3.39: The distribution of widths for the three species of sneutrinos as a function
of Am, the mass splitting between the sparticle and the LSP. The minimum width
for the electron or smuon sneutrinos in our model set is ~ 3 x 1071 GeV.
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Sparticle LHC Reach LHC Reach
1 fh—! 10 fh—!
X (W-like) 365 GeV 467 GeV
Xt (H-like) 280 GeV 376 GeV
7 (or f1) 145 GeV 198 GeV
t (or ¢) 562 GeV 681 GeV
b (or 3) 562 GeV 681 GeV
g > 1000 GeV | > 1000 GeV

Table 3.23: The approximate 14 TeV LHC search reach for stable particles of a given
type with 1 and 10 fb~![68]. These search reaches assume the sparticles are produced
in the hard subprocess, rather than in cascade decays. For simplicity, we take the
LHC reach for sbottoms to be equal to that for stops.

Table 4.6 shows the number of detector-stable (I' < 10717 GeV) sparticles of
various species in the model set, as well as the number of such sparticles which
would have evaded discovery at the LHC with 1 and 10 fb~! of integrated luminosity,
following [68]. In addition, the LHC search reach for charginos, and its effectiveness

in discovering or excluding detector-stable charginos in our model set, is shown in
Figure 3.40.

Complementarity with Astrophysics

Since detector-stable particles are nearly degenerate with the LSP, they provide im-
portant channels for co-annihilation in the early universe. Thus, we expect models
with detector-stable particles to have lower values for the relic density. In our pMSSM
model set, there are no models with a detector stable particle with a relic density
greater than Qh? = 0.089. Thus, the subset of these models considered in special
detail in [90], all of which have Qh? > 0.1, do not have detector-stable particles.
This suggests that the discovery of a detector-stable particle at the LHC would have

important consequences for cosmology, as well as for particle physics.
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| # | Total | LHC-1 | LHC-10 |

X1
T1
t
CR
AR
by

8642
179
66
49
17
11
8
8
)

260
179
4
0
1

(@)

o O O O

72
179

Table 3.24: The number of stable particles of various types () present in our pMSSM
model set (under “Total”) and the number that would not have been discovered with
1 (under LHC-1) and 10 (under LHC-10) fb=! at 14 TeV, following [68]. Note that
the LHC will be more efficient at discovering or excluding stable squarks, gluinos, or

charginos than sleptons.

800

14 TeV LHC Stable Chargino Reach
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Figure 3.40: The 14 TeV LHC search reach for stable wino-like charginos with 1 and
10 fb~! of integrated luminosity following [68]. As noted above, these reaches assume
pair production of the charginos. We also show the Tevatron reach after 1.1 fb™! [44].
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3.6 Conclusions

In this paper we have investigated the robustness of the ATLAS SUSY searches pre-
pared for the 14 TeV LHC. We passed an extensive set of broad-based SUSY models
through the full planned SUSY analysis suite, following the analysis procedure de-
signed by ATLAS in detail. We employed our previously generated ~ 71k model
points in the 19-dimensional pMSSM parameter space. We simulated the eleven
ATLAS SUSY EMs analyses, as well as the stable charged particle search, which
were originally designed for an exploration of mSUGRA-based models. To test our
approach, we first applied our analysis to the set of ATLAS mSUGRA model bench-
mark points and successfully reproduced the published results obtained previously by
ATLAS. We found that for the case of the ~ 68k models from the flat prior scan,
where the squarks and gluinos have masses below < 1 TeV, essentially all of the
pMSSM points (> 99%) were observable in at least one of the ATLAS EI* analyses
allowing for an uncertainty of 50% in the SM background with 1 fb~! of integrated
luminosity. Even this excellent level of parameter space coverage was seen to im-
prove when these systematic errors were reduced to 20%. Furthermore, most of these
pMSSM models were found to give significant signals in several of these E analysis
channels simultaneously. In the log prior model sample, totalling ~ 3k models, the
success rate for discovery fell to approximately ~ 68(81)% for an assumed 50(20%)
SM background error. This is also quite impressive since the sparticle masses could
be as large as 3 TeV in this model set. We emphasize that these statistics apply only
to our pMSSM model set, but believe they are indicative of the performance of the
LHC SUSY searches in a broader SUSY parameter space. In summary, although they
were designed for mSUGRA, we found that the ATLAS SUSY search analyses are
quite powerful in their ability to cover the points in the pMSSM model space. This

is quite reassuring!

Model points that were not observable by any of the ATLAS search analyses were
found to be relatively few in number, i.e., below ~ 0.57(0.02)% in the case of the
flat prior sample assuming a 50(20)% systematic uncertainty in the background. The

main reasons why these models were missed can be summarized as follows: (i) In
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the most trivial cases, the colored sparticles, which have the largest production cross
sections, were found to have kinematically suppressed production rates since these
particles were heavy. This was a much more common occurrence in the case of the
log prior model set where the masses of the squarks and gluinos were allowed to be

as large as ~ 3 TeV.

(77) Many models contain charginos that are close in mass to the LSP due to the
high proportion of the occurrence of Higgsino-like or Wino-like LSPs in our model
set, unlike in most mSUGRA models. For some models there were substantially large
branching fractions for squarks to decay to these charginos. In such cases, essentially
stable charginos were then found to occur at the end of most decay chains thus leading
to a reduction in the average amount of EF* that was produced in typical events.
Since the ATLAS analyses required a fairly large amount of E* to obtain significant
observable signals, these models were more easily undetected. Reducing the ATLAS
EXss requirements might allow access to some of these models at the expense of
increased SM backgrounds; this requires further study. Also for such cases, searches
for stable charged particles become of great importance, particularly when these states
appear, as they more commonly do, at the end of long SUSY cascade decay chains and
are not simply pair produced in isolation. We found that that the 5+ distribution was
quite different for stable charginos produced in cascade decays than for those directly
produced in hard processes; the observability of such stable particles requires further

study.

(77i) Some models in our pMSSM set have a rather compressed mass spectra.
This results in a significant reduction in phase space which is available in the various
decays and, hence, in a corresponding decrease in the values of py available for the
final state jets and leptons. These final state objects were then too soft to satisfy the

necessary analysis cuts.

(1v) Processes with large backgrounds have an associated correspondingly large
systematic uncertainty of B = (50%), 20%). In order to reach a significance of 5 or
more, a requirement for discovery, a substantially larger number of signal events must
be produced. For example, the 4j01(2j01) analysis requires 1759(2778) signal events to
reach the S = 5 level assuming a luminosity of 1 fb™! provided 6 B = 50%. However,
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a reduction in the background uncertainty to 6B = 20%, substantially decreases
the required number of signal events to only 721(1129) to reach S = 5. Thus it is
clear that a reduction in the systematic uncertainty in the SM background is very
important in order to increase the coverage of the pMSSM model space. In cases
where the large background uncertainties were important, we found that increasing
the luminosity by a factor of 10 was not very useful in increasing the parameter space
coverage. This is expected due to the corresponding dominance of the background
systematic errors.

The study presented in this paper suggests a number of areas for future work. In
light of the current status of the LHC, repeating this analysis with a 7 TeV center-
of-mass energy and perhaps somewhat lower luminosities is an obvious next step [91];
such a study is now underway.

The preliminary study of stable particles in the MSSM presented here makes it
clear that more work could be performed in this area. A more detailed modeling
of the interactions and decays of R-hadrons, for example, is necessary to accurately
predict their signatures at the LHC. Searches for stable particles produced in decay
chains, rather than pair-produced in the hard process, also deserves significant study.

As always, it would be interesting to explore ways to optimize the kinematic cuts
or otherwise modify the search analyses to obtain a better performance across the
general MSSM. This would require generating the actual background events, so that
various distributions could be examined.

In summary, we found that the standard SUSY search analyses, taken together,
provide excellent coverage of the MSSM parameter space at the LHC with relatively
small luminosity, at least for sparticle masses up to ~ TeV. We conclude that the
prospects for observing Supersymmetry in the early running of the LHC are quite

good!



Bibliography

[1] M. Drees, R. Godbole, and P. Roy, Hackensack, USA: World Scientific (2004)
595 p.

[2] H. Baer and X. Tata, Cambridge, UK: Univ. Pr. (2006) 537 p.

[3] Particle Data Group, C. Amsler et al., Phys. Lett. B667, 1 (2008).

[4] E. Cremmer, P. Fayet, and L. Girardello, Phys. Lett. B122, 41 (1983).

[5] G. F. Giudice and R. Rattazzi, Phys. Rept. 322, 419 (1999), hep-ph/9801271.

[6] M. Dine, A. E. Nelson, Y. Nir, and Y. Shirman, Phys. Rev. D53, 2658 (1996),
hep-ph/9507378.

[7] L. Randall and R. Sundrum, Nucl. Phys. B557, 79 (1999), hep-th/9810155.

[8] G.F. Giudice, M. A. Luty, H. Murayama, and R. Rattazzi, JHEP 12, 027 (1998),
hep-ph/9810442.

[9] Z. Chacko, M. A. Luty, A. E. Nelson, and E. Ponton, JHEP 01, 003 (2000),
hep-ph/9911323.

[10] D. E. Kaplan, G. D. Kribs, and M. Schmaltz, Phys. Rev. D62, 035010 (2000),
hep-ph/9911293.

[11] DO, V. M. Abazov et al., Phys. Lett. B660, 449 (2008), 0712.3805.
[12] The ATLAS, G. Aad et al., (2009), 0901.0512.

116



BIBLIOGRAPHY 117

[13]

[14]

[15]

[19]

[20]

[21]

[22]

[23]

C. F. Berger, J. S. Gainer, J. L. Hewett, and T. G. Rizzo, JHEP 02, 023 (2009),
0812.0980.

J. Alwall, M.-P. Le, M. Lisanti, and J. G. Wacker, Phys. Lett. B666, 34 (2008),
0803.0019.

J. Alwall, M.-P. Le, M. Lisanti, and J. G. Wacker, Phys. Rev. D79, 015005
(2009), 0809.3264.

L. Pape and D. Treille, Rept.Prog.Phys. 69, 2843 (2006).

LHC/LC Study Group, G. Weiglein et al., Phys.Rept. 426, 47 (2006), hep-
ph/0410364.

R. C. Cotta, J. S. Gainer, J. L. Hewett, and T. G. Rizzo, New J. Phys. 11,
105026 (2009), 0903.4409.

R. C. Cotta, J. S. Gainer, J. L. Hewett, and T. G. Rizzo, Nucl. Phys. Proc.
Suppl. 194, 133 (2009), 0909.4088.

A. Djouadi, J.-L. Kneur, and G. Moultaka, Comput. Phys. Commun. 176, 426
(2007), hep-ph/0211331.

G. D’Ambrosio, G. F. Giudice, G. Isidori, and A. Strumia, Nucl. Phys. B645,
155 (2002), hep-ph/0207036.

G. Belanger, F. Boudjema, A. Pukhov, and A. Semenov, Comput. Phys. Com-
mun. 177, 894 (2007).

G. Belanger, F. Boudjema, A. Pukhov, and A. Semenov, Comput. Phys. Com-
mun. 180, 747 (2009), 0803.2360.

G. Belanger, F. Boudjema, A. Pukhov, and A. Semenov, Comput. Phys. Com-
mun. 149, 103 (2002), hep-ph/0112278.

G. Belanger, F. Boudjema, A. Pukhov, and A. Semenov, Comput. Phys. Com-
mun. 174, 577 (2006), hep-ph/0405253.



118

[26]

[27]

28]

[29]

[30]
[31]
[32]

[33]

[34]

[35]

[36]

BIBLIOGRAPHY

G. Belanger, F. Boudjema, A. Pukhov, and A. Semenov, Comput. Phys. Com-
mun. 176, 367 (2007), hep-ph/0607059.

W. Beenakker, R. Hopker, and M. Spira, (1996), hep-ph/9611232.

W. Beenakker, R. Hopker, M. Spira, and P. M. Zerwas, Nucl. Phys. B492, 51
(1997), hep-ph/9610490.

W. Beenakker, M. Kramer, T. Plehn, M. Spira, and P. M. Zerwas, Nucl. Phys.
B515, 3 (1998), hep-ph/9710451.

W. Beenakker et al., Phys. Rev. Lett. 83, 3780 (1999), hep-ph/9906298.
M. Spira, (2002), hep-ph/0211145.
T. Plehn, Czech. J. Phys. 55, B213 (2005), hep-ph/0410063.

A. Djouadi, M. M. Muhlleitner, and M. Spira, Acta Phys. Polon. B38, 635
(2007), hep-ph/0609292.

T. Sjostrand, S. Mrenna, and P. Z. Skands, JHEP 05, 026 (2006), hep-
ph /0603175,

J. Conway, Pgs4, Mhttp://www.physics.ucdavis.edu/~conway/research/
software/pgs/pgs.html.

G. J. Feldman and R. D. Cousins, Phys. Rev. D57, 3873 (1998),
physics/9711021.

CDF, T. Aaltonen et al., Phys. Rev. Lett. 101, 251801 (2008), 0808.2446.
CDF, T. Aaltonen et al., Phys. Rev. Lett. 101, 071802 (2008), 0802.3887.

DO, V. M. Abazov ef al., Phys. Rev. Lett. 97, 171806 (2006), hep-ex,/0608013.
CDF and DO, V. Buescher et al., (2005), hep-ex/0504004.

DO, V. M. Abazov et al., Phys. Lett. B665, 1 (2008), 0803.2263.



BIBLIOGRAPHY 119

[42] CDF, T. Aaltonen et al., Phys. Rev. D76, 072010 (2007), 0707.2567.

[43] CDF, F. Abe et al., Phys. Rev. D46, 1889 (1992).

[44] DO, V. M. Abazov et al., Phys. Rev. Lett. 102, 161802 (2009), 0809.4472.
45 G. Benelli, UMI-31-09638.

[46] LEP Electroweak Working Group, Mhttp://www.cern.ch/LEPEWWG.

[47) ALEPH, R. Barate et al., Phys. Lett. B469, 303 (1999).

[48] LEP SUSY Working Group, Mhttp://lepsusy.web.cern.ch/lepsusy.

[49] LEP Higgs Working Group,Mhttp://lephiggs.web.cern.ch/LEPHIGGS/www/
Welcome.html.

[50] S. Heinemeyer, W. Hollik, and G. Weiglein, Phys. Rept. 425, 265 (2006), hep-
ph/0412214.

[51] D. Feldman, Z. Liu, and P. Nath, JHEP 04, 054 (2008), 0802.4085.

[52] We would like to thank the various members of the ATLAS SUSY group with
providing us with this information on SM backgrounds as well as for many dis-

cussions during the course of this analysis.
[53] Atlas Collaboration, G. Aad et al., (2011), 1102.5290, * Temporary entry *.

[54] CMS Collaboration, V. Khachatryan et al., Phys.Lett. B698, 196 (2011),
1101.1628, * Temporary entry *.

[55] (2011).

[56] C. H. Chen, M. Drees, and J. F. Gunion, Phys. Rev. D55, 330 (1997), hep-
ph/9607421.

[57] C. H. Chen, M. Drees, and J. F. Gunion, (1999), hep-ph/9902309.

[58] P. M. Nadolsky et al., Phys. Rev. D78, 013004 (2008), 0802.0007.



120

[59]
[60]
[61]

[62]

[63]
[64]

[65]

[66]

[67]
[68]
[69]
[70]
[71]

[72]

BIBLIOGRAPHY

D. Stump et al., JHEP 10, 046 (2003), hep-ph/0303013.
G. Corcella et al., JHEP 01, 010 (2001), hep-ph/0011363.
G. Corcella et al., (2002), hep-ph/0210213.

S. Moretti, K. Odagiri, P. Richardson, M. H. Seymour, and B. R. Webber, JHEP
04, 028 (2002), hep-ph/0204123.

Lance J. Dixon, private communication.
A. J. Barr and C. G. Lester, (2010), 1004.2732.

. Hinchliffe, F. E. Paige, M. D. Shapiro, J. Soderqvist, and W. Yao, Phys. Rev.
D55, 5520 (1997), hep-ph/9610544.

See for a recent overview of these various observables and original references, T.
Robens, talk given at SUSY2010, Bonn, Germany, 23-28 Aug. 2010.

M. Fairbairn et al., Phys. Rept. 438, 1 (2007), hep-ph/0611040.
A. R. Raklev, (2009), 0908.0315.

F. D. Steffen, JCAP 0609, 001 (2006), hep-ph/0605306.

G. R. Farrar and P. Fayet, Phys. Lett. B76, 575 (1978).

M. S. Chanowitz and S. R. Sharpe, Phys. Lett. B126, 225 (1983).

J. L. Hewett, T. G. Rizzo, and M. A. Doncheski, Phys. Rev. D56, 5703 (1997),
hep-ph/9612377.

G. R. Farrar, Phys. Rev. Lett. 53, 1029 (1984).
F. Buccella, G. R. Farrar, and A. Pugliese, Phys. Lett. B153, 311 (1985).
G. R. Farrar, Phys. Rev. D51, 3904 (1995), hep-ph/9407401.

H. Baer, K.-m. Cheung, and J. F. Gunion, Phys. Rev. D59, 075002 (1999),
hep-ph/9806361.



BIBLIOGRAPHY 121

[77] E. L. Berger et al., Phys. Rev. Lett. 86, 4231 (2001), hep-ph/0012001.
[78] T. Sjostrand and P. Z. Skands, Nucl. Phys. B659, 243 (2003), hep-ph/0212264.

[79] J. L. Hewett, B. Lillie, M. Masip, and T. G. Rizzo, JHEP 09, 070 (2004),
hep-ph/0408248.

[80] A. C. Kraan, Eur. Phys. J. C37, 91 (2004), hep-ex/0404001.

[81] W. Kilian, T. Plehn, P. Richardson, and E. Schmidt, Eur. Phys. J. C39, 229
(2005), hep-ph /0408088,

[82] R. Mackeprang and A. Rizzi, Eur. Phys. J. C50, 353 (2007), hep-ph/0612161.
[83] R. Mackeprang, AIP Conf. Proc. 1200, 746 (2010), 0909.5104.

[84] M. R. Buckley, B. Echenard, D. Kahawala, and L. Randall, (2010), 1008.2756.
[85] H. E. Haber and G. L. Kane, Phys. Rept. 117, 75 (1985).

86] S. P. Martin, (1997), hep-ph/9709356.

[87] D. J. H. Chung et al., Phys. Rept. 407, 1 (2005), hep-ph/0312378.

[88] H. K. Dreiner, H. E. Haber, and S. P. Martin, Phys. Rept. 494, 1 (2010),
0812.1594.

[89] P. Z. Skands et al., JHEP 07, 036 (2004), hep-ph/0311123.

[90] R. C. Cotta, J. A. Conley, J. S. Gainer, J. L. Hewett, and T. G. Rizzo, (2010),
1007.5520.

[91] ATLAS has performed a preliminary study with a fraction of our pMSSM model
set for center-of-mass energies of 10 TeV in ATL-PHYS-PUB-2009-084, July
2009.



Chapter 4

Supersymmetry Without Prejudice
at the 7 TeV LHC

4.1 Introduction and Background

The LHC has had an initial run at 7 TeV with both the ATLAS and CMS experiments
collecting ~ 35 — 45 pb~! of useful data. Even with this low integrated luminosity
these experiments have been able to extend searches far beyond the reach of the
Tevatron for many new physics scenarios with, so far, null results [1, 2]. This clearly
demonstrates the power of increasing the center of mass energy in the search for new
physics at hadron colliders. Starting soon, the LHC is to begin a longer run at 7 TeV
and is expected to collect of order 1 — 7 fb™! of data over the next 2 years. Such a
data set will allow for a first exploration of the TeV mass scale, and if new strongly
interacting particles exist in this kinematic regime, they should be observed.

A well-motivated, and perhaps most popular, possibility for new physics that may
be discovered during this coming LHC run is Supersymmetry (SUSY) [3]. Both AT-
LAS [4] and CMS [5] have designed detailed searches for many of the SUSY partners
of the Standard Model (SM) particles; these are mostly (but not exclusively) based on
the assumption of mSUGRA /CMSSM-like soft breaking within the Minimal Super-
symmetric Standard Model (MSSM) framework. This assumption greatly simplifies

the exploration of the vast Supersymmetric parameter space. While these searches
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are designed to well cover the parameter space of these SUSY-breaking scenarios it
is important to ascertain their discovery potential in a more general MSSM context.
This is particularly worrisome in light of results from the Tevatron, where it has been
realized [6, 7] that relatively light gluinos may have escaped undetected. The question
then arises whether these specific scenarios and associated searches adequately de-
scribe the true breadth of the MSSM and its possible collider signatures, and whether
the LHC searches as presently designed could fail to observe sparticle production.
This has prompted several studies of more model independent search strategies as

well as the development of simplified models [8].

Recently, we have addressed [9] this question by investigating the capability of the
14 TeV LHC to explore a more general MSSM model parameter space, i.e., that of the
pMSSM (phenomenological MSSM) [7], to be described below, from the point of view
of the ATLAS detector. In particular, we examined the performance of the planned
ATLAS SUSY searches in exploring this more general MSSM scenario. This analysis
provides insight into general features of the MSSM without reference to a particular
SUSY breaking scenario or any other assumptions at the GUT scale. We found that
the ATLAS mSUGRA-inspired searches, based on missing E7, did surprisingly well at
covering the kinematically accessible portions of this model space; we also found that
some interesting exceptions can arise in these more general models. Given the lower-
energy run of the LHC over the next 2 years it behooves us to determine how well
the corresponding mSUGRA motivated searches designed by ATLAS would perform
under these conditions, since this is the situation presently before us. This is the goal
of the present paper. We note that recently there have been several mSUGRA-based
studies evaluating the capability of the 7 TeV LHC run to probe that parameter space
10]

As is well known, soft SUSY breaking within the MSSM in all generality leads to a
theory with over ~ 100 a priori free parameters which prohibits a detailed study of this
theory. A number of theoretically possible scenarios exist which describe the breaking
of Supersymmetry; maybe even multiple mechanisms are simultaneously responsible.
Practically speaking, there are two ways to approach reducing this large number of

a priori unknown parameters to something more manageable. One approach is to
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consider only specific, well-motivated SUSY breaking scenarios, such as mSUGRA
or others. This leads to a drastic reduction in the number of free parameters (to
only ~ 3 — 5) so that detailed analyses of the resulting parameter space can be
easily achieved. A problem with performing such studies is that they may result in
a bias as to the nature of SUSY signals when searching for collider or other SUSY
signatures. An alternative approach is to be less prejudicial and to instead follow a
bottom-up analysis which we have employed in a number of recent works [9, 11] and
will make use of here. By imposing a set of theoretically and experimentally well-
motivated constraints on the general MSSM (to be described below), without making
any reference to the specific mechanism of SUSY breaking, we arrive at a theory with
19 TeV-scale parameters. This is known as the pMSSM, which is significantly more
manageable than the full Supersymmetric parameter space, and yet allows for more
breadth than is present in , e.g., mSUGRA.! These parameters will then completely
define and describe all aspects of TeV-scale SUSY phenomenology. Such an approach
has the advantage of being more general than any given (or given set of) specific
SUSY breaking scenario(s) and allows one to be in some sense agnostic about the

SUSY mass spectrum.

To this end, we examine the ERFS-based SUSY searches developed by the AT-
LAS collaboration for the 7 TeV LHC [12]. We simulate the pMSSM signal for
roughly 71k pMSSM models (hereafter ‘model’ refers to a point in the 19-dimensional
pMSSM parameter space) that we generated in our previous work [7]. We employ SM
backgrounds provided by the ATLAS Collaboration. In Section 2, we describe our
SUSY model generation and LHC analysis procedure. It is important to note that we
strictly adhere to the analyses as designed by ATLAS. While numerous, and perhaps
improved, SUSY collider search techniques have been discussed in the literature [13],
it is not our present purpose here to discuss or employ them. Section 3 contains our
main results. We find the systematic error in determining the SM background to
SUSY production is a limiting factor in the potential discovery of these models; in

fact, some channels become systematics limited at larger luminosities. In this section

'Even in such a case a full exploration of this large parameter space is at best difficult if not
impossible with present computing power.
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we determine the fraction of our pMSSM model set that is discoverable at the 7 TeV
LHC. We then examine the model characteristics in some detail that render some of
the models undetectable. We find that the observability of models depends on the
precise details of the sparticle spectrum and that a blanket statement of constraints
on the mass of, say the gluino or squarks, cannot be made. In this Section, we also
explore potential modifications to the kinematic cuts in these analyses that may im-
prove model observability. In Section 4, we examine the implications of a null SUSY
search during this run with respect to the degree of fine-tuning present in these mod-
els, as well as the implications for sparticle production at a high energy ete™ Linear

Collider. A summary and our conclusions can be found in Section 5.

4.2 Analysis Procedure for Inclusive SUSY Pro-

duction

The purpose of this work is to explore how well mSUGRA-inspired inclusive SUSY
searches (in particular the set proposed by the ATLAS collaboration [12]) apply to
the larger and much more general pMSSM parameter space for the 7 TeV run of the
LHC. This is similar in spirit to to Ref. [9], which explored this question for the more
powerful 14 TeV LHC. The pMSSM model sample that we study was generated in Ref.
[7]; here, we briefly review the procedure employed to generate this sample. We then
describe our procedure for generating the signal events, comparing to background,
and determining the statistical criteria for discovery. We will show that we faithfully
reproduce the ATLAS results in each analysis channel for their benchmark SUSY

model.

As stated above, we study the 19-dimensional parameter space of the pMSSM.
This set of parameters was arrived at [14] by imposing the following set of require-
ments onto the general R-Parity conserving MSSM: (7) the soft parameters are taken
to be real so that there are no new CP-violating sources beyond those in the usual
CKM matrix; (74) Minimal Flavor Violation(MFV) [15] is assumed to be valid at the
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TeV scale; (i1) the first two generations of sfermions having the same quantum num-
bers are taken to be degenerate and to have negligible Yukawa couplings and (iv) the
lightest neutralino is assumed to be the Lightest Supersymmetric Particle(LSP) and
is a stable thermal WIMP. Most of these assumptions are applied in order to avoid is-
sues associated with flavor physics constraints. With these conditions, the remaining
19 free soft-breaking parameters are given by the three gaugino masses, M;_;_3, the
ten sfermion masses m j» the three A-terms for the third generation fermions (A, ,),

and the usual Higgs sector parameters p, M, and tan j.

To generate the specific pMSSM parameter points that we study below (hereafter
referred to as our set of models), we performed numerical scans over the space formed
by these 19 parameters. This required both a selection of the parameter range inter-
vals as well as an assumption about the nature of the scan prior for how points are
chosen within these intervals. These issues are both described in detail in our pre-
vious works [7, 9, 11] and the interested reader should refer to them directly. Here,
we simply note that two scans were performed: one employing a flat prior beginning
with 107 points and one with a log prior (that is, flat in the logarithm of the mass
parameters) employing 2 x 10° points. The main distinctions between these two scans
directly relevant to our analysis here are that (a) all SUSY mass parameters were re-
stricted to be < 1 TeV for the flat prior case, while for the log case the upper limit
on mass parameters was raised to 3 TeV, and (b) the choice of the log prior generally
leads to a more compressed sparticle spectrum than does the flat prior case. Note
that the restriction on the upper limit for the mass parameters ensures relatively large

production cross sections at the LHC for the case of the flat prior model sample. For
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convenience, we repeat here the parameter ranges used for the flat scan,

100 GeV < mj < 1TeV,

50GeV < [Mjg, pu| < 1TeV,

100GeV < M3 < 1TeV,
|Aper| <1TeV, (4.2.1)

1 <tanpg <50,

43.5GeV <my < 1TeV;

and for the log scan,

100 GeV < my < 3TeV,

10 GeV < |My g, pu| < 3TeV,

100 GeV < M3 < 3TeV,
10GeV < |Api-| <3TeV, (4.2.2)

1 <tanp <60,

43.5GeV <my < 3TeV.

It is important to note that in the log scan the parameter tan 3, being a dimensionless
quantity, was still scanned in using a flat prior.

Once these points were generated, we demanded that they be consistent with
a large number of both theoretical and experimental constraints in order to ensure
that the model sets are valid to study. We mention the most important of these
restrictions here?: (i) The spectrum is required to be tachyon free, color and charge
breaking minima must be avoided, a bounded Higgs potential must be obtained and
electroweak symmetry breaking must be consistent. (i) We impose a number of flavor
and electroweak constraints arising from ¢—2, b — sy, B — 7v, Bg — p* ™, meson—
anti-meson mixing, the invisible width of the Z and Ap. (iii) We demand that the

LSP contribution to the dark matter density not exceed the upper bound determined

2For full details, see Ref. [7]
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by WMAP; note that the LSP is not required to saturate the measured relic density,
leaving room for the existence of other dark matter candidates. Constraints from dark
matter direct detection searches are also applied. (iv) We then include the restrictions
imposed from the numerous direct searches for both the SUSY particles themselves as
well as the extended SUSY Higgs sector at LEP. Here, some care was required as some
of these searches needed to be re-evaluated in some detail due to particular SUSY
model-dependent assumptions present in the analysis which we needed to remove. (v)
Finally, the null results from a number of Tevatron searches are imposed. In addition
to the Higgs searches, the most restrictive searches were found to be those hunting
for stable charged particles [16] and those looking for an excess of multijet plus MET
events [17]. We note that in the latter case, the search strategies were designed for
kinematics expected in mSUGRA-like models. We thus were forced to simulate them
in some detail, at the level of fast Monte Carlo, for our full model set. At the end
of this analysis chain, ~ 68.4k models from the flat prior set survived this set of
constraints, as well as a corresponding set of ~ 2.9k log prior models. These are the

models that we will consider in our following analysis.

We now turn our attention to the analysis procedure that we followed in gener-
ating and analyzing the signal events from sparticle production at the 7 TeV LHC.
Throughout our analysis, we adhere to the search strategies developed by ATLAS [12]
as closely as possible. In this reference, ATLAS considers 10 MET search channels,
including selections where the minimum number of jets is 2, 3, or 4 and the number
of leptons is 0, 1, or 2. In the dilepton case, opposite-sign (OSDL) and same-sign
(SSDL) pairs are considered separately, with SSDL only being considered in associ-
ation with 2 jets. Note that flavor tagged final states are not considered here. We

consider 85 SUSY production processes that contribute to these 10 signatures.

Accurate estimates of the SM backgrounds for the various channels are crucial
to the validity of this study. We obtained details of the background distributions
presented in Ref. [12] directly from the ATLAS SUSY Group [18]. These backgrounds
were produced with state-of-the-art Monte Carlo event generators and the full ATLAS
detector simulation. Employing these ATLAS computed backgrounds in our analysis

allows us to concentrate on generating and analyzing signal events for each of the
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~T1k parameter space points in our pMSSM model sample.

4.2.1 Generation of the Signal Events

The steps involved in the generation of the signal events are very similar to those
detailed in Ref. [9]. Here we will briefly summarize the procedure and point out any
differences in the present analysis. For the generation and analysis of events for a

single model, the workflow is:

1. The spectrum and decay table was generated with a modified [9] version of
SUSY-HIT [19].

2. The NLO cross sections for the 85 distinct SUSY production processes consid-
ered were computed using Prospino2.1 [20] and the CTEQ6.6M parton distri-

bution functions [21] (which were also used in the event generation).

3. Using PYTHIA 6.418, events were generated, fragmented, showered, and
hadronized for each of 85 SUSY production processes, with each process being

weighted by its K-factor.

4. Detector effects were simulated using an ATLAS-tuned version of the fast de-
tector simulation PGS-3-7-7-74 [22] with the default isolation cuts removed.

5. The simulated events were then analyzed using the analysis cuts for the 10
ATLAS analyses listed above, as well as the isolation cuts described in Ref. [12].

We note that as in our previous work, a subset (about 1%) of the models suffered
serious enough errors that the Pythia event generation halted. These “PYSTOP”

models are excluded from our results.

4.2.2 Analysis Cuts

For the reader’s convenience, we provide here the full set of kinematic cuts for each
analysis channel, summarizing the information given in Section 4 of Ref. [12]. All

channels have a missing energy cut of EM > 80 GeV, and all analyses except the
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Number of jets > 2 >3 >4
Leading jet pr (GeV) | > 180 > 100 > 100
Other jets pr (GeV) > 50 > 40 > 40
min. Ag(jet, E5®) | 0.2,0.2 | 0.2,0.2,0.2 | 0.2,0.2,0
ERS > f x Mg F=03| f=025 | f=02

Table 4.1: The kinematic cuts employed in the event selection: the cut on the pp
of the leading jet, the pr of the other selected jets, the azimuthal angle between the
selected jets and the missing transverse energy, and the missing energy as a fraction
of the effective mass.

SSDL channel have a transverse sphericity cut of Sy > 0.2. Table 4.1 summarizes
the cuts for the searches with n = 2, 3,4 jets which are independent of the choice of

lepton channel except for SSDL, which will be described below.

We complete the description of the kinematic cuts by specifying the additional
cuts that are specific to the various lepton channels. For the case with zero leptons,
events are rejected that have at least one lepton with pr > 20 GeV. For the one-
lepton channels, one lepton with pr > 20 GeV is required, no additional leptons with
pr > 10 GeV are allowed, and the transverse mass My of the selected lepton and
the missing energy vector must satisfy My > 100 GeV. (The definition of My can be
found in Ref. [4].) For the OSDL channel, exactly two leptons with py > 10 GeV are

required, and they must have opposite charge.

As mentioned above, the SSDL channel has distinct cuts; unlike all the other
analyses, the three different jet selection options specified in Table 4.1 are not em-
ployed. Instead, two jets with py > 80 GeV are required. In addition, two leptons
with pr > 20 GeV, same charge, and invariant mass my > 5 GeV must be present,
and there is a veto on additional leptons with pr > 10 GeV. The transverse mass of

the leading lepton and the missing energy vector must satisfy My > 80 GeV.

Lastly, when performing our statistical analysis, the Mg cut is optimized for each
channel, and for each pMSSM model, in steps of 400 GeV [12].
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4.2.3 Statistical Procedure

To compute the significance of the signal for each search channel, we follow the
statistical procedure described in detail in Refs. [9, 4], which is that employed by the
ATLAS collaboration. The probability that the expected background fluctuates to
the number of observed events is computed assuming that the systematic error on
the background is Gaussian and the statistical error is Poissonian. In other words,

we compute the probability

[e.9]

p:A/ db G (b; Ny 6N,) )
0

1=Ndata

e~ by

2!

: (4.2.3)

where N, is the number of background events and d NN, is the associated systematic
error on this number, while Ngata = Np + Nsignal is the total number of events above
the Mg cut. G is a Gaussian distribution and A is a normalization factor ensuring
that the probability that the background fluctuates to any nonnegative integer is one;

therefore A = p(Ngata = 0)~'. The significance, S, is then given by
S = 2erf 11— 2p) . (4.2.4)

A significance of S > 5 is required for the observation of a signal. As mentioned
above, the M.z cut is optimized for each channel, and for each pMSSM model, in
steps of 400 GeV [12]. As was discussed in Ref. [9], and will be further demonstrated
here, the accuracy of the background estimation has a profound impact on the signal
significance and the resulting search reach. In order to quantify this, we will present
results assuming a 20, 50, and 100% systematic error on the background. We will

also consider integrated luminosities of 0.1, 1, and 10 fb~!.

4.2.4 Comparison with ATLAS Benchmark Models

The ATLAS SUSY group has published signal rates for a single nSUGRA benchmark
point (SU4) in their study of Supersymmetry at the 7 TeV LHC [12]. It is imperative

for us to check the results of our analysis against these published results for this
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benchmark model before proceeding to apply our analysis to the pMSSM model set.

Here it is important to remind the reader that our SUSY signal generation, as
described in detail in Ref. [9], differs slightly from the procedure employed by ATLAS.
In particular, the numerical programs used to compute the SUSY spectrum and decay
tables, as well as event generation, are different. Furthermore, we use, by necessity,
a fast detector simulation as opposed to the ATLAS full GEANT-based simulation.

Therefore, a small degree of discrepancy can be expected. The comparisons shown in

Figures 4.1-4.5, however, indicate that we are indeed able to faithfully reproduce the

results obtained by ATLAS for this benchmark model for all of the various inclusive
analyses.
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—— ATLAS SU4 102 —— ATLAS SU4

SM bker. SM bker.
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500 1000 1500 2000 2500 3000 3500 4000
Mg (GoV)

Figure 4.1: The Mg distribution for the 4 jet, 0(1) lepton analysis on the left(right)
for the SU4 benchmark model. The red data points represent our analysis (the error
bars are simply v/ N statistical errors), while the blue line is the result from the
ATLAS study [12]. The pink shaded area represents the SM background.

4.3 Results of the 7 TeV Analysis

In this Section, we relate the results of our study on the effectiveness of the ATLAS
7 TeV EXs analyses in detecting our pMSSM model sample. We first discuss the
impact of the size of the background systematic errors on SUSY searches, and then
turn to the discovery coverage of the pMSSM. We examine the characteristics which

cause some models to be undetectable as well as study the effects of modifying the
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Figure 4.5: The same as Figure 4.1, except for the 2 jet, OSDL(SSDL) analysis on
the left(right).

ATLAS SUSY analysis cuts. We remind the reader that our sample of ~ 70k models is
not intended to be a full description of the 19-dimensional pMSSM parameter space.
However, the sample does contain numerous models which exhibit properties that
are quite different than those expected in mSUGRA and thus provides insight into
general features of the full MSSM.

4.3.1 Influence of Background Systematic Errors

As mentioned above, the size of the SM background systematic errors plays an im-
portant role in the ability of the ATLAS EX searches to discover Supersymmetry,
including the pMSSM. This is not surprising as the number of signal events necessary
to reach S =5 critically depends upon both the size of the estimated background it-
self as well as the background uncertainty. For a fixed systematic uncertainty, search
channels with large backgrounds clearly require a large number of signal events in
order to claim a discovery. To get a feel for this in the case of the ATLAS FEiss
analyses studied here, we determine the necessary number of signal events to reach
the S =5 level in each analysis as function of the fractional background uncertainty.
We remind the reader that the SM backgrounds for each channel were supplied to
us by the ATLAS SUSY working group [18]. In performing these calculations we
exactly follow the discussion as given by ATLAS in Ref. [4]. Our results are displayed
in Figs. 4.6 and 4.7 for the ten ATLAS ERX channels assuming 1 fb=! of integrated
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luminosity. Here, we see the number of signal events that are required to obtain the
discovery criterion of S = 5 for various values of the final Mg cut. In the case of the
nj0l channel, which has the largest SM background, we note that the required number
of signal events is particularly large and is quite sensitive to the value of the Mg cut.
Note that as the systematic error increases, the number of required signal events can
rise drastically, in some cases by an order of magnitude or more. In particular, the
difference between a reasonably low 20% systematic error and taking a 0% error (i.e.,
ignoring this effect) is substantial and theoretical analyses that do not include this

error are thus wildly optimistic.

We will use these numerical results in our subsequent analyses of the pMSSM
model coverage in these EFS-based searches in the next subsection. They indicate
the importance of reducing background systematic errors in order to increase the

coverage of new physics parameter spaces.

4.3.2 pMSSM Model Coverage

We now run each of our pMSSM models through the analysis chain described above.
The first question we address is how well do the various search analyses cover the
pMSSM model sample, or, more precisely, what fraction of these models can be
discovered (or not) by these searches. Further, we also determine which of the analyses
provide the best model discovery capabilities. Clearly the answers to these questions
will be highly sensitive to the assumed values of both the integrated luminosity and the
estimated SM background uncertainty. Figure 4.8 shows the fraction of the pMSSM
models that can be discovered with S > 5 in each of the ATLAS E%nss channels for the
flat prior model set as a function of the integrated luminosity assuming three different
choices for the background systematic error. The corresponding results obtained
in the case of the log prior model set can be found in Fig. 4.9. Here, we again
emphasize that our pMSSM sample is not meant to provide full coverage of the 19-
dimensional parameter space (such coverage would be computationally prohibited).
However both the very large number of models in our pMSSM sample, and the distinct

characteristics they possess, make this sample an ideal testbed for this set of mSUGRA
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Figure 4.6: Number of events required to reach the S = 5 level of discovery as a
function of the fractional systematic error in the SM background for the ATLAS Eiss
searches for various values of the Mg cut. The results for the njol and njll searches
are shown in the top and bottom panels, respectively. The curves are color coded
according to Mg cut from top to bottom as indicated by the labels in the plot, and
the line style indicates the number of jets in the analysis as shown in the legend. For
higher values of the Mg cut, we see that the curves are essentially indistinguishable,
lying on top of one another, because the number of background events is almost zero
in this case for each channel.
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designed search strategies. Our fractional results based on our pMSSM model set are

thus indicative of the behavior of the MSSM under these search routines.

These figures reveal a number of interesting results: (i) The size of the background
systematic errors makes a significant impact on model coverage for all search channels
and integrated luminosities. For the searches with significant SM backgrounds, i.e.,
the njOl and nj1l channels, variation in the background uncertainty leads to substantial
changes in the capability to observe the model sample. The search least affected
by systematics is 2jSSDL since the backgrounds in this case are quite small. This
behavior confirms the results of the previous subsection. (i7) The model coverage in
almost all cases is significantly better for the flat prior model set than for the log prior
sample. This, too, is not very surprising since the masses of the sparticles in the log
prior case extend out to much larger values and the sparticle spectrum is generally
more compressed in this set [7]. The latter leads to softer jets and leptons in the
corresponding cascade decays which have a more difficult time passing the analysis
cuts. (i21) For all values of the background systematic error, the njol channels yield
the best model space coverage with 4j01 affording the best discovery opportunity. In
fact, we see that the channels which require more jets to be present have a better
chance of being observed for the nj0l and njll searches. For the flat prior sample,
the 4j0l analysis with low background systematics is observed to cover a very large
fraction of the model set by itself once significant integrated luminosities are obtained.
(17v) As the number of leptons required to be present in the final state increases, the
model coverage is found to decrease significantly, especially for smaller values of the
integrated luminosity. This is due to the fact that the branching fractions for leptons
to appear in squark and gluino induced cascade decays are generally not very large in
our model sample, as we have seen in our earlier work [9]. (v) Independently of the
specific B search, as the background systematic errors become large, the pMSSM
model coverage is seen to increase more slowly with the integrated luminosity. Some
of the search channels nearly saturate at high luminosity due to the large background

uncertainties and thus become systematics dominated.

As discussed above, the final step in the ATLAS ER analyses is to apply a cut on
Mg, where the particular value of Mg that is chosen (in units of 400 GeV) is the one
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that maximizes the signal significance given the SM background and its corresponding
uncertainty. This choice not only depends upon the particular channel but also on the
amount of integrated luminosity. It is important to note that if this cut is taken to be
too large when maximizing the signal, then the analysis will be very sensitive to the
detailed shape in the tails of both the signal and expected background distributions,
especially with higher luminosities. This happens when there are very few events
with large values of Mg, e.g., 2 TeV. In this situation, small fluctuations in the SM
background and/or SUSY signal expectations due to limited Monte Carlo statistics
can lead to inconsistencies in whether a given model is observable in a specific analysis
or even whether or not it would be detected overall. This effect only occurs in the
case of the search analyses designed for the 7 TeV run, as the Mg cut applied in the
planned 14 TeV ATLAS analyses was fixed at relatively low values.

Figure 4.10 shows the optimized value for the Mg cut for the njOl analyses, as
an example, for the flat prior model sample. The three things we see here are: (i)
for large background systematic errors, a harder Mg cut is required to optimize the
search, (i7) as the number of required jets in the final state decreases, the strength of
the cut can be reduced. Both of these results are also found to hold for the njll and
njOSDL searches although the Mg cut itself turns out to be less important as the
number of required leptons in the final state increases. (iii) Given the warning about
distribution tails in the discussion above, it is a welcome result to see that in the
majority of cases only a moderately strong Mg cut is required to optimize the signal
significance. Note that there are some cases where the M.g cut does not contribute
very much to increase the significance of the SUSY signal; this happens in particular
for scenarios where the background is low and the effect of systematic uncertainties

is not very significant.

It is interesting to evaluate the fraction of models that can be discovered in mul-
tiple analyses. This is important to consider as, first, it is valuable to verify the
discovery of new physics in more than one channel, and second, the availability of
multiple discovery channels admits for the possibility of further studies that will al-
low for, e.g., the extraction of sparticle masses. To be specific, Tables 4.2, 4.3 and

4.4 show the fraction of pMSSM models which are observed in (exactly) n channels



142 CHAPTER 4. PMSSM AT THE 7-TEV LHC

H
=

H
=
.

H
<,

4j01 3j01

Number of models

H
U

10[) . . . L . . . . . . . . . L . . . . . . . . . L
0 800 1600 2400 0 800 1600 2400 0 800 1600 2400
Best Mg cut (GeV)
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dashed)) histograms correspond to background systematic uncertainties of 20(50,
100)%, respectively. An integrated luminosity of 1 fb~! has been assumed in these
figures for purposes of demonstration.

assuming a SM background systematic error of 20, 50, and 100%, respectively. Note
that the distribution shifts towards more models being observed in multiple channels
as the integrated luminosity increases and the background systematic error decreases,
as expected.

By combining our results for these ES searches, we can also determine the
fraction of pMSSM models that are undetected in all of the 7 TeV search analyses
designed by ATLAS; this corresponds to the case of n = 0 in these Tables. Figure 4.11
presents the fraction of pMSSM models which are undetected in all of the search
channels as a function of integrated luminosity for both the flat and log prior sets.
In the flat prior case we see that as the integrated luminosity increases, the model
coverage substantially improves, and approaches (or exceeds) ~ 95% for 10 fb~! with
SM background uncertainties of 50% or less. In the log prior case, the improvement
in pMSSM model coverage as the luminosity increases is much more gradual as we
might have expected from the discussion above. However, even in this case, at high
integrated luminosities substantial model coverage is seen to be obtainable at 7 TeV.

This figure also shows the important playoff between increasing the integrated
luminosity and decreasing the SM background systematic error in terms of pMSSM
model coverage. (Of course, increased luminosity often results in decreased systematic

errors, up to a point.) For example, it is interesting to compare the effectiveness of
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’ n H Flat LO.l ‘ Flat Ll ‘ Flat £10 ‘ LOg LO.I ‘ LOg El ‘ LOg EIO ‘
0 38.2 7.6 1.0 63.6 44.0 22.9
1 9.3 4.2 0.91 5.4 4.9 5.8
2 8.7 4.7 1.6 3.7 5.7 6.0
3 41.8 99.9 39.6 26.0 34.9 35.4
4 0.66 4.9 7.9 0.25 2.2 6.5
5 0.53 4.3 6.7 0.47 2.0 4.8
6 0.54 8.5 13.5 0.33 3.1 6.5
7 0.067 2.5 8.9 0.22 1.5 4.2
8 0.063 1.2 5.6 0.036 0.73 2.3
9 0.077 1.3 6.5 0 0.58 2.9
10 0.013 0.93 7.7 0 0.47 2.6

Table 4.2: The percentage of models that are observed in (exactly) n EXs search
channels assuming a SM background systematic error of 20%. The subscript of £
represents the integrated luminosity in fb=1.

’ n H Flat £0.1 ‘ Flat £1 ‘ Flat £10 ‘ LOg £0_1 ‘ LOg ,Cl ‘ LOg £10 ‘
0 54.8 21.8 4.9 71.6 55.9 32.6
1 14.1 10.5 4.8 8.2 7.3 9.9
2 7.8 11.5 10.0 5.1 7.1 12.5
3 22.6 42.9 40.7 14.9 24.2 28.5
4 0.30 4.1 8.4 0.18 1.7 4.6
5 0.16 3.2 7.6 0 1.4 3.5
6 0.14 3.3 9.1 0.073 1.1 3.5
7 0.061 1.4 6.0 0.036 0.80 2.0
8 0.031 0.59 3.6 0.036 0.33 1.4
9 0.013 0.43 3.0 0 0.036 1.2
10 0.0015 0.25 1.9 0 0.11 0.40

Table 4.3: Same as the previous Table but now assuming a SM background systematic
error of 50%.
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n H Flat LO.l ‘ Flat Ll ‘ Flat £10 ‘ LOg £0.1 ‘ LOg £1 ‘ LOg Elg ‘
0 74.1 47.2 17.6 81.9 69.0 479
1 13.9 16.8 16.0 9.8 10.8 14.0
2 4.5 13.3 21.9 3.2 7.7 15.9
3 7.3 18.2 26.2 4.9 10.6 15.4
4 0.11 1.9 6.5 0.036 0.80 2.6
> 0.037 1.0 4.7 0.036 0.33 1.7
6 0.024 0.71 3.3 0 0.33 1.0
7 0.019 0.57 2.2 0.073 0.36 0.87
8 0.0030 0.17 1.0 0 0.036 0.36
9 0.0015 0.064 0.46 0 0 0.11
10 0 0.012 | 0.13257 0 0 0.036

Table 4.4: Same as the previous Table but now assuming a SM background systematic
error of 100%.

the analyses for the flat prior set assuming 6B = 100% and £ = 5(10) fb~! with
other values. Figure 4.11 shows that taking 6B = 50% and £ = 0.65(1.4) fb™! or
6B = 20% with £ = 0.20(0.39) fb~! produces essentially identical model coverage.
This demonstrates that small reductions in the SM background uncertainty can be
worth a significant amount of increased integrated luminosity in terms of pMSSM

model coverage.

Another very important message to take home from this figure is that for the in-
tegrated luminosity collected during the 2010 LHC run at 7 TeV (~ 35 pb~! for AT-
LAS), some significant fraction of these pMSSM models should already have been ob-
served at the S = 5 level. Explicitly, for a background systematic error of 20(50,100)%
we find that 46(28,15)% of the flat prior model set should have been discovered; in
the log prior case the corresponding results are found to be 30(24,14)%. Since these
are discovery results, an even greater portion of the pMSSM model sample would be
expected to be excluded by these analyses. This shows the incredible power of going
from Tevatron energies up to the 7 TeV LHC in performing searches for massive ob-
jects, such as SUSY sparticles, even when only small amount of integrated luminosity

is available.
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Figure 4.11: Fraction of flat prior (top) or log prior (bottom) pMSSM model sets
which are undetected after combining all of the ATLAS ER search analyses. From
bottom to top, the red(green, blue) curves correspond to background systematic
uncertainties of 20(50, 100)%, respectively.
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4.3.3 Why are Models not Detected by the ATLAS Ej@ss

Searches?

Here, we investigate the main reasons why some pMSSM models are not discoverable
in the ATLAS ER searches at 7 TeV. We addressed this question in some detail in
our earlier work for the case of the analyses designed for the 14 TeV LHC [9], so our
discussion here will not be as extensive. Clearly, many of our previous results will

carry over qualitatively into the present 7 TeV analysis.

There are multiple explanations as to why some pMSSM models are undetected by
the Ess searches, the most obvious one being small production cross sections for the
colored sparticles that initiate the familiar SUSY cascades. As an example, we note
that for our pMSSM models in the flat prior set, the cross sections for the production
of gluino and squark pairs are found to cover an enormous range of several orders of
magnitude as can be seen in Fig. 4.12 (recall that the upper limit on sparticle masses
in our flat model set is ~ 1 TeV). Here we see that the large (or small) values of the
gluino pair cross section is completely uncorrelated with the corresponding values for
first generation squarks within a particular model. Furthermore, by summing over
all of the QCD production channels involving gluinos and/or first generation squarks
(i.e., 99, 4, GG and ¢¢*) we obtain an approximate handle on the total overall rate
for SUSY production which we see ranges over four orders of magnitude. Note that
for any particular value of the squark or gluino mass, the corresponding production
cross section itself can vary by up to an order of magnitude or more depending upon

the remainder of the pMSSM model spectrum.

While it is certainly clear from this figure that some models have too small a cross
section to be discovered, the bottom-right panel indicates that this cannot be the
entire explanation. Here we show the search significance, S, of the 4j0l channel (as it
is the most powerful channel in terms of discovery capability) as a function of the total
NLO QCD production cross section assuming £ = 1 fb=! and §B = 50%. Here we
observe that (i) there are models with cross sections ~ 20 pb which are missed by this
analysis, while (i7) there are models with cross sections ~ 100 fb which are discovered.

(7i7) For any given value of the cross section, the range of the significance is large and
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Figure 4.12: (Top left) NLO first generation squark and gluino pair production cross
sections at y/s = 7 TeV as a function of their masses for the flat prior model set. The
gray(black) points represent the gluino(squark) cross sections. (Top right) Correlation
of the squark pair and gluino pair NLO cross sections in the flat prior set. Each
point represents one model. (Bottom left) Total NLO QCD production cross section
distribution for the flat model set. (Bottom right) Search significance of the 4j01
analysis as a function of the total NLO QCD production cross section assuming £=1
fb= and 0B = 50%. The solid line highlights the S = 5 discovery level, and each
panel represents a different mass interval for the LSP.
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can be up to two orders of magnitude or more. This validates the claim that there are
reasons other than small production cross sections that render models unobservable
by these EI analyses. (iv) For any given gluino mass there is a strong correlation
of the signal significance with the mass of the LSP. Clearly when these two masses
are close the average pr of the jets will be softer and this will make it more difficult to
pass analysis cuts. Also if the LSP mass is large then that implies even larger squark
and gluino masses that will result on average in smaller production cross sections. In
the case of the njOl analyses, a larger number of signal events is required for discovery
due to the sizeable SM backgrounds and hence such models will be missed by these
analyses. Visibility will then require the production of leptons with significant pr
in cascade decays in order to pass the lower background njll, njOSDL and 2jSSDL
searches. Unfortunately, lepton branching fractions are low in these cascades in our
model sample (since, e.g., sleptons are heavy) and thus some models will be missed
entirely. Of course, models that are lepton-rich will automatically fail all the njOl
analyses since they veto events with high pr leptons, but will be picked up by the

searches containing leptons.

Though the production cross section for SUSY particles is reasonably well corre-
lated with their masses, we can ask more directly if larger sparticle masses lead to
their non-observation in these searches. Figure 5.1 shows that, indeed, models with
lighter squarks or gluinos tend to lead to signals with greater significance in the 4j01
channel. However, as we can also see from this Figure, this is not true universally,
e.g., there are many models with gluino (lightest squark) masses below 300 (200)
GeV that have S < 5, while conversely there are models with 1 TeV gluinos that
have S > 5. We see that for any given squark or gluino mass the value of S can vary
significantly. The top panel of Fig. 4.14 displays this property even more strongly
where we see that these results hold even when all of the ES searches are combined.
This Figure shows the set of flat prior models that are unobservable in all the search
channels in average light squark mass—gluino mass plane. Note that there are a sig-
nificant number of these models which contain light squarks and gluinos. Thus while
the masses of the colored sparticles do play an important role in model observability

clearly there are additional important factors.
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Figure 4.14: (Left) Flat prior models that are unobservable in all of the EX-based
search analyses in the average light squark mass-gluino mass plane. (right) Flat
prior models that pass(upper panels) or fail(lower panels) the 4j0l analysis in the
gluino(lightest squark) mass vs gluino-LSP (lightest squark-LSP) mass splitting plane
in the left (right) panels. The solid lines at 0m = m and dm = m — 200 are just
to facilitate comparison between the panels. In both plots, the dots show individual
models, while in the more highly-populated regions, the shaded cells show the number
of models per cell £L=1 fb~! and §B = 50% have again been assumed.
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In the lower panels of Fig. 4.14 we see that the mass splitting between squarks
and /or gluinos and the LSP can play an important role in determining model observ-
ability as was first noted in Ref. [6] and was seen explicitly in our earlier work on
the generation of the pMSSM models [7] and the 14 TeV ATLAS SUSY analyses [9].
The obvious reasoning here is that as the degeneracy in the spectrum increases and
mass splittings become smaller, the values of, e.g., the pr of the jets, will be reduced
so that it will be more difficult to satisfy any of the analysis cuts. These figures show
this result explicitly. Note, however, that, e.g., in the case of light gluinos with small
gluino-LSP splittings there are many models which are still discoverable in the 4j01
channel. The reason for this is that while the efficiency?® for passing the 4j01 analysis
cuts may be quite low for small mass splittings, as seen in Fig. 4.15, the cross section
to produce the lighter gluinos/squarks is very large and more than compensates for
these low efficiencies, especially if there are any additional hard jets in the event from
ISR. However, there are numerous unobservable models that have larger raw sparticle
production cross sections than observable models with somewhat similar spectra; the
difference then being in their respective abilities to pass the necessary analysis cuts.

Another cause for models being undetected is the occurrence of detector-stable
sparticles at the end of gluino or squark induced decay chains instead of the LSP
[9]. This happens with reasonable frequency in both the 7 and 14 TeV analyses. In
such cases, the amount of ER that is produced is substantially decreased which
reduces the capability of the relevant models to pass any FEX analysis requirements.
Most commonly, these sparticles are actually long-lived charginos that are reasonably
degenerate with the LSP in wino- or Higgsino-like LSP scenarios. In these cases,
searches for long-lived sparticles, as discussed below, will be a important supplement
to the conventional EX searches. Of course, a loss of the EX signature can happen
in other ways. For example, if the initial squark or gluino produces a very long decay
chain then the particles produced at the end of such a chain will be somewhat soft.
In some cases this may lead to the inability to pass the necessary pr and/or EMiss
requirements for the various E*-based searches and the model will not be observed.

Such long decay chains were shown to occur with a reasonable frequency in our earlier

3Here, efficiency is defined as the fraction of generated signal events that pass the analysis cuts.
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work [9] and can be a contributor to models failing to pass the analyses requirements.

There are, of course, other reasons that prevent models from being discovered. As
noted above, subtleties in any sector of the sparticle spectrum can make a significant
difference as to whether a given model is observed by various analyses. Here, we will
discuss a couple of examples where this occurs. As in Ref. [9], the approach we follow
is to compare a model which fails to be observed in all search channels to one with
a similar spectrum (dubbed a ‘sister’ model) that is detected in at least one channel
and then examine the difference between them. For this study, we concentrate on the
more difficult cases by taking the flat prior model sample and assume £ = 10 fb™!
and 0 B = 20%; this leaves only ~ 670 models that are not observed. In order to avoid
the statistical issues associated with the tails of the Mg distribution discussed above,
and to further reduce this model set to a more manageable size, we will only consider
models whose optimized Mg value is < 800 GeV. We note that a large fraction of
models in this set have relatively heavy LSPs with masses in excess of 400 GeV. We

now discuss two brief examples of these comparisons.

Figure 4.16 shows a comparison of two similar models, 8944 (observed in the
3,4jOSDL channels) and 21089 (missed by all analyses), that have comparable total
colored sparticle production rates (3.4 and 4.6 pb, respectively). Both of these models
are not observed in the nj0l searches since the lighter squarks are too close in mass
to the LSP to produce hard jets. The gaugino sectors of these two models are quite
similar (with the LSP and X3 being Higgsino-like and Y9 being bino-like), while their
colored sparticle spectra are somewhat different. In either model the decay of Y3
allows for the OSDL production through an intermediate slepton which has sufficient
pr to pass the analysis requirements. However, while 8944 has a ©r with mass below
that of the gluino (which is light enough to give a reasonable cross section), allowing
for the decay into X9, only dp is (sufficiently) heavier than the X3 in model 21089.
In this case, dg is also much more massive than the gluino, through which it will
dominantly decay, and so it will not have a large enough branching fraction into X3

to produce the OSDL signature.
Figure 4.17 compares models 9781 (discovered in the 2jSSDL channel) and 20875

(completely missed) that have total colored sparticle production cross sections of 1.3
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Figure 4.16: The top panels compare the leading jet (left) and leading lepton (right)
pr spectra for models 8944 (observed in 3,4JOSDL) and 21089 (missed by all analyses).
The bottom panels show the sparticle spectra for models 8944 (left) and 21089 (right).
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and 1.1 pb, respectively, but yet produce too few hard jet plus EF events to be found
in the njOl channels due to spectrum compression. Model 9781 is quite interesting as
the charginos and lightest three neutralinos are highly mixed combinations of winos
and Higgsinos. In this model, @z (which is relatively light) decays to j + x5 with
a ~ 98% branching fraction. Since Y5 has a large bino content, it decays ~ 95%
of the time through sleptons which subsequently decay directly to the LSP with a
branching fraction of ~ 45%. Thus model 9781 can easily populate the leptonic final
state and since the neutralinos are Majorana fermions, the 2jSSDL final state becomes
accessible, a channel with an extremely small background. On the other hand, model
20875 does not allow for the generation of a typical leptonic signal. This is because
the é, i are quite heavy so that the neutralinos only allow for decay to 7 leptons
via an intermediate on-shell 7. This is correlated with the relative lightness of the
7 as well as the Higgsino-like LSP. In addition, the lightest squarks decay primarily
directly to the LSP which will not produce any high-pr leptons.

These two examples demonstrate that the full sparticle spectrum may conspire to
render a model undiscoverable in the EM-based analysis suite, even if the colored
sparticle cross section is large. Discovery is not based on the value of the squark
and/or gluino masses alone and blanket limits that claim mg; are ruled out below

some value cannot be set.

4.3.4 Detector Stable Sparticles in Cascades

As we mentioned above, one of the reasons that some pMSSM models may not be
observed in the ATLAS EX* analyses is that squark and gluino cascade decays can
sometimes lead to a final state with low ER. In many cases this is due to the exis-
tence of long-lived sparticles, usually charginos, which appear with sizable branching
fractions in such cascade chains and are essentially detector stable. Particles that
decay outside the detector when produced at the LHC would provide a dramatic sig-
nal of new physics (see [23] and references therein). In fact, data from the LHC are
already extending the mass limits on such detector-stable sparticles [24]. Since the

inclusive B2 analyses discussed above do not consider such sparticles, we will briefly
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pr spectra for models 9781 (observed in 2jSSDL) and 20875 (missed in all analyses).
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sketch the 7 TeV discovery prospects for detector-stable sparticles in our model sets.
As discussed in our earlier work [9], the existence of such long-lived states is relatively
common in our pMSSM model sample as can be seen in Fig 4.18.4

Our estimation of the 7 TeV LHC mass reach for each long-lived sparticle is
shown in Table 4.5 for the specified integrated luminosities, assuming direct pair
production. These results are deduced from Figure 1 of [25] by taking the geometric
mean of the search reach for a 5 and 10 TeV LHC at the specified luminosities and
are interpolated to the luminosities considered here where necessary. These results
are somewhat conservative as only detector-stable sparticle production in the hard
process is considered; additional detector-stable sparticles could be produced through

cascade decays as discussed below.

’ Sparticle ‘ Reach 100 pb! ‘ Reach 1 fb~! ‘ Reach 10 fb™! ‘
X" (Wino-like) 206 GeV 264 GeV 334 GeV
X" (Higgsino-like) 153 GeV 204 GeV 267 GeV
T 79 GeV 109 GeV 146 GeV
t 294 GeV 363 GeV 441 GeV
g 563 GeV 654 GeV 751 GeV

Table 4.5: Approximate 7 TeV LHC search reaches for detector-stable sparticles of
the given species with 100 pb™!, 1 fb~! and 10 fb~* [25].

The number of detector-stable sparticles of various species in our model sample
is shown in Table 4.6. This Table also shows the number of detector-stable sparticles
which will not be discovered at LHC with 100 pb~! and 1 fb~! of integrated luminosity,
using the approximate mass reaches presented in Table 4.5. We assume here that the
mass reach is roughly generation-independent and that it is the same for, e.g., stops
and sbottoms. This assumption is reasonable except where there could be significant

t-channel production for the first or (to a lesser extent) second generation, for instance

4Recall that we will define a particle to be detector-stable if its unboosted decay length in at
least 20m. Note that typical values of v3 for long-lived particles resulting from cascade decays are
in the 2-3 range. Further note that the dependence of the number of detector-stable sparticles of
various species in this model set on the value of the decay width I'giaple that is assumed is discussed
in detail in [9].
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in the case of up or down squarks.

| Sparticle | In Model Set | Reach 100 pb—" | Reach 1 fb—! [ Reach 10 fb™ |

Xi 8642 8623 3471 1024
71 179 179 174 129
t 66 20 9 1
Cr 49 10 4 1
fir 17 17 17 11
by 11 0 0 0
e 8 0 0 0
S 8 3 0 0
g 5 0 0 0

Table 4.6: The second column from the left gives the number of detector-stable
sparticles of various types in our model set. The next two columns show the number
of such sparticles that will not be discovered after 100 pb~!, 1 fb~!, and 10 fb~! at
the 7 TeV LHC, following [25].

We now focus on the specific case of long-lived charginos, which are by far the most
common long-lived sparticles in our model sets. If the production cross section for
colored sparticles (times relevant branching fractions into charginos) are sufficiently
large, these stable charginos should be found in searches for (effectively) stable charged
particles occurring at the end of a cascade decay chain. In Fig. 4.18 we display the
estimated value for 0B for the production of detector-stable charginos in cascade
decays in our flat prior set. (Note that this does not include the direct contribution
arising from direct chargino pair production.) Here, we see that roughly ~ 84%
of models with detector-stable charginos lead to 0B values in excess of 10 fb at 7
TeV and so we expect them to be observable in the upcoming run of the LHC. In
this estimation, we assumed the largest contribution to the production cross section
arises from the production of gluino and light squark species. Using the decay tables
generated for each model with detector-stable charginos, we calculated the branching
fraction for the gluino and light squarks to produce a stable chargino at the end of
each possible decay chain and then weighted them by their corresponding production
cross-sections. Note that mass information for neither the mother particles nor the

daughter chargino is used to indicate how likely it is that the chargino will pass the
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trigger criteria for detection. As we used PYTHIA to compute the LO cross-section
for the light squarks, we do not separately generate the production for the various
light squark species. Thus in order to obtain our estimate, we make the assumption
that the overall cross section is 100% dominated by that arising from the lightest
squark. This assumption will break down when the squarks are nearly degenerate,
especially when their branching fractions to charginos are vastly different due to the
complexities in the gaugino sector. Many of our models have a large production
cross-section for colored sparticles, but the relevant branching fractions to charginos
can be simultaneously quite small. This can result in very small overall production

rates for stable charginos well below ~ 10 fb.

4.3.5 SUSY Mass Scale From Mg

In our earlier work on the 14 TeV ATLAS EX* analyses, we demonstrated that
the relationship between M. and the mass of the lightest colored sparticle found
in mSUGRA, i.e., Mg ~ 1.5mpcp (where LCP stands for Lightest Colored Parti-
cle), proposed long ago [26] does not necessarily hold in the pMSSM. This possible
relationship is important as it might be used to get the first handle on the overall
mass scale of the sparticle spectrum. Here, we briefly note that this result remains
valid for the 7 TeV ATLAS E}s analyses as can be seen in Fig. 4.19. For both the
4j0l and 2j0l channels we see explicitly that the values of Mg lie mostly above the
expected value of 1.5mrcp, especially in the low sparticle mass region. However, for
lightest colored sparticle masses in excess of ~ 550 — 600 GeV we see that, indeed,
the relationship Mg ~ 1.5mycp provides a fairly good estimate in both of these Fiss

searches.

4.3.6 Modifying ATLAS SUSY Analysis Cuts

Given the properties of the various sparticles in our model sets, we can try to deter-
mine whether the canonical cuts employed in the ATLAS ER-based search analyses
can be strengthened to reduce SM backgrounds without any significant loss in the

coverage of our pMSSM model space. This is certainly a non-trivial issue and the
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Figure 4.19: Correlation between the value of Mg and the mass of the lightest colored
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structure of our analysis, being based on the fixed ATLAS E analyses cuts, is not
directly set up to obtain completely definitive answers. However, it is possible to
make some reasonable estimates based on the information that we do have available.
We will concentrate on the three njOl analyses as they generally provide the greatest
pMSSM model coverage and have large statistics. The most important kinematic
quantities for these searches are the requirements on the leading jet pr and the re-
quired amount of EX. Here, we make use of the average values of the distributions
in these quantities for our pMSSM model sample, as well as the corresponding fitted
width of the part of the distribution below this average value for pre-selected events.
This information then provides us with an estimate of where these two kinematic
distributions ‘turn on,” which we take to be the average value minus this width, on

the low energy /momentum side below their peak average values.

First consider the cut on the leading jet, pr,, for the 2(3,4)j01 analyses; ATLAS
chooses the value for this cut to be 180(100,100) GeV, respectively. Fig. 4.20 shows
the distribution of the ‘turn-on’ pr values for these three ATLAS analyses obtained
from analyzing the flat prior model set. For the 2j0l analysis, we see that the lower
edge of the ‘turn-on’ values lies somewhat below the cut value of 180 GeV from which
we can conclude that this cut is already reasonably hard and cannot be increased
without a loss of model coverage. However, for both the 3j0l and 4j01 analyses we
instead observe that the ‘turn-on’ values lie above those of the ATLAS cuts by ~ 20
GeV suggesting that that the py, cut in these two channels may be raised without
impacting coverage rates for the pMSSM.

Similarly, the nominal EX* cut imposed by ATLAS for the nj0l analyses is 80
GeV. However, there is an additional subsequent cut imposed by ATLAS based on
the value of Mg, i.e., E¥ > f Mg where f = 0.30(0.25,0.20) for the n = 2(3,4)
analyses. Fig. 4.21 shows the distributions for the ‘turn-on’ values of EX* for these
three channels employing the flat prior model set. Here we see that the lower edge
of this distribution occurs at ~ 160(130, 120) GeV for n = 2(3,4), respectively. This
is suggestive that the nominal EX* cut made by ATLAS may be increased for these

three analyses without losing significant pMSSM model coverage.
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4.4 Implications of the 7 TeV Run

In this section, we explore some implications of a null search for Supersymmetry
at the 7 TeV LHC. We examine the degree of fine-tuning that would be placed on
our pMSSM model sample and we discuss the resulting expectations for sparticle
production at a 500 GeV and 1 TeV Linear Collider.

4.4.1 Fine-tuning in the Undiscovered pMSSM Models

As has recently been discussed in the mSUGRA /CMSSM context [27, 28], it is appar-
ent that if SUSY signatures are not discovered at the 7 TeV LHC as the integrated
luminosity accumulates it is likely that the SUSY parameter space must become more
fine-tuned, and hence more problematic as a solution to the hierarchy problem. Since
we know which models in our sample are discoverable (or not) by the ATLAS Emiss
search analyses, we can ask whether this same result also holds in the case of our
pMSSM model sets.?

Figure 4.22 displays the results of this analysis assuming a background systematic
error of 50% for both the flat and log prior model samples. Clearly, in the flat prior
case, one sees that as the integrated luminosity increases and more models can be
discovered by ATLAS, those remaining yet undiscovered tend to be more fine-tuned
as expected. In other words, the fractional loss of models from the full distribution
occurs more rapidly with increasing luminosity for models with smaller amounts of
fine-tuning. This is not too surprising as, overall, models with less tuning tend to
have lighter SUSY sparticle spectra and are thus more easily discovered at the LHC.
On the other hand, the results from the log prior model set appear to be affected
somewhat differently in that the overall shape of the fine-tuning distribution does not
appear to change very much by removing models that should have been already been
discovered by ATLAS as the luminosity increases. In this case, we see that there
is not much of an increase in the amount of fine-tuning as the set of undiscovered

models shrinks. This represents one of the few apparent differences between these

®Note that the amount of fine-tuning in both our model sets was examined in some detail in our
earlier work [7].
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two different model sets. This can be explained by the fact that while the log prior
model set tends to have light sparticle spectra (though they extend out to larger mass
values than do those for the flat prior models) and are thus less fine-tuned to begin
with, these same spectra are generally compressed making these models more difficult
to discover at the LHC as was discussed above. This would imply that the models
missed by the ATLAS E¥s analyses in the log prior case are generally not much
more fine-tuned than those appearing in the originally generated model set. Thus we
find that the amount of fine-tuning that remains in the LHC-undiscovered pMSSM

model sample can depend upon the prior used to generate the original model set.
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Figure 4.22: Two projections of the fine-tuning distributions for models in our flat
(top panels) and log (bottom panels) prior sets. The top black histogram in all panels
shows the result for the full model set while the subsequently lower and lighter gray
histograms correspond to models not observed by the ATLAS EI search analyses
for various values of the integrated luminosity as indicated, assuming a background
uncertainty of 50%.
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4.4.2 Implications of pMSSM Searches for the Linear Col-
lider

If there are no clear SUSY signals as the 7 TeV LHC integrates more luminosity,
the question arises whether the production (and study) of charged sparticles remains
viable at the proposed 500 GeV Linear Collider (LC). Based on mSUGRA/CMSSM
model coverage projections from both the ATLAS [12] and CMS [29] Collaborations
at 7 TeV with a 1 fb~! integrated luminosity (as well as their results from the 2010
SUSY searches), it would seem very unlikely that either light sleptons or gauginos
(other than perhaps the LSP itself) will remain kinematically accessible at a 500 GeV
LC if nothing is observed. Here, we address the question whether this expectation also
remains true for our pMSSM model sets. To this end we examine the set of flat and
log prior models which are not detected by any of the ATLAS E¥* search analyses
for assumed values of both the integrated luminosity and background systematic error
and then determine the part of the sparticle spectrum within these models which is
kinematically accessible at a 500 GeV LC.% A similar analysis can also be performed
for a 1 TeV LC. We remind the reader that, e.g., in the flat prior case we have no
sparticles heavier than ~ 1 TeV.

We present the results of this analysis in various ways. Tables 4.7 and 4.8 show
the number of sparticles of various species that are kinematically accessible at a
500 GeV or 1 TeV LC within the subset of ATLAS-undetected models assuming
L = 1(10) fb~! with §B = 50(20)%, respectively. These two cases represent both a
possibly conservative and a more optimistic performance for the LHC over the 2011-
12 running period. Here we see several things: (i) In addition to the gauginos and
sleptons, sparticles such as stops, sbottoms and other squarks are potentially almost
as likely to also be kinematically accessible at the LC [32]. (i4) The number of models
with kinematically accessible sparticles and their variety is significantly greater in
the log prior sample as these models are more likely to have a lighter and more
compressed sparticle spectrum (i7i) The difference between the two cases presented

in these Tables is quite significant; in particular, we see that for the flat prior model

SNote that we have not performed any analysis here to ascertain whether or not a given kinemat-
ically accessible sparticle is actually observable at such a LC. See, however, the work in Refs. [30, 31].
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set there is a huge depletion in the number of unobserved models at higher luminosity
and with lower background systematics. There are extremely few flat prior models
remaining at high luminosity with any accessible sparticles at a 500 GeV LC. (iv)
Going from a 500 GeV to a 1 TeV LC substantially increases the number of models
with kinematically accessible sparticles, especially in the flat prior case. It is clear
that, at least for the flat prior model sample with luminosities in excess of 1 fb™!
at the LHC, that the 500 GeV LC does not seem to be a good place to study our
pMSSM models if no signal for SUSY is found at the LHC in 2011-12.

Vs =500 GeV | /s =1TeV
Sparticle | Flat Log Flat | Log
er 107 101 | 3052 | 347
Er 260 209 | 3938 | 565
71 730 381 | 7431 | 869
s 30 36 | 1288 | 207
7, 151 117 | 3168 | 356
U, 386 236 | 4366 | 553
0 5487 1312 | 14,510 | 1539
0 2738 1035 | 10,714 | 1395
0 429 352 | 5667 | 903
0 10 18 | 1267 | 202
i 4856 1208 | 13,561 | 1495
NG 94 54 | 3412 | 456
g 0 0| 1088 | 65
dy 35 11| 2459 | 117
dr 220 96 | 3630 | 526
s 52 16 | 2545 | 123
ip 124 64 | 3581 | 273
by 289 75 | 5553 | 590
by 1 0 409 | 21
t 93 9| 3727 | 217
ty 0 0 2 0

Table 4.7: Number of kinematically accessible sparticles from our set of 14623(1546)
flat(log) prior pMSSM models that are unobservable by the ATLAS ER searches
assuming £=1 fb~! with §B = 50% for both a 500 GeV and 1 TeV LC.

In order to study these LC results in more detail we examine their dependence on
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V5 =500 GeV [ /5 =1 TeV
Sparticle | Flat Log | Flat Log
er 0 37 63| 142
Er 0 72| 53| 223
7 2 142 | 165 | 338
T 0 11 9 69
7, 0 42| 64| 146
7, 0 85| 81| 236
X 26 507 | 587 | 626
0 4 397 | 352 | 557
X9 0 136 | 57| 357
X0 0 5 5 66
i 25 467 | 505 | 608
G 0 17| 16| 170
g 0 0| 27 5
dr 0 3| 73 24
dr 1 18| 63| 157
s, 0 5| 81 24
iR 0 14| 86 79
by 0 20 | 103 | 189
by 0 0 3 4
i 1 2| 94 58
ty 0 0 0 0
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Table 4.8: Same as the previous Table but now corresponding to the 672(663) unde-

tected flat(log) prior models assuming £=10 fb~! with § B = 20%.
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the LHC integrated luminosity; this is shown for the 500 GeV LC in Fig. 4.23 and
for the 1 TeV LC in Fig. 4.24. Here we display the fraction of the unobserved set of
models that have a kinematically accessible sparticle of a particular variety. At a 500
GeV LC, this fraction for charginos, stops, sbottoms, selectrons (or smuons) and staus
in the flat prior model set is seen to decrease significantly as the LHC accumulates
integrated luminosity without observation of a signal for SUSY. However, note that
for the corresponding log prior model set, while the number of surviving models
decreases with any corresponding increase in the LHC integrated luminosity (or with
any decrease in the SM background uncertainty) as one would expect, the fraction of
the surviving models with a kinematically accessible sparticle changes very little, if
at all! For charginos at a 500 GeV LC this fraction is found to be quite large, ~ 75%,
but it is found to be somewhat smaller for the other sparticles, e.g., ~ 25% for 7; and
~ 7% for ey,

One possible explanation of this unexpected behavior in the log prior sample is
as follows: As we saw in the previous discussion of fine-tuning, in the log prior case,
the removal of pMSSM models from the log prior set (as they are ‘discovered’ by
ATLAS) must affect the various sparticle mass distributions in a roughly uniform
manner. Otherwise the observed amount of fine-tuning would necessarily increase.
However, in the flat prior case, models with lighter sparticles are preferentially ‘dis-
covered” by ATLAS searches. This hypothesis can qualitatively explain why there
is no significant reduction in the fraction of the log prior models with kinematically
accessible sparticles at a 500 GeV (or 1 TeV) LC (especially in the case of non-colored
sparticles as we have seen above). It also simultaneously explains why the apparent
amount of fine-tuning does not change appreciably as the LHC covers more of the log
scan parameter space. Of course, as can be seen from these figures, at a 1 TeV LC
a substantial portion of both the log and flat prior model sets which remain undis-
covered at the LHC have sparticles which are kinematically accessible even at high
LHC integrated luminosities. We further note that the fraction of LHC-unobserved
models where no SUSY sparticles whatsoever are accessible at a LC (not even the
LSP) is quite large for the flat model set at a 500 GeV LC, but is only in the 12-20%
range for the corresponding log prior model set. On the other hand, at a 1 TeV LC,
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Figure 4.23: Top left: Fractional number of undetected models with kinematically
accessible ¥ at a 500 GeV LC as a function of the LHC integrated luminosity for
flat(solid) and log(dashed) prior models. From top to bottom, the green(red, blue)
curves correspond to background systematic uncertainties of 100(50,20), respectively.
Bottom left: Same as the previous panel but now for flat prior models only with
0B = 50 for (from top to bottom according to the curves’ intersection with the
y-axis) the 7;(blue), éx(green), by(magenta),é,(red), and #;(black). Bottom right:
Same as the previous panel but now for log prior models, where the order of the
curves, from top to bottom,is now 7i(blue), éx(green), é(red), b;(magenta), and
t1(black). Top right: Fraction of undetected models with no sparticles kinematically
accessible. From top to bottom, the blue(red, cyan) curves are for flat prior models
with 0 B = 20(50, 100)% while the magenta(green, black) curves are the corresponding
results for the log prior set.
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Figure 4.24: Same as in the previous Figure but now for a 1 TeV LC. The order of
curves has changed for all but the first panel, so we will specify the new order here.
Bottom left: From top to bottom (according to the curves’ intersection with the left-
hand edge of the frame) the curves are 7;(blue), by(magenta), éx(green), i1 (black),
and €y (red). Bottom right: From top to bottom (according to the curves’ intersection
with the left-hand edge of the frame) the curves are 7 (blue), by (magenta), éx(green),
ér(red), and #;(black). Top right: From top to bottom (according to the curves’
intersection with the right-hand edge of the frame) the curves are 0B = 20%, flat
prior(blue); 6 B = 50%, flat prior(red); 0 B = 20%, log prior(cyan); 6 B = 100%, flat
prior(cyan); 6 B = 50%, log prior(green); 6 B = 100%, log prior(black).
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this value is seen to lie below ~ 1% for the log prior models, while for the flat prior
set it remains below ~ 13%. Clearly, a 1 TeV LC will be far better at accessing the
sparticles in our pMSSM model sets.

In order to test this hypothesis, we show the mass distributions for the é; and
X3 in both the flat and log prior model sets in Fig. 4.25.7 Indeed, we see that
this hypothesis is true for non-colored states: in the flat prior set, models being
observed by the ATLAS analyses mostly correspond to those with lower sparticle
masses. On the other hand, for the log prior case, we see that the mass distributions
for non-colored sparticles approximately maintain their overall shape as the models
are observed, showing not much preference for the lighter sparticle masses. Fig. 4.26
shows, however, that in the case of colored sparticles, here for the gluinos and (one of
the) squarks, which are most directly sensitive to most of the ATLAS E5 analyses,
this same effect is somewhat less significant. In particular for the gluinos we see that
even in the log prior case there is a significant loss in the fraction of models with

lighter masses as the LHC integrated luminosity is increased.

4.5 Summary and Conclusions

In this paper we have analyzed the capability of the ATLAS ER*-based SUSY anal-
yses to discover Supersymmetry in a model independent fashion at the 7 TeV LHC.
To this end, we tested these search channels on a large set of model points, ~ 71k,
in the 19-dimensional parameter space of the pMSSM. This model sample contains a
wide variety of properties and characteristics and provides a framework to explore the
breadth of possible SUSY signatures at colliders and elsewhere. These models were
generated in a previous work and comply with a set of minimal theoretical assump-
tions as well as the global precision electroweak, heavy flavor, collider searches, and
astrophysical data sets. We simulated ten ATLAS E}* search channels, which were
designed in the context of mSUGRA-based SUSY, and employed the SM backgrounds
as provided directly by the ATLAS SUSY working group. We first checked that our

"Note that there is nothing special about the choice of these two particular non-colored sparticles
and the features that we will now describe are also found in the mass distributions of other sparticles.
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Figure 4.25: Mass distributions for €7, (top) and Y3 (bottom) for the ATLAS-
undetected flat (left) and log (right) prior models assuming 6 B = 50% for different
values of the LHC integrated luminosity as indicated. The top black histogram in
each case corresponds to the original model sets before any of the ATLAS analyses
are considered while the subsequently lower histograms correspond to those subsets
of models undetected by the ATLAS E} analyses at fixed integrated luminosities.
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Figure 4.26: Same as the previous Figure but now for gluinos and y,.

analyses were in agreement with ATLAS results for the mSUGRA benchmark point
that the collaboration had previously simulated.

We passed our model sample through the ATLAS analysis chain and computed
the significance of the signal for each model in each search channel. A significance
of S > 5 was used as the criteria for discovery in each channel; we employed the
same numerical technique that ATLAS does for calculating this value. We found
that the systematic error due to uncertainties in the size of the expected background
made a substantial impact on model discovery for the range of expected integrated
luminosities. In fact, some channels become systematics dominated at luminosities of
order 5—10 fb~!. Overall, for 1(10) fb™! of integrated luminosity roughly 80(95)% of
the flat prior model sample is discoverable, assuming a 50% background systematic
error. Larger (or smaller) systematic errors greatly reduce (or increase) this model
coverage. We found that the 4j0l channel is the most powerful in terms of observing
a signal, whereas the leptonic channels had a much reduced model coverage. This

is due to the suppression of leptonic cascade decays appearing in our model sample
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compared to expectations from e.g., mSUGRA. The model coverage was worse for

the log prior sample due to kinematic reasons.

We explored the characteristics that caused a model to not be observed in these
search channels. While production cross section values as related to the sparticle
mass obviously plays a role, it does not tell the whole story. There are cases with low
mass gluinos and/or squarks with large cross sections that are missed by these search
analyses, while models with heavy masses and small cross sections are sometimes
observed. We found that the mass splitting between the gluino/squarks and the
LSP plays an important role in detecting models, and that this can sometimes be
compensated by very large production rates or ISR. We also saw that subtleties in
the sparticle spectrum can conspire to render a model to not be detected. A fraction
of our model set contains detector-stable sparticles which appear at the end of their
cascade decay chains and hence are not detected by the EM-based searches. We
studied the effectiveness of the planned stable charged particle searches in these cases

and found that some, but not all, of these models will be discovered.

We briefly considered potential modifications to the ATLAS kinematic cuts in
these EF* analyses that would improve their discovery potential. We studied the
optimal cut on M, as well as for the pr of the leading jet and overall ER. Our
results indicate that the cuts for both the leading jet transverse momentum and the
EMss could be increased from their nominal value without seriously impacting model

coverage.

Lastly, we studied the implications of a null result from the 7 TeV LHC run. We
found that the degree of fine-tuning that would be imposed on the pMSSM depended
on the choice of priors which generated the model sample, but overall would not be as
large as in the case of mSUGRA. However, the expectations for sparticle production
at a high energy Linear Collider would be greatly impacted if Supersymmetry is not
discovered during this LHC run. Basic kinematics would essentially exclude sparticle
production at a 500 GeV Linear Collider, and would point towards the need for a

higher energy machine in order to study Supersymmetry.

In summary, we find that the mSUGRA motivated EF*-based searches for Super-

symmetry perform well over a larger and more complicated SUSY parameter space
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such as the pMSSM. However, there are some exceptions and coverage is not perfect.
The details of the full sparticle spectrum play a very important role in the observabil-
ity of a model. There are no blanket statements regarding the potential for discovery,
or in setting a mass limit, that that can honestly be made.

We anxiously await the discovery of Supersymmetry in the near future.
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Chapter 5

Higgs Properties in the Fourth

Generation MSSM: Boosted
Signals Over the 3G Plan

5.1 Introduction and Background

Although the Standard Model (SM) provides an excellent starting point from which
to understand almost all experimental data, it provides an incomplete picture of TeV
scale physics as there are many questions it leaves unanswered. Four of the most
troubling of these questions are (i) how is the hierarchy between the weak and Planck
mass scales generated and stabilized, (ii) what is the nature of dark matter, (iii)
what generates the observed matter, anti-matter asymmetry, and (iv) why are there
three chiral fermion families? In order to address these issues, clearly some larger
theoretical framework will be required.

Numerous theoretical scenarios have been suggested over the years to address
these shortcomings of the SM, all of which have striking experimental signatures at
the TeV scale[l]. Supersymmetry (SUSY), in the guise of the Minimal Supersym-
metric Standard Model (MSSM)[2], provides one of the best motivated (and most
popular) frameworks in which to address both the hierarchy and dark matter prob-

lems and predicts a rich, testable phenomenology. The addition of a fourth family of

180
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chiral fermions remains attractive as a potential new source for the observed baryon
asymmetry generated in the early universe[3] and as a way to address a number of
potential issues in the heavy flavor sector[4]. Although the MSSM with 3 chiral fami-
lies of fermions (the 3GMSSM) has been relatively well explored, the four generation
MSSM has received relatively little attention except in the very recent literature[5, 6]
where it has been found to have several interesting features. In particular, it has
been noted[7] that the 4GMSSM with tan 8 near unity yields a strong first order

phase transition.

In some ways, due to the totality of experimental constraints, the 4GMSSM
parameter space is somewhat more restricted than the corresponding one of the
3GMSSM. Only relatively recently has it been realized[8] that a fourth chiral family of
SM fermions remains allowed by the simultaneous requirements imposed by precision
electroweak data[9], theoretical constraints on Yukawa coupling perturbativity[6, 10]
and the direct search limits for the v/, " leptons from LEP[11] as well as the ¢/, ¢’ quarks
from both the Tevatron[12] and now the LHC[13]. Given these multiple constraints,
the parameter space of allowed particle masses, particularly for the ¥',t’, is relatively
restricted, and generally requires the &', ¢’ masses to lie in the 300-600 GeV range with
mass splittings of order 50-100 GeV. A recent study of the 4GMSSM [6], shows that
the experimental lower bounds on the &', masses constrains the value of tan § such
that it cannot differ very much from unity due to perturbativity requirements[14].
Specifically tan (3 is required to lie in the range 1/2 < tan 3 < 2. One of the attrac-
tive features of the 4GMSSM is that the very large radiative corrections induced from
loops involving the heavy fourth generation fermion masses allows one to push the
lightest CP-even Higgs (h) mass far above the ~ 130 GeV conventional 3GMSSM up-
per bound, thus simultaneously relieving both fine-tuning issues as well as the direct

Higgs search constraints.

In this paper we will examine the properties of the 4GMSSM Higgs fields (such
as mass spectrum, couplings and decay modes) and will begin to explore the collider
physics of this Higgs sector. In particular we note the very interesting possibility that
while large radiative corrections necessarily drive the CP-even (h, H) and charged
Higgs (H*) masses to large values > 350 — 400 GeV, the CP-odd field (A) can
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remain relatively light with a mass in the 100-300 GeV range. Thus A may be the
lightest, and possibly, the first observable part of the Higgs sector of the 4GMSSM.
Interestingly, such a light state easily avoids the usual LEP, Tevatron and LHC MSSM
Higgs searches[15] since: (i) A, unlike h, does not couple to WW* or ZZ*, so that
searches for, e.g., W 4 bb, I*I"+MET, or yy+MET are trivially evaded, (i) the
sum of the h and A masses is forced to be rather large, = 400 — 500 GeV, so that
associated production is absent or highly suppressed at colliders and (i) since tan 3 is
required to be close to unity in the 4GMSSM, constraints arising from searches for the
A — 7777 final state are relatively easy to avoid. (iv) Furthermore, for low tan 3 and
large H* masses, constraints from both B — 7v[16] as well as top quark decays|[17]
are also easily satisfied. The state A might, however, be observable in the A — v
decay mode at either the Tevatron or LHC if it is sufficiently light, especially as the
values for both branching fractions B(A — gg,77y) can be significantly enhanced
by the presence of the heavy fourth generation loop contributions. In addition, we
find that the A and H bosons are highly mixed states and become non-SM-like with

atypical values for their branching fractions into various final states.

The paper is organized as follows. In the next Section, we review the effects of the
fourth generation on the radiative corrections for the MSSM Higgs sector and examine
the resulting Higgs mass spectrum. We also perform a global fit of the AGMSSM to the
precision electroweak data by analyzing the oblique electroweak parameters S, T', and
U and determine the allowed range of parameter space for the special case of a light
pseudoscalar Higgs. We then study the collider phenomenology of the 4GMSSM Higgs
sector, namely the Higgs production cross sections and branching ratios to various
final states in Section 3. We compare these to present constraints from experiment
and explore future detection prospects. In particular, we find that gg — A — vy is a
promising channel for early discovery. Finally, we present our conclusions in Section

4.
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5.2 Radiative Corrections

We begin our analysis by reviewing the effect of the radiative corrections to the
Higgs sector arising from the fourth generation in the 4GMSSM. As noted by Ref.[6],
since the fourth generation masses are so large, it suffices for our purposes to em-
ploy the one-loop, leading log effective potential approximation in performing these
calculations[18]. In these computations, we must use as input the values of the o/, ',/
and [’ masses as well as the values of both M, and tan 3. In our analysis we take
tan 3 to lie in the approximate range 1/2 < tanf < 2, as dictated by consistency
with perturbative Yukawa couplings for fourth generation masses in the ~ 300 — 500
GeV range. In the limit where we neglect sfermion mixing and set all SUSY sfermion
masses to a common value of ~ 1 TeV, only two further parameters must be spec-
ified: the common sfermion mass, mg, and a common colorless gaugino mass, m,.
Under these assumptions, we find that our conclusions are not much impacted by
variations in these two parameters as our results are only logarithmically dependent
on mg, and the gaugino can potentially make only a rather small contribution to the
rates for loop decays to the vy final state for large masses. We note that the values
of these input parameters must be chosen so as to satisfy all of the existing bounds
from direct searches, precision electroweak data and the requirements of perturbative
Yukawa couplings. The results presented below can, of course, be easily generalized
to allow for both sfermion mixing as well as non-degenerate sparticle masses, but this

will only modify the results we obtain in detail and not in any qualitative way.

To calculate the radiative corrections to the Higgs mass spectrum due to the
addition of fourth generation fermions and their superpartners, we closely follow the
work of Barger et al. in Ref. [19]. We stress that in performing these calculations
both M4 and tan 3 are to be treated as input parameters along with the masses of
the fourth generation fermions and all the superpartners. In the general case, the
masses associated with the CP-even Higgs fields are obtained by diagonalizing the

matrix
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m; are the physical sfermion masses, and the mixing parameters, C, and Cy, as well

as the loop parameter g¢, are defined as
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In writing these expressions, we have assumed that there is no mixing between
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the fourth generation fermions or sfermions with their counterparts in the other three
generations. In particular, we specialize further to the case where the fourth gener-
ation squark/slepton mass eigenstates are the same as their interaction eigenstates,
corresponding to 4 = 0 and Ay p v = 0, wherein the mass matrix simplifies consid-
erably. In our numerical results, we assume that all of the sfermions are degenerate
with a mass of mg = 1 TeV. From these general expressions, we can obtain not only
the contributions from the fourth generation, but also those from the usual top and
bottom quarks.

For the corresponding charged Higgs sector, we must diagonalize the analogous

matrix
1 tan 1
M = 3 M3, sin2f3
1 cot 3
1| tang 1 , . 1| tang 1 -~
+ 3 M7 sin2( + 3 A sin23 ,(5.2.4)
1 cot 8 1 cot 8
where
_ 2
A = J

6472 sin® 3 cos? 3 M2,
Z Nc ((m?l_MI%V C0826)<m3_ 3(/ Sin26) [f(~2 )_f(~2 )]

8 52 ~ 92 mq My,
(uvd):(t/ab/)v(y/’e/) mul mdl
mams ~ 9 P 2m2m? ) )
+m [f(ma2) — f(mgy)] — "2 —m3 [f(m2) — f(m3)] ) : (5.2.5)

with the function f being given by f(m?) = 2m? [In(m?/M3,) — 1]. Removing the
Goldstone field GF leaves us with the desired mass (squared) of the charged Higgs
field. As in the case of the neutral CP-even Higgs fields above, it is trivial to include

the contributions from the ordinary third generation.
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Figure 5.1: Masses of the h(red), H(green) and H*(blue) Higgs fields as functions of
tan 3. The lower(middle, top) curve in each case corresponds to M, = 115(300, 500)
GeV, respectively. Here my = 400 GeV, my = 350 GeV, and my ,» = 300 GeV with
mg = 1 TeV have been assumed for purposes of demonstration.
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The primary results of this analysis are the masses of the h, H and H* fields as
functions of the input parameters. Figure 5.1 shows a representative sample mass
spectrum for these particles as a function of tan § for three different values of M4
(115, 300, and 500 GeV) and taking my = 400 GeV, myy = 350 GeV and my ,» = 300
GeV. As can be seen in the formulae given above, the CP-even Higgs masses are
expected to grow approximately quadratically with the fourth generation mass scale
(with the other parameters being held fixed). This expectation was verified explicitly
in [6] where the sensitivity to variations in the fourth generation fermion masses was
examined and we obtain similar results here. In this Figure, we observe that (i)
the mass of h is not particularly sensitive to the value of either M4 or tan 3 and is
primarily driven only by the masses of the fourth generation particles. (ii) The values
of My are found to be sensitive to both of the input parameters. (iii) On the other
hand, Mﬁ, while not particularly sensitive to the value of tan 3, does vary with M4.
For these choices of fourth generation masses we see that the CP-even states h and
H are quite heavy and thus it is easy for A to be the lightest member of the Higgs
spectrum and so it, perhaps, might be most easily observed at the Tevatron or LHC.
Note that in all cases the H* boson is too heavy to play much of a role in flavor

physics, particularly since tan 8 is always near unity.

As the 4GMSSM includes many new electroweak states beyond those of the SM,
one must carefully consider the effect that these states will have on the precise mea-
surements of the electroweak interactions that are seen to be consistent with the SM
(with a light SM Higgs, m; ~ 100 GeV). 4GMSSM scenarios with a light A boson
(i.e., M4 < 300 GeV) and/or tan # < 1 have not been previously considered so it be-
hooves us to re-examine these cases. Here we focus on oblique corrections to the S, T
and U parameters[20] from the 4GMSSM with M4 = 115GeV and 0.6 < tanf < 1.8;
a broader and more detailed investigation of such corrections in the context of the
4GMSSM has been presented in [6].

We compute the fourth generation fermion and Higgs sector contributions to the
S, T and U parameters following the formulae in [21]. We neglect sfermion contribu-
tions as we assume all sfermions are heavy and degenerate, having Mgysy ~ 1TeV,

and hence their contributions are negligible. Fermion and Higgs contributions to the
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U parameter, while non-zero, are also negligibly small in the parameter space consid-
ered here. The contributions due to the fermions alone were found to be numerically
consistent with the results [8].

Constraints on new corrections to the S, T and U parameters are experimentally
determined to be [22]

AS=5— Sy = —0.08+0.10
AT =T —Tsy = 0.09+0.11
AU =U—Usy = 0.01+0.10, (5.2.6)

where the values above correspond to subtracting SM contributions which are cal-
culated at the reference scale® my, .y = 300 GeV. The corrections AS, AT and AU
come purely from new physics, i.e., the SM contributions (with m;, = 300 GeV) to
AS, AT and AU are zero, in reasonable agreement with the above experimental

ranges. We determine a y? value for points in 4GMSSM space, following [6],
X =) (AX; — AX)) (o) H(AX; — AX), (5.2.7)
]
where the AX; are the central values AS, AT and AU of Eqn. (5.2.6), the AX; are
the fourth generation fermion and Higgs contributions to AS, AT and AU from the

particular 4GMSSM model and o;; = 0;p;;0; is the covariance matrix built from the

errors o; in Eqn. (5.2.6) and from

1.0 0879 —0.469
p=1| 0879 1.0 —0.716 | - (5.2.8)
—0.469 —0.716 1.0

Viewed as a goodness of fit test on 3 degrees of freedom (AS, AT and AU), the

*We note that while my, can vary between approximately 360-500 GeV as the 4GMSSM parameter
space is varied, we observe that the use of data values centered around the reference point my, .. =300
GeV does not lead to any significant shift in the allowed regions displayed in the figure below.
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ellipsoid defined by x? = 7.815 in the space of oblique parameters defines the 95%
C. L. region. 4GMSSM models lying outside of this ellipsoid would be excluded by
electroweak precision measurements at the 95% C. L. and those lying inside cannot
be excluded at the 95% C. L..

In Figure 5.2 we display points in the (my — my) vs. (m, — me) plane that
are allowed by precision electroweak measurements and consistent with unitarity (for
my = 400 GeV and m. = 300 GeV, this means my < 525 GeV and m,, < 750 GeV
[6]). The model dependence of the fits in the (my —my) vs. (m,, —m,.) plane is most
pronounced as the contributions to AT are sensitively dependent on isospin violating
mass splittings in the fourth-generation fermion sector (i.e., AT ~ (dm)*/m¥,m? for
new fermions with masses m and m + ém where o0m < m and m > my,mz) and
rather less so on the mass spectrum of the higgs sector (via tan3). We observe that
for tanf ~ 1, there is a relatively tuned set of fourth generation doublet splittings
that are consistent with precision constraints, while, for somewhat larger and smaller
values of tan(, small splittings (or even degenerate doublets) are required for the
4GMSSM to be consistent with the precision electroweak data.

Note that since the ¢’ and ¢ masses as well as M4 are being held constant in these
figures, the variation with tan (8 arises from only two unique sources: the changes
in the Higgs couplings to the fermions and gauge bosons described above and the
corresponding changes in the various Higgs boson mass splittings entering the loop
functions. Since the mass splitting between the Higgs fields is greatest at the two
ends of the allowed tan 3 range, we see that in such cases the allowed region in the
fourth generation mass splitting plane then reduces to a solid ellipse. Furthermore,
when these mass splittings are minimized for tan § ~ 1 — 1.2 we see that the allowed

arc-shaped region in this plane has its maximal radial extent.

5.3 Collider Phenomenology

We next examine the collider phenomenology of the 4GMSSM Higgs sector, paying
particular attention to the region of parameter space that results in different sig-

natures from the three generation case. Throughout this section we shall assume
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Figure 5.2: We display iso-y? contours describing the goodness of fit (using Eqn.
5.2.7) to measured precision electroweak data (Eqn. 5.2.8) for 4AGMSSM models in the
(my —my ) vs. (m,, —m,) plane. In all cases we take m4 = 115 GeV, Mgysy ~ 1 TeV,
my = 400 GeV and m, = 300GeV. Points in the different panels correspond to
models with distinct values of tan(, as denoted in the figure. Models inside of the
red contour have y? < 8.0 and are consistent with AS, AT and AU at the ~ 95% C.
L. (for a goodness of fit test with 3 degrees of freedom). Adjacent contours represent
a difference of 2.0 units of v2 with black blue red orance and oreen contours
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my = 400 GeV, my = 350 GeV, my ,» = 300 GeV and mg = 1 TeV in presenting
our results. We find that varying the fourth generation fermion masses within their

allowed ranges does not qualitatively modify our conclusions.

Our first step is to determine the various coupling coefficients for the h, H bosons
to the wu,d-type fermions and SM gauge bosons as functions of tan 3 and M, for
our fixed values of the other input parameters. The corresponding couplings of the
pseudoscalar A boson to the fermions are simply given by tan # and its inverse, and
V'V A-type couplings are absent. The form of these couplings follow directly from
the equations describing the radiative corrections to the Higgs sector in the previous
section with the diagonalization of the CP-even Higgs mass matrix then determining
the mixing angle a.. Figure. 5.3 shows these various couplings as functions of tan
for three different values of M 4. These couplings display a strong tan 3 dependence
in the range of interest, while showing only a somewhat mild dependence on M4
except for an overall broadening of the peak observed in the center of the figures
near tan 3 ~ 1.2 as the value of M, is increased. Interestingly, we find that for a
substantial fraction of the range of tan 3, the CP-even Higgs fields have significant
mixing so that neither h nor H are SM-like. This is in contrast to the usual scenario
in the 3GMSSM. Note that generally h(H) has stronger(weaker) couplings to uu-
type quarks than does the SM Higgs while the reverse is found to be true for the
corresponding dd-type couplings. Also note that it is possible for both h and H to
simultaneously have substantially large couplings to the SM W, Z bosons.

Once the couplings of the various Higgs states are determined, we can calculate
their respective branching fractions. Here, we first pay special attention to the CP-
odd field A since it may be the lightest of the Higgs states. Figure 5.4 shows these
branching fractions as a function of M, for three different values of tan 3 taking the
fourth generation masses as above. Note that the channel A — gg is greatly enhanced
for M4 < 2my, and is the dominant decay mode for tan 3 < 1. The ~~ partial width
is also found to be enhanced by up to a factor of two over that of the SM Higgs, but
this increase is found to wash out in the branching fraction. Together, this can lead
to large signal rates for gg — A — 7~ as will be discussed below. Note that the size

of the b, ¢, 7 branching fractions are particularly sensitive to the value of tan 3. For
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Figure 5.3: CP-even Higgs boson coupling factors, normalized to the corresponding
SM Higgs couplings, as a function of tan 3 for M, = 115(300, 500) in the top left(top
right, bottom) panel. Here my = 400 GeV, my = 350 GeV, and my ,» = 300 GeV
with mg = 1 TeV have been assumed for purposes of demonstration. All curves are

as labeled in the upper left-hand panel.
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larger values of My, the 777~ and ~~ channels are roughly comparable.
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Figure 5.4: Branching fractions of the CP-odd state A as a function of M4 for the
same input masses as in the previous figure. The top left(right) panel assumes tan 5 =
0.5(1) while the bottom panel assumes tan 3 = 1.8. All curves are as labeled in the
upper right-hand panel.

Turning to the CP-even Higgs bosons, Fig. 5.5 shows the relevant branching frac-
tions. Here, we have assumed for simplicity that decays to pairs of fourth generation
fermions are not kinematically allowed.” As expected, h and H decays to V'V (with V
being either the SM W or Z boson) can dominate over most of the parameter space.
In the case of h, the tt mode is of comparable importance. For tan 3 ~ 1.2, as can be

seen from Fig. 5.3, h becomes more SM-like and, hence, H nearly decouples from V'V

"Decays to fourth generation fermions are not kinematically allowed for the lightest Higgs boson
h. However, for fixed M4, as tan (§ is varied, decay channels to the fourth generation may open up
for the heavier H boson if the 4G fermion masses are light enough. Here we will ignore such decays

for simplicity.
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in this region. This is reflected in the dip in the H — V'V branching fractions near
this particular tan g value. Similarly, since the Huu coupling is usually suppressed
relative to the corresponding SM value (except again near tan 3 ~ 1.2), the H — ¢t
decay is generally found to be sub-dominant. h, H branching fractions to both bb and
777 are seen to be rather small throughout this tan 3 interval while the gg branch-
ing fraction remains relatively large, being in the 1072 to few x1072 range. A very
important mode in almost all cases (except where it is suppressed by phase space) is
h, H — AZ. The reason for this large branching fraction is the relative enhancement
in the effective (h, H)AZ coupling by a factor of ~ (M}, g — M4)/Mz as can be seen
from taking the Z Goldstone boson limit. In particular, when A is light we see that
the mass splitting in the numerator can be quite large (~ 500 — 800 GeV) relative to
M.

For our choice of parameters, the decays of the charged Higgs bosons are more
straightforwardly understood than those of the corresponding neutral Higgs. Clearly,
if My+ is in excess of any appropriate pair of fourth generation masses, then these
decay modes will dominate, while below this threshold decays to tb will be found to
dominate. The corresponding partial decay rates to other fermionic final states will be
highly suppressed. A possibly competing decay mode is H* — (h, H, A)W= provided
phase space is available since it too is somewhat enhanced by the same mechanism
discussed above in the case of (h, H) — AZ decay although the mass splittings among
the h, H and H* are not always large.

Since A is possibly the lightest member of the Higgs spectrum, we first discuss its
production signatures at the Tevatron and LHC. Since the A — gg partial width is
generally large, tan (3 is close to unity and the V'V A coupling is absent, the gg — A
process is the most important one for A production at hadron colliders. These ggA
couplings are sufficiently loop-enhanced that one may worry about g9 — A — gg
being seen above the dijet background at hadron colliders. Existing searches at the
LHCJ23],[24] are only constraining for values of M4 beyond our region of interest while

those from the Tevatron[25],[26] and at lower energies[27] are found to be rather weak.

For tan(8 = 1, we see from Fig. 5.4 that the A — 77 process is a relatively

important mode but is still subdominant in comparison to both ¢gg and bb. However,
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Figure 5.5: Branching fractions for the h(top) and H(bottom) as functions of tan 3
for M4 = 115(300) GeV in the left(right) panels. The other input masses are taken
to be those as employed above. The curves in the right panels correspond to the same
decays as the ones in the left panels.
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Figure 5.6: Cross section times branching fraction for gg — A — 77 as a function of

M4 for tan § =0.5(red), 1(blue) and 1.8(green) at the 7 TeV LHC and a comparison
to the bound obtained by CMS.
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the latter two channels are swamped by QCD backgrounds. The production cross
section for the subprocess gg — A — 777~ is shown in Fig. 5.6 for /s = 7 TeV
using the CTEQ6.6M parton distribution functions [28]*. For light A and tan 3 > 1
the resulting cross section is found to be not too far below the (somewhat model-
dependent[29]) upper bound recently placed by CMS[30] as can be seen in Fig. 5.6.

However, we note that for smaller values of tan 3 the gg — A — 777~ cross section

is found to be rather small.
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Figure 5.7: Cross section times branching fraction for g9 — A — 77 as a function
of M, for tan f =0.5(red), 1(blue) and 1.8(green) at the 7 TeV LHC(upper left) and
Tevatron(lower left). The upper right(lower right) panels explicitly show the limits
obtained by CMS at the LHC and by CDF and DO at the Tevatron. The lower solid
curve in both left hand panels is the corresponding result for the SM Higgs.

Perhaps the cleanest mode for the observation of a light A boson is in the vy

1See the discussion below on how these cross sections are calculated.
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final state; the 7 TeV LHC cross section is shown in Fig. 5.7 in comparison to the
bound obtained by ATLAS[31]. We also show in the lower panels the corresponding
expectations for the Tevatron along with the constraints obtained by both CDF[32]
and DO[33]. For this cross section, at either the Tevatron or the LHC, we see a
significant enhancement for tan < 1. Note that the results shown in this and
the previous Figure have assumed a constant NNLO K-factor of ~ 2, with the LO
cross section renormalized to that for NNLO A, h production for light A, h masses
employing the results in Ref.[34]. In this approximation our results will give very
reasonable overall estimates of the gg — A, h, H cross sections. In this Figure we
see that that ratio of cross sections for gg — A — <~ in comparison to that for the
corresponding conventional SM Higgs process can be as large as an order of magnitude
at lower Higgs masses at hadron colliders. For example at the LHC, taking M 4=100-
150 GeV and tan 3 ~ 0.7 — 1 results in a factor ~ 10 — 30 times larger cross section
via the A in this mode than for a SM Higgs boson of the same mass. Thus for light
A bosons in the range ~ 100 — 150 GeV the vy decay mode may provide the earliest
observable collider signature. Note, however, that an update of the null ATLAS
h — ~v search presented in Ref. [35] would seem to favor values of tan 3 2 0.7 as

would the Tevatron results.

tan (3

M, (GeV) 0.5 1.0 1.8
115 33.1 (358) | 6.5 (447) | 4.2 (441)
300 28.9 (375) | 6.3 (467) | 4.4 (454)

Table 5.1: Gluon fusion production cross section at the 7 TeV LHC for the lightest
Higgs scalar, g9 — h+ X, in pb for various values of M4 and tan 3. Fourth generation
masses are taken to be my ,» = 300 GeV, my = 350 GeV, and my = 400 GeV. The
numbers in parenthesis indicate the corresponding values of the lightest scalar Higgs
mass in GeV, my, for these input values of M, and tan (.

Tables 5.1 and 5.2 show the expected gg fusion total cross sections for h, H
production obtained by appropriately rescaling the NNLO results found in Ref.[34]

for some sample values of M4 and tan3. While H production in this channel is
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relatively weak due to the larger masses and the reduced effective ggH couplings, h
on the other hand is seen to have a substantial cross section with a correspondingly
respectable branching fraction into both W*TW~ and ZZ. For some ranges of these
parameters these final states have cross sections that are not very far below the present
bounds obtained from the 2010 run of the LHC[36, 37].

tan (8

M, (GeV) 0.5 1.0 1.8
115 0.14 (849) | 0.58 (543) | 0.78 (645)
300 0.09 (885) | 0.63 (594) | 0.69 (693)

Table 5.2: Gluon fusion production cross section at the 7 TeV LHC for the heaviest
Higgs scalar, g9 — H+ X, in pb for various values of M 4 and tan 3. Fourth generation
masses are taken to be my ,» = 300 GeV, my = 350 GeV, and my = 400 GeV. The
numbers in parenthesis indicate the corresponding values of the heaviest scalar Higgs
mass in GeV, my, for these input values of M4 and tan 3.

5.4 Summary and Conclusions

In this paper we have examined the properties of the Higgs fields in the 4GMSSM
with an eye toward their production signatures at the Tevatron and the LHC. The
couplings and corresponding branching fractions for these various fields were examined
in detail. In particular we have noted the strong possibility that the CP-odd field A
may be the lightest member of the Higgs spectrum as well as the possibility that the
region tan # < 1 is now physically allowed. We further verified that such a light A
scenario is consistent with the usual constraints imposed by the electroweak data on
the oblique parameters for the entire range of perturbatively allowed values of tan 3.
As such, the CP-odd state, A, may be the first part of the 4GMSSM Higgs spectrum
to be discovered at hadron colliders. We find that while gg — A may soon lead to a
potential signal in the 777~ channel at the LHC, A is more likely to be first observed

in the vy mode due to its highly fourth generation loop-enhanced cross section which
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can be more than an order of magnitude larger than that of the SM Higgs for a mass
of ~ 100 — 150 GeV provided that tan 5 < 1. If such a scenario is correct new signals
might soon be observable at the LHC.
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Chapter 6

Searching for Directly Decaying

Gluinos at the Tevatron

6.1 Introduction

In many theories beyond the Standard Model, there is a new color octet particle that
decays into jets plus a stable neutral singlet. This occurs, for example, in supersym-
metry [1] and Universal Extra Dimensions [2], as well as Randall-Sundrum [3] and
Little Higgs models [4]. As a result, jets plus missing transverse energy (E¥) is a
promising experimental signature for new phenomena [5, 6, 7, 8, 9].

At present, the jets + EXS searches at the Fermilab Tevatron are based upon the
minimal supersymmetric standard model (MSSM) and look for production of gluinos
(g) and squarks (§), the supersymmetric partners of gluons and quarks, respectively
7, 8]. Both gluinos and squarks can decay to jets and a bino (B), the supersymmetric
partner of the photon. The bino is stable, protected by a discrete R-parity, and is
manifest as missing energy in the detector. Different jet topologies are expected,
depending on the relative masses of the gluinos and squarks.

There are many parameters in the MSSM and setting mass bounds in a multidi-
mensional parameter space is difficult. This has lead to a great simplifying ansétz
known as the CMSSM (or mSUGRA) parameterization of supersymmetry breaking

[10]. This ansétz sets all the gaugino masses equal at the grand unified scale and runs
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them down to the weak scale, resulting in an approximately constant ratio between
the gluino and bino masses (mg : mpz = 6 : 1). Thus, the mass ratio between the
gluino and bino is never scanned when searching through CMSSM parameter space.
Since the bino is the LSP in most of the CMSSM parameter space, the restriction to
unified gaugino masses means that there is a large region of kinematically-accessible

gluinos where there are no known limits.

The CMSSM parametrization is not representative of all supersymmetric mod-
els. Other methods of supersymmetry breaking lead to different low-energy par-
ticle spectra. In anomaly mediation [11], the wino can be the LSP; for instance,
mg : my, =~ 9 : 1. Mirage mediation [12], in contrast, has nearly degenerate
gauginos. A more comprehensive search strategy should be sensitive to all values of
mg and mg. Currently, the tightest model-independent bound on gluinos is 51 GeV
and comes from thrust data at ALEPH and OPAL [13].

In this paper, we describe how bounds can be placed on all kinematically-allowed
gluino and bino* masses. We will treat the gluino as the first new colored particle
and will assume that it only decays to the stable bino: ¢ — ¢1¢* — q1g2B. The spin
of the new color octet and singlet is not known a priori; the only selection rule we
impose is that the two have the same statistics. In practice, the spin dependence is
a rescaling of the entire production cross section. For our analysis, we will assume
that the octet has spin 1/2, and will show how the results vary with cross section

rescaling.

We show how a set of optimized cuts for E{Fniss and Hr = > .. Er can discover

jets
particles where the current Tevatron searches would not. In order to show this,
we model our searches on D0 ’s searches for monojets [9], squarks and gluinos [7].
In keeping the searches closely tied to existing searches, we hope that our projected

sensitivity is close to what is achievable and not swamped by unforeseen backgrounds.

*Throughout this note, we will call the color octet a “gluino” and the neutral singlet the “bino,”
though nothing more than the color and charge is denoted by these names.
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Figure 6.1: Boosted gluinos that are degenerate with the bino do not enhance the
missing transverse energy when there is no hard initial- or final-state radiation. (A)
illustrates the cancellation of the bino’s ER. (B) shows how initial- or final-state
radiation leads to a large amount of EMeven if the gluino is degenerate with the
bino.

6.2 Event Generation

6.2.1 Signal

The number of jets expected as a result of gluino production at the Tevatron depends
on the relative mass difference between the gluino and bino, mz—m 5. When the mass
splitting is much larger than the bino mass, the search is not limited by phase space
and four or more well-separated jets are produced, as well as large missing transverse
energy. The situation is very different for light gluinos (mg; < 200 GeV) that are
nearly degenerate with the bino. Such light gluinos can be copiously produced at the
Tevatron, with cross sections O(10% pb), as compared to O(1072 pb) for their heavier
counterparts (mg 2 400 GeV). Despite their large production cross sections, these
events are challenging to detect because the jets from the decay are soft, with modest
amounts of missing transverse energy. Even if the gluinos are strongly boosted, the
sum of the bino momenta will approximately cancel when reconstructing the missing
transverse energy (Fig. 6.1A). To discover a gluino degenerate with a bino, it is
necessary to look at events where the gluino pair is boosted by the emission of hard
QCD jets (Fig. 6.1B). Therefore, initial-state radiation (ISR) and final-state radiation

(FSR) must be properly accounted for.

The correct inclusion of ISR/FSR with parton showering requires generating

gluino events with matrix elements. We used MadGraph/MadEvent [14] to compute
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processes of the form

pp — g9+ Ny, (6.2.1)

where N = 0, 1, 2 is the multiplicity of QCD jets. The decay of the gluino into a bino
plus a quark and an antiquark, as well as parton showering and hadronization of the
final-state partons, was done in PYTHIA 6.4 [15].

To ensure that no double counting of events occurs between the matrix-element
multi-parton events and the parton showers, a version of the MLM matching proce-
dure was used [16]. In this procedure, the matrix element multi-parton events and
the parton showers are constrained to occupy different kinematical regions, separated

using the k, jet measure:

d2 (Zv ]) = ARZQJ mln(p%zvp%])
d*(i,beam) = p,, (6.2.2)

where AR?; = 2(cosh An — cos Ap) [17]. Matrix-element events are generated with
ME

min*

into jets using the kp jet algorithm with a QP2 > QME  The event is then dis-

some minimum cut-off d(i,j) = After showering, the partons are clustered
carded unless all resulting jets are matched to partons in the matrix-element event,
d(parton, jet) < QIS . TFor events from the highest multiplicity sample, extra jets
softer than the softest matrix-element parton are allowed. This procedure avoids
double-counting jets, and results in continuous and smooth differential distributions
for all jet observables.

ME and PS

The matching parameters (Q:" > ) should be chosen resonably far below

the factorization scale of the process. For gluino production, the parameters were:
QME =20 GeV and Q5 =30 GeV. (6.2.3)
The simulations were done using the CTEQ6L1 PDF [18] and with the renor-
malization and factorization scales set to the gluino mass. The cross sections were

rescaled to the next-to-leading-order (NLO) cross sections obtained using Prospino
2.0 [19].
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Finally, we used PGS [20] for detector simulation, with a cone jet algorithm with
AR = 0.5. As a check on this procedure, we compared our results to the signal point

given in [7] and found that they agreed to within 10%.

6.2.2 Backgrounds

The three dominant Standard Model backgrounds that contribute to the jets plus
missing energy searches are: W*/Z% + jets, tf, and QCD. There are several smaller
sources of missing energy that include single top and di-boson production, but these
make up a very small fraction of the background and are not included in this study.

The W /Z°+nj and tt backgrounds were generated using MadGraph/MadEvent
and then showered and hadronized using PYTHIA. PGS was used to reconstruct
the jets. MLM matching was applied up to three jets for the W=*/Z° background,
with the parameters QME = 10 GeV and QF5 = 15 GeV. The top background was
matched up to two jets with QME = 14 GeV and QY% = 20 GeV. Events containing
isolated leptons with pr > 10 GeV were vetoed to reduce background contributions
from leptonically decaying W= bosons. To reject cases of EX from jet energy
mismeasurement, a lower bound of 90° and 50° was placed on the azimuthal angle
between EX5 and the first and second hardest jets, respectively. An acoplanarity cut
of < 165° was applied to the two hardest jets. Because the D0 analysis did not veto
hadronically decaying tau leptons, all taus were treated as jets in this study.

Simulation of the missing energy background from QCD is beyond the scope of
PYTHIA and PGS, and was therefore not done in this work. However, to avoid
the regions where jet and calorimeter mismeasurements become the dominant back-
ground, a lower limit of EF > 100 GeV was imposed. Additionally, in the dijet
analysis, the azimuthal angle between the EX and any jet with pr > 15 GeV and
In| < 2.5 was bounded from below by 40°. This cut was not placed on the threejet or
multijet samples because of the large jet multiplicities in these cases.

For each of the W*/Z°%+nj and t backgrounds, 500K events were generated. The
results reproduce the shape and scale of the E and Hyp distributions published by
the DO collaboration in [7] for 1fb~!'. For the dijet case, where the most statistics
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are available, the correspondence with the DO result is £20%. With the threejet
and multijet cuts, the result for the tf background is similar, while the W=*/Z° +
nj backgrounds reproduce the DO result to within 30 — 40% for the threejet and
multijet cases. The increased uncertainty may result from insufficient statistics to
fully populate the tails of the EXs and Hp distributions. The PGS probability
of losing a lepton may also contribute to the relative uncertainties for the W=+ +
nj background. Heavy flavor jet contributions were found to contribute 2% to the
W= /Z° backgrounds, which is well below the uncertainties that arise from not having

NLO calculations for these processes and from using PGS.

6.3 Projected Reach of Searches

A gluino search should have broad acceptances over a wide range of kinematical
parameter space; it should be sensitive to cases where the gluino and bino are nearly
degenerate, as well as cases where the gluino is far heavier than the bino. As already
discussed, the number of jets and E¥*5 depend strongly on the mass differerence
between the gluino and bino. Because the signal changes dramatically as the masses
of the gluino and bino are varied, it is necessary to design searches that are general,
but not closely tied to the kinematics. We divided events into four mutually exclusive
searches for E® plus 15, 27, 35 and 47 j, respectively. For convenience, we keep the
nj + ER classification fixed for all gluino and bino masses (see Table 7.1). These
selection criteria were modeled after those used in D0 ’s existing search [7].1 These
exclusive searches can be statistically combined to provide stronger constraints.
Two cuts are placed on each search: HM™ and ERs™n  In the DO analysis,
the Hy and ERS* cuts are constant for each search. The signal (as a function of
the gluino and bino masses) and Standard Model background are very sensitive to
these cuts. To maximize the discovery potential, these two cuts should be optimized
for all gluino and bino masses. For a given gluino and bino mass, the significance
(S/4/S + B) is maximized over H®™ and EX™" in each nj+ER®search. Due to

It should be noted, however, that the DO searches are inclusive because each is designed to look
for separate gluino/squark production modes (i.e., pp — 44, 44, §g)-
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1j + B | 25 + ER | 35 + ER | 4+) 4+ Epis
Erj, || >150 > 35 > 35 > 35
Er,, || <35 > 35 > 35 > 35
Erj, || <35 <35 > 35 > 35
Er;, || <20 < 20 < 20 > 20

Table 6.1: Summary of the selection criteria for the four non-overlapping searches.
The two hardest jets are required to be central (|n| < 0.8). All other jets must have
In| < 2.5.

the uncertainty in the background calculations, the S/B was not allowed to drop
beneath the conservative limit of S/B > 1. More aggressive bounds on .S/ B may also
be considered; DO , for instance, claims a systematic uncertainty of @(30%) in their
background measurements [7]. The resulting 95% sensitivity plot using the optimized
Hr and EXss cuts is shown in Fig. 6.2. The corresponding inset illustrates the effect

of varying the production cross section.

For light and degenerate gluinos, the 15 + EF and 2j + E searches both have
good sensitivity. In an intermediate region, the 2j + EXS 35 + EISS and 475 + s
all cover with some success, but there appears to be a coverage gap where no search
does particularly well. If one does not impose a S/ B requirement, a lot of the gap can
be covered, but background calculations are probably not sufficiently precise to probe
small S/B. For massive, non-degenerate gluinos, the 3j + ER and 47 j 4+ EX hoth
give good sensitivity, with the 47 j+ EXs giving slightly larger statistical significance.

In the exclusion plot, the EM and Hp cuts were optimized for each point in
gluino-bino parameter space. However, for gluino masses 200 GeV < mg < 350 GeV,
where the monojet search gives no contribution, we found that the exclusion region

does not markedly change if the following set of generic cuts are placed:

(HT7 Ef]n}iSS) 2 (150, 100)2j+E,1n3iss7
(150, 100)3]+E¥1557 (200, 100)4+J+E¥}ISS (631)
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Figure 6.2: The 95% gluino-bino exclusion curve for D0 at 4 fb~! for S/B > 1. The
dashed line shows the corresponding exclusion region using D0 ’s non-optimized cuts.
The masses allowed in the CMSSM are represented by the dotted line; the “X” marks
the current DO limit on the gluino mass at 2.1 fb™! (see text for details) [7]. The
inset shows the effect of scaling the production cross section for the case of S/B > 1.
The solid lines show the exclusion region for o/3 (bottom) and 3o (top).

As a comparison, the cuts used in the DO analysis are

(HT, Ejn}iss) Z (3257 225)2j+E7rgiSS,
(375, 175)3.7+E'¥“557 (400, 100)4+]+E1nglss (632)

The lowered cuts provide better coverage for intermediate mass gluinos, as indicated
in Fig. 6.2. For my < 200 GeV, we place tighter cuts on the monojet and dijet samples
than DO does. While DO technically has statistical significance in this region with
their existing cuts, their signal-to-background ratio is low. Because of the admitted
difficulties in calculating the Standard Model backgrounds, setting exclusions with
a low signal-to-background should not be done and fortunately can be avoided by
tightening the Hy and EX* cuts. Similarly, for larger gluino masses, the generic cuts
are no longer effective and it is necessary to use the optimized cuts, which are tighter
than DO ’s.
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6.4 Conclusions and Outlook

In this paper, we describe the sensitivity that D0 has in searching for gluinos away
from the CMSSM hypothesis in jets + EF searches. It was assumed that the gluino
only decayed to two jets and a stable bino. However, many variants of this decay are
possible and the search presented here can be generalized accordingly.

One might, for example, consider the case where the gluino decays dominantly to
bottom quarks and heavy flavor tagging can be used advantageously. Cascade decays
are another important possibility. Decay chains have a significant effect upon the
searches because they convert missing energy into visible energy. In this case, addi-
tional parameters, such as the intermediate particle masses and the relevant branching
ratios, must be considered. In the CMSSM, the branching ratio of the gluino into
the wino is roughly 80%. This is the dominant decay affecting the DO gluino mass
bound in CMSSM parameter space (see Fig. 2). While this cascade decay may be
representative of many models that have gluino-like objects, the fixed mass ratio and
branching ratio are again artifacts of the CMSSM. A more thorough examination of
cascade decays should be considered.

In addition to alternate decay routes for the gluino, alternate production modes
are important when there are additional particles that are kinematically accessible.
In this paper, it was assumed that the squarks are kinematically inaccessible at the
Tevatron; however, if the squarks are accessible, gq and Gq production channels could
lead to additional discovery possibilities. For instance, a gluino that is degenerate
with the bino could be produced with a significantly heavier squark. The squark’s
subsequent cascade decay to the bino will produce a great deal of visible energy in
the event and may be more visible than gluino pair production.?

Finally, in the degenerate gluino region, it may be beneficial to use a mono-photon
search rather than a monojet search [22].% Preliminary estimates of the reach of the
mono-photon search show that it is not as effective as the monojet search. This is
likely due to the absence of final-state photon radiation from the gluinos. However,

it may be possible to better optimize the mono-photon search, because the Standard

We thank M. Ibe and R. Harnik for this observation.
§We thank F. Petriello for pointing this out
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Model backgrounds are easier to understand in this case.

Ultimately, a model-independent search for jets plus missing energy would be
ideal. We believe that our exclusive nj + E¥ searches, with results presented in an
exclusion plot as a function of Hy and EF® would provide significant coverage for
these alternate channels [21]. This analysis should be carried forward to the LHC to
ensure that the searches discover all possible supersymmetric spectra. The general
philosophy of parameterizing the kinematics of the decay can be easily carried over.
The main changes are in redefining the Hy and EX cuts, as well as the hard jet
energy scale. We expect a similar shape to the sensitivity curve seen in Fig. 6.2,
but at higher values for the gluino and bino masses. Therefore, it is unlikely that
there will be a gap in gluino-bino masses where neither the Tevatron nor the LHC

has sensitivity.
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Chapter 7

Model-Independent Jets plus
Missing Energy Searches

7.1 Introduction

One of the most promising signatures for new physics at hadron colliders are events
with jets and large missing transverse energy (E%5). These searches are very general
and cover a wide breadth of potential new theories beyond the Standard Model. Jets
+ EMiss searches pose a significant challenge, however, because the Standard Model
background is difficult to calculate in this purely hadronic state. The general nature
of the signature motivates performing a search that only requires calculating the Stan-
dard Model background. The challenge, then, is to minimize the risk of missing new
physics while still accounting for our limited understanding of the background. All
experimental searches of jets + E¥ at hadron colliders have been model-dependent,
attempting to be sensitive to specific models [1, 2, 3, 4, 5, 6]. Initial studies for the
Large Hadron Collider (LHC) have been dominantly model-dependent [7, 8,9, 10]. In
this article, we explore how modest modifications to the existing jets and EX* studies
can allow them to be model-independent, broadening the reach of the experimental
results in constraining theoretical models.

Currently, jets plus EX searches at the Tevatron are based on the Minimal Su-
persymmetric Standard Model (MSSM) [11] and look for production of gluinos (§) and
squarks (G), the supersymmetric partners of gluons and quarks, respectively [2, 3, 4].

These particles subsequently decay into the stable, lightest supersymmetric particle
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(LSP), which is frequently the bino, the supersymmetric partner of the photon. The
MSSM contains hundreds of parameters and it is challenging to place mass bounds in
such a multi-parameter space. To make this tractable, the CMSSM-6 (or mSUGRA)
ansatz has been used [12]. The CMSSM-6 requires common scalar masses (my), gaug-
ino masses (m1), and trilinear scalar soft couplings (Ag) at the unification scale, in
addition to eleCQtroweak symmetry breaking, gauge coupling unification, and R-parity

conservation. The entire particle spectrum is determined by five parameters.

One important consequence of this theory is that the ratio of gaugino masses is
fixed at approximately mg : my : mg ~ 6 : 2 : 1, where W refers to the triplet
of winos (Wi, Wo), the supersymmetric partners of the electroweak gauge bosons.
Due to the number of constraints in the CMSSM-6, the bino is the LSP throughout
the range of parameter space that the Tevatron has access to. Furthermore, due
to the renormalization group running of the squark masses, the squarks are never
significantly lighter than the gluino. Thus, the ratio in masses between the lightest
colored particle and the LSP is essentially fixed. The CMSSM-6 is certainly not
representative of all supersymmetric models (see, for example, [13, 14, 15, 16, 17,
18]), let alone the wider class of beyond the Standard Model theories that jets and
EXiss gearches should have sensitivity to. Verifying that a jets and EX* search has
sensitivity to the CMSSM-6 does not mean that the search is sensitive to a more
generic MSSM.

Existing searches for gluinos and squarks make strong assumptions about the
spectrum and it is unclear what the existing limits on squark-like and gluino-like
particles are. Because squarks have electric charge, LEP can place limits of 92 GeV
on their mass [19]; however, gluinos do not couple to either the photon or Z° and so
limits from LEP2 are not strong. Currently, the tightest model-independent bound
on color octet fermions (such as gluinos) comes from thrust data at ALEPH [20] and
OPAL [21]. New colored particles should contribute at loop-level to the running of the
strong coupling constant a. To date, the theoretical uncertainties in the value of ay
have decreased its sensitivity to new particle thresholds. Advances in Soft-Collinear
Effective Theory, however, have been used to significantly reduce the uncertainties in
o, from LEP data. The current bound on color octet fermions is 51.0 GeV at 95%
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confidence [22]; no limit can be set for scalar color octets.

There is no unique leading candidate for physics beyond the Standard Model,;
therefore, searches for new physics need to be performed in many different channels.
Ideally, one should perform totally model-independent searches that only employ the
Standard Model production cross section for physics with the desired channels and
the correct kinematics. The goal is to be sensitive to a large number of different
models at the same time so that effort is not wasted in excluding the same parts of

Standard Model phase space multiple times.

Some progress on experimental model-independent searches has been made. In
an ambitious program, the CDF-6 Collaboration at the Tevatron has looked at all
possible new channels simultaneously (i.e., Vista, Sleuth, Bumphunter) [23, 24, 25];
however, these searches have some drawbacks over more traditional, channel-specific
searches. The most important drawback is that it is difficult, in the absence of a

discovery, to determine what parts of a given model’s parameter space are excluded.

On the theoretical front, MARMOSET [26] is a hybrid philosophy that attempts
to bridge model-independent and model-dependent searches with the use of On-Shell
Effective Theories (OSETs). OSETs parameterize the most experimentally relevant
details of a given model — i.e., the particle content, the masses of the particles, and
the branching ratios of the decays. By using an on-shell effective theory, it is possible
to easily search through all experimentally relevant parameters quickly. The on-shell
approximation is not applicable in all situations, but OSETSs can still give a rough

idea of where new physics lies.

In this article, we will explore the discovery potential of jets and missing energy
channels. In previous work [28], we presented a simple effective field theory that can
be used to set limits on the most relevant parameters for jets and missing energy
searches: the masses of the particles. While this approach seems obvious, existing
searches at hadron colliders (Tevatron Run II, Tevatron Run I, UA2, UA1) are based
on CMSSM-6-parameterized supersymmetry breaking. The previous paper studied
how varying the decay kinematics changed the sensitivity of the searches and pointed
out regions of parameter space where sensitivity is particularly low due to kinematics.

However, this gluino-bino module was still a model-dependent analysis in that it
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assumed pair-production of a new colored fermionic particle directly decaying to a
fermionic LSP.

This paper will extend the analysis in two ways. First, we propose a completely
model-independent analysis for jets and missing energy searches. This approach only
requires knowledge of the Standard Model and places limits on differential cross sec-
tions, from which it is possible to set model-dependent limits. In the second portion
of the paper, we use this approach to extend our previous analysis of a directly de-
caying colored particle to contain a single-step cascade and study how this altered

spectrum affects the final limits on the gluino’s mass.

7.2 Overview of Models

Before continuing with the main theme of the article, let us take a moment to describe
the class of models that jets + EM searches are sensitive to. There are two general
classes of particle spectra that will be covered by such searches, each of which has a
stable neutral particle at the bottom of the spectrum. Typically, the stability of these
neutral particles is protected by a discrete symmetry (e.g., R-parity, T-parity, or KK-
parity) and, consequently, these particles are good candidates for the dark matter. In
one class of models, the theory contains a new colored particle that cascade decays
into the dark matter. In the other class, new electroweak gauge bosons are produced.
The dark matter particle may either be produced along with the new bosons, or may
be the final step in their decays.

The first class can be thought of as being generally SUSY-like where the lightest
colored particle is dominantly produced through the Standard Model’s strong force.
The lightest colored particle then cascade decays down to the stable, neutral particle
at the bottom of that sector. These cascades will either be lepton-poor or lepton-
rich. Lepton-poor cascades occur when there is no state accessible in the cascades that
have explicit lepton number (e.g., sleptons) and frequently occur when the cascades
are mediated by W*, Z° or Higgs bosons. A simple supersymmetric example of
a lepton-poor cascade decay is a theory where the scalar masses are made heavy

and only gauginos and Higgsinos are available in the decay chains. This occurs, for



7.2. OVERVIEW OF MODELS 221

instance, in PeV supersymmetry models, where the scalars are around 1000 TeV
and the fermions of the MSSM are in the 100 GeV to 1 TeV range. Producing the
color-neutral states of such a theory is difficult at hadron machines; consequently, the
production of new particles will occur primarily through the decay of the gluino.
One potential cascade decay of the gluino, which will be considered in further

detail in the second half of the paper, is
7= 01eW — Ge:duB. (7.2.1)

In this cascade, the W decays directly into the B and a W=, Z° boson, which sub-
sequently decays to two jets. This single-step decay is the dominant cascade if the
gaugino masses are unified at high energies; in this case, the branching ratio of the
gluino into the wino is ~ 80%. While these cascade decays are to some degree rep-
resentative, the precise mass ratio of my : my; : mpz makes a significant difference
in the searches. In the limit where my; — mpg the energy from gz and gy is small,
while if mg; — my the jets from ¢ and g are soft. If mg; > my, this cascade is
forbidden. Interestingly, spectra with unified gaugino masses are the most difficult to
see because all four jets are fairly hard and diminish the missing energy in the event
in comparison to the direct decay of the gluino, g — cjlq2§ .

Leptons from the decay of the W+, Z° boson can be used in the analysis as well (see
Sec. 7.5.5). However, jets + EX + lepton studies are better suited for lepton-rich
cascades. The addition of leptons to the searches makes the experimental systematics
easier to control and improves trigger efficiencies. Not all spectra of new physics can
be probed with these types of searches, though, and they are thus complimentary to
the jets + EM search.

Other cascades may produce a greater number of jets as compared to (7.2.1). In
NMSSM theories where there is a new singlino at the bottom of the spectrum [27], it
is possible to have cascade decays that start with the gluino, go to wino plus two jets,
then bino plus two additional jets, and conclude with the singlino plus two more jets.
The additional step in the decay process further diminishes the amount of missing
energy in typical events, resulting in reduced limits on spectra. Other models, such
as Universal Extra Dimensions (UEDs) [29] and Little Higgs models with T-parity
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[30] also have new colored particles that subsequently cascade decay. The details of
the exact spectra can alter the signal significantly as jets can become soft and missing
energy is turned into visible energy.

It is also possible that new electroweak gauge bosons are produced, which then
cascade decay, producing jets before ending with the neutral stable particle. Little
Higgs models with T-parity are one such example. In such models, the new heavy
bosons le; and ZY% are produced through s-channel processes. The Wlf can decay
to the W+ and the dark matter Ay, while the Z% can decay to the Ay and higgs.
It is also possible to produce the Wf} directly with the Ay through an s-channel W+

boson. This vertex, however, is suppressed in comparison to the other two.

7.3 Proposed Analysis Strategy

At the Tevatron, the jets + EXs channel is divided into four separate searches (mono-
jet, dijet, threejet, and multijet), with each search defined by jet cuts O(30 GeV).
Cuts on the missing transverse energy and total visible energy* Hp of each event take
place during the final round of selection cuts. The EX and Hp cuts are optimized
for “representative” points in CMSSM-6 parameter space for each of the (inclusive)
17 — 4% j searches. However, these EX' and Hp cuts may not be appropriate for the-
ories other than the CMSSM-6. Indeed, considering the full range of kinematically
allowed phase space means accounting for many combinations of missing and visible
energy. A set of static cuts on E¥* and Hr is overly-restrictive and excludes regions
of phase space that are kinematically allowed.

This is explicitly illustrated in Fig. 7.1, which shows the EXs distribution of a
dijet sample passed through two different sets of ER and Hp cuts. The signal, a
210 GeV gluino directly decaying (i.e., no cascade) to a 100 GeV bino, is shown in
white and the Standard Model background, in gray. The plot on the left shows the
events that survive a 300 GeV Hp cut. While the Hp cut significantly reduces the
background, it also destroys the signal above the ERscut of 225 GeV. These cuts
were used in the D0 dijet search; they are optimized for a ~ 400 GeV gluino, but are

*The total visible energy Hr is defined as the scalar sum of the transverse momenta of each jet.
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Figure 7.1: Comparison of D0 cuts and optimized cuts for a sample dijet signal for
mgz = 210 GeV and mpz = 100 GeV. Background distribution is shown in gray and
signal distribution in white. (Left) Using the DO cuts Hy > 300 GeV and E?Jissz
225 GeV (Right) Using the more optimal cuts Hy > 150 GeV and EXs> 100 GeV.
The optimized cuts allow us to probe regions with larger S/B.

clearly not ideal for the signal point shown here. A more optimal choice of cuts is
shown on the right. While the lower Hr cut of 150 GeV keeps more background, it
also keeps enough signal for a reasonable S/B ratio at low EXs5. Therefore, with a

EXiss cut of 100 GeV, exclusion limits on this point in parameter space can be placed.

A model-independent search should have broad acceptances over a wide range
of kinematical parameter space. Ideally, searches should be sensitive to all possible
kinematics by considering all appropriate E and Hp cuts. This can be effectively
done by plotting the differential cross section as a function of EX* and Hry,

d*o

——— AHp AEP™. 3.1
dHpdEps—""7"T (7:21)
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1j + Emiss | 24 4 pimiss | 34 4 pmiss | g+ 4 pmiss
Erj > 150 > 35 > 35 > 35
Erj, < 35 > 35 > 35 > 35
Erj, <35 <35 > 35 > 35
Erj, < 20 < 20 < 20 > 20
Table 7.1:  Summary of the selection criteria for the four exclusive (i.e., non-

overlapping) searches. The two hardest jets are required to be central (|n| < 0.8). All
other jets must have |n| < 2.5.

In this case, the results of a search would be summarized in a grid, where each box
contains the measured cross section within a particular interval of E and Hr.

As an example, the differential cross section grids for exclusive 15 — 4" j searches
(see Table 7.1 for jet selection criteria) at the Tevatron are shown in Table 7.2.
The grids are made for the Standard Model background, which include W#* + nj,
Z° +nj, and tt +nj. The QCD background was not simulated; we expect the QCD
contributions to be important for points in the lowest EX* bin. For details concerning
the Monte Carlo generation of the backgrounds, see Sec. 7.4.2.

From these results, it is straightforward to obtain limits on the differential cross
section for any new physics signal. Consider a specific differential cross section mea-
surement that measures NV, events in an experiment. The Standard Model predicts
B events, while some specific theory predicts B + S events, where S is the number of
signal events.

The probability of measuring n events is given by the Poisson distribution with
mean i = B + S. The mean p is excluded to 84% such that
excl)n

e—uexclz(“' < 0.16. (7.3.2)
n:

n=0

The solution to this equation gives the excluded number of signal events

SN, B) = u™(N,,) — B. (7.3.3)
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Table 7.2: Differential cross section (in fb) for the Standard Model background is
shown in the left column for exclusive 1j — 4" j searches. The expected signal sensi-
tivity at 84% confidence is shown on the right (in fb). The statistical error is shown
to the left of the @& and the systematic error is on the right. For purposes of illus-
tration, we assume a 50% systematic error on the background. The gray boxes are

kinematically forbidden. These results are for 4 fb=! luminosity at the Tevatron.
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The expected limit on the signal is then given by

¢~ B BNm

(S™(B)y =Y sexd(Nm,B)—Nm! .

Nipn=0

(7.3.4)

In the limit of large B, the probability distribution approaches a Gaussian and we

expect that
lim (S°(B)) = VB. (7.3.5)

B—oo

In the limit of small B, we expect that

lim (S™*(B)) = —1In(0.16) ~ 1.8. (7.3.6)

B—0

The right column of Table 7.2 shows the limit on the differential cross section for
any new physics process. When presented in this fashion, the experimental limits are
model-independent and versatile. With these limits on the differential cross section,
anyone can compute the cross section for a specific model and make exclusion plots
using just the signal limits shown in Table 7.2. For the comparison to be reliable, the

detector simulator should be properly calibrated.

In addition to the statistical uncertainty, systematic uncertainties can also be
important. Unlike the statistical uncertainties, the systematic uncertainties can be
correlated with each other. One important theoretical uncertainty is the higher-order
QCD correction to the backgrounds. These QCD uncertainties result in K-factors
that change the normalization of the background, but do not significantly alter the
background shapes with respect to Hy and ER. Because this uncertainty is highly
correlated between different differential cross section measurements, treating the un-
certainty as uncorrelated reduces the sensitivity of the searches. If a signal changes the
shape of the differential cross section, e.g. causing a peak in the distribution, higher
order corrections would be unlikely to explain it. To make full use of the independent
differential cross section measurements, a complete error correlation matrix should be
used. In practice, because the backgrounds are steeply falling with respect to Hy and
EXiss assigning an uncorrelated systematic uncertainty does not significantly hurt

the resolving power of the experiment. In Table 7.2, we have assigned a systematic
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uncertainty of €5 = 50% to each measurement, which should be added in quadrature
to the statistical uncertainty. This roughly corresponds to the requirement that the

total signal to background ratio is one.

The reduced chi-squared x% value for N measurements is

N 2
= 5 « L (7.3.7)
= (SLj)? + (esys x Bj)? N’

where S is the number of signal events and B; is the number of background events
in the 5™ box of the grid. The statistical error SL; and the systematic error ey x B;
is read off from Table 7.2. In order to have a useful significance limit, it is necessary
to only include measurements where there is an expectation of statistical significance;
otherwise, the x3 is diluted by a large number of irrelevant measurements. There
is no canonical way of dealing with this elementary statistical question, although
the CLg method is the most commonly used [31, 32]. In this article, we take a very
simple approach. If the expected significance for a single measurement is greater than
a critical number, S it is included in the x%, otherwise it is not.We tried several
values of St and the experimental sensitivity to different theories was not altered
by the different choices. We chose St = 0.5 for the exclusion plots. This method
does not maximize the reach in all cases, but because there are usually just a few
measurements that give large significance, we are relatively insensitive to the exact

statistical procedure.

In what follows, we will apply the general philosophy presented here to find the
exclusion region for gluinos that are pair-produced at the Tevatron.! In Sec. 7.4, we
will explain how the signal and background events have been generated. In Sec. 7.5,
we will show how mass bounds can be placed on the gluino and bino masses using
the proposed model-independent analysis and will discuss the challenges presented

by cascade decays. We conclude in Sec. 7.6.

fThroughout this article, “gluino” refers to a color octet fermion, “wino” to a charged SU(2)
fermion, and “bino” to a neutral singlet. These names imply nothing more than a particle’s quantum
numbers.
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7.4 FEvent Generation

7.4.1 Signal

In this section, we discuss the generation of signal events for the gluino cascade decay
shown in (7.2.1). The experimental signatures of this decay chain are determined
primarily by the spectrum of particle masses. In particular, the mass splittings de-
termine how much energy goes into the jets as opposed to the bino - i.e., the ratio of
the visible energy to missing transverse energy. Events with large Hp and E¥ss will
be the easiest to detect; this is expected, for example, when a heavy gluino decays
into a wino that is nearly degenerate with either the gluino or the bino. The reach of
the searches is degraded, however, when the wino is included as an intermediate state
in the decay chain. When the jets from the cascade decay are all hard, the missing
energy is significantly smaller than what it would be for the direct decay case. Picking
out signals with small missing transverse energy is challenging because they push us
closer to a region where the dominant background is coming from QCD and is poorly
understood. This happens, in particular, when the mass splitting between the gluino
and bino is large and the wino mass is sufficiently separated from both. When the
wino is nearly degenerate with either the gluino or the bino, then we expect to see
2 hard jets and 2 soft jets from the decay. This case begins to resemble the direct
decay scenario; there is more missing energy and, therefore, the signal is easier to see.
It is particularly challenging to probe regions of parameter space where the gluino
is nearly degenerate with the bino. For this case, even in the light-gluino region
(mg < 200 GeV), the benefit of the high production cross section for the gluinos is
overwhelmed by the small missing transverse momentum in each event; the jets in
these events are soft and the pr of the two binos approximately cancel when summed
together [28]. Even if the gluinos are produced at large invariant mass, the situation
is not markedly improved; in this case, the jets from each gluino are collinear and
aligned with the EX. Such events are easily mistaken as QCD events and eliminated
by the cuts that are implemented to reduce the QCD backgrounds.

The inclusion of hard initial-state jets significantly increases the exclusion reach

in this degenerate region of parameter space. The initial-state radiation boosts the
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gluinos in the same direction, decreasing the angle between them, which in turn,
enhances the E¥5. Therefore, ISR jets allow us to capitalize on the high production

cross section of light gluinos to set bounds on their masses.

To properly account for initial-state radiation (ISR) and final-state radiation
(FSR), MadGraph/MadEvent [33] was used to generate events of the form

pp — Gg + Ny, (7.4.1)

where N = 0, 1,2 is the multiplicity of QCD jets. Pythia 6.4 [34] was used for parton
showering and hadronization. Properly counting the number of events after parton
showering requires some care. In general, an (n 4 1)-jet event can be obtained in two
ways: by a (n+1) hard matrix-element, or by hard radiation emitted from an n-parton
event during showering. It is important to understand which of the two mechanisms

generates the (n 4 1)-jet final state to ensure that events are not double-counted.

In this article, a version of the so-called MLM matching procedure implemented
in MadGraph/MadEvent and Pythia [35] was used for properly merging the different
parton multiplicity samples. This matching has been implemented both for Standard
Model production and for beyond the Standard Model processes. In this procedure,
parton-level events are generated with a matrix element generator with a minimum

distance between partons characterized by the k£, jet measure:

dZ(Z,j> - ARZ mln(lﬁ%ap%)
d*(i,beam) = pQTi, (7.4.2)

where AR, = 2[cosh(An) — cos(A¢)] [36]. The event is clustered using the kg
clustering algorithm, allowing only for clusterings consistent with diagrams in the
matrix element, which can be done since MadGraph generates all diagrams for the

process. The d? values for the different clustered vertices are then used as scales in the
as (d7)

Qs (#%{) ’
where the product is over the clustered vertices ¢. This is done in order to treat

o value corresponding to that vertex, i.e. the event weight is multiplied by ],

radiation modeled by the matrix element as similarly as possible to that modeled

by the parton shower, as well as to correctly include a tower of next-to-leading log
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ME
min

terms. A minimum cutoff d(i, j) > is placed on all the matrix-element multi-
parton events.

After showering, the partons are clustered into jets using the standard &, al-
gorithm. Then, the jet closest to the hardest parton in (7, ¢)-space is selected.
If the separation between the jet and parton is within some maximum distance,
d(parton, jet) < QF5 . the jet is considered matched. The process is repeated for all
other jets in the event. In this way, each jet is matched to the parton it originated
from before showering. If an event contains unmatched jets, it is discarded, unless
it is the highest multiplicity sample. In this case, events with additional jets are
kept, provided the additional jets are softer than the softest parton, since there is no

higher-multiplicity matrix element that can produce such events. The matching pro-
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Figure 7.2: Differential 0 — 1 jet rate for a matched sample of light gluino production.
The full black curve shows the matched distribution, and the broken curves show
the contributions from different matrix element parton multiplicity samples. The
matching scale QFS is marked by the dashed line. The full red curve shows the result

using Pythia only.

cedure ensures that jets are not double-counted between different parton multiplicity
matrix elements, and should furthermore give smooth differential distributions for all

jet observables. The results should not be sensitive to the particular values of the
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matching parameters, as long as they are chosen in a region where the parton shower
is a valid description. Typically, the matching parameters should be on the order of
the jet cuts employed and be far below the factorization scale of the process. For the

gluino production, the parameters were

ME — 90 GeV PS — 30 GeV. (7.4.3)

min min

Figure 7.2 shows the differential jet rate going from zero to one jets D(1j — 0j),

which is the maximum £k, distance for which a 1j event is characterized as a 07
PS

event. Below ), >, all jets come from parton showering of the 05 multiplicity sample.

Above QY5 | the jets come from initial-state radiation. The main contributions in this
region are from the 1j and 2j multiplicity samples. The sum of all the multiplicity
samples is a smooth distribution, eliminating double counting between the different
samples.

The simulations were done using the CTEQ6L1 PDF and with the renormalization
and factorization scales set to the gluino mass [37]. The matched cross-sections were
rescaled to the next-to-leading-order (NLO) cross sections obtained using Prospino
2.0. PGS-6 was used for detector simulation [39], with jets being clustered according
to the cone algorithm, with AR = 0.5. As a check on this procedure, we compared
our results to the signal point given in [3] and found that they agreed to within 10%.

To emphasize the importance of properly accounting for initial-state radiation us-
ing matching, Fig. 7.3 compares the pr distribution for the hardest jet in a matched
(left) and unmatched (right) dijet sample for a 150 GeV gluino directly decaying to
a bino. The colors indicate the contributions from the different multiplicity samples:
0j (orange), 15 (blue), and 2j (cyan). When the gluino-bino mass splitting is large
enough to produce hard jets (top row), the 0j multiplicity sample is the main con-
tributor. ISR is not important in this case and there is little difference between the
matched and unmatched plots. The bottom row shows the results for a 130 GeV bino
that is nearly degenerate with the gluino. In this case, only soft jets are produced
in the decay and hard ISR jets are critical for having events pass the dijet cuts. In-
deed, we see the dominance of the 27 multiplicity sample in the histogram of matched

events. When ISR is important, the unmatched sample is clearly inadequate, with
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Figure 7.3: Comparison of matched and unmatched events for a dijet sample of
150 GeV gluinos directly decaying into 40 GeV (top) and 130 GeV (bottom) binos.
The pr of the hardest jet is plotted in the histograms (1 fb~! luminosity). Matching
is very important in the degenerate case when the contribution from initial state
radiation is critical. The different colors indicate the contributions from 0j (orange),
1j (blue), and 2j (cyan).
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nearly 60% fewer events than the matched sample.

7.4.2 Backgrounds

The dominant backgrounds for jets + ER searches are W*/Z% + jets, tt, and QCD.
Additional background contributions come from single top and di-boson production
(WW, WZ, ZZ), but these contributions are sub-dominant, so we do not consider
them here. The missing transverse energy comes from Z° — vv and W+ — [*y,
where the W= boson is produced directly or from the top quark. To reduce the W=
background, a veto was placed on isolated leptons with pr > 10 GeV. However, these
cuts do not completely eliminate the W background because it is possible to miss
either the electron or muon (or misidentify them). It should be noted that muon
isolation cuts were not placed by PGS-6, but were applied by our analysis software.
If the muon failed the isolation cut, then it was removed from the record and its four-
momentum was added to that of the nearest jet. Additionally, the W* can decay
into a hadronic 7, which is identified as a jet. Because the D0 analysis did not veto
on hadronic taus, we have treated all taus as jets in this study.

QCD backgrounds can provide a significant source of low missing energy events,
but are challenging to simulate. The backgrounds can arise from jet energy mismea-
surement due to poorly instrumented regions of the detector (i.e., dead /hot calorime-
ter cells, jet punch-through, etc.). Additionally, there are many theoretical uncer-
tainties - for example, in the PDF's, matrix elements, renormalisation, and factorisa-
tion/matching scales - that factor in the Monte Carlo simulations of the backgrounds.
For heavy-flavor jets, there is the additional E¥ contribution coming from leptonic
decays of the b-quarks. It is possible, for instance, to have the b-quark decay into a
lepton and a neutrino, with the neutrino taking away a good portion of the b-quark’s
energy. Simulation of the QCD background is beyond the scope of Pythia and PGS-
6 and was not attempted in this work. To account for the QCD background, we
imposed a tight lower bound on the ER of 100 GeV. Jet energy mismeasurement
was accounted for by placing a lower bound of 90° and 50° on the azimuthal angle
between the £ and the first and second hardest jets, respectively. In addition, an

acoplanarity cut of 165° was placed between the two hardest jets. For the dijet case,
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the azimuthal angle between the EX and any jet with pr > 15 GeV and |n| < 2.5
was bounded from below by 40°. This cut was not placed on the threejet or multijet
searches because of the greater jet multiplicity in these cases.

The W*/Z°+nj and tf backgrounds were generated using MadGraph/MadEvent,
with showering and hadronization in PYTHIA. PGS-6 was again used as the detector
simulator for jet clustering. The W*/Z% backgrounds were matched up to 3 jets

using the MLM matching procedure discussed in the previous section, with matching
parameters QMF = 10 GeV and QME = 15 GeV. The tt backgrounds were matched

min min
up to 2 jets with parameters QME = 14 GeV and QME = 20 GeV. For each of

the separate backgrounds, 500K events were generated. The results approximately
reproduce the shape and scale of the EI and Hyp distributions published by the
DO collaboration for 1 fb~* [3]. In the dijet case, our results correspond to those
of DO within +20%. The correspondence is similar for the tf backgrounds in the
threejet and multijet cases. For the W*/Z% backgrounds, the correspondence is
within £30 — 40%. It is possible that this discrepancy is due to difficulties to fully
populate the tails of the EI and Hyp distributions with good statistics. In the case
of the W+ background, the modeling of the lepton detection efficiency in PGS-6 might
also play a role. Heavy flavor jet contributions were found to contribute 2% to the
W*/Z° backgrounds, which is well below the uncertainties that arise from not having

NLO calculations for these processes and from using PGS-6.

7.5 Gluino Exclusion Limits

7.5.1 No Cascade Decays

For the remainder of the paper, we will discuss how model-independent jets + FEiss
searches can be used to set limits on the parameters in a particular theory. We will
focus specifically on the case of pair-produced gluinos at the Tevatron and begin by
considering the simplified scenario of a direct decay to the bino. The expected number
of jets depends on the relative mass difference between the gluino and bino. When
the mass difference is small, the decay jets are very soft and initial-state radiation is

important; in this limit, the monojet search is best. When the mass difference is large,
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Table 7.3: Differential cross section (in fb) for the monojet, dijet, threejet, and multi-
jet samples of a theoretical model spectrum with a 340 GeV gluino decaying directly
into a 100 GeV bino (4 fb~!). Some boxes show significant deviation from the signal
limits shown in Table II: green indicates 0.5 < y; < 2, blue indicates 2 < x; < 3, and
red indicates x; > 3. All boxes with x; > 1/2 are included in the calculation of the
total x? value.
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the decay jets are hard and well-defined, so the multijet search is most effective. The

dijet and threejet searches are important in the transition between these two limits.

150 /

Bino Mass (GeV)

?0 200 300 400 500
Gluino Mass (GeV)

Figure 7.4: The 95% exclusion region for D0 at 4 fb~! assuming 50% systematic error
on background. The exclusion region for a directly decaying gluino is shown in light
blue; the worst case scenario for the cascade decay is shown in dark blue. The dashed
line represents the CMSSM-6 points and the “X” is the current D0 exclusion limit at
2 th=1.

As an example, let us consider the model spectrum with a 340 GeV gluino decaying
directly into a 100 GeV bino. In this case, the gluino is heavy and its mass difference
with the bino is relatively large, so we expect the multijet search to be most effective.
Table 7.3 shows the differential cross section grids for the 1-4% jet searches for this
simulated signal point. The colors indicate the significance of the signal over the
limits presented in Table II; the multijet search has the strongest excesses.

Previously [28], we obtained exclusion limits by optimizing the ER* and Hrp
cuts, which involves simulating each mass point beforehand to determine which cuts
are most appropriate. This is effectively like dealing with a 1 x 1 grid, for which a
95% exclusion corresponds to x? = 4. The approach considered here considers the
significance of all such cuts, and only requires that a single n x n differential cross
section grid be produced for each search.

Fig. 7.4 shows the 95% exclusion limit for directly decaying gluinos at 4 fb™!
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luminosity and 50% systematic uncertainty on the background. The results show

that such gluinos are completely excluded for masses below ~ 130 GeV.

7.5.2 Cascade Decays

In this section, we will discuss the exclusion limits for the decay chain illustrated in the
inset of Fig. 7.5. In general, cascade decays are more challenging to see because they
convert missing energy to visible energy.¥ The number of jets per event is greater
for cascading gluinos than directly decaying ones and the spectrum of jet energies
depends on the ratio of gaugino masses. When mg ~ mg;, two hard jets are produced
in the decay of the wino to the bino. In the opposite limit, when mgy; ~ mg, two hard
jets are produced in the decay of the gluino to the wino. When my; < mg < mg,
four fairly hard jets are produced, diminishing the E* and making this region of
parameter space the most challenging to see. In particular, the most difficult region
to detect is when

My :m§+(’)(mzo). (7.5.1)

In the region of parameter space, where mgy; ~ mpg, the jets from the wino to bino
decay become harder as the gauge bosons go on-shell.

Fig. 7.5 shows the values of mg; and mj that are excluded up to 95% confidence
for a 240 GeV gluino (shaded region). The dark black dot, which represents the
minimum bino mass for which a 240 GeV gluino is excluded for all wino masses, falls
close to Eq. 7.5.1 (the dotted red line).

The exclusion region in Fig. 7.5 is not symmetric about the line mgy = mpz +
O(mgo). The asymmetry is a result of the hard lepton cuts. When the gluino and
wino are nearly degenerate, the leptons from the gauge boson decays are energetic,
and these events are eliminated by the tight lepton cuts, reducing the significance
below the confidence limit. In the opposite limit, when the wino and bino are nearly
degenerate, much less energy is transfered to the leptons and fewer signal events are
cut. Additionally, the jets produced in this case are color octets and give rise to a

greater number of soft jets, as compared to the singlet jets emitted in the gauge boson

{For additional discussion of model-independent searches of cascade decays at the Tevatron, see
[40].
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Figure 7.5: 95% exclusion region (purple) for a 240 GeV gluino decaying into a bino
through a wino. The dashed line is my; = mz+ O(mzo). The black dot at (m g, mg;)
= (60, 160), is the minimum bino mass for which a 240 GeV gluino is excluded for all
wino masses. The inset shows the one-step cascade considered in the paper.

decays. The presence of many soft jets may decrease the lepton detection efficiency;
as a result, it may be that even fewer events than expected are being cut.

Figure 7.4 compares the 95% exclusion region for the cascade decay with that for
the direct decay case. The “worst-possible” cascade scenario is plotted; that is, it is
the maximum bino mass for which all wino masses are excluded. For the one-step

cascade considered here, gluinos are completely excluded up to masses of ~ 125 GeV.

7.5.3 t-channel squarks

Thus far, it has been assumed that the squarks are heavy enough that they do not
affect the production cross section of gluinos. If the squarks are not completely decou-
pled, they can contribute to ¢-channel diagrams in gluino pair-production. Figure 7.6
shows the production cross section for a 120 GeV (red), 240 GeV (blue), and 360 GeV
(green) gluino, as a function of squark mass. When only one squark is light (and all
the others are ~ 4—5 TeV), the production cross section is unaffected. However, when

the squark masses are brought down close to the gluino mass, the production cross
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Figure 7.6: Gluino production cross section as a function of squark mass: (red)
mg = 120 GeV, (blue) mz = 240 GeV, and (green) mg = 360 GeV.

section decreases by as much as ~ 25%, 60%, and 75% for 120, 240, and 360 GeV
gluinos, respectively. A reduction in the production cross section alters the exclusion
region in the gluino-bino mass plane; while the overall shape of the exclusion region

remains the same, its size scales with the production cross section [28].

It is worthwhile to note, however, that while the inclusion of squarks reduces
the exclusion region for pair-produced gluinos by decreasing the production cross
section, it also provides alternate discovery channels through gq or ¢q production.
For example, if a gluino and squark are produced, with the gluino nearly degenerate
with the bino, the subsequent decay of the squark will produce more visible energy

than the gluino decay, thereby making the event more visible.

7.5.4 Monophoton Search

Initial-state QCD radiation is important for gaining sensitivity to degenerate gluinos.
Here, we will consider whether initial-state photon radiation may also be useful in the

degenerate limit. Such events are characterized by small £ and a hard photon.
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The main benefit of the monophoton search is that the Standard Model back-
grounds are better understood; unlike the monojet case, QCD is no longer an im-
portant background. Instead, the primary backgrounds come from processes such as
Z°%(— vv) + ~, which is irreducible, and W* — e where the electron is mistaken
as a photon or W*(— [*v) ++, where the lepton is not detected. Other backgrounds
may come from W=*/Z% + jet, where the jet is misidentified as a photon, or situations

where muons or cosmic rays produce hard photons in the detector.

The DO Collaboration recently published results for their monophoton study,
which searched for a Kaluza-Klein graviton produced along with a photon [41]. To
reduce the Standard Model background, they required all events to have one photon
with pr > 90 GeV and EF* > 70 GeV. Events with muons or jets with pr > 15 GeV
were rejected. They estimate the total number of background events to be 22.4 +2.5.

To investigate the sensitivity of monophoton searches to degenerate spectra, we
consider several points and compared them against D0 ’s background measurements.
We considered several benchmark values for gluino and bino masses and did a simple
cuts-based comparison between the monophoton search and an optimized monojet
search. For example, Figure 7.5 shows that the monojet search safely excludes the
case of a 140 GeV gluino and 130 GeV bino. A monophoton search (with the cuts
used in the DO analysis) gives S/B = 0.48 and S/+/B = 2.3 for this mass point; thus
the monophoton search is roughly as sensitive but has a lower S/B value. Similarly,
a 120 GeV gluino and 100 GeV bino is safely excluded by the monojet search, but
the monophoton search only gives S/B = 0.39 and S/v/B = 1.86.

There are several reasons why the monophoton search is not as successful as the
monojet one. In the degenerate gluino region, the possibility of getting jets with
a pr above the 15 GeV threshold is significant (even though the mass difference is
O(10 GeV)) because the gluinos are boosted. The monophoton search vetoes many
events with such boosted decay jets. In addition, getting photon ISR is much more
difficult than getting QCD ISR for several reasons - most importantly, because apy <
as and because one is insensitive to the gluon-induced processes that contribute to
the cross section. Despite these challenges, the significance of the monophoton search

could still increase sensitivity. The monophoton does not fare significantly more
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poorly than the monojet one with the current set of cuts. Thus, it is possible that a
more optimal set of cuts may increase the effectiveness of the search, especially given
that the backgrounds are better understood in this case. Finally, the above estimates
do not account for the photon detection rate in PGS-6, which may be different from
that used by DO ’s full detector simulator, from which the background estimates were

taken.

7.5.5 Leptons

In this section, we address whether leptons from cascades can be used to augment
the sensitivity of jets + EM® searches. In the gluino cascade decay considered in
this paper, it is possible to get leptons from the W* and Z° boson decays. The
10 GeV lepton veto, however, eliminates most of these events. The exclusion limit for
the gluino decay discussed in Sec. 7.5.2 is not improved by removing the lepton veto;
most of the irreducible backgrounds (W=*+nj and tf+n;j) have a lepton and dominate
over the signal when the veto is removed. The exclusion limit is not improved even if
we require all events to have a certain number of leptons, or place cuts on lepton pr.

The question still remains as to whether there is any region in parameter space
where the jets + EX study places no exclusion, but a jets + EX + lepton study
does. The lepton signal is useful for light gluinos (< 250 GeV) that are nearly de-
generate with the wino. The signal point, a 210 GeV gluino decaying to a 50 GeV
bino through a 170 GeV wino, is not excluded by the ordinary jets + EX'* analysis.
We find here, though, that it has a significance® of ~ 4.4 for a py cut of 50 GeV, but
with a S/B ~ 0.15.

For high-mass gluinos, inclusion of the lepton signal does not increase the sensi-
tivity of the search because the smaller production cross section decreases the signal
significance. It might however be possible that lepton signatures are effective for
high-mass gluinos in lepton-rich cascades that contain sleptons. Overall, though,
these results indicate that while jets + ER + lepton searches may be useful in cer-

tain regions of parameter space, they should be combined with jets + EXS searches

$Here, the estimate of the significance only accounts for the statistical error; it does not include
the systematic uncertainty.
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to provide optimal coverage.

7.6 Conclusion

In this article, we discuss how model-independent bounds can be placed on the mass
of the lightest color octet particle that is pair-produced at the Tevatron. The main
aspects of the analysis focus on the advantage of running exclusive 15 — 47" j searches,
and placing limits using the measured differential cross section as a function of the
visible and missing energy. We show that the exclusion reach can be significantly
extended beyond those published by D0 because the E& and Hp cuts used in their
analysis were only optimized for points in CMSSM-6 parameter space. The proposed
analysis we present here opens up the searches to all regions of parameter-space,
allowing us to set limits on all kinematically-accessible gluinos. We also show how
the exclusion reach is degraded when gluino cascade decays are included, focusing on
the example of an intermediate wino, which decays to the dark matter candidate.

We have so far only focused on jet classification, E¥s5 and Hy as available handles
for increasing the reach of jets + EXS searches. However, in certain special cases,
other techniques might be useful. For example, if the gluino decays dominantly to b
jets, heavy flavor tagging can be used advantageously.

In our analysis of the cascade decays, we often found that the regions of highest
significance in the differential cross section plot were pressed down against the 100
GeV cutoff in missing transverse energy. This lower limit was imposed to avoid regions
where the QCD background dominates. If the 100 GeV limit could be reduced, then
it would open up regions of high statistical significance that renders sensitivity to
a larger region of parameter space. The numerous uncertainties in the theory and
numerical generation of QCD events make it unlikely that precision QCD background
will be generated in the near future. However, it may still be possible to reduce the
cutoff by using event shape variables (i.e., sphericity).

Looking forward to the LHC, jets + ER* searches are still promising discovery
channels for new physics. The general analysis presented in this paper can be taken

forward to the LHC without any significant changes. The primary modification will
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be to optimize the jet Er used in the classification of the nj + EXS searches. The
backgrounds for the LHC are dominantly the same; however ¢t will be significantly
larger and the size of the QCD background will also be different. Many of the existing
proposals for searches at the LHC focus primarily on 47j + EXS inclusive searches
and are insensitive to compressed spectra; see [42] for further discussion on MSSM-
specific compressed spectra at the LHC. By having exclusive searches over 15 + Emiss
to 475+ Emiss | the LHC will be sensitive to most beyond the Standard Model spectra
that have viable dark matter candidates that appear in the decays of new strongly-
produced particles, regardless of the spectrum. Additionally, having the differential
cross section measurements will be useful in fitting models to any discoveries. Finally,
it is necessary to confirm that there are no gaps in coverage between the LHC and
Tevatron; in particular, if there is a light (~125 GeV) gluino, finding signal-poor

control regions to measure the QCD background may be challenging.
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