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Constraining New Physics with Neutrino and Collider

Chen Sun

(ABSTRACT)

In this work, we examine how neutrino and collider experiments can each and together put
constraints on new physics more stringently than ever. Constraints arise in three ways. First,
possible new theoretical frameworks are reviewed and analyzed for the compatibility with
collider experiments. We study alternate theories such as the superconnection formalism and
non-commutative geometry (NCG) and show how these can be put to test, if any collider
excess were to show up. In this case, we use the previous diboson and diphoton statistical
excess as examples to do the analysis. Second, we parametrize low energy new physics in
the neutrino sector in terms of non-standard interactions (NSI), which are constrained by
past and proposed future neutrino experiments. As an example, we show the capability
of resolving such NSI with the OscSNS, a detector proposed for Oak Ridge National Lab
and derive interesting new constraints on NSI at very low energy (< 50 MeV). Apart from
this, in order to better understand the NSI matter effect in long baseline experiments such
as the future DUNE experiment, we derive a new compact formula to describe the effect
analytically, which provides a clear physical picture of our understanding of the NSI matter
effect compared to numerical computations. Last, we discuss the possibility of combining
neutrino and collider data to get a better understanding of where the new physics is hidden.
In particular, we study a model that produces sizable NSI to show how they can be con-
strained by past collider data, which covers a distinct region of the model parameter space
from the DUNE experiment. In combining the two, we show that neutrino experiments are
complementary to collider searches in ruling out models such as the ones that utilize a light
mediator particle. More general procedures in constructing such models relevant to neutrino
experiments are also described.

This work was partially support by U.S. Department of Energy grant DE-FG05-92ER40677,
task A, by Virginia Tech Sigma Xi PhD Research Award, and by the Clayton D. Williams
Graduate Fellowship in Theoretical Physics, Virginia Tech.



Constraining New Physics with Neutrino and Collider

Chen Sun

(GENERAL AUDIENCE ABSTRACT)

As we know, all matter in our daily life is made of particles called atoms and molecules, which
are in turn formed by subatomic particles: protons, neutrons, and electrons. If one further
divides the former two with certain technology, such as using a proton collider to smash
one into another, it goes to the regime of elementary particles. It is shown experimentally
that all matter we know is made of elementary particles that cannot be further divided.
They include quarks and leptons. Together with the force carrier particles (also called gauge
bosons) and the Higgs scalar, they form the Standard Model of particle physics. In this work,
we study the properties of elementary particles and the way they interact with each other
that are different from the Standard Model predictions. We conduct the research study in
the following two aspects: collider phenomena and neutrino phenomena. These two aspects
cover the high energy regime of particle scattering process and low energy regime of neutrino
propagation, which are two important sectors of great interest recently. As a result of the
analysis, we discuss possible ways that the new physics is hidden yet can be detected with
next generation experiments.
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Introduction

After decades of experimentation, the Standard Model (SM) of particle physics is verified
to unprecedented precision. At this point, two questions remain particularly intriguing. 1)
In which sector might new physics be hidden? 2) What principle requires the SM to be a
gauge theory of the given form with the observed parameters? For the first question, the
neutrino sector has large uncertainty in regards to determining the SM parameters due to
the nature of the weak interaction. A thorough study of these parameters and the possible
non-standard interaction (NSI) is crucial for any constraints or probes of physics beyond the
SM. However, for the second question, although the gauge field theory framework is verified
by data from various experiments during the past few decades, the fundamental reason that
fixes the SM to the specific form we observe remains unexplained. For example, it is not
understood what theory fixes the boundary value of Yukawa couplings; what the source of
baryon asymmetry of the universe is; why the gauge group is chosen to be U(1) x SU(2) x
SU(3); how the hypercharge is quantized, which in turn leads to anomaly cancellation;
what principle determines the number of families of fermionic particles; and whether the
SM Higgs is the only scalar responsible for spontaneous symmetry breaking (SSB). In short,
an understanding of the principle that dictates the SM does not yet exist. On the other
hand, although the origin of the SM remains unclear, past attempts show that an arbitrary
modification of the SM will likely cause problems either experimentally or theoretically,
which hints for the existence of a fundamental theory that leads to the SM.

At this point, a different perspective may provide us with new insights that are not available
with conventional approaches. Different from most formal theories, as a reformulation of the
SM in terms of geometry, noncommutative geometry (NCG) provides a new way of looking
at the SM while building directly upon low energy particle data. Because of its geometric
structure, this approach leads to more restrictive model building than other approaches, and
implicitly proposes some relations between different sectors, relations which are not visible
in the SM itself. In addition, because the geometry is built directly on particle data, models
derived from NCG usually share specific collider signatures. Therefore, a good understanding
of the collider data may help us understand the structure of new physics and finally shed
some light on the origin of the SM.

With two sets of data, one from neutrino experiments and the other from collider experi-
ments, one may ask how to combine them to get extra information which otherwise would



remain obscure. In particular, whenever a new particle model is proposed, one should be
able to constrain the new model with both sets of particle data. To address this question,
an example is worked out explicitly. Our message is that, even from a practical viewpoint,
particle models motivated by specific problems should still be tested with all available data.
In particular, collider experiments put strong bound on models that predict sizable NSI. As
a result, it is non-trivial to build a model that generate flavor changing NSI large enough
to be observed at long baseline neutrino experiments such as DUNE using light mediator
particles, while it survives all the current bounds from particle data. In this analysis, we list
possible constraints for such model building for future reference.

To summarize, in this work constraints on new physics are studied from two directions:
neutrino measurements and collider signals. On the collider side we consider the signature
of physics from exotic structures, e.g., NCG; on the neutrino side, we study constraints on the
NSI. In the end, we use collider data to constrain neutrino models. Data from complementary
sources such as current and future colliders and long-baseline neutrino experiments will guide
future model building.

The rest of the thesis is organized as follows. In Part I, collider experiments are applied to
constrain NCG-motivated models. In Chapters 2 and 3, collider signatures of superconnec-
tions and NCG motivated models are discussed. In each chapter we start with a brief review
on the superconnection formalism and the NCG respectively. Without going into details of
the formalism, we investigate the phenomenological consequences based on each approach,
and compare with current bounds from various process. Inspired by the previous statistical
excess from LHC, Chapter 4 serves as an example of using collider signals to test such NCG
motivated models. In Part I, neutrino experiments are studied to constrain NSI. In Chapter
6, a previously-proposed neutrino detector, OscSNS at Oak Ridge National Lab is studied.
Constraints on .. are worked out explicitly based on the proposal. In Chapter 7, an analytic
way to understand the neutrino matter effect in the presence of €, NSI is proposed. As a
check of the validity of the formula, it is demonstrated how to use it to understand the NSI
matter effect at long-baseline neutrino experiments such as DUNE. In Chapter 8 of Part III,
we list some of the models that reproduce sizable NSI. We investigate the constraints on one
particular model and show the relevant channels for model building of this type.



Part 1

Constraining New Physics with
Collider Experiments



Chapter 1

Evidence for the Standard Model and
Beyond

1.1 The Standard Model and Why We Believe It

Although we still have a lot of unanswered questions such as the solution of QCD at low
energy [10-15] and naturalness of the SM [16-20], etc., the SM packaged in effective field
theory (EFT) [21-25] language is verified to high precision at low energy. We will elaborate
on the SM, after first explaining what it means to verify a theory.

Any theory comes with a certain number of free parameters as input and makes predictions
of certain number of observables as output. The difference of these two numbers' describes
the predictive power. If one is not concerned about the predictive power of the theory but
only cares about the viability of the theory, he/she can cook up a theory with infinite free
parameters so that, in principle, this theory can accommodate any experimental outcome —
it works as the ‘theory of everything’. However, in reality a theory like that requires infinitely
many terms to describe thus will take infinite amount of time to reach. To make it worse,
the number of free parameters being infinity makes the theory neither falsifiable nor able to
predict anything; hence, it cannot be counted as a real theory in the context of science.

With a finite number of free parameters and a finite number of observables, a theory expresses
the latter in terms of the former. In a simplified situation, if each experiment measures
one observable, we need P independent measurements to determine the theory with P free
parameters. Suppose the theory predicts O independent observables; if O > P, it is possible
to over-constrain the theory with independent experiments. In this case we say the theory
is verifiable. In this case, we are able to fit the parameters of the theory with a set of P

! Actually we should only count the number of independent free parameters and observables. Therefore
it is the difference in dimensions of the parameter space and the ‘observable space’ that amounts to the
capability of making predictions.



observables and to make predictions for the remaining (O — P) observables. By comparing
these predictions with the independent measurement of each observable, we can either verify
or rule out the theory. Equivalently, when O > P, what a theory does is to find P observables
and express the (O— P) variables in terms of them. Therefore, it is safe to think of a theory as
a set of relations among observables. Whether it ‘explains’ the relations well is a philosophical
question and we refrain ourselves from further discussion on it. In general, only verifiable
theories (O > P) are of interest.

In the real world, verifiability is also limited by experimental conditions. At any certain
point of time only certain experiments are complete, in progress, or being planned in the
near future. Our ability to verify theories is thus limited by the experimental conditions.
Therefore, we phenomenologists are more interested in the type of theories that can be
verified with data from past, current or near-future experiments. The SM is a theory that is
commonly believed for particle physics at or below a few TeV. To show why we believe the
SM to be true, let us take the electroweak sector of the SM as an example.

The electroweak sector of SM is verified to a high precision by several precision measurements.
In this sector, we have the following very well measured observables:

AA A T )
&, Gpy,myg, My, U g—, 85, ete... (1.1)

where they are, in order of appearance: the fine structure constant from +* — ete™, the
Fermi constant from muon decay, the Z boson mass, the W boson mass, the leptonic par-
tial width of Z boson, and the effective sin® @y, from the left-right asymmetry App. For
electroweak theory, we have three (most relevant) free parameters:

9,9, (1.2)

viz., the U(1)y coupling, SU(2)., coupling, and the vacuum expectation value (VEV) of the
Standard Model (SM) Higgs. In electroweak analysis, it is easier to express two of these in
terms of the QED coupling e and the weak angle 0y, by

/

_ 99
C = —F/—
/92+g/2’
/
s =sinfy = ——2 (1.3)

NrEe

with v unchanged. The relation among the observables and the SM parameters, up to one



loop, are given as
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where the parts involving a vacuum polarization amplitude II are the one-loop corrections.
In order to test the SM, we need to fit g, ¢', and v in terms of three of the observables, say

&, Gr, and % ?, predict the remaining observables, and then compare the predictions with
the measurements®.

In Table 1.1, we show the measured and the SM-predicted values of a few observables. As
we can see, the deviation between them is small in general, and the SM is verified to great
precision. Part of this can also be seen from Fig. 1.2 of the uncertainty in the plane of
Higgs mass vs the top-quark mass, which is verified by the discovery of Higgs boson [32, 33].
As a result, theoretically it is reasonable to ask about the origin of the SM. There are
theoretical structures that beg for an explanation, such as what dictates the SM gauge
group, whether the coupling constants of the three gauge sectors unify at a certain scale as
hinted in Fig. 1.1, what guarantees the anomaly cancellation of the SM, without which the
theory would be rendered invalid, etc. The structure of the SM seems unnatural if all of this
is just a coincidence without further fundamental reasons [16-20]. This motivates a number
of ingenious ideas perceived to explain the naturalness of the SM, which will be discussed in
the next section.

2These three observables are usually chosen because of their small uncertainties.

3 This is essentially using observables &, Gr, and Mm% to express the rest of observables and check this
relation predicted by the SM and measured by experiments. That is the reason that in literature such as
Ref. [26-31] it is often mentioned to ‘expression observables in terms of observables’ to test the theory.



Quantity Value Standard Model  Pull
my [GeV] 173.34 = 0.81 173.76 £ 0.76 -0.5
My, [GeV] 80.387 £ 0.016 80.361 £ 0.006 1.6
80.376 £ 0.033 0.4

I'w [GeV] 2.046 £ 0.049 2.089 + 0.001 -0.9
2.195 £ 0.083 1.3

My [GeV] 125.09 £ 0.24 125.11 +£0.24 0.0
Jiits —0.040 £0.015 —0.0397 £0.0002 0.0

g% —0.507 £0.014 —0.5064 0.0

My [GeV] 91.1876 + 0.0021  91.1880 £ 0.0020  -0.2
'z [GeV] 2.4952 +0.0021  91.1880 +0.0020 0.4
['(had) [GeV]  1.7444 +0.0020  1.7420 + 0.0008 —
['(inv) [MeV] 449.0 = 1.5 501.66 £ 0.05 —

T(0+07) [MeV]  83.984+0.086  83.995+0.010 -

Table 1.1: Observables compared with the SM best fit predictions. Result is taken from
PDG.

1.2 Energy vs. Intensity and What Has Been Attempted

According to the Wilsonian picture, in the IR limit the set of physically relevant operators
is formed by normalizable operators whose mass dimension is lower than four. Any effects
from higher dimensional operators are suppressed. Taking scalar theory as an example,

1 o 1 5.5 A3 .3 Ay Z)\n "
£ 2(8“¢) 2" ¢ 3!¢ 4!¢ +n>4 n! An—4’ (15)
Lrenorm V

EI]OI’]—I‘GI]OI‘II]

where A is the cutoff of the theory. The non-renormalizable part of the Lagrangian gets
suppressed by powers of % To study the non-renormalizable part of the Lagrangian, exper-
imentally two directions are pursued: One either goes to the high energy regime in the hope
of resolving the non-renormalizable operator in terms of renormalizable pieces as suggested
in Ref. [34-38], or one generates an enormous amount of data hoping to see the suppressed
effect from the high-dimensional operators in L,on renorm 8 attempted in Ref. [39-47]. These
two directions correspond to the so-called ‘energy frontier’ and ‘intensity frontier,” respec-
tively. These two methods both played important roles in the history of particle physics:
in 1934, Enrico Fermi proposed ‘An attempt of a theory of beta radiation’ in Ref. [48, 49],
and ‘characteristically swept what was unknowable at that time under the rug, and focused
on what can be calculated.” [50] Because the energy scale at which the 5 decay happens is
so low, the W propagator is impossible to resolve. Therefore, a contact interaction model
that uses non-renormalizable high dimensional operators explains nuclear S decay to a good
precision and inspired later studies on weak interaction and the proposal of V' — A structure.
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Figure 1.1: The running of the Standard Model gauge coupling. Plot is used with permission
of PDG [1].

[51-53] It remains a nice approximation and a good tool for calculation until the modern
formulation of gauge theory was proposed [54-56] and verified by the W and Z discoveries
at CERN [57, 58].

Besides the success in gauge sector, another important part of the SM is the Yukawa inter-
action. A similar story happened in formulating the Yukawa interaction: it was proposed
in 1935 by Hideki Yukawa [59] that the nuclear binding energy is dominated by exchanging
a ‘new’ particle, the pion, where the energy potential characteristic length of the potential
is interpreted as m_!. By fitting data of the nuclei binding energy, one could estimate the
mass of the pion, which was later verified by the discovery of the pion [60, 61], which is itself
explained as a bound state of more fundamental particles — the quarks.

This motivates people to focus on the following ‘standard’ procedures of modeling new
physics: a) describe the new physics in terms of high-dimensional operators such as in Ref.
[62-77] and constrain these effective operators with data from experiments; or, b) construct
models based on local quantum field theories to generate such operators and avoid the bounds
from a), and maybe also provide features such as grand unification theory (GUT) and answers
to the hierarchy problem, with examples such as SUSY [78-80]; small, large, or non-compact
extra dimension [81-85]; conformity [86, 87]; technicolor [88-99]; and other paradigms [100].
However, with null observation of any above models, it revives a few interesting old questions
rather than providing answers to them, namely

e Does grand unification occur?
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Figure 1.2: The fit result of (Mg, m;) and one-standard deviation uncertainty, with various
input. Plot is used with permission of PDG [1].

e Is the hierarchy problem a (well-defined) problem?

e [f grand unification does occur and hierarchy problem is a real problem, then why do
we not see the extra degrees of freedom after the breaking of the extra structure (e.g.
GUT gauge fields, SUSY partners, etc.)?

e Without the number of extra degrees of freedom, how do we ever (elegantly) address
the naturalness of the Higgs mass?

In this work, we take a different philosophy to address the questions raised above and the
questions on the origin of the SM raised in section 1.1, which is to be elaborated in the next
section.

1.3 Physics Beyond the Standard Model and Where to
Find It

The aforementioned attempts are mostly based on the assumption that the new physics
responsible for generating the SM and perhaps addressing the hierarchy problem and grand
unification can also be described in terms of effective field theory. However, this is not
necessarily true from either the experimental or the theoretical viewpoint. Although effective
field theory works surprisingly well at the current energy scale, it is expected to break down
ultimately due to the non-local effect of quantum gravity [101-119] and the breaking scale is
Anp < Ap;. Therefore, there remains the possibility that the theory that describes the new
physics above the scale Ayp is not a local quantum field theory, and below Axp effective
field theory works just fine.
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According to the Wilsonian picture, there are two ways an ‘advanced’ theory above a certain
scale controls the effective field theories below that scale: either through directly fixing the
degrees of freedom below the cut off scale, i.e., affecting the renormalization group equation
(RGE); or by imposing boundary conditions of the RGE. Since effective field theory works
well below Ayp and the structure is fairly rigid against arbitrary modifications, it must be
determined in both ways.

In this scenario, the effect of the new physics above Ayp is not described by local oper-
ators nor usual renormalization group equation (RGE) flow. As a consequence, the non-
renormalizable effective operators below Ayp is not a direct result of any local operators
above Ayp. This is no longer an analog of, say, resolving Fermi interaction in terms of the
W propagator. As a result, a theory built in this fashion usually does not have the large
number of extra degrees of freedom as in SUSY or SU(5)/S0O(10) GUT theories, where the
extra degrees of freedom below Ayp are inevitable since the theory above Anp is a local
quantum field theory and the degrees of freedom just propagate through Ayp. This is not
true in our case.

Now that new physics does not manifest itself through a direct generation of local operators
below Ayp, the only way it controls low energy effective field theory is via the boundary
relations imposed at Ayp. Given the evidence of the SM being so robust against any modi-
fication at the electroweak (EW) scale and the almost unification of the coupling constants
at some higher scale as shown in Fig. 1.1, we conjecture that the boundary condition? at
Anp is the SM spectrum itself with a GUT relation, plus a minimal extension in order to
reconcile the GUT relation with EW measurements at low energy. In this context, the ques-
tions raised in section 1.1 and section 1.2 indicate answers to each other: the robustness of
the SM against modifications with arbitrary local quantum field operators hints at a theory
that may not be Wilsonian, which is why we do not observe the extra degrees of freedom
inherited from any local field theory extension. On the other hand, because of the lack of
observation of extra quantum field theoretical degrees of freedom, the advanced theory can
only dictates the low energy theory through some boundary relation, which itself is the SM
up to a minimal extension at a certain scale. We call this picture a quasi-desert picture.

To summarize, here is the logic we follow. Being an effective theory, the SM plus any
extension can only be explained by the advanced theory from which it is derived. In the
past, the full theory is conjectured to be also a local quantum field theory; therefore, a large
number of degrees of freedom propagate into the SM as an extension to it. Due to the null
observation of any of these degrees of freedom, we provide a picture different from the above
one. Instead of having the full theory as another local quantum field theory, we argue that it
is possible the theory above Ay p is not fully describable in terms of local quantum operators.
Thus new physics manifests itself only through a set of relations dictated at Ayp, i.e., the
SM-like spectrum plus the GUT relation. As a result, we can predict the extra degrees of

4We take the broader meaning of boundary condition as a constraint imposed at a certain scale, which is
not necessarily a formal boundary condition of a differential equation.
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freedom we need to maintain the compatibility between the GUT relation at Ayp < Apy
and the low energy phenomena at Agy . Please note that, in this picture, the GUT relation
is not the result of a local quantum field theory with GUT gauge group. Instead, it is the
result of the theory above Ayp. We can therefore look at theories below Ayp that contains
SM but do not have a GUT gauge group since the GUT gauge group itself is no longer the
reason of the unification.

1.4 Noncommutative Theories as a Framework for Po-
tential Candidates

To understand possible candidate theories above Aynp, let us look at the requirement we
have so far. Because of the non-locality due to aforementioned quantum gravity effects
and the possible breakdown of effective field theory, the full theory above Axp is unknown.
However, just as the Fermi interaction provides a good low energy approximation of the weak
interaction, the theory that approximates the full theory should at least share some features
of the full theory, such as non-locality. On the other hand, as we discussed it should give
a SM-like spectrum as the boundary condition, which includes the GUT relation, anomaly
cancellation, a different way of looking at the hierarchy problem, and an indication of the
extension needed to achieve the above. As examples, we try two theories here: the super-
connection formalism and the NCG, both of which share a non-commutative nature and
accommodate the particle spectrum of the SM yet provide interesting boundary conditions
for the coupling constants. In addition, both indicate a left-right symmetric completion of
the SM as the extension to maintain the compatibility between the boundary conditions and
the low energy phenomena. With details to be discussed at length in the following chapters,
we briefly summarize the features of these two theories.

The super-connection formalism is applied to non-supersymmetric particle physics in Ref. [120—
146]. Although it resembles usual gauge theories in many ways, the main differences are the
following.

e Instead of being Lie-algebra valued, the connection is now valued in super Lie algebra,
such as su(2[1) or su(2]2).

e A ‘matrix derivative’ is introduced due to the non-commutativity of the matrix basis,
as an analog of the usual derivative. It is shown to be responsible for the spontaneous
symmetry breaking.

e The SM Higgs field is part of the gauge field, in order to maintain the gauge invariance
of terms involving the matrix derivative.

e The super-connection generates the usual Yang-Mills sector of the SM plus the Higgs
potential.
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e The super-connection only provides an emergent structure at a certain scale to encode
the non-commutativity and the spectrum. It is an effective way of parametrizing our
ignorance of new physics above Ay p. It does not necessarily lead to an extra symmetry.
As a result, no redundant degrees of freedom are needed.

e As we articulated in previous sections, interesting boundary conditions for the gauge
couplings are imposed.

e The proper prediction for the Higgs mass necessitates a minimal extension of the SM.

The NCG is applied to particle physics by Connes et al. in Ref. [147-156]. Similar to the
super-connection formalism, NCG has the following features.

e Instead of using the super algebra to encode the non-commutativity, we use an almost
commutative geometry defined by C @& H & M3(C). Again, it does not directly lead
to extra unobserved degrees of freedom but merely works as a framework at a certain
scale to describe how physics above Axp determines the effective field theory below it.

e The geometry related to C & H & M;3(C) is interpreted physically as a structure with
two sheets. In general, fermions of one chirality live on one sheet and fermions of the
opposite chirality live on the other®. The sheet separation determines the electroweak
scale. The discrete derivative resulting from the non-commutativity connects the two
sheets.

e In addition to the ordinary Dirac operator, a matrix derivative is included. In order
to retain gauge invariance of terms involving the discrete derivative, a gauge field in
the discrete direction must be included, which serves as the Higgs field. Similarly, a
regular gauge field is needed due to the regular derivative in the continuous direction.
As a result, both the Higgs field and the (non-abelian) gauge fields are the result of
non-commutativity.

e The GUT relation arises from the geometry.

e Because the Higgs and regular gauge fields are the results of gauge invariance in two
different directions, the hierarchy problem is reformulated as relating the characteristic
lengths in the discrete and continuous directions. This is similar to asking why the
speed of light is ~ 3 x 108 m/s in Minkowski spacetime, which is essentially a constant
that relates the time and space directions.

e The NCG also provides extra relations beyond the SM such as a mass relation between
the fermionic and bosonic sectors.

5This depends on how the spectrum is embedded and the specific representation being used. There are
more complicated versions such as fermions living on one sheet and anti-fermions on the other. However, in
this case there is no gauge field in the discrete direction, i.e., Majorana mass naturally remains a c-number
until manually promoted to a field as in Refs. [2, 156].
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e It seems that the NCG dictates anomaly cancellation [142, 157, 158]. Whether this is
a general feature of the NCG remains an open question worthy of future investigation.

Compared to the super-connection formalism, the algebraic structure of the connection is
relaxed. There is no demand of the Higgs sector being part of a superalgebra. Also, the super
traceless condition is replaced to regular traceless condition of C&H@ M;5(C) (unimodularity
condition).

With the nice features of the super-connection and the NCG satisfying the requirements
posed in section 1.3, we take the two approaches seriously and study the physics consequences
of imposing such structures. Since the NP above Ay p is unknown and likely to require drastic
modification of current theories, we mainly focus on the phenomenological aspects of such
frameworks. We hope to shed light on possible ways of looking for NP and indications of
modification of current theories. The rest of this part is organized as follows. Chapter
2 is dedicated to superconnection formalism and its physical interpretation, as well as its
indication of a left-right completion. In Chapter 3, the collider signature of NCG by Connes
et al. is studied. Chapter 4 serves as an example to show the restrictive feature of NCG
and hint for new physics in case some collider signal shows up. This part is based on our
published work in Refs. [159-161] and our in-preparation work in Ref. [162].



Chapter 2

Left-right symmetric model motivated
by super-connection

In this chapter, we review the superconnection formalism and its application to particle
physics as discussed in our work, Ref. [159] published in Physical Review D. The phenomenol-
ogy bounds on the superconnection formalism are also discussed in length. In particular, we
observe the necessity of including a matrix derivative and the effect of that in generating
SSB. This hints at a geometric structure that fixes the SM particle spectrum at a certain
scale.

2.1 Introduction to the Superconnection Formalism

2.1.1 A Brief Review

In Ref. [163], the authors investigated the possibility of reviving the superconnection formal-
ism first discussed in 1979 by Ne’eman [164], Fairlie [165, 166], and others [167-169]. The
original observation of Ne’eman was that the SU(2), x U(1)y gauge fields and the Higgs
doublet in the SM could be embedded into a single su(2/1) superconnection [170, 171] with
the SU(2), x U(1)y gauge fields constituting the even part of the superconnection and the
Higgs doublet ¢ constituting the odd part, to wit:

W 5B L V26

j =1 )
V2 -2B

(2.1)

where W = W;7;. This embedding predicts sin®6fy, = 1/4 as well as the Higgs quartic
coupling, the latter leading to a prediction for the Higgs mass [172-174]. The leptons and
quarks could also be embedded into irreducible representations of su(2/1) [175-178], thereby

14
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fixing their electroweak quantum numbers in a natural fashion. Fairlie started from a six-
dimensional gauge-Higgs unified theory reduced to four dimensions and arrived at a similar
observation.! Subsequently, suggestions have been made to incorporate QCD into the for-
malism by extending the superalgebra to su(5/1) [180-182].

Though the appearance of the su(2/1) superconnection suggested an underlying ‘internal’
SU(2/1) supersymmetry, gauging this supersymmetry to obtain the superconnection proved
problematic as discussed in Refs. [183, 184]. For instance, the Higgs doublet is a boson
whereas an SU(2/1) supersymmetry would demand the off-diagonal scalar components of
the superconnection be fermionic with the wrong spin-statistics. Interpreting these degrees
of freedom as ghosts would render the model non-unitary, and though attempts have been
made to deal with this problem [185, 186] the issue has never been completely resolved. It
is also clear that the quarks and leptons placed in SU(2/1) representations cannot all be
fermions [185, 187]. The SU(2/1) supersymmetry must also be broken by hand to give the
gauge boson kinetic terms the correct signs [188]. Due to these, and various other problems,
interest in the approach waned.

2.1.2 Relation to Noncommutative Geometry

It was subsequently recognized, however, that the appearance of a superconnection does
not necessarily require the involvement of the familiar boson<>fermion supersymmetry. This
development follows the 1990 paper of Connes and Lott [147] who constructed a new descrip-
tion of the SM using the framework of noncommutative geometry (NCG) in which the Higgs
doublet appears as part of the Yang-Mills field (i.e. connection) in a spacetime with a modi-
fied geometry. The full Yang-Mills field in this approach was described by a superconnection,
the off-diagonal elements of which were required to be bosonic.

The NCG-superconnection approach to the SM was studied by many authors and a vast
literature on the subject exists, e.g. Refs. [120-145] to give just a representative list.> Though
these works differ from each other in detail, the basic premise is the same. The models are
all of the Kaluza-Klein type in which the extra dimension is discrete and consists of only
two points. In other words, the model spacetime consists of two 3 + 1 dimensional ‘branes.’
In such a setup, the connection must be generalized to connect not just points within each
brane, but also to bridge the gap between the two. If the left-handed fermions live on one
brane and the right-handed fermions on the other, then the connections within each brane,
i.e. the even part of the superconnection, will involve the usual SM gauge fields which couple
to fermions of that chirality. In contrast, the connection across the gap, i.e. the odd part of
the superconnection, connects fermions of opposite chirality and can be identified with the
Higgs doublet.

1See also Ref. [179)].
2See Ref. [146] for a collection of lectures from 1999 by various authors.
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In this approach, both the even and odd parts of the superconnection are bosonic, the Z,-
grading of the superalgebra resulting not from fermionic degrees of freedom but from the
existence of the two ‘branes’ (on which the chirality 5 provides the Z, grading operator),
and the definition of the generalized exterior derivative d in the discrete direction.® That is,
the superconnection emerges from the ‘geometry’ of the discrete extra dimension.

In algebraic geometry, the geometric properties of a manifold M are studied via the algebraic
properties of the commutative algebra of smooth functions C*°(M) defined on it. If this
algebra is allowed to be noncommutative in general, one has a NCG [147-149, 152-156,
189, 190]. In the discrete extra dimension case, one usually starts with the algebra A =
C*(M) ® (C @ H), and the fermions on the branes are required to lie in representations of
this algebra. Gauge transformations correspond to the unitary inner automorphisms of the
algebra,? which in this case is U(1) x SU(2). The exterior derivative d is defined via

da = [D,als, acA, (2.2)

where [+, -5 is the super-commutator, and the operator D includes the usual exterior deriva-
tive acting on the C*°(M) part of the algebra, as well as a ‘matrix derivative’ [120, 121, 130]
which acts on the C & H part. QCD can be included in the model by extending the algebra
to A =C®M)® (CodHae M;(C)), where M3(C) is the algebra of 3 x 3 matrices with
elements in C. Indeed, Connes et al. have shown that the entire SM can be rewritten in the
NCG language [147, 153].

The extra-discrete-dimension interpretation of the superconnection model also solves the
problem that the prediction sin? fy, = 1/4 is not stable under renormalization group running
and can only be imposed at one scale [191, 192]. That scale can be interpreted as the scale
at which the SM with sin? y, = 1/4 emerges from the underlying discrete extra dimension
model. The same scale should also characterize the separation of the two ‘branes’ in the
discrete direction. Given the current experimental knowledge of the SM, this scale turns out
to be ~ 4 TeV [163], suggesting a phenomenology that could potentially be explored at the
LHC, as well as the existence of a new fundamental scale of nature at those energies. We
will have more to say about this later.

These developments notwithstanding, a definitive recipe for constructing a NCG Kaluza-
Klein model for a given algebra still seems to be in the works. Different authors use different
definitions of the exterior derivative d, which, naturally, lead to different Higgs sectors and
different predictions. In the Spectral SM of Connes et al. [149, 152-156], for instance, the
prediction for the U(1) x SU(2) x SU(3) gauge couplings are of the SO(10) GUT type,
pushing up the scale of emergence to the GUT scale. The Spectral SM is not particularly
predictive, either: the fermionic masses and mixings must all be put by hand into the
operator D. Thus, the NCG-superconnection approach still leaves much to be desired and
further development is needed.

3Since d? = 0, the exterior derivative is intrinsically ‘fermionic.’
4The unitary condition renders the resulting gauge theory anomaly free [142].
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Despite the still incomplete nature of the NCG-superconnection approach, one can still make
predictions and assessments based on the SM which we assume to emerge from it at the
emergence scale. We have already commented on the fact that the prediction sin? fy, = 1/4
leads to an emergence scale of ~4 TeV. The su(2/1) superconnection also predicts the Higgs
quartic coupling at that scale, from which in turn one can predict the Higgs boson mass to be
~170 GeV. As discussed in Ref. [163], lowering this prediction down to ~126 GeV requires
the introduction of extra scalar degrees of freedom which modify the renormalization group
equations (RGE) of the Higgs couplings. Those degrees of freedom would be available,
for instance, if the su(2/1) superconnection were extended to su(2/2). The extra-discrete-
dimensional su(2/2) model shares the same prediction for sin®fy, as the su(2/1) version,
and therefore the same scale (~4 TeV) at which an effective SU(2), x SU(2)g x U(1)p_1,
gauge theory can be expected to emerge. Thus, explaining the Higgs mass within the NCG-
superconnection formalism seems to demand an extension of the SM gauge group.

Curiously, Connes et al.’s Spectral SM with a GUT emergence scale also predicts the Higgs
mass to be ~170 GeV. Lowering this to ~126 GeV requires the introduction of extra scalar
degrees of freedom as discussed above [155, 156]. See also Refs. [193, 194]. Here, too, the
Higgs mass seems to suggest that the SM gauge group needs to be extended to SU(2), X
SU(2)g x U(1)p—1, or, including the QCD sector, to SU(2), x SU(2)r x SU(4).

Thus, the NCG-superconnection formalism already requires the extension of the SM gauge
group to that of the left-right symmetric model (LRSM), or that of Pati-Salam [195].° Here,
we will take a look at some of the phenomenological consequences of a NCG-superconnection
motivated LRSM, in anticipation of the start of the upgraded LHC program in 2015, and
various experiments at the intensity frontier which will be able to constrain new physics via
rare decay processes.

This chapter is organized as follows. In section 2.2, we first review the su(2/1) superconnec-
tion approach to the SM. We follow the bottom-up approach of Ne’eman et al. [129, 164, 173],
Coquereaux et al. [120], and Haussling et al. [121], in which we start with the superconnection
and build up the theory around it. This review goes into some pedagogical detail, and also
shows where the Higgs mass prediction of ~170 GeV comes from. In section 2.3, we extend
the formalism developed in section 2.2 to the su(2/2) superconnection into which the LRSM
gauge group SU(2)p x SU(2)gr x U(1)p—r is embedded. Again, the model is reviewed in
some detail to clearly present the assumptions that go into its construction, and the resulting
predictions including that of the Higgs mass. Section 2.4 discusses how fermion masses and
mixings can be incorporated into the model. Section 2.5 discusses whether the new particles
predicted by the su(2/2) superconnection motivated LRSM are accessible at the LHC and
other experiments. Section 2.6 concludes with a summary of what was discovered, a review
of the remaining questions, and some speculation on what all this could mean. The review
of the Spectral SM of Connes et al. is relegated to a subsequent paper [162].

®Coincidentally, the analysis of possible string compactifications by Dienes [196] also finds frequent oc-
currence of the Pati-Salam group.
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2.2 The su(2/1) Superconnection Formalism of the Stan-
dard Model

We begin by reviewing the su(2/1) superconnection formalism of Ne’eman et al. [129, 164,
173], supplemented by the matrix derivative of Coquereaux et al. [120] and Haussling et
al. [121], and some of our own observations. This will be done in some detail to dispel
many misconceptions that exist concerning the formalism, while at the same time to expose
its weaknesses. For a pedagogical introduction to superconnections, we point the reader to
Ref. [171] by Sternberg.

2.2.1 Superalgebras

Let K be a field such as R or C. A superalgebra A over K is a vector space over K with a
direct sum decomposition

A= Ay@A, (2:3)
together with a bilinear multiplication A x A — A such that
Ai-A; C Alitj)mod2 - (2.4)

The subscripts 0 and 1 of Ay and A; are known as the ‘grading’ of each space and its
elements. The above relation indicates that when two elements of A are multiplied together,
the gradings of the elements add as elements of the group Z;. Consequently, superalgebras
are also known as Zs-graded algebras. If we call the elements of Ay and A; respectively
‘even’ and ‘odd,” then A; - A; C A(i1j)moa2 means that

even -even = even,
even-odd = odd,
odd-even = odd,

odd-odd = even. (2.5)
Some texts use the symbols + and — instead of 0 and 1 for the Z, gradings
A=A A, (2.6)
so that
in which case Eq. (2.5) can also be written
+o+ o=+,
+o- = -,
-4+ = -,
— = = +, (2.8)

and the analogy with regular multiplication is manifest. Here, we will stick to 0 and 1 for
notational convenience.
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2.2.2 The Commutative Superalgebra of Differential Forms

Consider the vector space of differential forms (M) on the manifold M, which decomposes
as:

QM) = Qu(M) & 2(M) , (2.9)

where

QO(M) = @ QH(M),

n—even

w(M) = @ (). (2.10)

n=odd

Here, Q"(M) is the vector space of n-forms on M. Qy(M) is the vector space of even-
order differential forms, while (M) is the vector space of odd-order differential forms.
Q(M) = Qo(M) @ Qq(M) is a superalgebra under the wedge product A since, clearly,

QM)A (M) C QF(M) (2.11)
implies
QM) A (M) € Qpsisymoas(M) . (2.12)
Furthermore, for any a,b € Q(M) with definite gradings |a| and |b|, we have
anb = (=1)lPlpAq (2.13)
that is,
aNb—(=1)lflpAg = 0. (2.14)

For generic superalgebras, when
a-b—(=1)llp.q =0, (2.15)

the superalgebra is said to be commutative. Thus, (M) is a commutative superalgebra.

2.2.3 The Lie Superalgebra su(2/1)

Formally, a Lie superalgebra is a superalgebra whose product a - b satisfies the relations

a-b = _(_1>\allb|b.a7
a-(b-¢) = (a-b)-c+ (=D"Wp.(a-c).
(2.16)

Elements of the real Lie superalgebra su(N/M) are represented by (N + M) x (N + M)
supertraceless Hermitian matrices of the form [177, 178]
HN g HN 0 0 6
o= gt gon| = | g pgoo| * gt of

——
Ho Hy
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(2.17)

where HN) and HM) are, respectively, N x N and M x M Hermitian matrices and constitute
the even (grading 0) part of the superalgebra, while § (07) is an N x M (M x N) matrix
and constitutes the odd (grading 1) part. The ‘supertrace’ of H is defined as

STrH = Tr HY) — Tr HOD | (2.18)

and the elements of su(N/M) all have vanishing supertrace. Note that the traceless parts of
H®™) and HM) respectively generate SU(N) and SU (M), while the non-vanishing trace part
generates U(1). Therefore, the even part of the su(N/M) superalgebra generates SU(N) x
SU(M) x U(1) upon exponentiation.

The product of X,Y € su(N/M) in the matrix representation is given by

1
[ X Y] i X[Y]=0,
7

(X, Y} if|X||Y]=1, (2.19)

where [*, %] and {*, *} respectively denote the standard commutator and anti-commutator
between two matrices. Note that the factor of i~ for the |X||Y| = 0 case is necessary to
render the product Hermitian. Ref. [121] denotes the two cases collectively as

1
- X, Y (2.20)
i

where [X, Y] is the ‘supercommutator.” Given the even-odd decompositions X = X, + X,

and Y = Yy + Y], it is defined as [121]

[ X, Y],
= [Xo+ X1, Yo+ Y1,
= [X071/0]+[X07}/1]+[X17}/E)]_FZ{Xla}/l}

(2.21)
In the literature, the supercommutator is also defined as
(X, Y], = XY — (-)XVyXx (2.22)
which, when written out explicitly, reads
[X, Y],
= [Xo+ X1, Yo+ Y1,
= [X07Y()}+[X07}/1]+[X17Y0]+{X17}/1}
(2.23)

Though we will be using the first definition to express multiplication in Lie superalgebras, we
will also have a use for the latter definition later in the text, so we request the reader to keep
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in mind that the 7 in front of the anti-commutator terms may or may not be there depending
on the context. It is straightforward to check that both definitions of the supercommutator
satisfy Eq. (2.16), that is:

[XvY]S = _(_1)|XHY| [Y>X]87
X[V, Z))s = [[X,Y]s, Z)s + (=)P My [X, Z), ) .
(2.24)

Let us look at a specific case. The Lie superalgebra su(2/1) is the algebra of 3 x 3 super-
traceless Hermitian matrices, the basis for which can be chosen as

01 0 0 —i 0 1 0 0
Xo= (1 00[,x=1i 0 0,Xx=1]0 -1 0f,
0 0 0] 0 0 0 0 0 0
[0 0 1] [0 0 —i] [0 0 0
A= 100 0l,AX=(00 0], =100 1},
10 0] i 0 0 010
0 0 0 L[~ 0 0]
Moo= 100 —i|,\s=—=1]0 -1 0]. (2.25)
0 i 0 \/50 0 -2

These are the usual su(3) Gell-mann matrices except for the eighth (A§) due to the require-
ment of vanishing supertrace. Of these, A, A3, A3, A\ span the even part of the superalgebra
while Aj, AZ, A&, A span the odd part. They close under commutation and anti-commutation
relations as [164]

TN = 250
XA = 0,
SR = 2fN
TSN = S fa
A XY = 2d A — V38mmAs, (2.26)

where i, j, k denote the even indices 1,2, 3,8 and m, n, [ denote the odd indices 4, 5,6,7. The
f’s and the d’s are the same as the su(3) structure constants defined in Ref. [197]. Note that
the odd matrices close into the even ones under anti-commutation (instead of commutation),
which is the main difference from the su(3) case. Note also that we have chosen to normalize
the above matrices, including A§, in the usual way

TE(ASN) = 204, (2.27)

and not via the supertrace.



22

2.2.4 Tensor Product of Superalgebras

If A and B are superalgebras, then the tensor product A ® B is also a superalgebra under
the multiplication

(a@b) (@ @V) = (=) a-ayo (b-V), (2.28)

where a,a’ € Aand b, b’ € B. In constructing this product, elements of A and B are assumed
to (super)commute, cf. Eq. (2.15). The grading of the element a ® b € A ® B is given by

la®b] = |a]+|b] mod 2, (2.29)
and the even-odd decomposition A ® B = (A® B)y® (A® B); is

(A®B)y = (Ay® By) ® (A1 ® By) ,
(AR B); = (A®@ By)® (A1 ® By) , (2.30)

WheI‘eA:Ao@Al aHdB:Bo@Bl.

In particular, the tensor product of a commutative superalgebra of differential forms Q(M)
and a Lie superalgebra L is again a Lie superalgebra with product

e X, b@Y]s = (-1)X Pl arb) @ [X, Y], (2.31)

where a,b € Q(M) and X,Y € L. The tensor product Q(M) ® L is the space of L valued
differential forms.

2.2.5 Superconnection

Just as the gauge connection in QCD is given by G = iZizl Ga)a, where G, = Ghdx,, are
one-forms corresponding to the gluon fields, we construct the su(2/1) superconnection J
using the \* matrices as®

8
T =iy LA
=1

- Z_Z TN+ Y A (2.32)

i=1,2,3,8 m=4,5,6,7

For the terms multiplying the even su(2/1) matrices, we make the identifications J; = W;
(i =1,2,3) and Js = B, where W; = W}'dz, and B = B*dx,, are respectively the one-form

6We take the elements of su(2/1) to be Hermitian, but the superconnection J and the supercurvature
F, to be defined in section 2.2.6, are taken to be anti-Hermitian.
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fields corresponding to the SU(2);, and U(1)y gauge fields. The terms multiplying the odd
su(2/1) matrices are identified with zero-form fields corresponding to the Higgs doublet:

L FiJs = V2¢*, (2.33)
Jo—iJ: = V24", (2.34)
Jo+iJ; = V2. (2.35)

Then, the superconnection can be written as

Ww--L1B.1 2
J =i [ \% A ff; , (2.36)
¢ RE
where, W = W; ; (where 7; are the Pauli matrices), and
¢r }
= . 2.37
o= % (2.7

Note that the superconnection J is an odd element of Q(M)®su(2/1), where M is the (3+1)
dimensional spacetime manifold. Though ¢ by itself is a zero-form, the superconnection 7 as
a whole is actually a generalized one-form, the odd grading of A}, (m = 4,5,6,7) supplying
the extra grading associated with every application of the exterior derivative operator.

Note also that the one-forms W; = W/'dz,, and B = B*dx,, are dimensionless, so the zero-
form ¢ which appears together with them in the superconnection must also be dimensionless.
To give ¢ its usual mass dimension of one, some authors replace ¢ with ¢/u, where p is a
mass scale. However, for notational simplicity we will not do this. We request the reader to
assume that, not just ¢, but all dimensionful quantities are multiplied by the appropriate
(but invisible) powers of u to make them dimensionless, e.g., BY — BY/u, dz¥ — pdz”. In
particular, the Hodge dual should not change the dimension of the operand: *1 = puid*z,
*(pdr?) = é,u?’ e" My, Adzy Adz,, etc. Once all the dust has settled, the powers of i will
disappear from the final expression for the action, and we will then be free to think of all
quantities to have their usual dimensions.

As stated in the introduction, we are considering a model space consisting of two 3 + 1
dimensional branes separated by a gap. We interpret the even part of the superconnection
J as connecting points within the two 3+ 1 dimensional branes, the one-form W — \%B 3 D
acting on the left-handed brane, and the one-form —\%B acting on the right. The zero-form

V2¢ connects the left-handed brane to the right, and v/2¢! the right-handed brane to the
left.



24

2.2.6 Supercurvature
Extension of the Exterior Derivative

In usual differential geometry, the curvature of the connection w is given by (dw) + w A w,
and in QCD the curvature of the gauge connection G is given by Fg = (dG) + 1[G, G]. We
would like to calculate the supercurvature from the superconnection 7 via the analogous
expression

F= @) 4517 T)s (2.33)

where dg is the extension of the usual exterior derivative operator d to the superalgebra
Q(M) ® su(2/1). Let us define it.

The exterior derivative operator d = da# A 9, is a map from Q'(M) to Q1(M):
QM) —L QY (M), (2.39)

or in terms of the Zy-grading decomposition Q(M) = Qo(M) + Q,(M), it maps from one
grading to the other:
QM) <% QM) . (2.40)

Since it changes the Z, grading of differential forms by 1, it carries grading 1 itself. Its
characteristic properties are that it satisfies the super-Leibniz rule

d(aAb) = (da) Nb+ (=1)%a A (db) . (2.41)

and that it is nilpotent:
& =0. (2.42)
The extension dg operating on Q(M) ® su(2/1) should also be a grading-switching operator

QM) ® su(2/1)]y <2 [QM) @ su(2/1)]; | (2.43)

and should possess the same properties of obeying the super-Leibniz rule and nilpotency. To
this end, let us write
ds = d+dy, (2.44)

where
Qo(M) ®su(2/1) <% (M) ® su(2/1),
QM) @ su(2/1)y 5% QM) @ su(2/1); (2.45)

that is, d switches the grading of the Q(M) part while dj; switches the grading of the su(2/1)
part, and consider the two operators separately. Since the operators themselves have grading
1in Q(M) ® su(2/1), they should anti-commute:

ddy +dyd = 0. (2.46)
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From the model building perspective, the d operator generates translations within each of
the two 3 + 1 dimensional branes while the ‘matrix derivative’ dys [120, 121] accounts for
transitions between the two branes.

The operator d

We define the action of the operator d on a ® X € Q(M) ® su(2/1) by
dla® X) = (da)® X . (2.47)

It is straightforward to show that d satisfies the super-Leibniz rule given by

d([a@X, b®Y}S>
= [de®X),b®Y],
_|_(_1)|a\+|X| [a ®X,db® Y”S ) (2.48)

Nilpotency d?(a ® X) = 0 also follows immediately from (d?a) = 0. From Egs. (2.41) and
(2.47), we infer

da®X) = [da—(-1)"ad] ® X
da® X — (-1)ad ® X
= da® X — (-1l @ Xd, (2.49)

or using the second definition of the supercommutator, Eq. (2.23), we can write

de®X) = [d,a® X],. (2.50)

The Matrix Derivative d;;
Let us first find an operator dj; which acts on su(2/1) such that
su(2/1)g <25 su(2/1), (2.51)
with the required properties. For XY € su(2/1), the super-Leibniz rule demands
(du[ X, Y]o) = [(daX), Yo+ (=1)MX, (darY)]s (2.52)

Comparing with the second line of Eq. (2.24), we see that such an operator can be realized

as7

(duX) = i[n, X]s, (2.53)

"The supercommutator that appears here is that of the first definition, Eq. (2.21).
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where 7 is any odd element of su(2/1). It is clear that this operator switches the grading of
X.

Nilpotency is more difficult to realize and how it is treated is an important consideration of
the entire formalism. It was shown in Ref. [121] that for a generic Lie superalgebra su(N/M),
demanding d3,(X) = 0 with dj; defined as above for all X € su(N/M) leads to the condition
N = M. Indeed, since 7 is an odd element of su(N/M) it has the form

= [OJZ?N OMCXM] (2:54)
where ( is an N x M matrix. To impose (d3,X) = 0 we must have
(@ X) = =[n, [n, X))y = =il X] = 0, (2.55)
which means that 2 t Owang
T [OMxN (¢ 1 (2.56)

must commute with all elements of su(N/M). This requires n* to be a multiple of a unit
matrix, that is

M= Viyun, ¢ = vy, (2.57)

with v? a constant, which is possible only when N = M.

Because of this, Coquereaux et al. in Ref. [120] work in 4 dimensions by adding an extra
row and column of zeroes to the su(2/1) matrices to make them into 4 x 4 su(2/2) matrices.
The n-matrix for su(2/2) will have the form of Eq. (2.54) with ¢ a multiple of a 2 x 2 unitary
matrix. The supercommutator of n and a generic su(2/1) matrix embedded into su(2/2)
will have non-zero elements in the fourth row and fourth column, but these are dropped,
projecting the result back into su(2/1).

Haussling et al. in Ref. [121] take a different approach and work in 3 dimensions throughout
by dropping the fourth row and fourth column from the n matrix for su(2/2).> Writing the
first column of ¢ as &, the n-matrix used in Ref. [121] is

n = {02?2 g] , (2.58)

where £7¢ = v2. Since the condition N = M is not met, dj; defined with this n is not
nilpotent.

Thus, to define a matrix derivative for su(2/1), one must either work in su(2/2) and project
back into su(2/1), or forgo nilpotency. However, it turns out that, either way, the resulting

8In the representation, we use for su(2/2) in a later section, so it is more precise to say that Ref. [121]
drops the third row and third column corresponding to the right-handed neutrino.
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supercurvature and other physical quantities will be the same, so we will adopt the three
dimensional version, Eq. (2.58), in our definition of dp; on su(2/1).

We extend dys acting on su(2/1) to dys acting on Q(M) ® su(2/1) by defining the operation
ofdyyona® X € Q(M) ® su(2/1) to be given by

dyla® X) = (-1)a ® (dyy X) , (2.59)

which can also be written as
dyle®X) = [dy,a® X, (2.60)
where the supercommutator here is that of Eq. (2.21). It is straightforward to show that d,,

satisfies the super-Leibniz rule.

Short note on nilpotency

At this point, we would like to bring to the reader’s attention the fact that the statements
d3, = 0 and (d3,X) = 0 are not equivalent. While the first guarantees the second, the
converse is not true. Indeed, using Eq. (2.24), we can rewrite Eq. (2.55) as

1
(d?WX) = [dM’ [dM’X}s]s - 5[[dM’dM:|s’X]s ’ (261)
and we can make the identification
%[d%dM]s = dy = —in’, (2.62)

where 7% is a non-zero even element of su(N/M). For the N = M case, it becomes a
multiple of the unit matrix which constitutes the center of the superalgebra (Aj; in the case
of su(2/2) to be discussed later). Thus, it is not clear whether dy; as defined here truly
qualifies as a generalization of the ‘exterior derivative’ operator. Furthermore, whether d3,,
and consequently d3,, can be considered to vanish or not is an important consideration when
calculating the supercurvature, as we will see in the following.
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Derivation of F

Let us now look at the terms contributing to Eq. (2.38) one by one. (d.7) is simply®

1
dJg) = i [dw ﬁjj toc _gci;; (2.64)
while (dyJ) is given by
(duJ) = i[n, T4
[ Rt i(we s )
o |-i(ew HEB) —v2(€lo+ o)
(2.65)

To calculate the supercommutator of J with itself, we decompose J into two parts as

7 W - \/L?;B “loyo  Oaxy [ 022 V20
—= 7 (4 Y
012 ~ 5B V20t 0
Jio Jo1

(2.66)

where the two subscripts refer to the gradings in Q(M) and su(2/1), respectively, in that
order. Keeping in mind the product rule given in Eq. (2.31) for Q(M) ® su(2/1), we find

[j107 ._710]5 — _22 |:€’LJ]€<M611>/<\2W7)7—]€ 0251 1 ’
T
[Jo1, Joils = —4i {(()bl(i ?;qu; } : (2.67)

and!?

[jl(b «.701]5 = [jOh le]S

9Tf the superconnection J is considered an element of su(2/1) ® Q(M) instead of Q(M) ® su(2/1), then
the result of d acting on J will be

AW — L dB 15,5 —V2d¢
(dJ) = z[ V3 (2.63)
—V2dot ~2.4B

Note the minus signs on the off diagonal terms which results when d commutes through the odd su(2/1)
matrix multiplying the zero-form fields. This choice is a matter of convention and does not affect the final
results.

10As mentioned in footnote 9, we are assuming that the supercurvature is an element of Q(M) ® su(2/1),
not su(2/1) ® Q(M). The latter choice would reverse the signs of [ J10, Jo1]s and [ Jo1, Jio]s. Again, this
is a matter of convention and does not affect the final result as long as the convention is consistently applied.
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s 02 i(Wo+ 5B9)
i (¢TW + %wB) 0
(2.68)
Therefore, !
[T, T s
= [T, Jwls + [T, Jo1ls
+[ Jo1, Jwols + [ Jo1, Jou]s
. | e AWy = 2067 +3i (W + 35 B6)
= 2i
—V2i (6'W + L6'B) 2619
(2.69)
Putting everything together, the supercurvature reads as
1
F = dJ + duJ + 5[],]]5
[ By = BP0 - 2000 - V2 (g6 + 0€T)  V2ZDo+ (iWE+ B
= ]
V2D - (€W + 56B) L Fp - 2016 — V2 (€16 + 01¢)
Fo— L. — 260t t A
_ Iw — 7l 12><2A 200" + &€ 2 \/§sz5 ) 7 (2.70)
i V2(Dg)! ~%Fp — 2010 + 0’
where we have introduced the shifted zero-form field
2 §
= = 2.71
b =¢+5 (2.71)

and

) 1
D¢ = do+ (zw¢+ ﬁng) ,

11 Tnstead of calculating the supercommutator %[] ,J]s as we have done here, some papers treat the
superconnection J as a super-endomorphism of a superspace and calculate the product J ® J, using the
Ne’eman-Sternberg rule for supermatrix multiplication [129, 171, 173]:

A C o A

D B D' B
C[AANA +(—D)PlCAD ANC +(-D)IBlCAB
T (D) IDAA +BAD (-DICIDAC'+BAB

The resulting supercurvature F is not an element of Q(M) ® su(2/1), and the definition of the inner product
of F with itself must be changed accordingly in the calculation of the action. However, the resulting action
turns out to be the same. The above multiplication rule is derived in Appendix A.1.
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¢ 0 < ¢ 73 Gb)
Fov = (Fw)yme = (AW, — Wi AW;) 1,
Fs = dB. (2.72)

We have also used ¢7¢ = 02,

Gauge Transformation Properties
Recall that, in the case of QCD, the curvature Fg = dG + %[G, G] transforms as
Fg = UFUT (2.73)

under SU(3) gauge transformations:

8
U = exp [z’ZejAj] . (2.74)
j=1

Let us see whether the supercurvature F derived above transforms in an analogous fashion
under SU(2);, x U(1)y gauge transformations generated by the even part of the su(2/1)
superalgebra:

ue_w/‘/g 02 1
U = exp |i 0.\ = - , 2.75
[j:LQ’S’S J ]] [ 012 6—219/\/3 ( )
where
u = exp [z Z HjTj] € SUQ2)L, 0 = bs. (2.76)
j=1,2,3

The one-form gauge fields transform as

W — uWu +iduut,
B — B-—df. (2.77)

For the zero-form field, we assume that it is the shifted field qg = ¢ +&/+/2 which transforms
as
b — ue®V3g . (2.78)

The interpretation is that £/4/2 is the vacuum expectation value (VEV) of ¢ and ¢ is the
fluctuation around that VEV. Then,

Fy — U,AFW'UJJr ,
FB — FB ,
Do — ue’V3Dg . (2.79)
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Unfortunately, the ££T term in the upper-left block of F is a constant projection matrix which
does not transform under gauge transformations. This term prevents F from transforming
analogously to Eq. (2.73) as F — UJFUT. Since this transformation law would guarantee the
gauge invariance of the action, which we will derive in the next subsection, the lack of such a
law is somewhat problematic (though, in fact, it is found that the problem cures itself in the
sense that the action derived from this supercurvature is still manifestly gauge invariant).
In the following, we trace this problem back to the non-nilpotency of the matrix derivative
dy in su(2/1). However, this can already be seen by noticing that the problem would not
exist if we could replace €7 with v2150.

Covariant Derivative

Given d, dj;, and the superconnection 7, we can construct a covariant derivative operator
via

D=d+dy+J. (2.80)
Let a € Q(M) ® su(2/1) be an object which gauge transforms as a — o/ = UaUT. Then,
(da) transforms as

(da) — (do)
d(UaUY)
= (dU)aU" + U(da)UT + (=1)*Ua(dUT)
= (dU)Ute + UdUT (&) + (—1)*la’U(@U")
= (dU)Ute + UdUT (&) — (-=1)*lo/(dU)UT
— |vavt + @u)ut, O/L, (2.81)

and we can see that d transforms as
d - d=U0dU'+ (AU)U". (2.82)

On the other hand, from the gauge transformation properties we introduced in Eqs. (2.77)
and (2.78), we can infer that the combination

dM+j = i??‘i‘j

- D T V2o (2.83)
V26t 3Bl
transforms as
dy +J — U(dy +7)UT — (dU)UT . (2.84)
Therefore, the covariant derivative D = d + d,; + J transforms as
D — UDU', (2.85)

and consequently, if &« — UaUT then
(Da) — U(Da)UT . (2.86)



32

Supercurvature from the Covariant Derivative

The supercurvature can be defined as the supercommutator of the covariant derivative with
itself:

1
Fo= §[D7 D]s

1
1
= d§+(d5j)+§[7, T - (2.87)

From Eq. (2.85), we can infer that F gauge transforms as F — UFUT.

In the above expression for F, it is usually assumed that
d = (d+dy)* = d*+dj, = 0, (2.88)

and the d% term is dropped, recovering Eq. (2.38). However, we have found that the super-
curvature calculated without the first term in the su(2/1) case did not gauge transform as
F — UFUT. This can be understood as due to the non-vanishing of d2,, and the mixing of
dys and J under gauge transformations as shown in Eq. (2.84). Indeed, in the current case,
d?, is represented by the matrix

di, = —in® = —i FST 32] : (2.89)

which precisely cancels the problematic terms if added to Eq. (2.70):

F+d3,
v = J5Fs 12 = 2000 V206
V2(D9)' — e = 2010
(2.90)

Thus, keeping the d3%; term will give us a supercurvature with the desired gauge transfor-
mation property. However, we nevertheless argue that the d%; term should be dropped. In
the following, we calculate the action for F of Eq. (2.70), without the addition of d3;, and
find that adding d3, will lead to inconsistencies which we would like to avoid.

Before continuing, we note that the situation is somewhat different in the su(2/2) case to
be considered in section 2.3. There, the matrix derivative is nilpotent in the sense that
(d3,X) = 0 for all X € su(2/2), and d3; ox \j; = —\%14X4 which belongs to the center of

the superalgebra. Despite the mixing between dj; and J as given in Eq. (2.84), d3; o 1444
is invariant under gauge transformations by itself and can be dropped without any ill effects.



33

2.2.7 Inner Product and the Action

In QCD, the action is given by the inner product of the gauge connection Fg = dG + %[G, G]

with itself: ]
Sqcp = Z(F(;,FG>. (2.91)

Note that Fi is an element of Q(M) ® su(3). For a,b € Q(M) and X,Y € su(3), the inner
product of the elements a ® X and b ® Y is given by

<CL®X,b®Y> = <a,b>Q(M)<X, Y>su(3) . (2.92)
The inner product in su(3) is simply
<X, Y>Su(3) = TI"(XY) . (293)

For Q(M) = &1_,Q{(M), the inner product in each of the subspaces Q(M) is given by

(ai, bi)oiry = /*ai Nbi, (2.94)
where * indicates the Hodge dual, that is:

x]l = 2—14 P dx, A dxy A dx, \dx, = d'r

xdx” = leE"’\“"cl:,B,i Ndxy Ndx,

*(dxt N dx”) = %e”A“”dxﬁ Ndxy ,

#(da* A dat Nda”) = eMdx,

#(da®™ A da* A dat Nda”) = e (2.95)

where we assume the metric ¢g"* = diag(1, —1,—1,—1) and €123 = 1. For a,b € Q(M), we
decompose a = Y. a;, b= _.b;, where a;,b; € Q' (M), and define

i

In the case of Fg, which is an su(3) valued two-form, we can write (with a slight abuse of
notation)

(Fo, Fg) = / Tr [*FG/\FG} . (2.97)

Note that Tr[+«Fg A Fg] is a real scalar-valued 4-form which is gauge invariant. This guar-
antees the Lorentz and gauge invariance of the action Sqcp.
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Let us rewrite the above action in terms of the field strength tensor. Since G = iG*\, =
i(Gf, drt) Ay, we have

X .
Fo = dG+3[G, G = %(Gzydx“/\dx”))\a,

]

«Fn = i (G, e xda” A da™) Ny (2.98)
with
Go, = 0,GL— 0,Go +if ™ Gh Gy (2.99)
from which we find
1
sFgNFo = —5 (Go, G d x) Ay - (2.100)

Recalling the normalization Tr(A,\p) = 20,4 for the su(3) Gell-Mann matrices, we obtain
Tr [*FG A FG] — GG dhr (2.101)

and therefore )
Sqop = =7 / Go,GM d'x (2.102)

which is the more familiar form.

In an analogous fashion, let us write the action for F, Eq. (2.70), as
1
S = [(FF)s. (2.103)

Note that F is an element of Q(M) ® su(2/1). For a,b € Q(M) and X,Y € su(2/1), the
inner product of the elements ¢ ® X and b ® Y is given by

(@ X, b®Y)s

The inner product in Q(M) is the same as before. For the inner product on su(2/1), we
define it to be
<Xa Y)su(Z/l) = TI(XY) ’ (2105)

just as in su(3). Note that our use of a trace instead of a supertrace here in this definition
has phenomenological significance. First, it would break any internal SU(2/1) symmetry
that may exist, but maintain the diagonal SU(2); x U(1)y gauge invariance. But, more
significantly, it provides all the gauge boson kinetic terms with the correct signs, and also
demands ¢ to be bosonic (commuting) instead of fermionic (anti-commuting) to prevent the
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¢-dependent terms in the action from vanishing. Had a supertrace been used, ¢ would have
been required to be fermionic.'?

Unlike Fg of QCD, F is a linear combination of su(2/1) valued zero-, one-, and two-forms.
Let us write

F=>F, (2.106)

where F' € Q'(M) ® su(2/1). Then,

(F.F)s = / Tr
= Zw’,ﬂ)s. (2.107)

Explicitly, we have

O1x2 A (—QQBTQE‘FUQ)
[ 022 (Do)
JT_'l — 2 2>§2 ’
V2 LDW 0 }
Fy— L Fy-1 0
Fro= |0 o e (2.108)
01><2 _TgFB

and

12We have been unable to find any mention in the literature of the connection between the choice of
trace or supertrace in the inner product with the bosonic or fermionic nature of ¢. Perhaps this is a new
observation. Mathematically, the choice of trace or supertrace is related to the KO dimension of the cyclic
(co-)homology. See, for example, Refs. [157, 189, 198] for a mathematical description.
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e[+ AF| = T {*(_%& +&¢0) 021 } A {(_QCM &6 Oaa }
01x2 *(_2¢T¢+U2) 0152 (—2¢T¢+U2)
_ JHFF%W+&UAF%W+&U 0 ]
O1x2 *(—201p + v?2) A (=207 + v?)
2\ 2
- —8(@¢—fg) d'z
0 *(Dé) 022 (ch)
T[Ilmﬂ} — yoTy| 22 Ao
Ay oy 0 ] M odr o
) N
_ +21yf“D¢)A(D¢) O A}
012 *(Do)" A (D9)
= +4(D,9) (D“sb) d'z
TP AP = T “Fiw = 7 “Fila Oz Fr =5 Tae O
O1x2 —5*I'B O1x2 —5 s
- _Tr <*FW - \/Lg *Fp - 12><2> N (FW - \/% Fp - 12><2> 021
L O1x2 % xFg N Fg
T [« Fy A\ Fyy — \/Lg (xFp N Fyw + xFyw A Fg) + % xFg A F - 1oys 0o 1
I 012 3 *Fp A Fp
= — (Fyu B + Fp, Fp") d'a (2.109)

Notice that, when calculating the traces of the 0- and 1- form contributions, one respectively
needs to commute ¢ through ¢'¢¢!, and (D¢) through (D¢)f, and ¢ must be bosonic to

prevent the trace from vanishing.

Putting everything together, we find:

1
S = [(FF
- / d%[— — (Fly W " + Fy, FE)
+(Dud) (D) = V (9, 9') (2.110)
where
Fyu = aﬂwj—a,,wﬁzzgiﬂfwgwf,
FB,ul/ - 0 B —8B )
~ 7 ~
Do = Mb i(T- W)¢ %Buﬁb- (2.111)
and
A A PN 'U2 2
V(g,0h) = 2 (W)—?) : (2.112)
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Note that the above action is manifestly SU(2); x U(1)y gauge invariant as required, even
though F did not have the desired gauge transformation property. Furthermore, the Higgs
potential is minimized when ¢'¢ = v?/2, consistent with our assumption that

N &
<¢> - \/5 )
and that ¢ is the fluctuation around it. Had we used F+d3, instead of F, the Higgs potential

would have been 2(95*(;3)2 and é would not have developed a VEV. So, for the consistency of
the formalism, we will drop the d%, term from our supercurvature.

(2.113)

The resulting model is quite interesting in that spontaneous symmetry breaking is built
into the model from the beginning. The ¢ field appearing in the superconnection is already
the fluctuation around a symmetry-breaking vacuum. In other words, as emphasized in
Refs. [120, 121], the superconnection J already ‘knows’ about the breaking of the symmetry.
Eq. (2.84) suggests that the development of the Higgs VEV can be interpreted as due to
the separation of the matrix derivative d,; from the superconnection 7, which would be the
consequence of the two branes separating from each other. Thus, the spontaneous breaking
of the gauge symmetry could be the result of the brane dynamics at work.

2.2.8 Symmetry Breaking

Let us analyze the model further. We take

~ 6 v 10
(9) = N AR [1] , (2.114)
so that )
@'76) = (§Td) =0, () = - (2.115)
Then, the linear combinations
1 2 3 _
wE %’ 7 — M (2.116)

obtain masses given by

2v
MW = v, MZ = ﬁ’ (2117)
while the linear combination ,
B
A = w (2.118)

remains massless and couples to

A5+ V3

0
~lo -1 0| =0. (2.119)
2 0
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which corresponds to the electromagnetic charge. Comparison with the SM will be made
after the introduction of the coupling constant in the next subsection.

2.2.9 The Coupling Constants and the Value of sin® Oy
The Higgs Quartic Coupling and the Higgs Mass
We introduce the SU(2) [, coupling constant g by rescaling the superconnection 7, the action

S, and the matrix-derivative matrix n as
2

g7, so%s, g Yy (2.120)
2 4 2
Extracting the Lagrangian from the action, we find
1 I @ Qv 1 1172
L = _ZFW,[LVFW _ZFBHVFB
Nt R gz a2 2
+(Dud) (pr9) -5 <¢T¢ - 5) , (2.121)

with
Fyw = 0W.=0,W,+ige"WIW}
FBMV = 8;131/ - aVBu )
N A g A . g A
DN¢ = augb - 25 (T : Wu) ¢ — ZﬁBuﬁb .
(2.122)

The Higgs quartic coupling, which we normalize to
V(@',6) = Moo+, (2.123)
can be read off from Eq. (2.121) to be

A= 5 (2.124)
Rewriting the Higgs field gg as
ot
¢ = |v+h+in®| (2.125)
V2
we find
V(o ¢) = %(2)\v2)h2 T (2.126)

so the Higgs mass (at tree level) is

M, = V2 v = gv. (2.127)
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sin® Oy from the Coupling to Higgs

Since the Higgs doublet gg has hypercharge 41, we can make the identification

g =L (2.128)

\/g 9
so that .

Dy = 9,6 — ig (r-W,) - z’%BMqB. (2.129)
Also, after symmetry breaking, the photon field A couples to (¢/2)Q, where @ is given in
Eq. (2.119). Therefore,

e = g — gsinfy . (2.130)

This relation can also be confirmed from the matching condition of the gauge couplings:

1 1 1 4
2 = e —|—ng = ? (2.131)
Thus, this formalism predicts
12 2
. 9 B g et 1

Using ¢ and ¢, the masses of the W and Z we listed earlier in Eq. (2.117) can be written

/02 1+ o2
My = % . My = % , (2.133)
while the linear combinations of W3 and B that constitute the Z and the photon listed in
Egs. (2.116) and (2.118) can be written

Z = W3cosby — Bsinfy ,
A = W3sinfy + Bcos by , (2.134)

just as in the SM. Note that, together with Eq. (2.127), this model predicts

M,
Vo = 9 (2.135)
This is clearly problematic, since it leads to the prediction M), =~ 160 GeV. However, we
could argue that these tree level predictions are those that are valid at the scale at which
the SM emerges from the underlying NCG theory. The question is whether renormalization
group running from this emergence scale to the electroweak scale will cure the Higgs mass.
This will be addressed in the next subsection.
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sin? Oy from the Coupling to Fermions

The value of sin® fy can also be checked by looking at the gauge couplings of the fermions [164].
The interaction of the leptons with the SU(2); x U(1)y gauge bosons in the SM is given by

_LEM = g(zLW“TiﬁL)Wﬁ

/

—%(ZLWL +205y"lr ) B,, (2.136)
where
0 = {Zf} Lty = L5 (2.137)
L

In the su(2/1) embedding, we demand invariance only under transformations generated by
the even part of the superalgebra, which leads to the interaction

Loven — _% ST () g, (2.138)
1=1,2,3,8
where
¢ VL
Y = [EL] = |/ (2.139)
R 6}_2

is a triplet under su(2/1), and J, is the vector field associated with the one-form J* = J dz*.
Recalling that J'*% are identified with W% = W}*3da#, while J® is identified with B =
B, dx*, this interaction can be written out as

oy = S (T nl) W

g —_ —
——— ("l + 20" lR ) B, . 2.140
2\/5( LY AL RY R) u ( )

Comparing Egs. (2.136) and (2.140) we reproduce Eq. (2.128).

Here the requirement of SU(2),xU(1)y gauge invariance was used to determine the couplings
between the even part of the su(2/1) superconnection and the fermion fields. The couplings
between the odd part of the superconnection, namely the Higgs doublet ¢, and the fermion
fields must reproduce the SM Yukawa couplings. How these can be accommodated within
the superconnection formalism will be discussed in section 2.4.

2.2.10 The Emergence Scale and the Higgs Boson Mass from su(2/1)

Let us now address the prediction for the Higgs mass including radiative corrections. In
what follows, we assume the relation
M? 88X

Zho_ 22 2141
Mg g2 (2.141)
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to be invariant under renormalization group flow, and follow the evolutions of the coupling
constants A and g assuming the SM particle content below the scale at which the SM emerges
from some underlying NCG theory.

The renormalization group equation (RGE) for A is coupled to those of the fermion Yukawa
couplings, of which we only take that of the top quark to be relevant. The RGE’s for A and
the top Yukawa coupling h; are [199]

dhy hy 9, 17 5 9 9
S % S (AN R

d\ 1

W = {{1%3—(39'2%—992)})\—6%‘

3
+24)\% + 3 (g’4 + 29'292 + 394) } ,
(2.142)

where ¢/, g, and g, are the U(1)y, SU(2), and SU(3). coupling constants, respectively, and
the top Yukawa coupling h; is normalized to

hev
5

The most recent value of the top quark mass is m; = 173.21 £ 0.51 £ 0.71 GeV [1].

my = (2.143)

We follow Ref. [164] to find the boundary condition on A. To fix the scale of emergence
A, of the su(2/1) structure, we look for the scale at which the relation ¢ = /3¢ (i.e.,
sin? @y, = 1/4) holds. We use the 1-loop relations

[gz-(fl\s)P N [gi(zlxo)]Q -2 ln%z (i=1,2,3) (2.144)

where g1 = ¢', g2 = g, g3 = g5, and the respective constants b; read as [200]:

1 20ny  ng
by = il
! 167r2( 9 " 6) ’

1 47Lf ng 22
by = — _ 2ty e 22
? 167T2< 3 6 * 3) ’
by = —— (A (2.145)
5T 1672 3 ' '

We will only need to look at the runnings of g; and g, to find Ay, but will also need to look at
the running of g3 in the RGE’s listed in Eq. (2.142). Setting the number of fermion families
to ny = 3, and the number of Higgs doublets to ny = 1, we have

1 /41 1 19 7
_ _ Y S—— 2.14
b= o ( 6 ) BRI T ( 6 ) =g (2.146)
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The numerical values (MS) of the coupling constants at the scale Ag = M are given in
Ref. [1] as a;'(My) = 98.36, ay'(My) = 29.58, and a3 '(My) = 8.45, where ;' = 47 /g?.
Note that a; '(My)/ay ' (Mz) = 3.325. Running this ratio up to where a; *(A,)/ay ' (A) = 3,
we find the scale of emergence to be

Ay ~ 4TeV . (2.147)

Since this is the energy where the structure associated with su(2/1) emerges, the constraint
Eq. (2.124), A = ¢3/2, is also expected to hold at this energy. This predicts the Higgs mass
value as M, = 2My, ~ 160 GeV, which should also be interpreted as the Higgs mass value
at Ay ~ 4 TeV. Using Eq. (2.142) with the boundary conditions A = ¢3/2 at 4 TeV and
hy = V/2my /v at My, we find A\(My) ~ 0.24 (Fig. 2.1) and

Thus, the predicted Higgs mass is incorrect and it cannot be remedied within the su(2/1)
superconnection framework. However, as we will show in the next section, lowering it to 126
GeV can be realized in the su(2/2) extension which predicts the emergence of the left-right
symmetric model (already broken to the SM) at the TeV scale.

102 T 0.245

1oob 10.240

10.235
0.98 -
10.230
< 096
10.225
0.941
10.220

0.92
40.215

090, ., . . . . . .
100 200 300 400 500 600 700 800

E (GeV)

Figure 2.1: The behavior of the top Yukawa coupling (h;), which is represented as the dashed
line, and the Higgs quartic coupling (\).

2.2.11 su(2/1) Summary

In this section, we have reviewed the su(2/1) superconnection formalism into which the SM
is embedded in some detail, including some sticking points, and looked at its predictions.
The embedding enforces the relations sin® 6y = 1/4 and A = ¢g%/2. The first is valid at the
scale of Ay ~ 4TeV, which we interpret as the scale at which the su(2/1) formalism emerges
from a yet unknown underlying NCG theory. Assuming the second relation is also valid at
that scale, we obtain M}, ~ 170 GeV as the prediction for the Higgs mass.
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Though the Higgs mass prediction is clearly problematic, the formalism has a couple of
interesting and attractive features which deserve attention. First and foremost, we note that
the generalized exterior derivative in the discrete direction, i.e., the matrix derivative, carries
in it information on the Higgs VEV (¢ > = §/V2 V2. The zero- form field ¢ which appears in
the superconnection J is the fluctuation of ¢ around this VEV: ¢ = (¢> + ¢. Thus, the
SU(2), x U(1)y gauge symmetry is spontaneously broken to U(1).,, from the beginning,
and there is, in fact, no need to shift the field from ¢ to 923, only to shift it back again to
account for the physical degrees of freedom in the broken phase. Since the matrix derivative
is necessitated by the existence of the discrete extra dimension, one could argue that it is the
dynamical separation of the two branes itself that broke the symmetry and shifted the Higgs
field. In other words, it is the dynamics of the discrete geometry of the two branes that is
responsible for spontaneous symmetry breaking, and the Higgs field is just one manifestation
of the phenomenon. This is in contrast to the usual SM point of view in which the Higgs
dynamics is independent of any dynamics of the background geometry.

Second, since the formalism fails to predict the correct Higgs mass, it begs an extension to
a formalism that would. This can be viewed as an advantage instead of a drawback of the
model since it points us to new directions. As it has been pointed out in Ref. [155, 156, 163],
an additional singlet scalar degree of freedom in the Higgs sector would mix with the Higgs
boson to brings its mass down, and a simple way to introduce such a degree of freedom
would be to extend the SM electroweak gauge group to SU(2) x SU(2)g x U(1)p_r. In the
superconnection formalism, this gauge group can be embedded into su(2/2). Thus, despite
the absence of our understanding on how these structures arise from an underlying NCG
theory, the data already suggest an extension from su(2/1) to su(2/2).

2.3 Embedding of the Left-Right Symmetric Model
into su(2/2)

Given the limitations of the su(2/1) superconnection model outlined above, here we explore
the possibility of using an su(2/2) superconnection to embed the SM electroweak gauge fields
and the Higgs. The gauge group embedded will be SU(2), x SU(2)gx U (1) p_r, with the same
gauge couplings for SU(2), and SU(2)g. Thus, we are working with the left-right symmetric
model (LRSM) [201-214]. We will assume the breaking of SU(2), x SU(2)r x U(1) -1, down
to U(1)em so that the electromagnetic charge @ will be given by

B-L
Q= Iy +Ips+—5—, (2.149)

where I3 and I3 are respectively the third components of the left- and right-handed isospins.

We follow the same route as in the previous section: we will first work out the superconnec-
tion J of the model and find that an bi-doublet scalar field ® appears in the odd part. The
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supercurvature F and action § are derived from the superconnection [J; in the process, it is
discovered that the matrix derivative d,; in this case can be made nilpotent, and as a conse-
quence, the supercurvature F has a simple gauge transformation property, which guarantees
the gauge invariance of the action S. To achieve the breaking of SU(2), x SU(2)pxU(1)p_1
down to U(1)em, two complex triplet scalar fields A, and A are introduced as matter fields
living, respectively, on the left- and right-handed branes. We find that Ay p can naturally
be placed in an su(2/2) representation, suggesting that their introduction is not entirely
ad-hoc. The formalism predicts the ratios of gauge coupling constants, and thus the value
of sin® Oy, and the self-couplings of the ®, but not the various couplings involving Ay g in
the most generic Higgs potential [208]. However, this is sufficient to fix the scale A at which
the structure is expected to emerge from an underlying NCG theory, and also suggests that
the measured Higgs mass can be accommodated within the framework.

2.3.1 su(2/2) Superalgebra

The superalgebra su(2/2) consists of 4 x 4 supertraceless Hermitian matrices, in which the
even and odd parts are 2 x 2 submatrices. The basis for su(2/2) can be chosen to be

0100 0 —i 00
v o |Looo o _|i 000
L'~ looool”™ o 0o 0o
0000 00 00
1 0 00 0010
v _ [0 -1ool . _ o000
5= o 0o 00> T 100 0]
0 0 00 0000
0 0 —i 0 0 0 0 0
. 00 0 0/ ., |0010
A= io 0 o' o1 o0 ol
00 0 0 0000
0 0 0 0 000 0
) 00 —i 0/ ., [000 0
M=o 0 o ™ oo ol
00 0 0 000 —1
0 0 0 1] 0 0 0 —i
v _ 0000 . _ 000 0
9 0000[”" o000 0]
100 0 i 00 0]
0 0 0 0] 000 0]
) 000 1] ., 000 —i
M= o000 M T oo o o]
01 0 0] 0 i 0 0]
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0000 000 O
s 10000 s (000 O
)\13_0001’)\14_000—2"
0010 00 ¢ O
1 000
s I 10100
Ay = —E 00 1 0 (2.150)
0001
These matrices are normalized to satisfy the orthogonality condition
Tr(AJN)) = 204, where a,b=1,2,---15. (2.151)

The even elements of the superalgebra are spanned by A7, A3, A5, A3, Aj5, Aj,, Aj5, while the
odd elements are spanned by Aj, AZ, A\§, A3, A§, Ajgs Ajp, Afp. The only matrix different from
its su(4) counterpart is Aj; due to the supertracelessness condition. These matrices close
under commutation and anti-commutation relations as

1
_[)‘§ )‘S'] - 2fijk:)\27

[Afakfn] = 2fiml)\8
{)\m7 n} = k)\s \/_5mn)\157 (2152)

where 7, 7, k denote the even indices 1,2, 3,8, 13, 14, 15, while m,n,[ denote the odd indices
4,5,6,7,9,10,11,12. The f’s and d’s are the same as the structure constants for su(4):

1
z [)‘au )‘b] = 2 fzzbc)\c 5
{)‘av )‘b} = 2 dabt:)\c + éab 5 (2153)

where A\, = \] fora =1,2,---14, and

10 0 0
1101 0 0
A5 = Zloo -1 o (2.154)
00 0 -1
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su(2/2) Superconnection
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The superconnection J of this model is expressed as J = ¢J, A}, where a = 1,2,---15. We
make the identifications®®

J123 = W}, J13,148 = Wy*?,

Ji—ils = V249, Jitids = V20",

Jo—iJr = V267, Jo+iJs = V297, (2.155)

Jo—iJiw = V2¢7, Jo+ilo = V2¢;, .

J11 — ZJ12 = \/§¢8 ) J11 + Z.<]12 = \/§¢8* )

Jis = Wae,

where Wi = Witdx,, Wi, = Wit'dz,,, and Wgy, = Wk, dz,, are one-form fields while the ¢’s
are zero-form fields, corresponding, respectively, to the SU(2), x SU(2)r x U(1)p_1 gauge
fields and the bi-doublet Higgs field:'4

N sﬂ
= |2 . 2.156
oG (2156)
The resulting superconnection has the form
T = WL—\%WBL'be 1\/§‘I> ’
V2 ot Wgr — TEWBL ~laxo
(2.157)
where o o
w, = W, Wgp = Wit (2.158)

In this assignment, we have assumed that the ordering of the rows of the su(2/2) matrix,
from top to bottom, correspond to left-handed isospin up, left-handed isospin down, right-
handed isospin up, then right-handed isospin down. So the leptons will be placed in a 4
dimensional representation of su(2/2) in the order

¥ = {Zﬂ = ii (2.159)

13We switch from subscripts to superscripts for the SU(2) indices to make room for the subscripts L and
R.

4Here, we use the subscripts 1 and 2 to label the two SU(2); doublets embedded in ®. Some papers
in the literature use subscripts to label SU(2)g doublets, e.g., Refs. [207, 208], so care is necessary when
comparing formulae.
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2.3.3 su(2/2) Supercurvature
As reviewed in the discussion of the su(2/1) case, the supercurvature is given by

F - (dj)+(de)+%[j, Tls . (2.160)

where the d3, term has been assumed not to contribute and has been dropped.

The (dJ) term is

(dJ)
_ dWr, — \/Lg dWar - Laxa V2dd

B V2 dot dWpg — \/Lﬁ dWar - 1axa

(2.161)
The matrix derivative is defined with the 4 x 4 np-matrix given by
02><2 C

= , 2.162
7 |: CT 02><2:| ( )

where ¢ is a multiple of a 2 x 2 unitary matrix, that is (T¢ = (¢' = v?15,5. This time, the
matrix derivative is nilpotent: (d3,X) = 0 for all X € su(2/2). We find

(duJ)
= 4 ]

— [ \/5’5(4“‘3T + ¢ +iWiC — CWR)}
[ =(CWE = WREH —V2(CTR 4+ 1)

n, J

(2.163)

To calculate the supercommutator of 7 with itself, we separate it into the 1-0 and 0-1 parts
as before:

1
7 o i Wi, — 7§WBL 3 DN 102><2
O2x2 Wr — 7§WBL B NS
J1o
| O v2E 2.164
t \/§(I)T 02><2 ( ' )
Jo1

We find:

[jl(]? \710]5’
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L [giﬂf(wi‘ AWk O2x2 }
02)(2 €l]k(WIZ% A W]J{)Tk ’

T
[Jo1, Torls = —41'[(1)(1) 02><2} 7

00 OTD

[ J10, Jorls = [To1s Jhols

B . 022 +i(WLP — dPWg)
N \/EZ |:—i(q)TWL — WRq)T) (I ’
(2.165)
Putting everything together, we obtain
[P J5Fe — 2007 — VAt + () V2D® +i(WrC — (W)
= i
V2(D®)t —i(¢TWy, — Wr(T) Fr — 25Fpr — 2010 — v2((T® + 3¢
(F — L Fpy — 2001 4021 2 D
I R o a8 o 2x2 1 V2 o ) (2.166)
i V2(Dd) Fr— J5Fpr — 2010 + 07 1o
where we have introduced the shifted Higgs field
- ¢
b = o+ — | 2.167
VG (2.167)
and
FL,R = (FLyR)aTa = (dWE,R - (WL,R A WL7R)i)Ti
= (dW[i/,R - 5ijkWi,R N WE,R)Ti )
Fpr, = dWgyr - 1ok,
Do = d®+ WP —iPWr,
D® = do+ WP —idPWy . (2.168)

We have also used (7¢ = (¢t = v21540.

2.3.4 Gauge Transformation Properties

The even part of su(2/2) generate the gauge transformations in SU(2), x SU(2)g xU(1)p_r:

U = exp [z Z Qi/\f]

i=1,2,3,8,13,14,15
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—i0/V/2
ure 0252
— , , 2.169
[ 02><2 UR 619/\/5] ( )

where

uy = exp[i(@lﬁ + 927'2 + 93T3):| € SU(2)L s
Ur = €xXp [i(elng + 9147’2 + 987-3)} & SU(2)R s
0 = 0. (2.170)
The one-form gauge fields transform as
W, — uWul + iduLu% :
Wr — ugWpup +iduguy ,
WBL — WBL —do . (2171)
For the zero-form field, we assume that it is the shifted field ® which transforms as

o — uLé@uE. (2.172)

¢/ V2 is interpreted as the VEV of <i>, and ¢ as the fluctuation around it. Thus,

F, — uLFLuT ,
Frp — upFrup,
Fp, — Fpr,
Dd — u (D)l . (2.173)

This time, the terms coming from ¢ causes no problems due to (¢ = (¢f = v?14,5, and F
can be seen to transform as

F — UFU'. (2.174)

2.3.5 The Action

Following the same procedure as the su(2/1) case, we find that the action in the su(2/2)
case is given by

B~ =

<‘F7‘F>S

d4l'|: (Fi/ﬂ/quy + FIZ%MVF]Z%MV + FBL;U/FgE)

e~ =

I
—

T Tr[(DHé)T(D“é)] — V(@ é)} :
(2.175)
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where
FPY = MW — W 2ie MWW
Fi = MW — "Wt + 2ie MWW
Fp = 0"Wg —0"Wpy .
DFD = P — iWH D+ iWE DT
(iﬂci) - %212“)2] . (2.176)

Thus, we obtain a manifestly gauge invariant action as required. The Higgs potential is
minimized when

V(O d) = 2T

2

1o = %1M : (2.177)
which is consistent with our interpretation that the VEV of ® is given by
G
(D) = —. (2.178)

V2

2.3.6 Symmetry Breaking
Breaking with the Bi-doublet

It is a well known fact that the bidoublet & alone acquiring a vacuum expectation value
(VEV) will not break SU(2);, x SU(2)g x U(1)p_y, all the way down to U(1).,,. Indeed, if
we assume non-zero VEV’s for the (would-be) neutral components of ® as

() = % = % [%1 /32] , (2.179)

where k; and ko are in general complex, then the unitarity of ( demands
k1| = |ko| = v. (2.180)

So, up to a possible relative phase between x; and ko, we have

(B) = % [é (1)] . (2.181)

Since ¢ transforms as & — uL(iu; under local gauge transformations, this VEV remains
invariant under U(1)p_r, and under the vectorial combination of SU(2), and SU(2)g, that
is, when uz, = ug. Thus (®) only breaks SU(2), x SU(2)g x U(1)p_1, down to SU(2)y x
U(1)p_r, providing only three massive gauge bosons.



Introduction of Triplets

ol

To achieve the symmetry breaking we need, we follow Mohapatra and Senjanovic [204] and
introduce the scalar fields Az (3,1,2) and Ag(1,3,2), where the first two numbers indicate
the dimensions of the SU(2); and SU(2)g representations these fields belong to, and the
third number is the B — L charge. We advocate the picture that Ay lives on the left-
handed brane while Ag lives on the right-handed brane as matter fields and are not part of

a generalized connection.

These triplet fields are often represented in the literature as 2 x 2 complex traceless matrices:

1
- 51 T1+62 T2+53 7_3
\/§ ( L,R L,R L,R )
OLe/V2 Ok
Ro a3

ALr

where
++
5L,R =

+
6L,R =

(5}/,}% - Z(S%,R) )

(6L + 107 &) -

Sl -

>,
Y8
=)

Sz
=
|
Sl

2

These fields transform as

iv/260

AL — et V0, Al
i/20

Ap — eV Al

where the U(1)p_r phase will be shown to correspond to B — L = 2 later.

It is instructive to rewrite the Ay p fields as complex symmetric matrices:

Arg = im°Af 4
07 R _52,3/\/5
0, p/V2  —0p%

These fields transform as
ﬁL — e‘iﬁouLﬁLuE ,
Ar — e_i‘/i'guRARulT2 .
Let us place these fields into a single 4 x 4 matrix as

A — zL OEXQ

02><2 AR

(2.182)

(2.183)

(2.184)

(2.185)

(2.186)

(2.187)
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Then under SU(2), x SU(2)r x U(1)p_r, gauge transformations, Eq. (2.169), it transforms
as
A — UAUT , (2.188)

which shows that A provides a module for an su(2/2) representation. The even elements of
su(2/2) correspond to the gauge transformations, while the odd elements would interchange
Ay and Ap. Since the leptons 1 and its charge conjugate ¢ = C" transform as

v = Uy, e — U™, (2.189)
we can construct the gauge invariant interaction
Ly =y (0°A o+ d Ayr)

= yu [((F C ALt + (5 C Agit?ly) + hec] |
(2.190)

which will lead to Majorana masses for the neutrinos after symmetry breaking. Thus, the

triplet scalars have a natural place in the su(2/2) framework, as do Majorana neutrinos.

The Higgs Potential

Reverting to the original traceless matrix representation, the Lagrangian for the Ay g is
given by

L = Te[(D"AL) (DAL + (D" Ar) (DuAR)|

V(AL AL AL AL T D) (2.191)

where the covariant derivatives are given by

DFAL = OMAp —iW [T AL —ivV2Wh AL,
DFAR = O"Ap—iWp [t Ag] —iV2Wh, A .
(2.192)

The most general form of the Higgs potential V(ATL, AP AE, Apg, o, ci>) which respects the
SU(2), x SU(2)r x U(1)p_1, gauge symmetry and the discrete left-right symmetry under

the interchanges R )
Ap < Ag, D & O, (2.193)

and is at most quartic in the fields is given in Ref. [208] as

V o= —i2Tr [qﬂ@} — 13 (Tr [dﬂ%] +Tr [EIV)“I)D — 1 (Tr [ATLAL} +Tr [AEARD
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A (Tr oo )2 + { (e [@@DQ + (T |@o] )2
23 Tr [ @10 Tr [B10] + Ay Tr [0l (Tr|@1d] + Tr|dlo))

+,01{

+p3 Tr _ATLAL] Tr [A};AR] + P4 (Tr [ALAL} Tr [AEAE] + Tr [ATLATL} Tr [ARAR] )

/N

e [NLALDZ + (T [A;ARDQ} + oo (Tr[Arar| Tr|ATAL| + Tr[ApAn|Tr[aRAL])

tor e[ @10 (Tr[ALA, | + Tr[ARAL]) +az (Tr]@1®] T [ALA, | + Tr[d10| Tr|AfA,))
o (Tr[0id] Tr[aha ] + Tr]@10] Tr[ALA,] ) +ag (Tr[00ia AL ] + Tr[eloa al])

+61 (Te[0a @ AL | + Tr[@fa @AL] ) + 5 (Tr| @A AL| + Tr|BTa 04| )
65 (Tr|0aRBTAL| + Tr[0fa, BAL]) |

where we have denoted ® simply as ¢, and ® = 720*72, As we can see, it is fairly complicated
with 18 free parameters: 3 negative mass-squared parameters p? (i = 1,2, 3), 4 parameters
i (1 =1,2,3,4) for the quartic self-couplings of ®, 4 parameters p; (i = 1,2,3,4) for the
quartic couplings of Ay g, 4 parameters «; (i = 1,2,3 with as complex) that couple ® to
Ay or Ag, and 3 parameters 3; (i = 1,2, 3) which couple all three. The possible phase of ay
breaks CP explicitly.

Using the identity!®

Tr[(cbfcb)z] - (Tr[f;DTCI)D? . %Tr[qﬂ?ﬂ Tr [EIST@] , (2.195)
we can see that the Higgs potential of Eq. (2.176) corresponds to
M =2, M=-1, d=2X\=0, (2.196)
with
;o= 20%, py = 0. (2.197)

We envision that the NCG theory from which the effective su(2/2) model emerges will
determine all the other parameters in the potential as well. For now, we follow Ref. [204]
and simply assume that the (would be) neutral components of the triplets acquire VEV’s
given by

(Ar) = %{SL 8] , (Ag) = %[SR 8] , (2.198)

where we set v, = 0 to avoid it from breaking SU(2),. This breaks SU(2)gr x U(1)p_1 down

to U(1)y. The linear combinations

Wi+ Wi gl V2WE — Wy,
V2o V3

15See Appendix B.1 for a collection of useful identities of this type.

Wi =

(2.199)

(2.194)
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obtain masses given by

My, = V2vug, My = Véog , (2.200)
while the linear combination ,
W 2W
B = it V2We, (2.201)
V3
remains massless and couples to
-1 0 0 0
AS 203 1 — Y
NEV2M; 10 -1 0 0) Y (2.202)
V3 V310 0 0 0 V3
0O 0 0 -2

which corresponds to the hypercharge Y embedded in su(2/1).

The presence of the VEV of &, Eq. (2.179), breaks the remaining SU(2); x U(1)y down
to U(1)em. We have noted earlier that the nilpotency of the matrix derivative demands
the unitarity of the ¢ matrix, which in turn would demand |k;| = |k2|. If the underlying
NCG requires this condition to be maintained under the introduction of the triplet fields,
it would constitute a robust prediction of the formalism and provide an extra condition on
the emergent LRSM. However, such a condition is phenomenologically problematic. If we
generate the quark masses via Yukawa couplings with the bi-doublet field ®, that is, the
interaction of the form

Ly = qy, (yij@ + @2]215) qrj + h.c. | (2.203)

where y;; and g;; are the Yukawa coupling matrices, it would lead to mass matrices of the
form

VM, = kyy+r5G = |ma|y+ |raleF,
V2My = kyy+Ki§ = |role™y +|m| 7, (2.204)

where « is a possible CP violating phase difference between x; and ks. The condition
|k1| = |ke| would imply '
M, = e "““My, (2.205)

leading to both M, and M, being diagonalized in the same basis with the same eigenvalues.
For this reason, it is normally assumed that |k1| > |2, which would provide an explanation
of my > my, and CKM mixing'®. Moreover, || and |xz| being hierarchical is also required
by the suppression of the flavor changing neutral-currents (FCNC) [208]. Therefore, we will
allow for |k1| # |ke| though the nilpotency of the matrix derivative is destroyed.

We have seen in the su(2/1) case that the lack of nilpotency of the matrix derivative could
lead to the gauge transformation property of the supercurvature F becoming non-standard,

16The assumption |k1| > |ka| is not mandatory in order to realize m; > my;. The smallness of the CP
violating parameter can be established by the interplay of sin«, |k1], and |k2| [215].
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though otherwise it did not seem to have any ill effects. However, it is somewhat worrisome
that an exterior derivative is not nilpotent. We conjecture a couple of reasons why this
may be permissible. First, the dynamics necessary for the breaking of the gauge symmetries
may be accompanied by some type of ‘phase’ transition in the NCG from one in which the
matrix derivative is nilpotent to one in which it is not. Second, the su(2/2) formalism is not
a complete description of the NCG (we are yet to include SU(3) color or the generational
structure) and needs to be extended to a larger superalgebra in which the matrix derivative
maintains nilpotency even after symmetry breaking, just as the su(2/1) formalism needed
to be extended to su(2/2). The two possibilities we have listed here could actually be com-
patible. Recalling that the exterior derivative operator d in standard differential geometry is
the dual of the boundary operator 9 [216], d* # 0 would imply 9% # 0, that is, the boundary
of a boundary does not vanish. That could imply the appearance of some type of singularity
in the geometry, which can be removed by going to higher dimensions.

The massive gauge bosons are now linear combinations of ch, Z, Wg, and Z' defined in
Egs. (2.116) and (2.199). Taking both x; and k2 to be real for the moment, and setting
ki = /K7 + K3, they are

Wi = WRicosx—WLisinx,

2
Wi = Wisiny + Wicosy, (2.206)
where 5
tan2y = —1°2 (2.207)
Ur

with masses

My, = (vi+K3) F \/vg + 4kis3 (2.208)

and
Zy = Z'cosp— Zsingp,
Z, = Z'sinp+ Zcosyp, (2.209)
where o
442K
tan2p = - 2.210
an ey 9% — 2Kk% ( )
with masses
M3, = (3vh+n2) — 90k — 2033+l
M%Q = (32712{ + fii) + \/911}1% — 203Kk + KL .
(2.211)
When vg > k., the masses are approximately
2K2K2
M‘%Vl - ’i?i- - )

2
VR
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2k2K2
My, = Wh+rL+ ==t
R
Y Vo
M:2 o= =T 4
2 3 om0
2k2 4k4
M} = 6vp+ —" 4 o . (2.212)
2 3 27v%

The remaining massless gauge boson is

W, ++V3B W+ W3 +V2Wps,

A = = 2.21
. : , (2213)
coupled to
0 0 0 O
MN+A+V2N, |0 -1 0 0]
5 =10 0 0 ol = Q . (2.214)
0 0 0 -1

For the model to be phenomenologically viable, we need vg > Kk, ~ 246 GeV to suppress
the mixing between W; and Wpg, and that between Z and Z’. The current experimental
bounds on the LRSM parameters will be discussed in section 2.5.

2.3.7 The Coupling Constants and the Value of sin” Oy,

Introduction of the Coupling Constant and sin? 8y, from the Coupling to Triplet
Higgs

We introduce the gauge coupling constant g by rescaling the superconnection 7, the action
S, and the matrix-derivative matrix n as in Eq. (2.120). The expression for the resulting
action is the same as before except with the following replacements:

Y = W — "W 4 ige WMWY
FRY = MWy — "Wy +igeFWHWE

Dre = aﬂé—zgwyﬂéﬂgwgéﬂ,

(ciﬂcﬁ - %2>2] . (2.215)

Note that the gauge couplings for SU(2);, and SU(2)gr are the same. Thus, we have a
left-right symmetric model (LRSM). The ratio of the U(1)p_ coupling to the SU(2). r
couplings cannot be determined from the gauge couplings of the bi-doublet ® since it does

A 92
V(oh o) = 5 Tr
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not couple to Wpy. It can, however, be read off from the covariant derivatives of the triplet
fields which are changed to:

9 i [ . g

DFA; = OMA; —Z§WL’J’ |:7' ,AL} —ZEWELAL ,
G i i . 9

D'uAR = a,uAR — Z§WRM [T ,AR] — ZEWELAR .

(2.216)

Since the triplets are assigned the charge B — L = 2, these need to be compared with the
expressions

DFA, = 8“AL—z’gW£“ [, AL] — igeLWh, AL
D*Ap = "D —iSWil' [, Ar] —igasWh; Ar
(2.217)

from which we conclude!”
2 = (2.218)

The Z’ and B fields in Egs. (2.199) and (2.201) can then be written as

A QWJ?% — 9. Wgi

vV gz + 951
%% W
B = 9BL R + AL D:)9 ) (2219)

VI + 95
The value of ¢’ can then be obtained from the matching condition associated with the
breaking SU(2)g x U(1)p_, — U(1)y:

912 o 92

11 1 3 r
== - L (2.220)
9BL 9 [Y V3

Note also that the B field couples to (g/2)(Y/v/3), where Y//3 is defined in Eq. (2.202),
and the photon field of Eq. (2.213) couples to (g/2)Q, where @ is defined in Eq. (2.214).
Therefore,

J =L e =9 (2.221)

\/g ) 2 Y
1"Where this relation comes from can also seen by the requirement that the mass of Z,

9>+ 2923L>
9>+ 951

92

M3 ~ Zmi [1 + 40} K3 + O(mi/v%)} <

should match the SM one M% = (g*+¢'?)v?/4 at the scale where SU(2)p is broken. Basically, the Weinberg
2 2

angle in the LRSM is defined as cos? 0y = %-9BL which is matched to the SM definition cos®fy =

! 92 +29%
gﬂiﬁ [207].
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and thus sin® Oy = 1/4, just as in the su(2/1) case. Perhaps this is not surprising given that
our su(2/1) embedding is a sub-embedding of the su(2/2) embedding.

The masses of the massive gauge bosons are now expressed as

! 4 2vg
20,2 2 2,.2,.2
) g*(2vg +KL)  gPKIKS
My, = 4 * 20%, Tt
M2 — (9% + 9/2)Ki . 92"{14- NI
7 4 27v%, ’
2009y 2 2.4
g*(vg +KL) 9K
Mz = - +oee (2.222)
2 6 27v%,

and we can see that s, plays the role of the SM Higgs VEV and thus x, ~ 246 GeV.

sin? Oy from the Coupling to Fermions

The value of sin? 6y can also be determined from the gauge coupling of the fermions. Col-
lecting the lepton fields into an su(2/2) quartet as shown in Eq. (2.159), the requirement of
SU(2) x SU(2)g x U(1)p_ gauge invariance leads to the interaction

S (e g,

i=1,2,3,8,13,14,15

|:ZL’)/'“ (T . Wf) KL +ZR/7,LL (T . W}'L%L) KR

even
L y

N NI

1

V2

1

V2

ZL’VMWELEL — ZRV;LWELER} .

(2.223)

This should be compared with the leptonic part of the SU(2), x SU(2)r x U(1)p_r La-
grangian in which the left- and right-handed leptons are assigned the representations ¢7(2,1, —1)
and (p(1,2,—1):

+ Try {Q—Rr CWE g‘%ng] ln .

2
(2.224)

Identifying g = g1, we find gz = g and V2¢5. = ¢, leading to the same result as above.



29

The Higgs Quartic Couplings and the Higgs Mass

With a bi-doublet ® and two complex triplets Ay, g, the Higgs sector of the model has 20
degrees of freedom, of which 6 are absorbed into the massive gauge bosons, while 14 remain
physical [207, 208]. Of these, 4 are doubly charged, 4 are singly charged, and 6 are neutral.
We identify the observed Higgs boson with the lightest neutral member.

The masses of the physical Higgs sector particles naturally depend on the parameters in the
Higgs potential, Eq. (2.194). Of these, we are aware of the self-couplings of ®, which, due
to the introduction of the coupling constant, are rescaled from Eq. (2.196) to

9 9
M=%, M=, h=XA=0, (2.225)
2 4
as are the mass parameters to
2,2
g v
pio= 9 py; = 0. (2.226)

The other parameters are unknown except for requirement that they must lead to vg >
Ky = \/ K2+ K3 & 246 GeV > vy =~ 0, and k1 > Kp. Let us approximate ro = 0. In this
case, the mass of the lightest neutral scalar, which consists mostly of the real part of ¢?, is
given approximately by [207, 208]

M2~ 2 (20— (2.227)
XK —— . :
" ! ' 2p1

The first term is what the Higgs mass would be if the couplings to the triplets were non-
existent:

Mh = 1\ 2/\1%1 = (gkq . (2228)

Given that the prediction for the left-handed W mass would be My, = My, = gk, /2 in this
case, this would lead to the prediction M;,/My, = 2 as in the su(2/1) case. The existence
of the second term shows that mixing with the neutral components of Ay g could lower
the mass to a more realistic value. Renormalization group running could further lower M},
toward 126 GeV. We examine this possibility in subsection 2.3.9.

2.3.8 The Emergence Scale and the Right-Handed Breaking Scale

Let us now determine the scale Ay at which we envision the su(2/2) ~ SU(2), x SU(2)r X
U(1)p_g, structure to emerge from an underlying NCG theory. This is the scale at which we
expect the relation ggz/g = 1/+/2 to hold.

When one imagines the emergence of an LRSM from an underlying UV theory at some scale
A4, one usually thinks of the subsequent breaking of the gauge symmetry down to U(1)e
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to occur in steps at several scales, a schematic diagram of which would be:
NCG theory?

LA,

su(2/2) ~ SU(2), x SUR2)g x U(1)p_1,
L Ar ~ gug

su(2/1) ~ SU2), x U(1)y
b My ~ gv
U(D)em

Thus, the theory would be effectively SU(2);, x SU(2)gr x U(1)p_ between Ay and Ag,
and SU(2), x U(1)y between Ag and My, that is, the gauge couplings would run with the
LRSM particle content between A; and Ag, and with the SM particle content below Apg.
The boundary condition we would like to impose at A, is

9BL(As) 1
— 2.229
W) V2 (2229)
while the matching condition at Ag requires
! = ! + ! (2.230)
9*(Ar) 9*(Ar) Q%L(AR) ' '
Therefore, we have, up to one-loop, the relations
1 1 A
= ——— —2hyIn-=
gdA)  ghe) T Ae R
1 R ) s
= |5+ —2bbIn— ) —2b;1n ,
(93 (Mw) © My " AR
1 1 o 1 A
= - n
95 (As) g (Ar) TP A
< 1 1 ) ob: 1 A,
= — — n— s
X 9’21(/\1%) 9 (AR/)\ P AR
— = — oI 2.231
P00 0 (2250
The b;’s are given by Ref. [200]
1 11 2 1
= ——0(G) + 28T N, 2.232
bi 1672 { 3 Co(Gi) + 3; i(f) + 328: 1(5)} ) (2.232)

where the summation is over Weyl fermions in the second term and over scalars in the third.
The index ¢ labels the gauge groups and we have i = 1,2 below Ag, and i = L, R, BL above
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it, and ¢ = 3 for QCD. Cy(G;) is the quadratic Casimir for the adjoint representation of
the group G, and T; is the Dynkin index of each representation. For SU(N), C3(G) = N,
T = 1/2 for doublet representations and 7" = 2 for triplets. For U(1), C5(G) = 0 and

;T = > (%)2 : (2.233)

f?s

where Y/2 is the U(1) charge, the factor of 1/2 coming from the traditional normalizations
of the hypercharge Y and B — L charges. In the LRSM, we have, for each generation, 6
left-handed and 6 right-handed quarks with B — L = 1/3, 2 left-handed and 2 right-handed
leptons with B — L = —1, 6 complex scalars (coming from the two triplets) with B — L = 2,
and a bi-doublet with B — L = 0.

1 7 1 /(14
by = br = 7 (_g) T (?) . (2.234)

The values of by, by, and bs for the SM particle content have been listed earlier in Eq. (2.146).
Using the above RGE relations Eq. (2.231), we look for the scale A4 at which the constraint
Eq. (2.229) is satisfied as a function Ag. The results are shown in Fig. 2.2.

Therefore, we have

One possible solution is, of course, A, = Ar ~ 4TeV since that was the scale at which
g'/g = 1/4/3 when the couplings run with the SM particle content, and this automatically
leads to gpr/g = 1/v/2. When Ay is increased above 4 TeV, however, as we can see from
Fig. 2.2, we find that the scale A; at which Eq. (2.229) is satisfied is actually lower than
Ag. That is, we must run the couplings up to Ar with the SM particle content, and then
run back down to a lower energy with the LRSM particle content to satisfy the required
boundary condition. Obviously, this is an unphysical situation. So we are led to conclude
that our formalism demands A, = Ar ~ 4TeV. That is, the SU(2);, x SU(2)g x U(1)p_,
gauge theory emerges already broken to SU(2);, x U(1)y of the SM at that scale. In fact,
it is already broken all the way down to U(1).,, due to the non-zero VEV of the bi-doublet
field @, though it may not necessarily be manifest at A, due to Ay, = Ag > My.

This result is not inconsistent with the view we have been advocating based on our su(2/1) ~
SU(2)r, x U(1)y model. There, the theory emerged already broken to U(1),, at the emer-
gence scale A, with the Higgs field already shifted to fluctuations around its non-zero VEV.
So schematically, we had:

NCG theory?
LAy = 4TeV

Broken SU(2), x U(1)y Mw, U(1)em
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As

. . . . AR (TeV)
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Figure 2.2: The behavior of j\\R above 4 TeV, where it is exactly equal to unity.

For the su(2/2) case, the breaking schematic is

NCG theory?
LAy, =Ar~4TeV

Broken SU(2); x SU2)g x U(1)p-1 2% U(1)em

These schematics suggest that the physics responsible for the emergence of the su(2/1) or
su(2/2) patterns from the underlying theory may also be responsible for the spontaneous
breaking of the chiral gauge symmetries. A possible and attractive scenario would be that
this new physics is geometric in nature and is triggered by the separation of the two branes
from each other, as evidenced in the fact that the matrix derivative encodes information on
the Higgs VEV.

Another attractive point about the scale Ag being on the order of 4 TeV is that it would
place the masses of all the new particles associated with the LRSM at that scale, perhaps
light enough to be discovered just beyond their current experimental limits. We will return
to this observation in section 2.5.

2.3.9 The Higgs Boson Mass from su(2/2)

Let us now discuss how the observed Higgs mass can be accommodated in our su(2/2)
framework. We have seen that both su(2/1) and su(2/2) embeddings place the emergence
scale at ~ 4 TeV. Moreover, they demand the same boundary condition on the Higgs quartic
coupling (A for su(2/1), Ay for su(2/2)) at that scale. In the su(2/1) case, this led to a
prediction of the Higgs mass of M,(Mz) ~ 170GeV. In the su(2/2) case, however, the
Higgs mass prediction can be lowered due to the mixing of the Higgs with other neutral
scalars available in the model.
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Asu(Ag)
o.18l My =125.5+0.5GeV Z
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Figure 2.3: A patch of the parameter space which gives the observed Higgs mass.

In this section, we will investigate the simplest option as an example. We will assume that
only a SM singlet scalar S survives dominantly at low energies (~ M), which is responsible
for the mass of the right handed neutrino. In our su(2/2) embedding, this can be taken to
be the real part of §%:

T
g0 — vt S HIT (2.235)
V2
We assume that S couples to the SM Higgs field H via
1 2 A
Ls = 50u50"S - %52 — 25t~ AusHIHS? (2.236)

This model, in which the SM is extended with a singlet scalar S, has been analyzed in detail
previously in the contexts of the vacuum stability of the SM [217, 218], and dark matter
219, 220]. In the su(2/2) framework, terms in the above Lagrangian result from the terms
with coefficients p; and «; in Eq. (2.194), provided that

aq

)\S = P11, )\HS = ? . (2237)

A similar singlet field is found in the Spectral SM [155]. See also Refs. [193, 194].

Assuming that in addition to S, the right-handed neutrino survives a low energies, we obtain
the following renormalization group equations (RGE’s) for the evolution of the relevant
parameters [219, 221]:

dhe  he (9., 5 (1T, 9, .,
:U“dlu - (47T)2 Qh’t +hr/ 129 + 49 +8gs )
dh h 5 3., 9
v — v h2 _h2 . <2 v 2
W <47r>2[3t+2” (49 *49)}’
LS {128 + 402 — (39" +9%) }A
dp (47)? P
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—%hﬁ — 6hf + 242 + 202
42 (g’4 + 29/292 + 394)} ’

8
= R2 42k — (2¢2 4 =
+2 (6) + 3\s + 4AHS)} ,
d)s 1 ) ,
—_— = — 1 2.2

where h; and h, are the top-quark and right-handed neutrino Yukawa couplings, A and A\g
are the Higgs and the singlet quartic couplings, and Agg is the Higgs-singlet coupling. The
boundary conditions we use are h,(Mz) = 0.997, obtained from h,(Mz) = v/2m,/v, and
MAR) = ¢*(AR)/2, where the latter is fixed by our su(2/2) construction. We also assume
h, ~ 1079, which is necessary to generate the correct light neutrino mass from the TeV scale
seesaw, if the Dirac mass Mp ~ M,. We also need the values of Ag(Agr) and Ags(Ag) as
boundary conditions for our RGE’s, but these are not fixed by our su(2/2) framework (yet).
Thus, we allow these values to float to find the conditions that lead to the correct Higgs
mass. The mass of the Higgs is determined from [155]

M}? = X?+ Agvh — \/()\v2 — Asv3)” + 4N o,

/\2
202N (1 = ZHS 2.239

12

consistent with Eq. (2.227). We have also set vg = Agr ~ 4 TeV in this calculation.

The resulting range of values for Ag(Ag) and Ags(Agr) which reproduce the correct Higgs
mass is shown in Fig. 2.3. The plot shows the range of values (0.15 ~ 0.25) in the perturbative
region, but larger values for these couplings are also possible as long as (1 — A%,g/A \g) > 0,
while A remains small. Thus, the su(2/2) structure can accommodate the correct Higgs
mass, provided the parameters in the Higgs potential are in the appropriate ranges.

2.3.10 su(2/2)ummary

In this section, we have applied the formalism developed for the su(2/1) embedding of
the SM in the previous section to an su(2/2) superconnection into which the SU(2), x
SU(2)g x U(1)p_1 gauge bosons of the LRSM were embedded in its diagonal even part,
and a bi-doublet Higgs field @ in its off-diagonal odd part. Unlike the su(2/1) case, the
matrix derivative could be made nilpotent, and the supercurvature F followed a simple
transformation law under gauge transformations. To the gauge invariant but spontaneously
broken (to SU(2)y x U(1)p_r) action derived from F, in which the bi-doublet ® was already
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the shifted field fluctuating around the VEV ¢/+/2, we introduced two triplet fields Az,  to
achieve the breaking sequence SU(2);, x SU(2)gp x U(1)p—r — SU(2), x U(1)y = U(1)em.-

The predictions of the formalism were ggr/g = 1/v/2 (or, equivalently, ¢’/g = 1/4/3) and
A = —2X3 = ¢?/2, Ay = Ay = 0, where the \;’s are quartic self couplings of the bi-doublet
®. Of these, A\; corresponds to the quartic self coupling A of the SM Higgs. Assuming the
above symmetry breaking sequence, it was found that the condition gpr/g = 1/v/2 could
only be imposed if the emergence scale Ay of the su(2/2) structure and the breaking scale
AR of the LRSM down to the SM were the same and at ~ 4TeV. Thus, the formalism
demands that the LRSM emerge from the hypothetical underlying NCG theory already fully
broken. Despite the formalism’s predictions including the emergence scale being essentially
the same as in the su(2/1) case, the observed Higgs mass could still be accommodated due
to the availability of other neutral scalar degrees of freedom in the model which mixed with
the Higgs.

2.4 Fermions

For the superconnection formalism presented here to be taken seriously, we must have the
freedom to couple fermions to the Higgs field with arbitrary Yukawa couplings, or the for-
malism must be able to predict what these Yukawa couplings should be. This is a difficult
problem given that the superconnection formalism is essentially a gauge-Higgs unified the-
ory, and, as with any such scenario, if one naively couples the superconnection J to the
fermions, the Yukawa couplings are forced to be equal to the gauge couplings [222-228].

To see how this comes about in the su(2/1) case, let us assume that the Lagrangian of the
lepton su(2/1) triplet ¢ coupled to the superconnection J is given, schematically, by

L, = YDy = v d+g(dM+j) b, (2.240)

where all the operators within the parentheses must be placed in the appropriate represen-
tations. In the spinorial representation, the one-form dx* is represented by the Dirac matrix
y# [229-232]. Thus, we have the replacements

d = da:“‘/\au — 7“0M =9,
Wi = Wida" — Wiyt = W',
B = Bydz* — BA" = B, (2.241)

and consequently,

d — 913,
.T'W—%B'bw \/§¢ .

J — 1 = J.
V2! 2B
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(2.242)

We define the Dirac operator D as

D = (3'13x3+ig77,

5 (2.243)

to represent the generalized exterior derivative ds = d + §dj;. Then, the Lagrangian is
found to be

Lo — uz?(D+gJ)¢

= (il + Rid (g
— 2 (O tr+ Tr' 01) - % (006 Cr + Tro' (1)
- (om0 — % (Furts +207"(n) B,
= (i %L + CRid (g — % (ZMWR +lgo! fL)
—g _(ZL’Y“Ti (L)W, — % (Cey™lr, + 20py"lr) BM_ ;

(2.244)

where we have defined ¢ = ¢ + & /v/2 as before. Thus, in addition to ¢'/g = 1/4/3, we find
that the lepton Yukawa coupling is fixed to g/+/2, and the matrix derivative terms couple the
leptons to the Higgs VEV and yield the charged lepton mass. Note also that this Lagrangian
is manifestly SU(2) x U(1)y gauge invariant when written in terms of the shifted field ¢,
but the invariance is already spontaneously broken with fermion mass terms when written
in terms of the ¢ field appearing in the superconnection.

In order to be able to change the Yukawa coupling to an arbitrary value, one must have the
freedom to multiply £ in the matrix derivative, which determines <$>, and ¢ in the super-
connection J by the same constant for each fermion flavor to maintain the gauge invariance
of the Lagrangian when written in terms of ngS This is essentially one of the fundamental
reason we have to turn to NCG approach to have multiple lengths in the separation. Essen-
tially, one copy of the two sheets is ‘fuzzed up’ and multiple characteristic lengths can be
‘measured out’ if projected to the commutative ¢ numbers.'® In the Spectral SM approach
[147-149, 152-156, 189], this is accomplished by writing the Dirac operator D in full fermion
flavor space, including all three generations, and inserting the complete fermion mass-mixing
matrix into the off-diagonal matrix derivative part. This is in accordance with the idea that
the matrix derivative encodes information on symmetry breaking. The superconnection J is
also defined via the generalized exterior derivative using D, which passes on the information

18We note this also shares some interesting features with quantum mechanics and quantum measurement
process as discussed in Refs. [233, 234].
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included in the matrix derivative to the couplings of the ¢. The information also feeds into
the supercurvature, from which one determines the gauge-Higgs action and the Higgs VEV.
This procedure allows for the introduction of arbitrary masses and mixings into the fermion
sector.

Thus, the Spectral SM shows that it is possible to embed the required masses and mixings
of the fermions to reproduce the SM into the ‘geometry’ of the NCG discrete direction. The
interesting point is that in the Spectral SM approach, it is the fermion masses that are the
input and the Yukawa couplings the output, and not the other way around as in the standard
approach. The breaking of the gauge symmetry is encoded in the geometry, which is given
in terms of the fermion masses and from which one extracts the Higgs VEV, and one could
say that the Yukawa interactions themselves are consequences rather than the reason for
fermion mass.

It must be said, though, that this is actually a highly unsatisfactory state of affairs. One
wishes the NCG to determine the fermion masses and mixings, and not the other way around.
But, for that, a full theory of NCG dynamics would be necessary. So, for the time being, we
leave the prediction of the fermion masses and mixings to a possible future theory, and simply
deal with the problem by assuming that when the su(2/1) (or su(2/2)) structure emerges
from the underlying NCG theory at the emergence scale, the geometry, a full description of
which could be fairly complicated, in addition to breaking the gauge symmetries, also fixes
the fermion masses and mixings to the observed values.

2.5 TeV Collider Signal and Constraints

We have been led to the possibility that a LRSM emerges from an underlying NCG theory
at the scale of Ay ~ 4TeV, which also breaks to SU(2); x U(1)y with a triplet VEV of
vr = O(Ag/g) with Agp = A;. An additional constraint that the model predicts is that the
Higgs quartic coupling A\; and the SU(2) coupling g are related by A\; = ¢g?/2 at that scale.
In this section, let us look at what the phenomenological consequences are of such a scenario.

Since we envision that the UV theory above the emergence scale of A, = 4TeV is a NCG
theory with a discrete extra dimension, the existence of the extra dimension at such a low
scale should have observable consequences beyond predicting a LRSM with a particular
boundary condition. However, since the extra dimension is also discrete, it is not at all
clear what it means to have a ‘scale’ associated with it. Having zero measure, it cannot
be populated by extra degrees of freedom, which, for a continuum extra dimension model,
would lead to Kaluza-Klein states. Lacking an understanding of the hypothetical UV NCG
theory, it is difficult to state what to expect, so we will, for now, concentrate on the more
conventional phenomenology of the effective LRSM the formalism predicts. Considerations
of more exotic ‘smoking gun’ signatures will be left to future work.
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Figure 2.4: Processes that contribute to K°-K9 mixing in the LRSM. In (a), the indices
and j run over the three generations of up-type quarks u, ¢, and ¢t. Diagrams rotated by 90°,
180°, and 270° also contribute.

2.5.1 New Particles

First and foremost, the LRSM we have been considering predicts a plethora of new and heavy
particles: W3 (which are mostly W), Zy (which is mostly Z'), and a variety of neutral,
singly charged, and doubly charged scalars originating in the Higgs sector that are denoted
HY, HY, HY, AY, A, Hi, Hy, 07~ and 05~ in Ref. [235].1% The coupling of the triplet to the
leptons, Eq. (2.190), will also generate massive Majorana neutrinos, which we will denote N
or Ny (since they are mostly vg) with a possible flavor index.

All these new particles will receive masses from the same triplet VEV, vg = O(Agr/g), so we
can expect them all to have masses in the multi-TeV range, placing some of them, hopefully,
within LHC reach. The actual masses will depend on the many parameters of the model,
e.g., those appearing in the Higgs potential. One concrete prediction we can make is that
My, /My, =~ /3, so, for instance, if My, = 4TeV then My, ~ v/3 My, ~ 7TeV. Thus, the
actual particle masses need not all be concentrated at 4 TeV, and one expects a spread-out
spectrum. The TeV scale Majorana masses of the Ng’s will also allow us to invoke a TeV
scale see-saw mechanism to suppress regular neutrino masses.

Bounds on these new particle masses exist from various low energy observables and from
direct searches at the LHC. Let us take a look at what they are.

2.5.2 Bounds from Low Energy Processes

Constraints on the LRSM from low energy processes have been heavily studied in the lit-
erature for both the non-supersymmetric LRSM [235-266] and its supersymmetric exten-
sion [267-270]. Processes and observables that have been considered include muon decay
[ — ev.v,, neutron beta decay n — pe” 7., the neutron electric dipole moment (nREDM),
KK mixing (i.e., the K?-K2 mass difference AMy = Mo — MKg and the K-decay CP
violation parameters e and €, c.f. Fig. 2.4), DY D0 mixing, B°B° mixing (AMg,, AMp,, and

9The lightest neutral Higgs particle, denoted h® in Ref. [235], is identified with the SM Higgs and is not
included in this list.
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Figure 2.5: The Feynman diagram for the production of a heavy right-handed neutrino and
its decay to a dilepton and a dijet through Wx exchange. My is the Majorana mass of Ng.

CP violation in hadronic B decays), b semileptonic decay, and b — s7.

Of the constraints thus obtained, those on the mass of W5, which is mostly Wg, are fairly
robust and independent of the detailed form of the Higgs potential. This is due to the
SU(2)r gauge coupling being well known in the LRSM, and for the quark sector, if one
assumes the Yukawa interaction with the bi-doublet ®, Eq. (2.203), to be solely responsible
for the quark masses and mixings, then the right-handed CKM matrix V' can be fairly well
constrained from quark masses and the usual left-handed CKM matrix V*. According to
the analysis of Ref. [235], AM[ yields 2.5 TeV, while the combination of € and nEDM yields
4 TeV, respectively, as the lower bound of My,. The 4 TeV bound matches precisely our
right-handed scale A where we expect typical new particle masses to be.

Bounds on scalar masses are more model dependent, and can be much stronger than that on
Myy,,. For instance, H{ and A} exchange can contribute to K°KY mixing at tree-level (see
Fig. 2.4(b)), and Ref. [235] uses AM to place a lower bound of 15 TeV on their masses.

2.5.3 LHC Signatures

CMS and ATLAS have looked for BSM signals including Wg, Z’, and 5?&’5 of the LRSM in
proton-proton collisions of energies up to /s = 8 TeV, and continued their searches at the
center of mass energy of /s = 13 TeV. Here, we cite some of their current bounds.

Wgr and Np

Since the heavy neutrino Ny has a large Majorana mass in our construction, a distinctive
signature for the model at the LHC is a same-sign dilepton + dijet final state with no missing
energy via W]% — Ngl* — (*0*j5 [271]. The Drell-Yan diagram for this lepton number
violating process is shown in Fig. 2.5, the violation due to the Majorana mass insertion on
the Npg line. Since a Dirac mass does not violate lepton number, a Dirac neutrino would
only allow oppositely-charged dileptons in the final state. Therefore, LHC searches for the
same-sign channel are important in determining whether the heavy neutrino Ng is Majorana
or Dirac.
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The cross section of the process naturally depends on both Wxr and Ny masses, so the
searches exclude correlated regions in My,,-My space. In particular, if My, < My then the
process will be highly suppressed and be undetectable, so certain regions cannot be probed.
If the intermediate state is N, (IV,), then the dilepton in the final state will be ee (ppu).
However, if the N, and N, mix, then one can also have ey final states. Thus, the bounds
could also depend on which channels are included in the analysis.

In Ref. [272], ATLAS reports that for both no-mixing and maximal-mixing scenarios (be-
tween N, and N,), they have excluded Wx of mass up to 1.8 TeV (2.3 TeV) at 95% C.L.,
assuming a mass difference between Wx and N, larger than 0.3 TeV (0.9 TeV).

In Ref. [273], CMS reports that Wx of mass up to 3.0 TeV have been excluded at 95% C.L.
for the ee and pp channels separately, and also with the two channels combined assuming
degenerate N, and N, masses.

Doubly Charged Higgs

Another signature of the LRSM which could be observed at the LHC comes from the triplet
Higgs channel. In particular, the doubly-charged Higgs of the triplet decaying to two same-
sign leptons

52[’% — etet, pFut, et (2.245)

via the Majorana interaction, Eq. (2.190), will present a very clear and distinctive signal.
In Ref. [274], ATLAS reports that 5fi of masses up to 409 GeV, 398 GeV, and 375 GeV,
and 5;? of masses up to 322 GeV, 306 GeV, and 310 GeV have been excluded at 95% C.L.

for the ee, pu, and e final states, respectively. These results assume a branching fraction
of 100% for each final state. For smaller branching fractions, the bounds will be weaker.

In Ref. [275], CMS reports the mass bounds on the doubly charged Higgs in the left-handed
triplet extension of the SM (type II seesaw model). At the 95% C.L., the bounds are 444
GeV, 453 GeV, 373 GeV, 459 GeV, 375 GeV, and 204 GeV respectively when 100% decay

to ee, eu, eT, up, ut, and 77 final states are assumed.

2.5.4 Neutrinoless Double-5 Decay

Since the Majorana masses of the neutrinos violate lepton number by two units, their presence
will lead to lepton number violating processes such as neutrinoless double-g decay (0v3/3):

(A,Z) = (A Z+2) +e +e . (2.246)

The rate of Ov35 can be written generically as

Loy 2
0wBs _ G‘MJ Imse|? (2.247)

In2 mg
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Figure 2.6: Neutrinoless double-beta decay in the LRSM via the exchange of W, Wg with
vy, and vy intermediate states. mp and My are respectively the Dirac and Majorana masses
of the neutrino. Mass eigenstates are linear combinations of v and vg, with the light state
v consisting mostly of v, and the heavy state N consisting mostly of vg. The double-circle
on the W propagator in (d) indicates W -Wpg mixing.

where GG denotes the kinematic factor, M the nuclear matrix element, m,. the electron mass,
and |m??| the effective neutrino mass:

my’ = " UZm,. (2.248)

Here, U is the PMNS mixing matrix, and m; the mass of the ¢-th mass eigenstate.

In the LRSM, Ov33 would occur via the Wy and Wx exchange processes with v, and vg
intermediate states as shown in Fig. 2.6. The dominant contributions are more likely to come
from pure left-handed currents with light neutrino intermediate states, Fig. 2.6(a), and pure
right-handed current with heavy neutrino intermediate states, Fig. 2.6(b). Contributions
from left-right mixed currents, Figs. 2.6(c) and 2.6(d), involve a suppression factor due to
the small left-right mixing (mp/Mpy ~ 1075 for the TeV scale LRSM with generic Yukawa
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Figure 2.7: Doubly-charged Higgs contributions to Ov/3 in LRSM.

couplings) [276-281]. However, there is still room in the parameter space which allows
significant contributions from the mixed diagrams, as discussed in Ref. [282].

In addition, there exist contributions to Ov5S from the doubly-charged Higgs mediated dia-
grams shown in Fig. 2.7. While those involving the left-handed currents and d;, are suppressed
by a factor of p?/M2, those involving the right-handed currents and dg are proportional to
My /M2, which may give significant contributions, depending on the masses in question.

The present limits on Ov 35 are not in contradiction with the TeV scale LRSM. As stated in
Ref. [259], the current signal on Ov3/ can be accounted by, for example, My, = 3 TeV and
My = 10 GeV, where some fine-tuning is required but not by an unacceptable amount.

2.5.5 Lepton Flavor Violating Processes

- +
HRr(L) €L(R)

Srry ¥ €R(L)

€R(L)

Figure 2.8: Doubly-charged Higgs contribution to g~ — e~ e~ et in LRSM.

The LRSM also allows for the lepton flavor violating (LFV) processes u — ey [283-285],
i — 3e [285, 286], and p — e conversion in nuclei [285, 287-290], though the predictions
for these processes are dependent on how much LFV is built into the Majorana interaction
between the leptons and the triplet scalars [277, 279, 281, 285, 291]. Current experimental
bounds on the branching fractions are [1]

B(u—ey) < 57x107"%,
B(pp— eee) < 1.0x 107",

A A
oY Auz eTAY) s (2.249)
o(p~Au — capture)
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all at 90% C.L.

Among these processes, ;1 — 3e is mediated by the doubly charged Higgses (5%%) at tree
level, Fig. 2.8, and can be expected to have a relatively large branching fraction. Since the
Majorana couplings at the vertices of Fig. 2.8 are proportional to the scale of the Majo-
rana masses of the N’s, the diagram is roughly proportional to M%/MZ, and the branch-
ing fraction to My/Mj. So the process provides a bound on My/Ms. In the analysis of
Ref. [277], the left-right symmetry operator of the model is taken to be charge conjugation
C' [259] which restricts the form of the Majorana interaction and allows one to constrain the
right-handed PMNS matrix from the left-handed PMNS matrix, just as in the case of the
Yukawa interaction for quarks, providing some predictability. Assuming My, = 3.5 TeV and
My = 0.5TeV, and taking all of the above LFV processes into account, Ref. [277] reports
MR*/Ms < 0.1, which places a lower bound on Ms of 5 TeV, right in the ballpark of our
Ar =4TeV.

Belle, Babar, and LHCb have also searched for the LFV decays 7 — (v [292, 293] and
T — 000 [294-296], where ¢ = e or p and have placed bounds on the branching fractions to
these decays at around a few times 107% at 90% C.L. According to the analysis of Ref. [297],
the LRSM with W, Hli, and (5?& masses all set to 3 TeV can accommodate a branching
fraction of 7 — (/¢ as large as 10~° which would be accessible at the next generation of

super B factories [298, 299].

2.5.6 Phenomenological Outlook

Based on these conventional phenomenological analyses, we conclude that the TeV scale
LRSM predicted by the su(2/2) superconnection formalism, possibly with an underlying
NCG, provides a wealth of new particles and predictions within reach of LHC and other
experiments. The fact that the current experimental bounds on the LRSM and the corre-
sponding predictions of the superconnection formalism are suspiciously close may be a sign
that LHC is on the brink of discovering something new and exciting.

With the center of mass energy of /s = 13 TeV for its second run, the LHC is well capable
of observing the new particles of the model among which the most important are the right-
handed gauge bosons (WE, Z'") whose masses are fixed by the formalism and range within
the TeV scale. With the scale of 4 TeV, selected by the formalism itself, these masses will
be within reach of the LHC, provided that the right handed neutrinos (Ng) are light enough
to make the corresponding channels accessible.?”

A number of relevant and important observations could be delivered in the LFV branch as

20There is nothing in the model which constraints the right-handed neutrinos Ny to be light. With Np
heavier than Wﬁ, the Drell-Yan interactions will be highly suppressed and thus, although theoretically the
TeV scale LRSM could still be viable, it will be very difficult for the LHC to detect its signature through
the Wg channels.
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well, especially in u — e conversion in nuclei, which we briefly discussed in an earlier section.
With the next generation of machines, the COMET [300] and Mu2e [301] collaborations
target to increase their sensitivity for this process from 10713 to 10~!7, which will significantly
improve the limits on new physics including LRSM. Moreover, the next generation of super
B factories aim to increase the limit on LFV 7 decays to a level of 107 [298, 299], which
will also provide useful information on the nature of new physics.

Thus, the early disappointments of the LHC (lack of other discoveries except for the discovery
of the Higgs) could have been nothing but the calm before the storm.

2.6 Summary and Outlook for Superconnection For-
malism

2.6.1 Strengths and Weaknesses of the NCG-Superconnection Ap-
proach

Here, we have reviewed the su(2/1) superconnection approach to the SM of Ne’eman et al.
[129, 164, 173], supplemented by later developments by Coquereaux et al. [120] and Haussling
et al. [121]. The superconnection describes the connection in a model space in which our
3+ 1 dimensional spacetime is extended by a discrete extra dimension consisting of only two
points, i.e., the model space consists of two 3 4+ 1 dimensional branes separated by a gap.
The left-handed fermions are assumed to inhabit one brane, and the right-handed fermions
the other. The even part of the superconnection describes the usual gauge connection within
each 3+ 1 dimensional brane, while the odd part of the superconnection, identified with the
Higgs doublet, describes the connection in the discrete direction bridging the gap between
the two branes. Contrary to early misconceptions about the approach, the Higgs doublet
enters as a bosonic scalar, and does not violate the spin-statistics theorem.

The su(2/1) superconnection model predicts sin? #y = 1/4, a condition which can only be
imposed on the SU(2), x U(1)y gauge couplings at ~ 4 TeV. We interpret this to mean
that the SM emerges from the underlying discrete extra dimension theory at that scale. The
model also predicts the Higgs mass, which, including RGE running down from 4 TeV, is
~ 170 GeV.

To remedy this problem, we extended the model to su(2/2), in which the SU(2), x SU(2) g X
U(1)p_r, gauge bosons and a bi-doublet field & were embedded into the superconnection.
This extended the SM to the LRSM, for which the emergence scale also turned out to be
4 TeV. In this case, additional gauge triplet scalars were introduced to break SU(2)r x
U(1)p_r down to U(1)y, and the scale of this breaking was also required to be at 4 TeV.
The bi-doublet field then broke the SU(2), x U(1)y symmetry down to U(1)en,. It was shown
that the lightest neutral scalar in the Higgs sector could have mass as light as ~ 126 GeV.
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The model also predicts a plethora of new particles with masses in the multi-TeV range,
within reach of the LHC run 2.

Of the several salient features of the approach, the most interesting is that the generalized
exterior derivative in the discrete direction, i.e., the matrix derivative, shifts the VEV of the
off-diagonal zero-forms to non-zero values, effectively breaking the gauge symmetries. Thus,
gauge symmetry breaking is intimately connected to the geometry of the model spacetime,
in particular, to the separation of the two branes. We envision a scenario in which the
two branes, originally overlapping, separate from each other dynamically and trigger gauge
symmetry breaking. In other words, the Higgs mechanism is not due to the Higgs dynamics
which is independent of any underlying geometry, but an integral part of the geometry itself,
and is quantum gravitational in character.

Many problems still remain for the formalism to mature into a full fledged model building
paradigm. First, the Lie superalgebra structure is assumed to emerge from some underlying
NCG theory, but we have not clarified how the geometry enforces the structure yet. We would
also like to incorporate QCD, and fermion generations into the structure. The Spectral SM
of Connes et al. supposedly has already done this, but, as commented on earlier, the Spectral
SM approach does not have much predictive power. Also, after the incorporation of QCD
into the model, we would like to unify it with the LRSM via the Pati-Salam group. The
U(1)p_r gauge boson being part of the su(2/2) superconnection, this suggests that QCD
cannot be simply tacked on to the model.

There is also the subtle problem of how the nilpotency of the matrix derivative should be
treated. In the su(2/1) case, the term d3, in the definition of the supercurvature could not be
ignored for gauge invariance, but including it led to internal inconsistencies. In the su(2/2)
case, d%, belongs to the center of the superalgebra, so it can be added or subtracted from the
super curvature without changing its algebraic properties. This suggests that one can decide
to ignore d%; based on consistency requirements, but one cannot shake the impression that
the treatment is ad hoc. Furthermore, in the su(2/2) case, phenomenological requirements
demanded that the nilpotency of the matrix derivative be broken. Whether this is another
indication of a deep connection between spontaneous symmetry breaking and the geometry
of the underlying theory remains to be seen.

These and other questions will be addressed in future work.

2.6.2 Comment on the Hierarchy Problem and the Unification of
Couplings

The major appeal of the more traditional approaches to BSM model building such as super-
symmetry (as well as technicolor, extra dimensions, etc.) is that they address the hierarchy
problem, and that they shed light on the apparent unification of couplings, both within the
context of local effective field theory (EFT).
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However, this apparent theoretical appeal of supersymmetry does not exclude approaches
that do not necessarily follow the local EFT paradigm. For example, in the Spectral SM
approach of Connes et al. [147-149, 152156, 189] the hierarchy problem can be addressed
in a completely different fashion [154]. The crucial NCG (and thus in some sense non-local)
aspect of the SM is found in the Higgs sector, which in principle comes with an extra (second)
scale, to be distinguished from the usual UV scale of local EFT. The hierarchy between the
Higgs and the UV (Planck) scale can be associated (as shown by Chamseddine and Connes
in Ref. [154]) with the natural exponential factor that comes from the dynamical discrete
geometry of the Higgs sector. Similarly, the apparent gauge unification (in the guise of an
effective SO(10) relation between the gauge couplings) is also incorporated into the Spectral
SM. These aspects of the NCG approach to the SM are almost completely unknown in
the particle physics community, and at the moment, almost completely undeveloped from a
phenomenological viewpoint.

One of our aims in our upcoming review of the Spectral SM [162] is to clarify these in-
teresting features of the NCG approach to the SM and make them palatable to the wider
phenomenological community. We are also motivated by a deeper need to understand the
limitations of the local EFT paradigm from the point of view of the physics of quantum
gravity, which is usually, rather naively, ignored at the currently interesting particle physics
scales, by invoking the concept of decoupling, which represents another central feature of
the local EFT and which is also challenged by the NCG approach to the SM. Finally, as we
discuss in the next concluding subsection of this paper, the usual RG analysis of the local
EFT should be re-examined in the new light of the non-commutative /non-local structure of
the SM, and the apparent existence of two natural (and naturally related) physics scales.

2.6.3 The Violation of Decoupling and the Possibility for UV /IR
Mixing

In this concluding subsection we would like to comment on the observation made in Ref. [302]
regarding the violation of decoupling in the Higgs sector, and how this violation may point
to the more fundamental possibility of mixing of UV and IR degrees of freedom, given our
view that a NCG underlies the Higgs sector. Such UV/IR mixing is known in the simpler
context of non-commutative field theory [303], which we review below.

First, let us briefly recall the argument made in Ref. [302]: Essentially, Senjanovic and
Sokorac found within the LRSM that the Higgs scalars do not decouple at low energy due
to the essential relation between the gauge couplings and the Higgs mass. Note that this
violation of decoupling will affect the scales of the electroweak breaking (taken as the low
energy scale) and the TeV scale (taken as the high energy scale of new physics).

Such a violation of decoupling might point to a more fundamental phenomenon of the UV/IR
mixing of the short and long distance physics. Here, we briefly recall in slightly more
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detail the UV/IR mixing found in non-commutative field theory [303]. In this particular
toy-model case (to be distinguished from NCG of Connes relevant for our discussion), the
non-commutative spatial coordinates are assumed to satisfy

[ZEa, J}b] = Zﬂab, (2250)

where 6, is real and antisymmetric. Note that when this relation is taken together with the
fundamental commutation relation

[Za, Pb] = dap , (2.251)
they imply the possibility of a fundamentally new effect: UV /IR mixing, i.e.,
5$a ~ Hab 5]?1). (2252)

This would mean, contrary to the usual intuition from local effective field theory, that high
energy processes are related to low energy distances. We have argued elsewhere that the
UV/IR mixing should be a fundamental feature of quantum gravity and string theory [118,
304].

At the moment, we are not aware of an explicit UV /IR relation in the context of the NCG of
Connes that underlies the superconnection formalism and the new viewpoint on the SM and
the physics beyond it, as advocated here. However, there exists a very specific toy model of
non-commutative field theory in which such UV /IR mixing has been explicitly demonstrated.
The nice feature of this toy model is that it can be realized in a fundamental short distance
theory, such as string theory [303].

The non-commutative field theory is defined by the effective action

Spe = / d*z L[¢] (2.253)

where the product of the fields ¢ is given by the Moyal (or star) product

(@ 02)) = exp | 3070005 | 61(0)en(2) (2.254)

Y=2=T

In what follows, motivated by the form of the Higgs Lagrangian, we take L[¢] to describe
the massive A\¢* non-commutative field theory.

The main point made in Ref. [303] is that, in the simplest case of the ¢* theory, the 1PI two
point function has the non-trivial leading form (up to an overall coefficient)

A%z —m?lo Ay (2.255)
eff g m2 ) .

where m is the mass of the ¢ field, and the effective cut-off A.g is given by the following
expression:

1 -1
Aog = (p—pa%pb) : (2.256)
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Here, A is the usual UV cut-off. Note that the non-commutativity scale 6 plays the role of
the natural IR cut-off.

The UV/IR mixing, characteristic of this type of non-commutative field theory leads to the
question of the existence of the proper continuum limit for non-commutative field theory.
This question can be examined from the point of view of non-perturbative Renormalization
Group (RG). The proper Wilsonian analysis of this type of non-commutative theory has been
done in Ref. [305]. The UV/IR mixing leads to a new kind of the RG flow: a double RG
flow, in which one flows from the UV to IR and the IR to the UV and ends up, generically,
at a self-dual fixed point. It would be tantalizing if the NCG set-up associated with the SM,
and in particular, the LRSM generalization discussed here, would lead to the phenomenon of
the UV/IR mixing and the double RG flow with a self-dual fixed point. Finally, we remark
that it has been argued in a recent work on quantum gravity and string theory that such
UV/IR mixing and the double RG might be a generic feature of quantum gravity coupled
to matter [118, 304].

Even though the NCG in our case is different from this toy example, the lesson in the
essential physics of the UV/IR mixing is present in our situation as well: the Higgs field can
be associated with the natural scale of non-commutativity and thus the natural IR scale,
and, therefore, even in our situation we might reasonably expect that the the Higgs scale is
mixed with the UV cut-off defined by some more fundamental theory. Needless to say, at
the moment this is only an exciting conjecture.

If this conjecture is true, given the results presented here one could expect that the appear-
ance of the LRSM degrees of freedom (as well as the embedded SM degrees of freedom) at
low energy is essentially a direct manifestation of some effective UV /IR mixing, and thus
that, on one hand, the remnants of the UV physics can be expected at a low energy scale
of 4 TeV, and, conversely, that the LRSM structure point to some unique features of the
high energy physics of quantum gravity. In this context, we recall the observations made in
Ref. [196] about the special nature of the Pati-Salam model, which unifies the LRSM with
QCD, in certain constructions of string vacua. Even though this observation is mainly based
on “groupology” and it is not deeply understood, this observation might be indicative that
the Pati-Salam model is the natural completion of the SM, as suggested here, in which the
infrared physics associated with the Higgs sector is mixed with the ultraviolet physics of
some more fundamental physics, such as string theory.



Chapter 3

Left-right Symmetric Model
Motivated by Non-Commutative
Geometry

In the last chapter, we studied the superconnection formalism, which implies a geometry
responsible for the structure of the SM particle spectrum. It was shown by Connes et al.
[190] that, in order to describe all the symmetries we observe in terms of diffeomorphisms of
a single geometric structure, the geometry cannot be a regular geometry but instead must be
NCG. In this chapter, we briefly review NCG as studied in our previous work [160] published
in International Journal of Modern Physics A, and study the phenomenology related to it.
In particular, we study the LRSM extension hinted by the NCG structure and point out
that the model would have been in tension with the previous LHC diboson excess had the
signal persisted.

3.1 Introduction and Overview of NC(G Approach

Canonical discussions on possible new physics beyond the Standard Model (SM) have been
centered around the hierarchy problem and the unifications of couplings. The current fa-
vorites among various approaches to stabilizing the low Higgs mass (126 GeV, as found at the
LHC [306, 307]) are supersymmetry, technicolor, and extra dimensions. These approaches
also incorporate the philosophy of coupling unification in Grand Unified Theories (GUT’s).

To this list, we seek to add another contender, namely models based on the NCG of
Connes [152, 189]. In a series of papers starting from 1990 [147-156], Connes and col-
laborators have argued that the SM action could be derived from a particular NCG via the
construction of what they call the “spectral” action [149], in essence geometrizing the SM
and placing it on a similar footing to gravity. Several of the predictions that result from the
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approach, according to our current understanding, are quite remarkable:!

e The SU(2)., gauge bosons and the Higgs doublet are unified into a single “supercon-
nection,” one of the consequences being that the SU(2); gauge coupling g;, and the
Yukawa couplings are related in a particular way [147, 150-152].

e The SU(2), x U(1)y x SU(3)¢ gauge couplings satisfy an SO(10) GUT-like relation,
even though the particle content of the model is that of the SM [149, 154].

e Anomaly cancellation requires the presence of both electroweak and QCD sectors,
another GUT-like feature [150].

e The smallness of the Higgs boson mass can potentially be explained via an extra-
dimension-like mechanism involving a ‘warp’-factor [154].

The approach, of course, is not without its problems:

e The GUT-like relations on the gauge couplings can only be imposed at a single scale, so
one must interpret the NCG spectral action as that which ‘emerges’ from an underlying
NCG theory at the ‘unification’ scale.

e Quantization of the model within the NCG framework (in the sense of path integrals)
is yet to be fully explored [152, 189], so one usually treats the NCG spectral action
as an effective QFT action at the unification scale, and evolve it down to lower ener-
gies using the usual Renormalization Group (RG) equations to work out the infrared
consequences.

e The minimal version of the NCG model which describes the SM predicts a Higgs mass of
~ 170 GeV, in clear contradiction with experiment [154]. This issue could be remedied
by turning one of the off-diagonal entries of the Dirac operator, which is responsible
for the neutrino Majorana mass, into a field. With this singlet field coupled to the SM
Higgs field, the model accommodates a 126 GeV Higgs boson [155]. This could also be
accomplished by extending the NCG to that which leads to a left-right symmetric Pati-
Salam type action with coupling unification which automatically involves this singlet
field [156].

In addition, the NCG spectral action approach to particle physics is under continued devel-
opment by Connes and collaborators, and sorting out the various versions can be difficult.

Despite these caveats, however, or any other reservation one may have about the entire ap-
proach, it is not without its merits, as explained above, and we feel that it may have the
potential to develop into a full-fledged paradigm. In particular, from the phenomenological

'We are currently working on a review article explaining how these predictions come about [162].
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standpoint, the necessity to enlarge the gauge symmetry (via an enlargement of the un-
derlying NCG) to accommodate the Higg mass can be considered a strength rather than a
weakness. It tells us that the approach is restrictive enough for the models to be confronted
by experiment, and point us in new directions to explore.

Indeed, in a recent paper [2], Chamseddine, Connes, and van Suijlekom have proposed a new
formulation of an NCG based unified left-right symmetric Pati-Salam model, which comes
in three different versions differing in Higgs content. In all three, the gauge theory which
emerges from the underlying NCG at the unification scale, which we will call My, is that
with gauge symmetry Gagy = SU(2)p x SU(2)g x SU(4)¢ with unified couplings:

9.(My) = gr(My) = ga(My) . (3.1)
In one version, the symmetry is actually Gaosup = Gaoos X D, where D denotes parity which

maintains left-right symmetry.?

Gagq or Gagyp is assumed to break down to Go13 = SU(2), x U(1)y x SU(3)¢c of the SM at
scale M with matching conditions

1 o2 1
(V)P N 3l lg ()P
[g2(MR)? — [go(Mg)2”

1 _ 1 (32)
l93(MR))? lg1(Mg)]? '

For all three versions, which differ in particle content, Ref. [2] argues that both boundary
conditions can be satisfied if My ~ 10 GeV and My ~ 10'3 GeV.

Here, we will not attempt to review or justify the derivation of these models, but look
at their consequences purely phenomenologically. From that viewpoint, the high value of
Mp, is problematic in light of recent hints of a Wy with a mass of around 2 TeV at the
LHC. [308-313] If the LHC signal is indeed the gauge boson of the SU(2)g group, then Mg
on the order of a few TeV would be more compatible with that possibility. For instance, in
Refs. [159, 163] we proposed an su(2/2) superconnection-based left-right symmetric model
for which Mr = 4TeV, placing the mass of Wg in the correct range. We address the
question whether My for Chamseddine et al.’s NCG models can be lowered by the addition
of intermediate breaking scales between M;; and Mg at which the symmetry breaks down
from Gagup/Gaos to Gays via several intermediate steps. In other words, is any symmetry-
breaking pattern compatible with a unified left-right symmetric Pati-Salam model at My,
and the SM below Mgz ~ few TeV? We will demand that My stay below the Planck mass

2D-parity is slightly different from the usual Lorentz (P) parity in that the former interchanges the
SU(2)r, and SU(2)g sectors completely (including the scalars), while the latter does not transform the
scalars. For example, the D-parity interchanges the SU(2); Higgs fields and their SU(2)g counterparts,
and transforms the bidoublet ¢ into ¢ (and vice versa), while the P-parity leaves them unchanged.
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at 10 GeV. Similar analyses have been carried out in the context of non-supersymmetric
SO(10) GUT models in Refs. [314-321] for a variety of symmetry breaking chains.® Our
analysis differs from these due to the NCG models considered here differing in Higgs content
since NCG does not require the Higgs fields to fall into SO(10) multiplets.

While originally motivated by the desire to confront the viability of NCG derived unified left-
right symmetric Pati-Salam models, we note in passing that similar models may emerge in a
large class of string compactifications as discovered by Dienes. [326] So the results presented
here may have a wider range of applicability.

This chapter is organized as follows. In section 2, we briefly review the current status of the
Wr-like signal seen at the LHC, and phenomenological constraints. In section 3, we cover var-
ious symmetry breaking chains from Gagyp/Gags down to Gaps, and solve the renormalization
group evolution equations for breaking scales which would satisfy the boundary/matching
conditions for the given particle content. The list includes those that were considered by
Chamseddine, Connes, and van Suijlekom in Ref. [2]. We conclude in section 4 with a
discussion of what was discovered.

3.2 Example: The Wy Signal at the LHC

In 2015, ATLAS reported on a search for narrow resonances hadronically decaying into a
pair of SM gauge bosons WW, WZ, or ZZ [308]. The largest excess occurs in the W7
channel at around 2 TeV with a local significance of 3.40 and a global 2.5¢0. Moreover, both
CMS [309] and ATLAS [310] notice an excess at around 1.8 TeV in the dijet distributions,
albeit with low significance (2.20 and 1o). In addition, CMS observes an excess, again at
around 2 TeV, both in their search for massive W H production in the ¢vbb final state [311]
and in massive-resonance production decaying into two SM vector bosons (one of which is
leptonically tagged [312]), both of which have lower significance than 2o.

It is discussed in Refs. [327-330] that these results may be interpreted in the context of the
left-right model with the gauge group SU(2), x SU(2)r x U(1)’ and it is shown that a heavy
right-handed gauge boson Wx with a single coupling gr(Mpg) ~ 0.4 can explain the current
measurements. Note that this coupling is different from the SM left-handed W coupling
gr(5 TeV) ~ 0.63. [1, 331] Many other authors have also discussed possible phenomenological
consequences of the W interpretation, e.g. Refs. [332-343] to list just a few, but we refrain
from reviewing them here.

Although the collider excess goes away later, we nevertheless use it as an example to demon-
strate how exotic high energy physics such as NCG can be put into test in a collider experi-
ment.

3For analyses of supersymmetric SO(10) GUT, see Refs. [322-325].
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3.3 TeV-Scale Left-Right Model in the Light of Latest
LHC Searches

3.3.1 Setup of the Problem

We would like to see whether such a Wx can be accommodated within an NCG induced
unified left-right symmetric Pati-Salam model. The left-right symmetric model naturally
has ggr = g;,. However, one can have an asymmetry between gr and g;, if one separates the
D-parity [259] breaking scale Mp from the the scale Mz where SU(2)g is broken [206, 344].

As an intermediate symmetry between Gagyp/Gaoq and Goyz of the SM, we introduce
G2213 = SU(Q)L X SU(Z)R X U(l)B,L X SU(?))C , (33)

with gauge couplings g1, gr, 9B, and g3. The most general breaking sequence will then be

NCG 2% Ga24D Mo, G2 Me, Gao13 e, Gais Mz, G, (3.4)

where the double-line arrow indicates the emergence of the Gaoup theory from the under-
lying NCG, and G153 = U(1)gm x SU(3)¢ is the unbroken group which remains below the
electroweak scale with couplings e and gs.

We label the energy intervals in between symmetry breaking scales starting from [Mz, Mg]
up to [Mp, My| with Roman numerals as:

I . [Mz, MR] s G213 (SM) y
I [MR7 MC] , Gongs
III . [Mc, MD] 5 G224 5
v [Mp, My, Gaoup - (3.5)

The ordering of the breaking scales must be strictly maintained, that is
M; < Mrp < Mc < Mp < My . (3.6)

However, adjacent scales can be set equal, which collapses the corresponding energy interval
and skips the intermediate step. For instance, if Mr = Mg, then Gaoy breaks directly to
(G213, and interval III will be followed by interval I, skipping interval II.

In the following, we investigate whether it is possible to set Mg ~ 5TeV while maintaining
My below the Planck scale. The IR data which we will keep fixed as boundary conditions
to the RG running are [1, 331]

a(Mz) = 1/127.9,
as(Mz) = 0.118,
sin? Oy (My) = 0.2312, (3.7)



84

at My = 91.1876 GeV, which translates to

The coupling constants are all required to remain in the perturbative regime during the
evolution from My down to M.

3.3.2 One-Loop Running and the Extended Survival Hypothesis

For a given particle content, the gauge couplings are evolved according to the 1-loop RG

relation
1 1 a; MB

— = In , 3.9
GO0~ @(0Mp) ~ 82 My (39)
where the RG coefficients a; are given by [7, 200]
11 2
a = —50(G) + 3 RZE(Rf) -dy(Ry) -+ dy(Ry)
!
1

Here, the summation is over irreducible chiral representations of fermions (Ry) in the second
term and those of scalars (Rs) in the third. Cy(G;) is the quadratic Casimir for the adjoint
representation of the group G, and T; is the Dynkin index of each (complex) representation.
For SU(2), Co(G) = 2, T = 1/2 for doublet representations and 7" = 2 for triplets. See
Table 3.1 for the Dynkin indexes of other representations. For U(1), Co(G) = 0 and

%:T =) (%)2 , (3.11)

f7s

where Y/2 is the U(1) charge, the factor of 1/2 coming from the traditional normalizations
of the hypercharge Y and B — L charges. The a;’s will differ depending on the particle
content, which changes every time symmetry breaking occurs. We will distinguish the a;’s in
different energy intervals with the corresponding roman numeral superscript, cf. Eq. (3.5).

For the particle content in each energy interval we impose the Fxtended Survival Hypothesis
(ESH) [345]. The ESH states that at every step of the symmetry breaking chain, the only
scalars which survive below the symmetry breaking scale are the ones which acquire vacuum
expectation values (VEV’s) at the subsequent levels of the symmetry breaking. For instance,
the only scalar assumed to survive below Mg would be the SM Higgs doublet which acquires
a VEV to break G913 further down to G;3 under the ESH.

41f the representation is real a factor of % comes about in the third term.
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3.3.3 Non-Unified Left-Right Symmetric Pati-Salam

We begin by looking at the Pati-Salam model [195, 201-203] without the unification of all
three couplings as demanded in the NCG approach. We impose left-right symmetry g;, = gr
at scale Mp, which we identify as the scale at which Gaoup breaks to Gao4, and evolve our
couplings down from Mp:

M, M, M, M
G224D _—D_> G224 _—C_> G(2213 _—R_> CTY213 _—Z_> G13 . (312)

Note that energy interval IV is absent. In addition to Eq. (3.8), the boundary/matching
conditions we impose on the couplings at the symmetry breaking scales are:

My gu(Mp) = gu(Mp), (3.13)
Mo \/ggBL(MC) = g3(Mc) = gs(Mc) , (3.14)
My o - gy}\@) o M) = (). (319
M 5 angy < wom @0 (310

Note that if Mo = Mg, then the conditions at those scales reduce to those given in Eq. (3.2).

We assume that the above breaking sequence is accomplished by a Higgs sector consisting
of scalars which transform under Ggyy4 as

$(2,2,1), Ag(1,3,10), %(1,1,15). (3.17)

These fields decompose into irreducible representations of (Gaa13 as:

4 4
S(1,1,15) = %,(1,1,0,1) ® T4 (1,1,3,3> © Y <1,1,?,3> @ ¥s(1,1,0,8)

2 —2
AR1(173a271) @AR?) (173a 573) 69AR()’ (1737 ?76) )

0(2,2,1) = ¢(2,2,0,1). (3.18)

Ag(1,3,10)

The breaking of G4 down to Gag13 would be accomplished by the field ¥ acquiring a VEV.
Y3, X3, 2g, Ags, Agg are all colored, so they will not be acquiring VEV’s in the subsequent
steps. Thus, under ESH, all these fields will become heavy at Mg and decouple from the
RG equations below M. The remaining fields decompose into irreducible representations
of G213 as:

Api(1,3,2,1) = A%(1,0,1) @ AL (1,2,1) @ ALF(1,4,1),
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#(2,2,0,1) = ¢(2,1,1) D ¢h(2,—1,1) . (3.19)

The breaking of Ggg13 down to G913 would be accomplished by the field A?ﬂ, while that of
G213 down to Gy3 would be realised by the neutral (diagonal) components of ¢9(2,2,0,1),
acquiring VEVs. The fields A%, and AL’ would be both charged under electromagnetism,
so they will not be acquiring VEV’s in the subsequent steps. Thus, under the ESH, these
fields will become heavy at Mpg. In addition, only one of the two physical states (which are
linear combinations of ¢y and ¢)) remains light while the other picks a mass at Mg, unless
we apply fine-tuning [346]. The left-over field, the SM Higgs (which can be identified without
loss of generality as ¢5(2,1,1)) is left to be the only field in the Higgs spectrum below Mp.
Finally, with ESH, the particle content (other than the fermions and gauge bosons) of our
model in the three energy intervals I through III are:

I : $(2,2,1), Ar(1,3,10), ©(1,1,15),
I : $(2,2,0,1), Ap(1,3,2,1),
I : $(2,1,1). (3.20)

The values of the RG coefficients for this Higgs content are listed in Table 3.2.

Taking advantage of the boundary/matching conditions, the following relations can be de-
rived between the boundary values a(My), a,(Myz), sin? Oy (M), gr(Mg), and the ratios of
the successive symmetry breaking scales:

5 {3 — 6sin? Oy (M) 2 ]
/7T p—
CY(Mz) a§\(4MZ) \
= (3a; — 3az — 2a3)" In —£ + (=3ay + 3ar + 3apL, — 2a3)" In ==
~ ~ > MZ ~~ - MR
44 M 27
_3 3 1 220
+£ aLi aR) ) n MC ,
20
5 [ 4t sin? QW(MZ)]
7'(' _—
97(Mr) a(Mz) y
= (—ag)l In —R + (CLR — aL)H In —C + (aR - aL)HI In —D . (321)
N—— MZ N —’ MR N e’ MC
19/6 2/3 20/3

The derivation is shown in the Appendix B.1. To maintain the ordering of the mass scales,
all logarithms in these expressions must be non-negative. Numerically, we have

517 = 442 +27Ty+20z,

206
—484 = 192+ 4y+40z, (3.22)

9%(MRg)
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Figure 3.1: Running of the gauge couplings for the left-right symmetric Pati-Salam model.
The vertical dotted lines from left to right correspond to the symmetry breaking scales M,
Mg, and Mc. Mp is fixed at 5 TeV. For the U(1)p_; coupling between Mp and M¢, we

3 6
plot 50@2(#) = 2_7? so that it agrees with o' (i) at = M¢. The two cases shown are

BL
(a) gr(Mg) = 0.4 is imposed, and (b) Mp is minimized by collapsing the energy interval II1.

where M M M
R c D
T = logip— y = logjg —— Z = 10%10%- (3.23)
c
If we fix Mr = 5TeV, then x = log,o(Mg/Mz) = 1.74, and the above system of linear
equations yields

y = 27.9— % : z = —15.7+ g;(jj}z) : (3.24)
Since both y and z must be positive, we must have
0.38 < gr(Mg) < 0.59. (3.25)
We would also like to impose the condition
r+y+z = 140+ 91231(';4\;3) = logy, %—g < logy, 101;4% = 17.0, (3.26)
which constrains gr(Mg) to
gr(Mg) > 0.69 , (3.27)

which is incompatible with Eq. (3.25). Thus, the system does not allow for a parity breaking
scale Mp lower than the Planck mass.

Indeed, if we set gr(Mpg) = 0.4, as preferred by experiment [327-330], we obtain y = 2.2,
z = 19.0, which translates to

Mp = 5TeV, Mg = 8x10°GeV, Mp = 8x 10**GeV , (3.28)
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with

If we allow gr(MRg) to be as large as 0.59, we obtain y = 16.3, z = 0, which translates to
Mp = 5TeV, Mge = Mp = 1x102°GeV, (3.30)

with

The evolution of the couplings for these choices of scales is shown in Fig. 3.1. For each choice
of gr(Mpg), the value of gg;(Mg) is determined from the known value of the hypercharge
coupling g;(Mg) and the matching condition Eq. (3.15). Larger values of gr(MEg) closer to
gr(Mpg) will lower the scale Mp at which the RG flow of the two couplings separate. At the
same time, larger values of gg(Mpg) demand smaller values of gpr,(Mg), which pushes up the
scale Mo where the RG flow of gpy, bifurcates from that of g3. Since the order Mo < Mp
cannot be violated, Mp cannot be lowered further by increasing gr(Mpg) once the two scales
meet.

Looking at Fig. 3.1(b), however, we notice that in energy interval II g, and gr do flow
apart, but not as much as in energy interval III. A larger difference between g7, and gr could
be generated in interval IT if (ar, — ar)™ could be enhanced. To this end, let us relax the
ESH and allow some of the colored Apg fields to survive into interval II. The RG coefficients
for three Higgs-content scenarios in interval II that differ from the ESH case are listed in
Table 3.3. Clearly, the addition of extra Ay fields enhances (ay — ar)™.

We perform the same analyses as above for the three ESH-breaking cases, namely, the
calculation of the symmetry breaking scales to reproduce gr(Mg) = 0.4, and then by allowing
the value of gr(Mg) to float in order to find the lowest value of Mp:

1. Ap; and Aps survive:
To reproduce gr(Mpg) = 0.4, we find

Mp = 5TeV, Mo = 8x10°GeV, Mp = 2x10*GeV , (3.32)

with
If gr(Mpg) is allowed to float, the minimum of Mp is achieved when gr(Mpg) = 0.53

with
Mp = 5TeV, Mqe = Mp = 1x10'7GeV, (3.34)

with
9.(Mp) = gr(Mp) = 0.52, 94(Mp) = 0.53. (3.35)

The runnings of the couplings for these cases are shown in Fig. 3.2(a) and (b).
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2. Apgy and Apgg survive:
To reproduce gr(Mpg) = 0.4, we find

Mp = 5TeV, Mo = 2x10°GeV, Mp = 5x 102 GeV , (3.36)

with
If gr(Mp) is allowed to float, the minimum of Mp is achieved when gr(Mpg) = 0.49

with
Mp = 5TeV, Mg = Mp = 8 x 10" GeV (3.38)

with

The runnings of the couplings for these cases are shown in Fig. 3.2(c) and (d).

3. All three multiplets Agq, Ags, and Agg survive:
To reproduce gr(Mpg) = 0.4, we find

Mp = 5TeV, Mo = 2x10°GeV, Mp = 8x 102 GeV , (3.40)

with
If gr(Mpg) is allowed to float, the minimum of Mp is achieved when ggr(Mpg) = 0.47

with
Mg = 5TeV, Mye = Mp = 2x 10" GeV, (3.42)

with
9.(Mp) = gr(Mp) = 0.54, 94(Mp) = 0.67. (3.43)

The runnings of the couplings for these cases are shown in Fig. 3.2(e) and (f).

These results indicate that achieving a value of gr(Mpg) = 0.4 at Mg = 5TeV is not trivial
in this model, requiring a very high value of the parity breaking scale Mp. Lowering this
scale below the Planck mass cannot be achieved with the minimal Higgs content in energy
interval II as required by the ESH even if the value of gr(Mpg) were allowed to float. If
one relaxes the ESH, then Mp lower than the Planck mass is possible, provided gr(Mpg) is
allowed to be as large as ~ 0.5. It is also preferable for M and Mp to be degenerate, that
is, for Gaa4p to break directly to Gaars.
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3.3.4 Unified Left-Right Symmetric Pati-Salam from NCG

With the above results in mind, let us now look at the unified left-right symmetric Pati-
Salam model which we expect to emerge from an underlying NCG. The breaking pattern
now includes an emergence/unification scale as in Eq. (3.4), and all four energy intervals
listed in Eq. (3.5) must be taken into account with an extra boundary condition at My:

MU . gL(MU) = gR(MU) = 94(MU) (344)
This leads to the relations

[

M M,
= (3@1 — 5(12)1 IDM]Z{ + <—5CLL + 3(1R + SCLBL)H In M—Z
M M,
+ (=5ag, + 3ag + 2a))™ In =2 + (=5ay, + 3ap + 2a4)"Y In—2 ,  (3.45)
MC MD

o [a(ﬂg)@) - as&@)]

M M
= (3a; + 3ay — 8a3)I In 2 4 (3ar, + 3agr + 3apgy — 8a3)H In—¢
MZ MR
M M
+ (3ar, + 3agr — 6a4)HI In=—2 4+ (3ar, + 3ag — 6@4)IV In—2 , (3.46)
Me Mp
5 [ 47 sin? QW(MZ)]
7T —_—
9(Mp) a(Mz)
M M, M
= (—a) In M}; + (ag —ap)" lnM—Z + (ag —ay)" In ﬁ]z . (3.47)

The derivation is given in the Appendix B.1. Note that there is no In My /Mp term in the
last line since parity is not broken in energy interval IV and ¥ = aly'. We will now look at
the three models of Chamseddine, Connes, and van Suijlekom in Ref. [2], one by one.

A. Pati-Salam with “composite” Higgs fields®

The first model of Ref. [2] emerges with symmetry Gagy at My = Mp, which breaks di-
rectly to Goi3 of the SM at My = Mpg. Only energy intervals I and III are present. The
Higgs content of this model in interval II1, as specified in Ref. [2], is shown in Table 3.4.
We make a slight modification by taking the (1,1, 15) field to be real, conforming to
standard Pati-Salam literature, whereas Ref. [2] assumes it to be complex.

®The terminology of Ref. [2] may cause confusion with the standard concept of compositeness that is
found in the literature. What the authors of Ref. [2] call a “composite” field seems to be a field which does
not transform under a single irreducible representation.
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In this case, Eqgs. (3.45) through (3.47) simply reduce to those with the IT and IV terms

M
missing. Then, the system of three equations has three unknowns, namely In —D,
c
M
In MR’ and gr(Mpg), which allows us to determine all three. We find:
z
gR(MR) = 054 y
Mp = Mc = 4.1x10%GeV
My = Mp = 3.5x10%GeV , (3.48)

in agreement with Ref. [2]. The unified coupling in this case is g, (My) = gr(My) =
g4(My) = 0.53. The running of the couplings for this case is shown in Fig. 3.3(a).

We now allow for M # Mpg and insert the energy interval II with symmetry Gaos.
To determine the Higgs content in this interval, we again invoke the ESH. The decom-
position of (1,1, 15) into irreducible representations of G213 was given in Eq. (3.18)
and it was concluded that all the components of ¥(1, 1, 15) become heavy and decou-
ple from the RG equations at M. The decomposition of Ag(1,2,4) into irreducible
representations of G913 is given by

—1
Ar(1,2,4) = Api(1,2,1,1) @ Aps <1,2,?,3) . (3.49)

Apgs is colored so again, by ESH, it will become heavy and only Ag; will survive into
II. The decomposition of Ag; into irreducible representations of (G513 is given by

Api(1,2,1,1) = A% (1,0,1) @ AL (1,1,1) . (3.50)

The breaking of G9913 down to Ga13 would be accomplished by the field A%I acquiring
a VEV, while A%, has electromagnetic charge so it must become heavy. The survival
of ¢2(2,1,1) into I is as before. Thus, the Higgs content of the model is as shown in
Table 3.4.

Egs. (3.45) through (3.47) now has four unknowns instead of three. Numerically, they
are given by

109 13 34

401 = P
3 7 +772 y=3%
862 = 067x + ?y + 42z,
206
————— — 484 = 192 — 16y + 4=z, 3.51
9h(Mpg) (3:51)

where z, y, and z are defined as in Eq. (3.23). Solving this system for z, y, and z we
find

2.71

r = 2.3+ ,
9% (Mg)
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8.72
y = 302— ———,
94 (Mp)
z = —10.8 4 — . 3.52
M) 352
Demanding that both y and z be positive restricts gg(Mpg) to the range
0.54 < gp(Mg) < 0.58. (3.53)

The lower bound corresponds to the case considered in Ref. [2] at which y = 0. Since
we would like to minimize z, and thereby Mg, we set gr(Mg) to the upper bound of
this range where x = 10.2, y = 4.6, and z = 0. This corresponds to

Mrp = 1.5x10%GeV, Mg = Mp = My = 6x 10" GeV . (3.54)

The unified coupling in this case is g (My) = gr(My) = g4(My) = 0.52. The running
of the couplings for this case is shown in Fig. 4.2(b).

Comparing the two cases, allowing Mr # Mc has lowered Mp from 103 GeV to
10'2 GeV. This is due to the bifurcation of g4 into g3 and ggr at M. The hypercharge
coupling at My must be matched to gz and g4 if Mr = Mg, but it will be matched
to gr and gy if Mg # M. Since ggy decreases in II, one can allow gg to increase
further to generate the numerically correct value for g;. This lowers the scale Mg.
However, 102 GeV is still too large compared to the TeV scale. This lowering is also
at the expense of Gooy breaking immediately to G153 as the model emerges from the
underlying NCG theory.

. Pati-Salam with fundamental Higgs fields

The Higgs content of Model B of Ref. [2] is shown in Table 3.5, together with what
the Higgs content in interval II would be under the ESH if the condition My = Mg
were relaxed. As in Model A, it is assumed that My = Mp. We first follow Ref. [2]
and also assume My = My and find

gR(MR) = 048,
Mp = Mg = 1.5x 10" GeV,
My = Mp = 5.4x10"%GeV . (3.55)

The unified coupling is gr,(My) = gr(My) = g4(My) = 0.59. The running of the
couplings for this case is shown in Fig. 3.4(a).

Let us now relax the condition M = Mp and insert the energy interval II with
symmetry (Gaa13 between intervals I and III. Without going into detail, we list the
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Higgs fields that survive via the ESH into II from III in Table 3.5. Note that the
Higgs content in I and II are exactly the same as the non-unified Pati-Salam model
we considered earlier. In the exact repeat of our analysis of Model A, it can be shown
that, for the ordering of the symmetry breaking scale to be maintained, gr(Mg) is

restricted to the range
0.48 < gr(Mg) < 0.56 , (3.56)

with the higher bound giving the smallest possible Mg. This is found to be
Mp = 1.1 x10° GeV Mg = Mp = My = 4.4 x10"%GeV , (3.57)

with the unified coupling g (My) = gr(My) = g4(My) = 0.52. The running of the
couplings for this case is shown in Fig. 3.4(b).

While this result is somewhat more promising than Model A, My is still to large, as
is the value of gr(Mg) necessary for My to be pushed down to this scale. Let us see
if the situation may be improved by relaxing the ESH as we did for the non-unified
Pati-Salam case. We will allow some or all of the colored Ag fields to survive into
interval II to enhance the difference between g and gg. We consider the same three
cases listed in Table 3.3.

(i) ARy and Ags survive:

To maintain the ordering of the symmetry breaking scales, it is found that gr(Mg)
is restricted to the narrow range

0.48 < gr(Mpg) < 0.51. (3.58)

As gr(Mpg) is increased, Mr/My and Mp/Me decrease while Mq/Mp increases.
In terms of scale, My decreases while both Ms and Mp increase. The upper bound
of this range is when Mgr/My = 1, so this case actually allows for Mg = 5 TeV.
The other parameters in this case is

gr(Mg) = 0.51,
Mp = 5x10°GeV ,
Me = 5x10% GeV,
My = Mp = 8x 107 GeV, (3.59)

with the unified coupling g (My) = gr(My) = gs(My) = 0.54. The running of
the couplings for this case is shown in Fig. 3.5(a).

(ii)) Agy and Agg survive:
To maintain the ordering of the symmetry breaking scales, it is found that gr(Mg)
is restricted to the range

042 < gr(Mg) < 0.48, (3.60)
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with smaller gr(Mpg) associated with smaller Mg, which drops down to My at
the lower bound. Imposing My = 5TeV we obtain:

gr(Mgp) = 043,
Mrp = 5x103GeV ,
Me = 2x10"°GeV,
My = Mp = 3x10*GeV, (3.61)

with the unified coupling g (My) = gr(My) = g4(My) = 0.63. The running of
the couplings for this case is shown in Fig. 3.5(b). Maintaining Mp below 10!
requires

Selecting this boundary value for gr(Mpg), we find

gr(Mg) = 0.45,
Mp = 5x10°GeV ,
Me = 4x10"°GeV,
My = Mp = 1x10%GeV, (3.63)

with the unified coupling gr,(My) = gr(My) = ga(My) = 0.62. The running of
the couplings for this case is shown in Fig. 3.5(c).

Agr1, Ags, and Apgg all survive:

To maintain the ordering of the symmetry breaking scales, it is found that gr(Mg)
is restricted to the range

0.41 < gr(Mg) < 048, (3.64)
while to maintain My = Mp below 10* GeV we must have
0.44 < gr(Mg) . (3.65)
If we demand Mgz = 5TeV, we find

gR(MR) = 042,

Mp = 5x10°GeV ,
Me = 5x10°GeV ,
My = Mp = 2x10*°GeV, (3.66)

with the unified coupling gr,(My) = gr(My) = ga(My) = 0.66. The running of
the couplings for this case is shown in Fig. 3.5(d). If we demand My = Mp =
10" GeV, we find

gR(MR) = 044,
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Mp = 2x10°GeV,
Me = 4x10°GeV
My = Mp = 1x10"GeV, (3.67)

with the unified coupling gr,(My) = gr(My) = ga(My) = 0.63. The running of
the couplings for this case is shown in Fig. 3.5(e).

C. Left-right symmetric Pati-Salam with fundamental Higgs fields

Finally, the last and most general scenario of Ref. [2] is where Gaoyqp instead of Gagy
is the emergent symmetry of the spectral action. The assumed Higgs content of the
model is shown in Table 3.6.

First, assuming Mp = Mo = Mg as in Ref. [2], we solve Eqs. (3.45) through (3.47)
and find

gR<MR) = 0547
Mp = Mo = Mp = 5x10%GeV ,
My = 3x10%GeV, (3.68)

with the unified coupling g (My) = gr(My) = g4(My) = 0.58. The running of the
couplings for this case is shown in Fig. 3.6(a).

We next relax the relation Mp = M = Mp and insert energy intervals II and III
in between intervals I and IV with the Higgs content listed in Table 3.6. Egs. (3.45)
through (3.47) now read

109 34 44
862 = 67z + Hly + 46z + 44w
206
————— — 484 = 19z + 4y + 40z, 3.69
95 (MRr) (3:69)

where z, y, and z are defined as in Eq. (3.23), and w = log,, My/Mp. Solving this
system for y, z, and w we find:

4.11
y = 30.3—-138z — ,
9%25(15\)46}2)
z = 15140340 — ——
9231(%{11%)
w = 0244+043r — —— . 3.70
9h(Mg) (3.70)

Demanding that y, 2, and w are all positive restricts = = log;y Mg/Mz and gz (Mg)
to the triangular region shown in Fig. 3.7(a). It is clear from the figure that My is
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minimized when My = Mp = M, that is, energy regions I1I and IV are collapsed and
only T and IT remain. On the other hand, gg(Mg) is minimized when My = Mp and
Mg = Mg, that is, energy regions II and IV are collapsed and only I and III remain.

For the My = Mp = M¢ case, we find

QR(MR) = 0.56 y
Mp = 1x10°GeV,
My = Mp = Mg = 4x10%GeV, (3.71)

with the unified coupling g (My) = gr(My) = gs(My) = 0.52. The running of the
couplings for this case is shown in Fig. 3.6(b).

For the My = Mp, My = Mg case, we find

gR(MR) = 049,
Mo = Mrp = 3x101GeV,
My = Mp = 2x10%GeV, (3.72)

with the unified coupling g (My) = gr(My) = g4(My) = 0.52. The running of the
couplings for this case is shown in Fig. 3.6(c).

Again, the values of Mg and gr(Mpg) thus obtained are more promising than what
could be achieved in Model A, but nevertheless both are still too large. So let us relax
the ESH in energy interval II again to see whether things are improved. As we did for
Model B, we consider the three cases listed in Table 3.3. The allowed regions in (x, g5?)
space are shown in Fig. 3.7(b)-(d). Taking Mg to be as close to 5 TeV as possible while
minimizing gr(Mg) and maintaining My < 10 GeV leads to the following optimum
solutions:

(i) Ajg and Agg survive:

gr(Mg) = 0.51,
Mp = 5x103GeV ,
Ms = 8x10% GeV,
My = Mp = 6x107GeV , (3.73)

with the unified coupling g (My) = gr(My) = g4(My) = 0.52. The running of
the couplings for this case is shown in Fig. 3.6(d).

(ii) Aig and Agg survive:

gR(MR) = 045,
Mp = 8x10°GeV ,
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Me = 9x10"°GeV,
My = Mp = 1x10%GeV, (3.74)

with the unified coupling g (My) = gr(My) = go(My) = 0.51. The running of
the couplings for this case is shown in Fig. 3.6(e).

(iii) Aqg, Asg, and Agg survive:

gr(Mp) = 043,
Mp = 2x10°GeV ,
Me = 4x10°GeV
My = Mp = 1x10%GeV, (3.75)

with the unified coupling g (My) = gr(My) = go(My) = 0.51. The running of
the couplings for this case is shown in Fig. 3.6(f).

3.3.5 Summary of Results

In this section, we have looked at whether the IR conditions Mg = 5TeV and gr(Mpg) = 0.4
could be realized within the left-right symmetric and the unified left-right symmetric Pati-
Salam models in which the unification/emergence scale is below the Planck mass. The left-
right symmetric Pati-Salam demands the unification of g; and gg, while the unified left-right
symmetric Pati-Salam demands further unification of g, and gr with g4. The requirements
that these couplings unify at a single scale, and the matching conditions between ¢;, ggr,, and
gr at Mg, and that between g1, g3 and g4 at M¢, place conflicting demands on the various
symmetry breaking scales, and it is found that the target IR conditions cannot be realized
so easily. In particular, if the Higgs content at various energy intervals is determined based
on the Extended Survival Hypothesis (ESM), Mg and gr(Mg) tend to be much larger than
our target values. Lowering these values requires the breaking of ESH. The most promising
cases are Models B and C of Ref. [2] with the colored Az field surviving below Mq. We
note that this may put the Aszr particles within reach of the LHC. But, even for those cases,
gr(Mpg) cannot be made as low as 0.4. In all cases, the optimum conditions for minimum
Mp and/or minimum gg(Mpg) require degeneracies of some of the symmetry breaking scales.

3.4 Discussion and Conclusions

In this chapter, we have initiated a purely phenomenological analysis of Connes’ NCG ap-
proach to the SM and beyond, in the light of the 2015 statistical fluctuation from the LHC.
In particular, we have concentrated on the remarkable left-right symmetric structure that
is inherent in the NCG of the SM, embodied in the unified left-right symmetric Pati-Salam



98

models of Ref. [2], and explored its phenomenological consequences by concentrating on the
possible existence of a TeV scale Wgk boson. We find that generating a TeV scale Wg boson
with the small coupling of gr = 0.4 within NCG motivated models is not trivial and places
strong constraints on the particle content and symmetry breaking scales. In this sense, the
naive version of NCG motivated LRSM would be unnatural had any signal persisted.

We note that we have also conducted a preliminary analysis of the constraints imposed by
proton stability [347], the AB = 2 neutron-antineutron and hydrogen-antihydrogen oscilla-
tions [346] as well as the constraints coming from the inflationary cosmological models [317].
In principle, these constraints are not prohibitive of the phenomenological analysis carried
out here.

While our analysis could suggest that the NCG motivated unified left-right Pati-Salam model
is not favored phenomenologically by the current LHC data, we note the possibility that the
current approach of grafting the NCG spectral action to RG evolution of standard QFT at
the GUT scale may not capture the true nature and predictions of NCG theories.

Finally, we address the closely related question of the hierarchy problem. One of the most
interesting aspects of the NCG of the SM and its Pati-Salam-like completion is the existence
of the GUT scale which can be found in the close proximity to the Planck scale, i.e., the scale
of quantum gravity. Given this fact as well as the presence of a hidden fundamental non-
commutative structure in this approach, this suggests that the hierarchy problem should get
a quantum gravitational rather than an effective field theory treatment. The more convincing
physical meaning of this GUT scale also comes after one realizes that Connes’ approach also
produces a gravity sector in parallel with the standard model (and its Pati-Salam completion)
and thus the GUT scale should be viewed as being close to the natural scale of gravity, i.e.,
the Planck scale, and indeed the two scales are not that far apart in the non-commutative
approach. In particular, if one views quantum gravity as having origins in metastring theory
[118, 304, 348], then one finds the fundamental non-commutative structure, and also, the
two-scale renormalization group, which sheds new light on such fundamental issues as the
hierarchy problem: the two scales that featured in Refs. [118, 304, 348] are both the UV
and the IR scales and thus the stability of the Higgs mass becomes two-fold, both with
respect to the UV and to the IR. In other words, the question is now not only why the
Higgs mass is not of the Planck scale (or the GUT scale) but also why the Higgs mass is
not of the Hubble (vacuum energy) scale. It is well known that, numerologically, the Higgs
scale (~ 1TeV) is the geometric mean between these two scales, at the point of a UV/IR
invariant energy scale. The Higgs scale also naturally appears as a geometric scale in Connes’
non-commutative geometry approach, in complete analogy with the geometric meaning of
the Planck and the Hubble scales. Actually, because of the appearance of gravity and the
standard model Lagrangians in the Connes’s spectral action, and because of the discrete
nature of the Higgs dimension, there is a natural Higgs-like degree of freedom on the gravity
side — a Brans-Dicke-Jordan-like scalar — which can be argued to contribute to the geometric
warping of the Higgs discrete dimension. This is similar to the infinite extra dimensional
scenarios, however, without infinite extra dimensions [152, 154].
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In our view, the approach based on NCG (and its related proposal based on the superconnec-
tion approach [159, 163]) offers a new and, phenomenologically, almost completely unexplored
view on the rationale for the SM and also for its natural completion. This approach also
offers a possibly exciting relation with the fundamental physics of quantum gravity, thus
relating the infrared physics of the current exciting experimental searches conducted at the
LHC to the hidden ultraviolet physics of quantum theory of space and time.
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Table 3.1: Dynkin index 7; for several irreducible representations of SU(2), SU(3), and
SU(4). Different normalization conventions are used in the literature. For example, there is
a factor of 2 difference between those given in Refs. [7] and [8]. Our convention follows the
former. For SU(3), there exist two inequivalent 15 dimensional irreducible representations.

Representation SU(2) SU(3) SU(4)
1
2 - _ _
2
1
3 2 — —
2
1
4 5 - -
2
35 )
6 — = 1
2 2
8 42 3 —
165 15
10 — — 3
2 2
15 280 10, % 4

Table 3.2: The Higgs content and RG coefficients in the three energy intervals for the
non-unified left-right symmetric Pati-Salam model under the Extended Survival Hypothesis
(ESH).

Interval | Higgs content RG coefficients
11
ML | 6(2,2,1), Ag(1,3,10), $(1,1,15) mbwwmm:<—&§fﬂ)
- —7 11
II ¢(2727071)7 AR1(1737271) (CLL,CLR,CLBL,CL?,) = _37?7?7_7

6’ 6

41 —19
I $a(2,1,1) (mm%%fz(———ﬂ—ﬂ
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Table 3.3: The dependence of the RG coefficients on the Higgs content in energy interval
IT where the symmetry is Go913. Relaxing the ESH will lead to different Higgs content and
different RG coeflicients.

Interval | Higgs content (aL,aR,aBL,ag)H
-7 11
II ?(2,2,0,1), Agri(1,3,2,1) (—3,?,§,—7>
2 -1 —13
#(2,2,0,1), Agri(1,3,2,1), Ags (1,3,5,3> (—3,?,4, T)
—2 5 13 -9
2,2,0,1), Agri(1,3,2,1), A 1,3,—,6 -3, -, —,—
¢(777>7 R1(777)7 RG<7737> ( 33 2>
2 —2 11 14
¢(27270a1)7 AR1(1737271)a AR?} (173757?))7 ARG (173a?a6) (_3 E ? _4)

Table 3.4: Higgs content of Model A of Ref. [2]. In Ref. [2], the model emerges with symmetry
Gy at My = Mp. This breaks directly to Ga3 of the SM at Mo = Mgi. We modify this
process by allowing My # Mg, inserting energy interval II with symmetry Gag13 between
intervals III and I. The Higgs content in interval II is based on the ESH.

Interval | Higgs content RG coefficients
I11 #(2,2,1), Agr(1,2,4), X(1,1,15) | (ap,ar,aq) = —3,?,7
—17 17
II ¢(27 27 07 1)7 AR1<]—7 27 17 ]-) (aL7 QR,ABL, a3)H = (_37 T; E7 _7)
41 —19
I ] 6e(2,1,1) (a1,a,a3)" = (6 " 7)
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Figure 3.2: Running of the gauge couplings for the left-right symmetric Pati-Salam model
with more than Ag; surviving into energy interval II. Vertical dotted lines indicate symmetry
breaking scales. Mp is fixed at 5 TeV. In (a), (c), and (e) gr(Mg) = 0.4 is imposed, while
in (b), (d), and (d) Mp is minimized by collapsing the energy interval III.
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Figure 3.3: Running of the gauge couplings for Model A of Ref. [2]. with (a) G524 breaking
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III.

Table 3.5: Higgs content of Model B of Ref. [2]. In Ref. [2], the model emerges with symmetry
Gy at My = Mp. This breaks directly to Ga3 of the SM at Mo = Mgi. We modify this
process by allowing My # Mg, inserting energy interval II with symmetry Gag13 between
intervals III and I. The Higgs content in interval II is based on the ESH. The particle content
and RG coefficients in intervals I and II are the same as those listed in Table 3.2.
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Interval | Higgs content RG coefficients
111 26
11 »(2,2,1), H(1,1,6), Ag(1,3,10), | (ar,ar,as) = |2, 3 -2
%(2,2,15)

I -7 11
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Figure 3.4: Running of the gauge couplings for Model B of Ref. [2]. with (a) G424 breaking
directly into Gg13, and (b) Gagy breaks immediately to Gag13 as it emerges.

Table 3.6: Higgs content of Model C of Ref. [2]. In Ref. [2], the model emerges with symmetry
Ggoap at My. This breaks directly to G153 of the SM at Mp = Mo = Mgr. We modify this
process by allowing Mp # Mg # Mg, inserting energy intervals II and III with symmetries
G9913 and Gy, respectively, between intervals I and IV. The Higgs content in intervals I,
I1, and IIT are based on the ESH. An extra D-parity singlet field o(1,1,1) is introduced
in interval IV to break parity spontaneously. The particle content and RG coefficients in
intervals I and II are the same as those listed in Table 3.2.

Interval | Higgs content RG coefficients
~ 26 26 4
IV | ¢(2,2,1), H(1,1,6) x 2, £(2,2,15) | (ar,ar,as)” = (3,5,5)
Ar(1,3,10), Az(3,1,10), o(1,1,1)
11 =22
I | $(2,2,1), H(1,1,6), Ar(1,3,10) | (az,ar, a)™ = (— ’?’T)
I 711
11 ¢(2727071>7 AR1(1737271) (a’LaaRaaBLva3) - _37?737_7
41 —-19
I ¢2(27171) (al,a27a3) = < - —7)
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Running of the gauge couplings for Model B of Ref. [2] with extended Higgs

content in energy interval II. In addition to Agy, the field Ags survives into II in (a), (d),
and (e), while the field Agg also survives into Il in (b), (c), (d) and (e). In (a), (b), and (d)
we impose Mp = 5TeV. In (c) and (e) we impose My = Mp = 10" GeV.
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Figure 3.6: (a) Running of the gauge couplings for Model C of Ref. [2] where Mp = Mq =
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Figure 3.7: (a) For Model C, the values of z = log,y Mr/My and gz*(Mp) must lie inside
the shaded triangle shown to maintain the ordering of the symmetry breaking scales. Ref. [2]
selects the values at point «, where Mp = Mc = Mpg. Mg is minimized at point § where
My = Mp = Mg, while gr(Mpg) is minimized at point v where My = Mp and Mgc = Mp.
(b), (c), and (d) show how the allowed region changes with the addition of extra colored Ag
fields in energy interval II. The requirement that My < 10! GeV demands that one stay to
the right of the dotted line, and this restricts us to the interiors of the shaded quadrangles.
Consequently, only case (b) allows for Mg = 5GeV. In all three cases, gr(Mg) is minimized
for a given choice of Mr when My = Mp. The optimum points for each case discussed in

the text are indicated by circles.



Chapter 4

Example: Addressing Potential
Collider Excess with Unified
SU((2)r, X SU(2)gr X SU(4) Models
from NCG

In this chapter, we continue the investigation of the NCG motivated extensions of the SM,
in particular the LRSM. After it was shown in Chapter 3 that accommodating the collider
excess in the diboson channel is non-trivial, we study the 750 GeV resonance in the diphoton
channel and check the compatibility with the NCG. We stress that the tension between the
low energy phenomenology provides an effective way to test models fixed at very high energy
scale, hence the new physics. This is partly due to the restrictive nature of the NCG. This
chapter is based on our work [161] published in Modern Physics Letters A.

4.1 Introduction

In 2015, ATLAS [349] and CMS [350] both reported a resonance in the diphoton channel
with an invariant mass around 750 GeV. The local significances were, respectively, 3.60 and
2.60, assuming a narrow-width resonance. These signals were thought to be the first hint
associated with the long-anticipated physics beyond the SM. The 95% CL cross section upper
limit around 750 GeV set by ATLAS (CMS) is roughly 10 + 2.8 fb (6.5 £ 3.5 fb) using 3.2
fb~! (2.6 fb~1) of data at /s = 13 TeV, assuming the resonance is a scalar produced through
gluon-gluon fusion. When the width of the resonance is allowed to vary, a maximum local
significance of 3.9¢ is attained by ATLAS at a width of 45 GeV. On the other hand, the
local significance attains its maximum for a narrow width resonance in the CMS results.
Unfortunately, the significance of the signal decreased, leaving many disappointed at the
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Figure 4.1: The Feynman diagram of the production and decay of the SM-singlet scalar &
at the LHC through colored-scalar y in the loop.

non-discovery of new physics. However, we can still gain knowledge of what is not working.
In this chapter, we use this statistical fluctuation as another example to show how the
machinery of NCG-motivated LRSM can be tested with collider signals.

We discuss a possible identification of this resonance with SM-singlet scalars in the NCG
motivated unified Gao4 models [2, 156]. A plausible and economical way to realize the LHC
diphoton signal in the unified Ggo4 context is to couple this SM-singlet scalar to gluons
and photons via loops of colored scalars, as recently discussed in Ref. [351] in the con-
text of SO(10) GUT, ¢f. Fig. 4.1.! The NCG models we consider have either an SU(2)g
triplet Ag(1,3,10), or an SU(2)k doublet Ag(1,2,4) in their scalar content, where the three
numbers refer to the dimensions of the Gogy = SU(2), X SU(2)r x SU(4)¢ irreducible rep-
resentations. The SM-singlet scalar S, which we identify with the 750 GeV resonance, is
assumed to be the excitation of the electrically neutral component A%, of Ag(1,3,10), or
that of Ag(1,2,4) (denoted as A%,), depending on the model considered. A%, (or AY,)
is also the field that breaks the gauge symmetry of the G4 model to that of the SM,
by acquiring a vacuum expectation value (VEV) at the scale Mo where Gagy breaks to
Go13 = SU(2)L x U(1)y x SU(3)¢ of the SM. A color-triplet components of Ag(1,3,10) (or
Ar(1,2,4)) is assumed to survive down to low energies (TeV-scale) to take on the role of
the y-field in Fig. 4.1. This is but one way that one could embed the 750 GeV diphoton
resonance into the NCG Gao4 framework, and we use this as a demonstrative example.

While this identification itself is fairly straightforward, and it can already be inferred from
the similar SO(10) analysis of Ref. [351] that the cross section and width can be made to
come out in the right ballpark, the question is whether the assumed symmetry breaking
and scalar survival scenario can actually be realized in the NCG (Gg94 models, given the
gauge-coupling-unification requirement and restricted scalar content which limit our ability
to adjust the renormalization group running of those couplings. Indeed, we have demon-
strated in Chapter 3 that realizing a 2 TeV Wpg, which had been suggested by the LHC
data [308-310, 312, 353, 354], in the same NCG models highly non-trivial due to the uni-

!Dasgupta et al. in Ref. [352] have shown that coupling the SM-singlet scalar to quarks and photons via
mixing with the SM Higgs boson would lead to too small a cross section.



110

fication requirement applying conflicting pressure on the symmetry breaking scales. Thus,
we subject our scenarios to renormalization group equation (RGE) analyses to check their
feasibilities.

The main message of this chapter is that, even though the 750 GeV diphoton resonance
can be accommodated within the NCG motivated unified (Goo4 models, the price one has to
pay is a certain amount of fine tuning in the sector involving the necessary colored scalars.
This is somewhat similar to the main message of last chapter, and points to the underlying
rigidity of the NCG framework. However, this conclusion is based on effective-field-theory
reasoning, which could fail in the NCG framework due to the possible mixing between the
short-distance and long-distance physics as discussed in our previous work [159, 160, 163].

This chapter is organized as follows. In section 2, we present the list of the NCG-based
unified G994 models that are analyzed, and discuss how the 750 GeV diphoton resonance
could be explained within their framework. In section 3, we address the question of whether
the unification of gauge couplings can be achieved naturally in those models. We conclude
in section 4 with an outlook on the rigid phenomenological aspects of the NCG framework.
In the process, we follow the technology discussed in our previous paper [160] to which we
refer the reader for further technical details.

4.2 Diphoton resonance in NCG based unified G99, mod-
els

Table 4.1: The scalar content of the three NCG based unified G994 models proposed by
Chamseddine, Connes, and van Suijlekom in Refs. 4 and 5, compared to the scalar content
of the SO(10) based G924 model, discussed in Ref. 16, below its unification scale where the
SO(10) symmetry is broken to Gaay.

Model | Symmetry | Higgs Content

A G $(2,2,1), Ar(1,2,4), ©(1,1,15)

B Gans $(2,2,1), H(1,1,6), Ag(1,3,10), £(2,2,15)

C Ga24p $(2,2,1), H(1,1,6) x 2, Ar(1,3,10), AL(3,1,10), 5(2,2,15)
SO(10) | Gasa $(2,2,1), Ag(1,3,10), 2(1,1,15)

In this section, we list the three unified G994 models proposed by Chamseddine, Connes, and
van Suijlekom in Refs. [156] and [2], and specify how we fit the diphoton resonance into their
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particle content. These models emerge from an underlying NCG, which is an extension of
the NCG of the SM to that of left-right symmetric models. The three versions differ in the
scalar sector content, and the unbroken symmetry structure as listed in Table 4.1. We use
the following notation for the symmetries:

Gosp = SU(2),®SUQ2)r® SUA)c® D,
Gos = SU(2)L ® SU(2)r ® SU(4)c
Goiz = SU©2). @ U(l)y ® SU(3)e
Gis = U(l)o® SU®3)c, (4.1)

where D in Gogyp refers to the left-right symmetry, a Z; symmetry which keeps the left
and the right sectors equivalent. The last row of Table 4.1 lists the scalar content of an
SO(10) based Gagq model studied in Ref. [351], below its unification scale where the SO(10)
had broken to Gga4. The scalars ¢(2,2,1), Ag(1,3,10), ¥(1, 1, 15) are respectively obtained
from the SO(10) multiplets 10 (or 120), 126, and 210. The 210 also includes a (1,1, 1)
representation, whose VEV breaks SO(10) down to Gy [8].

As in Chapter 3 we do not attempt to review the NCG foundations of these models nor to
justify their derivation, but simply look at their consequences from a purely phenomenolog-
ical viewpoint in the light of the possible 750 GeV diphoton resonance. The distinguishing
feature of NCG motivated versions of the SM [154, 155] as well as its Ga94 completion dis-
cussed here is that they come with GUT-like coupling unification conditions, due to the
underlying spectral action having only one overall coupling. This is not the case for the
canonical Gggy constructions found in the literature [195, 201-203, 355].

The decompositions of the various scalar fields, which appear in Table 4.1, into irreducible
representations of the subgroups as the symmetry breaks from Gagy (or Gagsp) to Gaogrs and
then to G13 are shown in Table 4.2. In model A, we assume that Gaoy is broken directly
to G213 by A%,(1,0,1) acquiring a VEV, and § is identified with the excitation of A%,.
In models B and C, we assume that Gaas/Gaosp is broken directly to Gaz by A% (1,0,1)
acquiring a VEV, while S is identified with the excitation of A%,. In all three models, the
colored field A;zg/ %(1,—4/3,3), which is contained in the decompositions of both Ag(1,2,4)
and Ag(1,3,10), is assumed to survive below the symmetry breaking scale.

The advantage of this choice of the surviving colored scalar is that it exists in all three models,
and that it is similar to the one considered in the SO(10) context in Ref. [351], where the
reproducibility of the reported LHC signal has been demonstrated with such a new degree
of freedom. The other colored components of Ag(1,2,4) and Ag(1,3,10) could also serve
this end. Single-step breaking from Gagy to Gay3 is assumed for the sake of simplicity,? and
also due to our experience in Ref. [160] telling us that introducing multi-step breaking does

2In models B and C, the breaking sequence Gazq — G213 — Go13 considered in Ref. [160] requires scalar
composites acquiring a VEV in the intermediate steps.
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Table 4.2: The decomposition of various (G4 representations into those of Gag13 and Gais

(SM).
Goay G2213 Go13
¢(27271) ¢(2727071) ¢2(27171)7 ¢l2(27_171)
ARr(1,2,4) | Agi(1,2,1,1) A% (1,0,1), Ak (1,2,1)
~ 1 ~1/3 2 ~-2/3 4
ARs <1727_§73) AR3 (17§73>7AR3 17_573
AR(1,3,10) | Agi(1,3,2,1) A% (1,0,1), AL (1,2,1), ALF(1,4,1)
2 +4/3 8 +1/3 2 —2/3 4
Ags (1,3,5,3) Afs 153 ALy 1,33 AR L=53
2 +2/3 4 —1/3 2 —4/3 3
ARG (1737_576) ARG (1’576>7AR6 17_576 ’ARG 1:_5)6
Ap(3,1,10) | Ar1(3,1,2,1) Ar1(3,2,1)
2 2
AL3 (37 17 3’3) ALS (37 §’3>
2 2
Ars (3,17—§,6) AV (37—5,6)
2 2
H(1,1,6) Hj (1,1, 7,3) HY/3 (1, 7,3)
3 3
2 _ 2 _
Hs (1,1,—7,3) a3 (1,—7,3)
3 3 3
»(1,1,15) 31(1,1,0,1) £9(1,0,1)
4 _ 4
o5 (1,1,—7,3) 55 /® (1,—7,3>
3 : 3
4 _ 4 _
O (1,1,7,3) »2/3 (1,7,3)
3 3 3
28(1»1707 8) Eg(1:07 8)
$(2,2,15) | $1(2,2,0,1) $1(2,1,1), B(2,-1,1)

- 4
S5 (2,2,—=,3
3( 3 )

~ 7 ~ 1
Ss(2,--,3),%(2,-=,3
3( 3 ) 3( 3 )

i—(2243)
3 7731

- 7\ ~ 1 _
¥3(2,-,3 ,Z‘i 2,-,3
3( 3 ) 3( 3 )

i8(2> 27 07 8)

not necessarily facilitate the grafting of the NCG models to the SM at low energies.

In the SO(10) model of Ref. [351], the 750 GeV resonance S was identified with the excitation
of the charge neutral component A%, of Ag(1,3,10), which acquires a VEV breaking Gagi3
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down to Ga13 at Mp = 5TeV, and only one of the colored components, xy = A;g/?’(l, —4/3,3),
was assumed to survive below this breaking. This is the exact same identification as in models
B and C, except the assumed symmetry breaking pattern is different. Since S is a singlet
under the SM gauge group Gs13, it cannot directly couple to gluons or photons. The coupling
is induced by x-loops as shown in Fig. 4.1. Assuming a coupling between S and x of the
form

kMrSx Ty | Mpr = 5TeV , (4.2)

where « is a dimensionless parameter, and M, > Mgs/2 so that S does not decay into a
X pair, it has been shown in Ref. [351] that the LHC signal can be reproduced for a wide
range of (k, M,) values around k = O(1) and M, = O(1TeV). Thus, without repeating
the analysis, we conclude that our NCG models can also reproduce the LHC signal provided
a similar coupling exists between & and y, and the assumed particle content allows the
required unification of gauge couplings at a high scale.

Several comments are in order. The Ag(1,3,10) scalar is associated with a rich phenomenol-
ogy, as discussed by Mohapatra and Marshak in Ref. [347], including the generation of Ma-
jorana neutrino mass and neutron-anti-neutron oscillations. These depend on the Yukawa
couplings of the Ag(1,3,10) to the fermions, and the quartic coupling of the Ag(1,3,10) to
itself. In the NCG approach, the Dirac operator, which includes the Yukawa couplings, is
the input from which the entire model is constructed. The scalar content of the model as
well as their quartic couplings are derived from the Dirac operator.®> Therefore, the NCG
approach can, in principle, make predictions in regards to neutron-anti-neutron oscillations.
However, it is necessary to check the viability of the model before performing such detailed
analyses, so this will not be discussed further here.

4.3 Unification of the Couplings

As discussed in the introduction, the unification of couplings in the NCG based (G994 models
imposes non-trivial requirements on the symmetry breaking scales, given that the scalar
content of each model is restricted and cannot be changed at will. In this section, we
discuss whether the unification of the couplings can be achieved in the NCG based Gaoy
models with the assumed particle content and scalar survival assumptions. In contrast to
our work in Ref. [160], we assume direct breaking of Gaoy to Go13 at a single scale M¢,
between the unification scale My and the electroweak symmetry breaking (EWSB) scale
M. Between the scales Mg and Mz, in addition to the usual SM particle content we have
the x = A}}g/ ®(1,—4/3, 3) field contributing to the RGE, which we assume is the only colored
scalar to survive below M, and possess a mass of around a TeV. The 750 GeV scalar S is
an SM singlet and consequently does not contribute to the RG running of the SM gauge
couplings.

3See the appendix of Ref. [156].
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4.3.1 Boundary and Matching Conditions

The symmetry breaking chain of the model considered in this chapter has been discussed in
detail in our previous papers [160, 321]. The ordering of the breaking scales must be strictly
maintained in the computations, i.e.,

My > Mg > My . (4.3)

We label the energy intervals between symmetry breaking scales [My, M| and [Mq, My]
with Roman numerals as

I . [Mz, Mc] y G213 (SM) 5
II . [Mc, MU] y G224 or G224D . (44)

The boundary/matching conditions we impose on the couplings at the symmetry breaking
scales are:

My @ gu(My) = gr(My) = ga(My) ,

Mg \/ggBL(MC) = g3(Mc) = ga(M¢) ,  g2(Mc) = g(Mc) ,

R B
g3 (Mc) gn(Mc)  3gi(Mc)’
1 1 1

Mz a0t = gon) T g0

(4.5)
The low energy data which we will use as boundary conditions to the RG running are [1, 331]

a(My) = 1/127.9, a,(Mz) = 0.118, sin*Oy(My) = 0.2312, (4.6)
at Mz = 91.1876 GeV, which translates to

Note that the coupling constants are all required to remain in the perturbative regime during
the evolution from M down to M.

4.3.2 One-Loop Renormalization Group Running

For a given particle content; the gauge couplings, in an energy interval [M 4, Mp|, are evolved
according to the 1-loop RG relation

1 1 a; MB

- - n-—>2 4.8
20 @(Mp) 8w "My (4.8)
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where the RG coefficients a; are given by [7, 200]
11 2
a; = —302(@‘) + 3 > Ti(Ry) - di(Ry)- - dn(Ry)

Ry
n
i ggﬂ(}zs).dl(}zs)--dn(&)- (4.9)

The summation in Eq. (4.9) is over irreducible chiral representations of fermions (Ry) in
the second term and those of scalars (Rg) in the third. The coefficient 1 is either 1 or
1/2, depending on whether the corresponding representation is complex or real, respectively.
C5(G,) is the quadratic Casimir for the adjoint representation of the group G;, and T; is the
Dynkin index of each representation. For U(1) group, Co(G) = 0 and

%:T =) (%)2 , (4.10)

f7s

where Y/2 is the U(1) charge, the factor of 1/2 coming from the traditional normalizations
of the hypercharge and B — L charges.

The RG coefficients, a;, differ depending on the particle content in each energy interval,
changing every time symmetry breaking occurs. We will distinguish the a;’s in different
intervals with the corresponding roman numeral superscript, c¢f. Eq. (4.4). Together with
the matching and boundary conditions of Egs. (4.5), (4.6), and (4.7), 1-loop RG running
leads to the following conditions on the symmetry breaking scales My and Me:

3 — 8sin’ 9W<MZ) 1, Mc m. My
’ 3ay — 5ag) In —< + (=5ay, + 3ag + 2a4)" In —Z
7T { a(My) (3a; — 5az) In M, + (=bar + 3ag + 2a4) In e
3 8 1. Mc 0. My
™ |:Oé(MZ) O_/S<MZ):| ( ai + oas CL3) nMZ +( ar, + 3ag CL4) DMC
(4.11)
The unified coupling ay at scale My can then be obtained from
2 2m ., My 1, Mc
av — |\ @ g ey In ) 4.12
av  ay(My) ( "o T M, (4.12)

Thus, once the RG coefficients in each interval are specified, the scales My and M¢, and the
value of oy are uniquely determined. For the computations to be meaningful, however, M,
must stay below the Planck scale, and apy must be in the perturbative regime.

4.3.3 Results

The particle content and the RG coefficients for the three models in the two energy intervals
are listed in Tables. 4.3, 4.4, and 4.5. As stated above, though S survives in the energy
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interval I, being an SM singlet, it does not contribute to the RG coefficients. The values of
My, Mg, and ap obtained using the formalism above are listed in Table 4.6. The running
of the gauge couplings for the three models are shown in Figure 4.2.

We see that, for all three models, My is below the Planck scale and «p is perturbative,
as are all the gauge couplings during their course of running. The value of the symmetry
breaking scale M¢ is high in the 101°~!3 GeV range, suggesting that providing S and y =
AI_%;/ 3 (1,—4/3,3) with TeV scale masses, and the TeV scale coupling kMrSxx between
them would involve fine tuning.

Table 4.3: The Higgs content and the RG coefficients in the energy intervals for model A.

Interval | Higgs content RG coefficients
~ -7 =29
11 $(2,2,1), Ag(1,2,4), ©(1,1,15) (ar,ag,aq)" = <_3’?’T>
o [ —4 L /131 —19 —41
I ¢2(2, 1, 1)7 5(1707 1)7 AR;;/ <1, ?,3 (CL17CL2,CL3) = ﬁ’ TJ T

Table 4.4: The Higgs content and the RG coeflicients in the energy intervals for model B.

Interval | Higgs content RG coefficients
2
I | $(2,2,1), H(1,1,6), Ag(1,3,10), (ar,ar,a1)" = (2,56,—2)
(2,2,15)
—2/3 —4 I 131 —19 —41
I ¢2(27171)7 8(17071)7 AR?,/ (17?73) (&1,612,&3) = (Ea?a?)

Table 4.5: The Higgs content and the RG coefficients in the energy intervals for model C.

Interval | Higgs content RG coefficients

< 26 26 4
| ¢2.2,1), H(1,1,6) x 2, £(2,2,15) | (ag,ap, ap)" = (_6 26 _)

Agr(1,3,10), Ar(3,1,10)

187 6 ' 6

_ —4 131 —19 —41
I ¢2(2, ]_, ].), S(].,O, 1), ARg/B (1, ?,3) (al,ag,ag)l = ( —)




Table 4.6: The predictions of Models A, B, and C.
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Model A B C
Unbroken Symmetry Gaoy Gooy Ga24p
log,o(Mc/GeV) 13.3 10.5 13.4
oy’ 45.4 34.7 36.2
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Figure 4.2: Running of the gauge couplings for models A, B, and C. The vertical dotted
lines from left to right correspond to the symmetry breaking scales My and Mg, which also
indicate the beginning of the energy intervals I and II, respectively. For a;', we plot the
redefined quantity &;' = —aj'. Note that, in interval II of panel (a), a;' and aj' evolve

very closely but not identically.
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4.4 Discussion

In this chapter, we have discussed a possible interpretation of the 750 GeV diphoton reso-
nance in the framework of unified GGoo4 models derived in the context of a left-right symmetric
extension of non-commutative geometry (NCG) of the Standard Model (SM). Our framework
is a grand unified version of (G334 models, within which the corresponding Higgs content is
restrictively determined (or uniquely determined for each model) from the underlying non-
commutative geometry. This should be contrasted to the regular G994 models, discussed in
the literature, in which the corresponding Higgs context is arbitrarily selected.

We have argued that the observed cross sections involving the 750 GeV diphoton resonance
could be realized through a SM singlet scalar field and colored scalars in the NCG of unified
(G924 models. However, the color scalars are light and thus fine tuned from the usual effective
field theory point of view. This indicates a certain rigidity of the NCG approach to the
Standard Model and its natural completion in the context of the unified G994 models. As
already emphasized, this conclusion is based on the effective field theory reasoning, which
might fail in the NCG framework due to the possible mixing between the short- and long-
distance physics as we have discussed in Chapter 3 and Ref. [160], as well as Refs. [159, 163].
In this chapter, we have discussed three different scenarios and their implications for the
physics beyond the Standard Model. We have concentrated on the purely phenomenological
aspects of the NCG unified (Goo4 models without relying on their deep mathematical structure
or various novel physics aspects that go beyond the effective field theory framework.

We believe that the discussion presented in this chapter gives extra evidence to the under-
lying phenomenological rigidity of the NCG approach towards understanding of the origins
of the Standard Model and the physics beyond the Standard Model. However, this phe-
nomenological rigidity might be the price one has to pay for the non-commutative nature of
the approach, and it might be indicative of a possibly exciting relation to the non-particle
sector of high energy physics that is to be found in the context of the underlying quantum
structure of space and time.
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Constraining New Physics with
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Chapter 5

Constraints on New Physics at Low
Energy

5.1 Bounds of Different Sectors

In Part I, we discussed the alternative viewpoint of how new physics fundamentally incom-
patible with EFT determines the EFT, and studied the possibility of finding clues of new
physics at LHC. Since EFT works very well below Ayp as we show in Section 1.1, in this
part, we take a step back and focus purely on the phenomenological aspect of the EFT at
an energy scale much lower than Ayp. Let us first examine the room for new physics in this
regime.

After years of experimentation, we have set stringent bounds on various processes. In Sec-
tion 1.1, we have seen the precision electroweak measurements matches the QED predictions
extremely well. Let us examine the bounds derived from other sectors. For the flavor sector,
the bounds for unitarity of the CKM matrix are also very tight. If we denote the CKM
matrix as

Vud Vus Vub
V = ‘/cd ‘/cs ‘/Cb ) (5 1)
Vie Vis Vi

then checking unitarity of first two rows and first two columns of matrix V' gives the following
relations [1]:

0.9996 + 0.0005 — —
VT = — 1.002 +0.027 —|,

120
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and

0.9975 + 0.0022 — -
VIV = — 1.042+0.032 —| . (5.2)

which mean the CKM matrix is extremely close to unitary. Therefore, a simple fourth-
generation quark that mixes with the first three generations is largely constrained. Taking
the Wolfenstein parametrization of the CKM matrix as [356]

1—)\%/2 A AN (p —in)
Vorm = -\ 1—)\%/2 AN? + O\, (5.3)
AN (1 —p—in) —AN? 1

geometrically we can parametrize each unitarity constraint with a triangle in a complex
plain. Using the first and third columns of Vi, this is shown in Fig. 5.1. Therefore,

(0,0) (1,0)
Figure 5.1: The ‘unitarity triangle’. Plot is used with permission of PDG [1].
independent measurements of the CKM matrix by various experiments can be characterized

by their consistency with this triangle. In Fig. 5.2, the results from different experiments
are combined and the global bounds are given in the (p,7) plane.

Next, let us look at the constraints of the charged lepton sector. In many models [76, 318,
357-367], lepton flavor violation (LFV) emerges as a result of new physics beyond the SM.
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Figure 5.2: The global fit results (shaded region) v.s. the constraints of the unitarity triangle.
Plot is used with permission of PDG. For more details of the plot see Refs. [3] and [1].

Bounds on some of these processes are summarized in the following list:

i

(77 = e ) <3.3x107%[293],

=

(77 = py) < 4.4 x 107° [293],

=

(77 = e ptp™) < 2.7 x 107 [368],

=

~

(77 = pete”) < 1.8 x 107® [368],

el

=

(™ — ey) < 2.4 x 1072 [369),

=

uo o—eyy) < 7.2x107 — ,
7.2 x 107 [370-372

~| 3

(0~ — e efe) <1 x 10712 [286],
(5.4)

which give stringent constraints on any extra particle that directly couples to charged leptons
and causes LFV, such as the ones shown in Ref. [373].

Besides these bounds, since some models allow amplitudes that potentially cause proton
decay, the bound of proton decay is carefully studied over the past a few decades. The
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current bounds are [1, 374]

7,/Br(p — et7%) > 1.6 x 10* yrs,
7,/Br(p — pt7°) > 7.7 x 10* yrs,
7,/Br(p — K7) > 6.6 x 10% yrs. (5.5)

which makes the suppression of proton decay a non-trivial practice that requires extra care
in many model building, such as demonstrated in Refs. [76, 318, 357-367]. Contrary to the
tight bounds shown above, constraints on the neutrino sector are not comparably strong yet.
For example, the allowed region of some of the standard-neutrino oscillation parameters are
shown in Fig. 5.3. The parameters relevant to the oscillation are listed in Table 5.1. With
new data from various current neutrino experiments and from others being planned for the
near future, these bounds are likely to improve. As a result, there is a significant possibility
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Figure 5.3: The uncertainty on sin?(26,3) — dcp plane and sin?(fy3) — |Am2,| plane. Plot is
used with permission of PDG [1].

to reveal new physics beyond the SM in the neutrino sector, which will be addressed in the
next section.

5.2 What Is of Interest in the Neutrino Sector

It is known that the existing uncertainties of the measurements provide room for higher-
dimensional operators. These operators potentially arise as a result of new physics at higher
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’ Parameter \ Best-fit Value & 1o Range \ Benchmark Value ‘

om2, (7.50 £ 0.185) x 107° eV? 7.50 x 107° eV?
dm2, (2.4770089) % 1072 eV? 2.47 x 1073 eV?
sin” fy3 0.417005 & 0.5975055 0.41
Oa3/° 40.07%31 6 50.4113
03 /rad 0.69870 03 @ 0.8801 0051
sin? 09 0.30 4 0.013 0.30
012/° 33.34+0.8
612 /rad 0.580 £ 0.014
sin® 03 0.023 £ 0.0023 0.023
013/° 8.620:16
013 /rad 0.15 4 0.01
5/° 300795, 0
5/ 1.67703

Table 5.1: Second column shows the best-fit values and 1o uncertainties on the oscillation
parameters taken from Ref. [9]. We use the values listed in the third column as benchmark
values for which we calculate our oscillation probabilities in this work.

scale and can be parameterized by the non-standard interaction parameters (NSI). As a direct
analog of the Fermi-interaction development, any discovery of the NSI would be definite
evidence of new physics deviating from the SM expectations. Therefore, searching for nsi in
the neutrino sector is of theoretical interest. For a recent analysis on the bounds of NSI, see
Ref. [375].

Besides, measuring the SM parameters precisely is important in pointing to the direction of
new physics in a broader context. For example, the neutrinos are the only fermions of which
only one chirality is observed. On the other hand, neutrino oscillation experiments show
that the mass of neutrinos is non-zero albeit tiny. Therefore, it is natural to ask about the
origin of this smallness [204, 283, 376-378]. Models such as the see-saw mechanism provide
solutions to address the smallness of the SM neutrino using new physics. In order to form
a mass term, a right handed partner is needed. If this right handed neutrino is not charged
under any gauge group, it is allowed to have a Majorana mass without directly breaking any
gauge symmetry, which makes the see-saw mechanism possible. As a result, a sub-eV SM
neutrino mass requires the right handed partner to be ~ TeV to 10! GeV, depending on
the Dirac coupling chosen. On the other hand, as an alternative to regular see-saw models,
if the right handed particle is not Majorana, it is a hint for some new symmetry beyond
the SM that forbids it, such as the left-right symmetry models we studied in Part I and the
inverse see-saw in Refs. [379-384].

Experimentally, a light sterile neutrino that has large mixing with the active neutrinos are
subject to the constraints from unitarity [385-387]. Possible observables related to the
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unitarity violation due to the extra particle content is also studied in Refs. [388, 389]. As
a result, models in this class will be affected by the measurement of the oscillation angles
and the mass parameters. It is known that the phenomenological effect of NSI and different
values of the standard parameters are degenerate in many processes [375, 390-397|. In
this context, understanding the effect of NSI's is important in determining the standard
parameters of the neutrino sector. A careful study of the effects of NSI gives us insight on
what the degeneracy is and under what circumstances it gets lifted, as shown in Fig. 5.4. In
short, a good understanding of the effect of NSI helps us interpret the experimental outcome
correctly.

55F
DUNE

- = NSI w/priors
----- NSI no priors
S0r DUNE+T2HK LTI,

-=-= NSI w/priors

623(°)

450 S

401

90% credible regions

-0.5 0.0 0.5
Ep

Figure 5.4: The degeneracy between €,, and 0,3 gets partially lifted after combining the
DUNE and T2HK data. This figure is from Ref. [4], courtesy of Pilar Coloma.

With this in mind, we study a specific proposed neutrino detector in Chapter 6, which is
specifically sensitive to e — v, NSI. We point out the advantage of such a detector and also the
issues of potential backgrounds, which should be considered with care. In order to better
understand the effect of NSI in neutrino-oscillation experiments, we develop a theoretical
tool in Chapter 7 to analytically parametrize the matter effect with the presence of NSI by
modifying the vacuum oscillation parameters to run. In this formalism, the physics of NSI
is more transparent with little loss of accuracy — at a level that is negligible for experiments
such as DUNE. This part is based on our work [398-400] to appear as future publications.



Chapter 6

Constraining Neutrino Non-standard
Interaction with OscSNS

In this chapter, we work out the capability of constraining NSI with the proposed OscSNS
neutrino detector. We point out the advantage of this detector and possible backgrounds.
A goodness-of-fit analysis is performed with projections of one and two years of data.

6.1 Introduction

The proposed OscSNS experiment [401-405] aims to use the Spallation Neutron Source (SNS)
[406] at the Oak Ridge National Laboratory (ORNL) in Oak Ridge, Tennessee, USA, as a
neutrino source to search for oscillations of the active neutrinos to sterile ones [386, 407-409].
Though the main stated objective of OscSNS is the search for sterile neutrinos, the setup can
be utilized to measure the neutrino cross sections on electrons and carbon as well. In this
chapter, we analyze the potential of the OscSNS experiment to constrain the coupling of the
neutrino via the measurement of the neutrino-electron elastic cross section. If one assumes
the SM, a precise measurement of the ve™ cross section would allow one to determine the
effective value of sin? 0y at low momentum transfer. If one fixes the value of sin? 8y to that
determined from other experiments, then the measurement will constrain the sizes of possible
non-standard interactions (NSI’s) of the neutrino. One should note that the analysis is only
valid if all backgrounds are known and under control. In particular, there is a potential
background from the non-detection of the excited nitrogen final state in the process

v+ 12C — e+ 2N, (6.1)

This can be suppressed through an angular cut of the electron events, as the ones from v,
scattering are strongly forward peaked. Therefore, in this work we assume this background
is under control. More details about this are shown in Section 6.4.3.

126
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Figure 6.1: The energy spectra of v, (blue) and 7, (purple) in u* decay at rest.

We will not consider the neutrino magnetic dipole moment (MDM) since its presence can
only be detected via a steep increase in the ve™ cross section at low energies, and OscSNS
cannot compete with other detectors that have a much lower detection threshold.

6.2 Neutrinos at the SNS

The SNS at ORNL consists of an H~ ion source, a linear accelerator system for accelerating
the H~ ions to 1 GeV a stripper that removes the two electrons, and a proton accumulator
ring which stores the resulting 1 GeV protons and releases them in short 695 ns-long pulses
at a rate of 60 Hz onto a liquid Hg target.!

In addition to 20 to 30 neutrons being spalled from the Hg nuclei per proton on target
(POT), the collisions produce charged pions. The 7~ are attracted to nuclei and quickly
absorbed, while the 7 come to rest inside the target and decay predominantly via

= ut 4, (6.2)

with a lifetime of 7, = (2.6033 4 0.0005) x 107 sec. Being a two-body decay at rest, the
pt and v, from this decay are mono-energetic, with energies

mz 4 m’
Eﬂ = T = 109.778 MeV  — TM = E,u —my = 4.120 MeV ,
m; —m;,

The positive muons from this 7+ decay-at-rest then come to rest inside the Hg target? and
decay themselves via,
pt= et e+, (6.4)

! About 20 tons of liquid Hg is continuously circulated inside a stainless steel target vessel.
2Ref. [401] claims that the u* stop within 0.2 g/cm? from the point of 7+ decay. Refs. [410, 411] give tables
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with a lifetime of 7, = (2.1969811 £ 0.0000022) x 1079 sec. The v, and 7, from this u*
decay-at-rest are distributed isotropically with energy spectra given by

192 2%(Tmax — )2

Ao (B, dE,, = O(xmax — ) dx |
() D R
61 U2 (max — )? (17 — 2y + 2052)
)\y# (EUH) dEy‘L = 1 3 9<ymax — y) dy s (65)

where © = E,, /m,, y = Eg,/m,, n=m2/m’ = 2.339 x 10~°, and

fm) = (1=8n+8° —n* —12p°Inn) ~ 1. (6.6)

The maximum of the neutrino energies is

m2 — m?2
Eue,max = Eﬁu,max = Lt ° = 52.828 Mev, (67)
2m,,

and thus Tpmax = Ymax = (1 —1)/2 =~ 0.5. These distributions are shown in Fig. 6.1.
At its design power of 1.44 MW 3 the SNS delivers

1.44 MW

ooy~ 20X 10" POT /second = 1.5 x 10" POT /pulse . (6.8)

A Geant4 [412, 413] simulation places the number of each of the neutrino flavors v, v., and
7, produced per 1GeV POT at 0.09 [401]*. Thus, in addition to being a neutron source,
the SNS produces an equal number of the three neutrino flavors v,, v., and 7, emitted
isotropically from the target at the rate of

(9.0 x 10" POT /second) x (0.09/POT) = 8 x 10**/second . (6.9)

Due to the large difference between 7, and 7, the v, flux from 7" decay and the v, and 7,
fluxes from the subsequent p* decay are temporally separated. Assuming a uniform pion
production rate while the proton beam is on, the time-dependence of the v, v, and 7,, fluxes
from the instant that the proton beam is turned on is shown in Fig. 6.2. Of the total v, flux,
96.3% is emitted during the 695 ns while the proton beam is on, and the remaining 3.7%
is emitted after the proton beam is turned off. For the v, and 7, fluxes, the corresponding

of the muon stopping power of Hg for various muon energies, but they only go down as far as T, = 10.0 MeV
where the range is given as 1.5g/cm?. Given the mass density of Hg, which is p = 13.5g/cm?, the range
0.2g/cm? corresponds to 0.015cm = 0.15 mm.

3The SNS has not reached its design power yet; in April 2013, it was operating at a power of about
0.85 MW [406].

4Ref. [401] quotes two different numbers for this production rate: 0.12 on page 10, and 0.09 on page
23. We use the latter value here since it seems to be the one used in the flux calculations in Chapter 8 of
Ref. [401].
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Figure 6.2: The time-dependence of the neutrino fluxes. The proton beam is on during the
initial 695 ns. The blue line indicates the time-dependence of the v, flux, while the purple
line indicates that of the v, and 7, fluxes. The total integrated fluxes are normalized to one.
Note that the v, and 7, fluxes share the exact same time dependence indicated by the purple
line, which is NOT the sum of the two fluxes.

percentages are, respectively, 13.3% and 86.7%. Consequently, when the proton beam is on,
the v,’s make up 78% of the total neutrino flux while v.’s and 7,’s contribute 11% each.’
When the beam is off, the v,’s constitute 2% while v, and 7, contribute 49% each. If we wait
a few times 7, after the proton beam is turned off, the pions will all have decayed and the
v, component in the flux will be completely eliminated. We take advantage of this temporal
separation later.

6.3 The OscSNS Detector

The OscSNS detector is envisioned to be a liquid scintillation detector, one similar to Mini-
BooNE, filled with mineral oil and surrounded by photomultiplier tubes (PMT’s). The size
and shape of the detector are yet to be finalized, but its location will be 60 meters away
from the Hg target, at an angle of 160 degrees from the direction of the proton beam. Since
the three neutrino flavors are emitted isotropically, the flux of each flavor at a distance of

Ref. [401] on page 10 states that the v, flux has 14% contamination of v, and 7, each while the proton
beam is on. This should be understood as 14% each relative to the v, flux, that is, the ratio of the fluxes of
the three flavors v, v., and 7,, is 100 : 14 : 14, or 78 : 11 : 11.
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60 meters would be
8 x 10! /second
47(6 x 103 cm)?

®,(60m) = = 1.8 x 10°/second/cm? = 1.8 x 10"/ 10" seconds/cm? .

(6.10)
Assuming that the liquid scintillator in the detector is pseudocumene®, CyH,o, with mass
density 0.8761 g/cm?, molar weight 120.19 g/mol, and 66 electrons per molecule, the number
of pseudocumene molecules in 100 tons of the material is

100 tons
N, S e I
Coliz (120.19 g/mol) v

= (8.32 x 10° mols) x (6.022 x 10?® /mol)
= 5.0x10%, (6.11)

and the number densities of electrons, free protons (those not in the carbon), and carbon
nuclei are

pe = N./100tons = 66 x Ngym,,/100 tons = 3.3 x 10*' /100 tons ,
pp = N,/100 tons = 12 x Ng,p,,/100 tons = 6.0 x 10*°/100 tons ,
pc = Ng/100tons = 9 x Ngym,,/100 tons = 4.5 x 10°°/100 tons . (6.12)

Multiplying by the flux from Eq. (6.10), we find

pe®,(60m) = 5.9 x 10*/100 tons/10” seconds/cm?
pp®,(60m) = 1.1 x 10™/100 tons/10" seconds/cm?
pc®,(60m) = 8.1 x 10**/100 tons/10” seconds/cm? . (6.13)

Given that neutrino cross sections with single electrons (nuclei) are on the order of 10~ cm?

(1072 cm?), we need the (detector mass) x (exposure time) to be at least one order of mag-
nitude beyond 10° ton - seconds to obtain useful events yields.

In the original OscSNS White Paper [401], the detector is assumed to be spherical, with the
central part of radius 5 meters constituting the fiducial volume. The mass of pseudocumene
in the fiducial volume is

4 (5.0 x 10% cm)?
My — 2 X3 M) (0.8761g/em?) — 46x 10°g — 4.6 x 10%ton . (6.14)

The number of estimated events in Ref. [401] is given for a flux-exposure of one full calendar
year, which is

Tep = (60seconds/minute) x (60 minutes/hour) x (24 hours/day) x (365 days)
3.2 x 10" seconds . (6.15)

So the reference value of (detector mass) x (exposure time) for OscSNS is
(MgaTesp)ret = (4.6 x 10%ton) x (3.2 x 10" seconds) = 1.5 x 10" ton - seconds . (6.16)

We use this value to calculate the benchmark constraints that we place on sin?fy, and the
neutrino NSI’s using OscSNS.

6Aka 1,2,4-Trimethylbenzene.
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Figure 6.3: The ES differential cross sections as functions of the electron recoil energy 7' for
v, (yellow), ve (blue) and 7, (purple).

6.4 The Interactions

The neutrinos will interact with the electrons, free protons, and carbon nuclei in the scintil-
lator via both charged current (CC) and neutral current (NC) interactions. In the following,
we will look at the interactions of the neutrino with the three types of target particles, one
by one.

6.4.1 Interactions with Electrons
Elastic Scattering

In the SM, the interaction between neutrino flavor a (o = e, u, 7) and the electron is de-
scribed at low energies by the effective four fermion interaction

ESM = —2\/5 GF(DO/)/#PLI/OJ gaL(éfyuPLe) + gaR(é’yuPRe) ] . (617)

The coupling constants at tree level are given by gor = sin® 6y and g, = sin® Oy + %, where
the lower sign applies for « = p and 7 (from Z exchange only) and the upper sign applies
for a = e (from both Z and W exchange). For anti-neutrinos, the values of g,z and g,r will
be reversed.

The differential cross section for neutrino-electron elastic scattering (ES) due to this inter-
action is given by

do,,(E,,,T) 2G3m,
dr B

(6.18)

s o (1T 2 meT
gaL gaR El,a gaLgaR Ega
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Here, m, is the electron mass, E,,_ is the initial energy of neutrino flavor o, and T is the
kinetic energy of the recoil electron, which has the range

E,,

0<T e
- 1+m./2FE,,

IA

TmaX(Eua) = (619)

Since the v, from 7% decay at rest is mono-energetic, the scattering cross section is given
simply by the above expression. For the v, and 7, from p* decay at rest, however, we must
convolute the above expression with the energy spectra given in Eq. (6.5):

dz,, (T Bve max do, (E,.,T
o, (T)  _ / dE,, M, (E,,) doy.(Ey.,T) O(Tmax(E,.) = T)
0

dT ar

doy, (T) Eopmas doy, (Ey,,T)

—r L = E; o, (Bp,) ——7—— 0(Thax(E5,) = T) . 2
e = xe (B T 0T ~T) . (620)

The shapes of these differential cross sections are shown in Fig. 6.3.

The total cross sections for v, is given by

TmaX(EV“) dguu(E T)

0,,(ES) = i TdT
2GEMmTnax | o 9 Toax T2 Ml max
= ——— |9+ 9ur (1 — E, + @) —guLguRW
= 448 x 107*cem? | (6.21)

where we have used the value sin? fy, = 0.2386 for the coupling constants. Similarly,

Tmax (EVe ,max) dalje (T)

0, (ES) = T dT' = 3.05 x 107* cm? |
Tmax(ED 7max) d_l7 T

05, (ES) = / ' %dT — 5.08 x 10~ cm? . (6.22)
0

Inverse Muon Decay

For an initial v, the CC process,
vpt+e = p o+, (6.23)

is also possible if the v, is energetic enough. However, the threshold energy is

m2 —m2

E,, thres = # = 10.923GeV , (6.24)

so this reaction cannot occur in the present context.
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6.4.2 Interactions with Protons
Elastic Scattering

Neutrinos can scatter elastically against the protons via Z exchange, but the recoil protons
are not energetic enough to be dissociated from the pseudocumene molecules and cause
scintillation light. So the ES events against protons, and similarly those against carbon, are
invisible.

Inverse Beta Decay

Anti-neutrinos can undergo the reactions

Veot+p — et4n,

6.25
Vy+p — ut+n, ( )

with the resulting neutron detected via n +p — D + v(2.2MeV). These reactions have
thresholds of

My, + M 2 _m?
Eﬁe,thres = ( ) P = 1.806 MeV y
2m,,
m, +m,)? —m?
By, thres = ( ) P = 113.05MeV , (6.26)
2m,,

so the second reaction cannot occur. The first will be used by OscSNS to detect 7, appear-
ance. For our purpose, we will simply assume that the 7, contamination in the flux (from
w~ decay) is negligible and ignore this reaction.

6.4.3 Interactions with Carbon
Elastic Scattering

The elastic scattering of the neutrinos against the carbon nuclei from Z exchange cannot be
detected, as discussed above.

CC Inelastic Scattering

The v, can undergo the CC process

ve+12C — e + 2N (6.27)
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where the 2N in the final state can either be in the ground state 2N, or one of the

gs»
short-lived, broad excited states '2N*.

The cross section to the ground state 2Ny, can be calculated fairly reliably, since the form
factors necessary can be determined from other experiments [414, 415]. The reaction to the
ground state v, + 2C' — e~ + >Ny, has a Q value 17.33 MeV, so the v, energy threshold is

2 2
e - 2
Eypes = N M) Z e QQF2me) g a5y ey (6.28)
’ 2mc 2mc

The ground state >Ny, decays with a lifetime of 7(**N,5) = 15.9ms into’

12N

gs

12 +
{ C+et+u, (96.5%) (6.29)

Ro* 4 et +v, = ®Be+a+et+v. = 3at+e+v.  (3.5%)

The positrons from these decays have a maximum kinetic energy of ) — 2m, = 16.33 MeV.
The process is identified via the detection of the initial prompt electron, and the delayed
coincident detection of the positron. The three a’s in the second decay cannot be detected.
The excited states 12N* are short-lived and decay mostly via proton emission (Table 12.22
of Ref. [416])

BN* - HO4p. (6.30)

This is a potential background unless a) the proton is detected to identify this reaction,
or b) the cross section of this process is well understood theoretically through calculation.
Otherwise, this process will be a background to ve elastic scattering process. According to
Ref. [417], this proton is detectable, c.f. Fig. 21-22 therein. In the case of OscSNS, without
the direct detection of the proton, there are several ways to control the background from
this process. First, it is observed by LSND that the electrons from Eq. (6.27) with a 2 N*
final state are backward peaked. On the other hand, the differential cross section of v, + € in
Eq. (6.31) is forward peaked as plotted in and Fig. 6.4 and measured in Fig. 9 of Ref. [418],

do  Gim.

dcos 27

2m.E, cos? 0 2
2 _ 2.2 1 o el/v
{(CV Fea) + (ev —ea)me ( sin? 0E2 + 2m,E, + m2
2m? cos? 0 dm E2(E, + me)? cos
X _(C%/ - 6124) < - )
sin? 0E2 + 2m E, + m2 (E, +me)? — E2cos? 6

(6.31)

where ¢y and c4 are the vector and axial charge of the electron. Therefore, it is possible to
perform an angular cut to suppress this background if Cw‘fﬁ(l/e+l20 — e+'2N*) is known.
Alternatively, we can subtract altogether the events from Eq. (6.27) if the cross section is
known to sufficient accuracy. In either case, it is necessary to have a cross section profile of
the process in Eq. (6.27) through theoretical estimate or measurement. The differential cross

section is not included in Ref. [417]. At the moment, we have contacted one of the authors

"See Table 12.21 of Ref. [416]. The decay to the ground state 12C,; is 94.6% and to the first excited state
12C*(4.44) is 1.9%, which add up to 96.5%. Decays to higher excited states of 12C' result in 3o break-up.
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Figure 6.4: Differential cross section of v, + e — v, + e scattering

of Ref. [419] for further study of this background. In the rest of the chapter, we perform the
analysis assuming this background is well-controlled.

The total cross section of the process v, + 2C — e~ + 12Ngs, convoluted with the initial
neutrino energy spectrum, is given as

9.2 x 107*cem?  Ref. [414]
= 91x10*cm?®  Ref. [415] (6.32)

0(120(7/@, e_)12Ngs)

These agree very well, though the methods used are different. The experimental values are

o(PC(ve, e )?Ny) = (9.1£05408) x 1072 cm*  KARMEN [420, 421]
(89+0.3+£0.9) x 107*?cm?  LSND [422]
= (10.54+1.04+1.0) x 1072 cm?®  E225 [423) (6.33)

so the agreement is good. We can conclude that the cross section is around
o(?C(ve, e )?Nys) ~ 9 x 1072 cm? | (6.34)

Using this value, we estimate the number of events for the reference value of the detector
mass and flux exposure, Eq. (6.16), to be:

pc®,(60m) X (MaqToxp)reto (2C (ve, e ) ? Nye) ~ 11,000 . (6.35)

Given the large number of expected events, it is tempting to to use this channel to constrain
the neutrino flux. However, Ref. [414] warns that the uncertainty in its result could be
as large as 12% so it is far from clear whether the theoretical errors are completely under
control. Rather, it would better to use ve ES to constrain the flux, and use it to determine
o(*2C(ve,e7 )2 Nys). The corresponding reaction for 7, would be

7.+ 2C — "+ B, (6.36)
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The 7, energy threshold of this reaction to the ground state of 2B is

(mp +m.)* —m?

QTTLC

= 14.40MeV . (6.37)

Eﬁe ,thres —

The ground state of 2B decays with a lifetime of 7(*?By,) = 29.1 ms into®
np L, [PC+e 4T (984%) ¢ ag)
7 2C*+e 47, = *Be+a+e +v. = 3ate +7,  (1.6%) '

Together with inverse beta decay, this process can be used to detect 7, appearance. The CC
reactions that can be obtained by changing the lepton flavor from electron to muon in the
above interactions, i.e.

v,+2C = o +12N

vu + 120 — ,u+ + 12B (639)
have thresholds given by
2 _ 02
Euu thres — (mN i m#) me = 123.15MeV )
’ 2mc
2 _ 2
By, thres (mp +m)” = Me 100 18 MoV | (6.40)
2mc
so these reactions cannot occur.
NC Inelastic Scattering
All neutrino and anti-neutrino flavors can undergo the following NC processes:
v+ 120 = v+ 20T, (6.41)

The cross section to the first (J©, I) = (17,1) excited state of Carbon-12 is well understood.
In the process

v+120 — v+ P20 (15.11),
20*(15.11) — BC +7, (6.42)

So the signature of this process is the mono-energetic 15.11 MeV gamma ray. Theoretical
calculations of the cross section are

o = 447x107*%cm?®  for v, Ref. [414]
= 540x 1072 cm®  for 7, Ref. [414]

8See Table 12.14 of Ref. [416]. The decay to the ground state 12C,; is 97.2% and to the first excited state
12C*(4.44) is 1.2%, which add up to 98.4%. Decays to higher excited states of 12C' result in 3o break-up.
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= 274 x 1072 cem®  for v,, Ref. [414]
= 98x107%cm?  for v, + 7, Ref. [415] (6.43)

while the experimental values are

o = (32+£05+04) x 100 cem® v, KARMEN [424]
= (11£1.0+£0.9) x 1002 cm*® v, +7,, KARMEN [425, 426]. (6.44)

These are consistent with the theoretical calculations, but not that accurate yet.

6.5 Neutrino-Electron Elastic Scattering

To constrain neutrino NSI's; we use neutrino-electron elastic scattering:
Vo +€ — Uste . (6.45)

The signal will be scintillation light from the recoil electrons. The energy of the electrons
can be reconstructed from the collected energy of the scintillation photons as in Borexino
and MiniBooNE. Since the kinetic energy of the recoil electrons will be in the 10’s of MeV
range, backgrounds due to the -decay of radioactive nuclei do not have to be considered
since their energies are all around an MeV or below.

6.5.1 The Interaction

In the SM, the interaction between neutrino flavor a (o = e, i, 7) and the electron is de-
scribed at low energies by the effective four-fermion interaction

Lsm = —2V2Gp(0,7"Prvy) Jar(€VuPre) + gar(€vuPre) ] (6.46)

The coupling constants at tree level are given by gar = sin® Oy and gaz, = sin? y + %, where
the lower sign applies for « = p and 7 (from Z exchange only) and the upper sign applies
for @ = e (from both Z and W exchange). For anti-neutrinos, the values of g,;, and g,g are
reversed.

6.5.2 Differential Cross Section

The differential cross section for elastic neutrino-electron scattering due to this interaction
is given by

do,,(Ey,,T) 2G3m,
dr B

T \? m.T
2 21— I e 6.47
gaL + gaR ( Eya g Lg R El%a ( )
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Here, m, is the electron mass, F),_ is the initial neutrino energy, and 7" is the kinetic energy
of the recoil electron which has the range

E,,

0 S T S Tmax(Eua) = W .

(6.48)

Since the v, from 7" decay is mono-energetic, the scattering cross section is given simply
by the above expression. For the v, and 7, from p* decay, however, we must convolute the
above expression with the energy spectra:

— T Eye,max E T
dO-VE( ) - / dEye )\l/e (EVe) M Q(TmaX(EVe) - T) ’
0

a7 dT’

Qoo (T) P dov, By, T)

P e S Eﬁ 7 Eﬁ —t—r Tmax EV -T). 4
dT /0 W A B) = g Omand ) = T) - (649)

The shapes of these differential cross sections are shown in Fig. 6.3.

6.5.3 Total Cross Section

The total cross sections for v, is given by

Oy, = / e o gr
Y dT
2GEm Tax | o 9 Twax T2 Ml max
= ——— |9. 1T 9r <1— E,, +@>_9L9R 252
= 448 x 107*cm? (6.50)

where we have used the value sin® fy, = 0.2386 for the coupling constants. Similarly,

Tmax(EUE,max) d—
o, = v g7 = 3.05 x 1078 cm?
0 dT
Tmax(EDH,max) d_,
o5, = / T T = 5.08 x 104 em? . (6.51)
" 0 dT

6.5.4 Expected Number of Events

According to Eq. (8.3) of Ref. [401], the expected neutrino fluxes at the OscSNS detector
are

d(v,) = (548 +0.05) x 10'* /year/cm? ,
d(r,) = (5.45+0.05) x 10" /year/cm? |
®(,) = (5.5140.05) x 10" /year/cm? . (6.52)
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The number of electrons inside a 6 meter radius (12 meter diameter) detector is estimated
to be N, = 2.68 x 1032, To calculate this number, we need the total mass of the mineral oil
inside the detector. Ref. [401] says that this is 800 tons. The “mineral oil” used in Borexino
experiment is CgH3(CHz3)sz, or CogHyy, with a density of 0.8761 g/cm? and a molar weight
of 120.19 g/mol . Suppose the OscSNS detector uses the same type of material. With this
data, and considering that each molecule has 66 electrons, 800 tons would contain a total
number of electrons of:

66 x N (mol™t) x x (800 x 10°(g)) = 2.6455 x 10?2,

120.19 (g/mol)

where N, is Avogadro’s number. In Borexino, they also add some (1.5g/¢) scintillator,
C15H11NO. Using the size of the detector, we get a total of 1.37 x 10° g of scintillator in the
detector. One can easily compute that the total number of extra electrons introduced by the
scintillator is 4.33 x 10%. The correction is small, so we use the number for pure mineral oil,
N, = 2.65 x 10%2, for the rest of the calculation. The expected total number of events per
year is, therefore,

N(v,) = N.®(v,)0,, = 658 /year,
N(ve) = Ne®(v,)o,, = 4458 [year
N(v,) = N.®(v,)o,, = 750 year. (6.53)

Ref. [401] claims 4491 /year for v, events, so we are close. The difference could be due to our
choice of the value of sin®fy,, and rounding off errors. Assuming a 50% detector efficiency,
€aet = 0.5, the observed yields are reduced to

N(v,) = Ne®(vy)oy, caee = 329 /year,
N(ve) = N P(ve)o,, et = 2228 [year
N(@Wu) = Ne®(v,)0p, caee = 375 /year. (6.54)

Ref. [401] also claims a reduction by a factor of egq = (5/6)% & 0.5787 due to fiducial volume
cuts.

N(v,) = Ne®(v,) oy, caercaa = 190 /year
N(ve) = Ne®(ve)0oy, edet€aa = 1290 /year ,
N(v,) = Ne®() Op, Edet €id = 217 /year . (6.55)

These numbers are for a full Julian year, so for a Snowmass year of 107 seconds we will only
get one-third of these numbers.

6.5.5 Detector Response

An actual detector cannot measure the recoil electron energy to arbitrary precision, and one
must take its finite energy resolution into account. If we denote the probability of detecting
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Figure 6.5: The differential cross sections as with the detector energy resolution included.
T4 is the reconstructed electron recoil energy. The three curves are for v, (yellow), v, (blue)
and 7, (purple).

energy T4 for an electron with kinetic energy T' by R(T4,T'), the differential cross section as
a function of the actual detection energy T4 is given by

Ao, (Ta) "= dé,, (T)
e _/0 Rz, 1) e ar (6.56)

For Borexino, we take the energy resolution function R(T4,T) to be a Gaussian with a
T-dependent standard deviation

2
R(Ty,T) = \/%;J(T)exp {—%} . (6.57)
For Borexino analyses, the following form is used [427]:
T O\ 12
o(T) = oy (Me\/) , oo = 50keV . (6.58)

This gives a 5% error at T'=1MeV. We use a uniform 5% error, which corresponds to
o(T) = 0057 . (6.59)

Performing the integral of Eq. (6.56), we obtain the differential cross sections as functions
of Ty shown in Fig. 6.5.

6.5.6 Energy Bins

The calibrated range of OscSNS is expected to be 1 ~ 50 MeV. With a 5% error on the
energy, a 50 MeV electron will have an energy uncertainty of 2.5 MeV, so we should make
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Figure 6.6: The cross sections per 5 MeV energy bin. T4 is the reconstructed electron recoil
energy. The three histograms are for v, (yellow), v, (blue) and 7, (purple).

the widths of the energy bins larger than this. We just use 5MeV and divide the range
0 ~ 50 MeV into 10 bins. We ignore the 1 MeV cutoff for now. Integrating the cross sections
in these energy bins, we obtain the graph shown in Fig. 6.6. Multiplying these cross sections
per bin with

Ne®egercra = (2.68 x 10%) x (5.5 x 10" /year/cm?) x (0.5) x (5/6)?
= 4.3 x 10* /year/cm? , (6.60)

we find the event yields per bin per Julian year. The result is plotted in Fig. 6.7. The error
bars indicate the statistical error, assuming a Poisson distribution.

6.6 NSIs

6.6.1 Effect of NSIs on the v.-electron Scattering Spectrum

With Non-Standard Interactions (NSIs), the couplings of neutrinos of flavor « are shifted:

oL — gaL = oL T+ €aL , Jar — gaR = GJaR t €ar - (661)

The shifts in the couplings of the muon neutrino and its anti-particle are already constrained
fairly strongly by CHARM II data, so we will only consider shifts in the electron neutrino
couplings.

As we can see from Eq. (6.47), the neutrino-electron scattering cross section consists of three
terms which are, respectively, proportional to g2, g2p, and the product gerger- The Gerger
term is proportional to the electron mass so it is suppressed compared to the other terms.
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We just neglect it for now. We can calculate the parts of the cross section proportional to
g%, and g2 separately:
Ov. = Gor, 0L+ Gor On - (6.62)

Calculating o, and o separately, including convolution with the neutrino energy spectrum,
energy smearing due to detector resolution, and energy binning, we obtain the graphs shown
in Fig. 6.8.

Using oy, and og, we can calculate the cross section for arbitrary values of §;, = gr, + ¢ and
Jr = gr + €r. In Fig. 6.9, we show how the cross section changes when the left and right
handed couplings are respectively shifted by £0.1. If we convert these cross sections into
the numbers of events expected after one full Julian year of data taking, the result is shown
in Fig. 6.10. The blue and red cases can be clearly distinguished provided that the neutrino
flux uncertainty can be well constrained. To distinguish between the blue and green cases
clearly needs more data.

The graph only shows the total number of v.-electron scattering events, but does not show
what is actually measured. We need to take the timing information into account and ask
whether the neutrino flux can be well constrained by the v, events even though the number
of events is quite limited, and there is contamination from v, which has a much larger cross
section with electrons.

6.6.2 Expected Events with Protons On and Off

We calculated earlier that 96.3% of the v,’s will be emitted while the proton beam is on,
while 3.7% will be emitted after the proton beam is turned off. For v, and 7, the percentages
are 13.3% while the proton beam is on, and 86.7% after it is turned off.

The cross section is calculated for the energy spectra of events collected while the proton
beam is on and while it is off, as shown in Fig. 6.11. There is a significant v, contribution
while the proton beam is on due to the much larger cross section that v, has compared to
v,. On the other hand, the contribution of v, while the proton beam is off is negligible.

To see how these cross sections are changed in the presence of NSI's, g; and gg are shifted
again by £0.1 and the resulting cross sections are plotted in Fig. 6.12. The corresponding
event yields are shown in Fig. 6.13. Due to v, contamination when the proton beam is on,
a goodness-of-fit analysis is needed to see how well we can constrain the neutrino flux using
the v, contribution. This is performed in the next section.
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6.7 Computation of the >

First, let’s compute the total number of events due to standard interactions only. We do it as-
suming that the beam has already been turned off, including the different weights mentioned
in the previous section for the neutrino flavors:

N = 0.867 x (N + NJM) 4 0.037 x NJM (6.63)

V)

where 7 denotes each 5 MeV bin.

Then, we do the same for the events in presence of NSI, for each pair of values (e, €g):

NS g, en) = 0867 x (NSMHNSI (e, en) + NS ) +0.087 x N3,
where the exact cross section is used to compute N,;géw +NSI e, the third term in Eq. 6.47
is not neglected.

Then we build a Poissonian y?:

Xlever) = D Xi(ew er) =

SM NSI NSI N5 (er, er)

= 22 (Ni — N (er,er) + N;"7' (er, er) In {W]) .(6.64)
The physical interpretation of the above x? is understood as follows. First, we assume that
the prediction is based on the cross section given purely by the SM. In the end, a different
number of events is observed due to the presence of NSI. The significance is then depicted by
the above y? expression. The plot of x? in the (ez, er) plane will tell us at which point the
NSI are so large that the observed number of events are incompatible with the prediction by
the SM. The shape of this x? is shown in Figs. 6.14 and 6.15. As can be seen from Fig. 6.14
the x? is asymmetric. This is due to the interference terms between the standard and non-
standard couplings in Eq. 6.47. Since both g, . and gr . are defined positive, negative values
of €, or er can, in principle, be better accommodated by the data. Fig. 6.15 shows the
contours at 1, 2 and 3¢ (for 2 d.o.f.) drawn in the (eg, eg) plane. Systematic errors are to
be included in the next subsection.

6.7.1 Inclusion of a Systematic Error over the Flux

The flux uncertainty is included as an overall normalization error over the predicted number
of events from the SM, so we have to replace:

NPM 5 (14 &) NM.

7
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Now the NSI contribution can be better accommodated by simply varying this nuisance
parameter, &, which is unknown. As a result, the y? profile is degraded. The x? (per bin) is
obtained as in Eq. 6.64, but now depends on (e, €r,£). A penalty term needs to be added
to the total 2 in Eq. 6.64, too:

X*(er, €r, €) = ZX?(EL>ER75) + (é) ; (6.65)

O¢

where ¢ is the nuisance parameter (unknown) while o, is the prior knowledge for the flux
uncertainty (an estimate). We assume 10%, for instance. However, we can use this x? to
estimate the constraint that the experiment itself would be able to put on the neutrino flux.
In order to do so, we use the first 690 ns of the pulse. The beam composition in this time
window is mainly v, (96.3%), which can be used to normalize the flux. In this case (t < 690
ns), the x? profile is built following Eq. 6.65 with:

)

NSM = (1+€) [0.133 x (NSY + N3Y) +0.963 x NSY ],

NN (e en) = 0.133 x (NSYEVSI (e eq) + NEY) 40963 x NEY. (6.66)

Ideally, we have to marginalize over €;, and eg, and then plot the result as a function of &
in order to get an accurate value. However, we do not expect a great difference in the x?
due to the NSI?, since they are now just a small portion of the total number of events (only
13.3% come from v, events in this time window). Therefore, we choose a pair of values and
plot the x? along the & axis. Several values of (g, eg) are checked and they result in more
or less the same result, as shown in Fig. 6.16. As can be seen from this plot, if we cut at 1
o (for 1 d.o.f.), we obtain o, ~ 0.05. In the following, this value is used for o¢ as the prior
knowledge of the flux.

In order to have a x? in the (e, eg) plane, we need to marginalize over the nuisance param-

eter: )
Ximin (€L, €R) = ming {Z X (€L, €r, &) + (é) } : (6.67)

O¢

The resulting profile is shown in Figs. 6.17 and 6.18, as we did in the previous section. The
x? plot with 30% systematic error is also included for comparison. In this case, the results
are worsened, as expected, but we still have some sensitivity to the non-standard couplings.
On the other hand, this shows that the systematic error strongly affects the sensitivity.
Therefore, a good control of the flux uncertainty is critical.

9This is valid only under the assumption that NSI only enter in the v, couplings.
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6.8 Conclusion and Outlook

In this chapter, we estimate the capability of a then-proposed detector, OscSNS at Oak
Ridge National Laboratory, to constrain v.-electron NSI. The time structure of the pulsed
proton beam allows us to constrain the neutrino flux uncertainty more accurately. Because
of the different life-time of 7™ and x™, the neutrino content is quite different when the beam
is on and off. When the proton beam is turned on, a produced 7+ goes through a two body
decay at rest and produces mono-energetic v, and p*. Because the 7t decays roughly 100
times faster than the u*, the v, content is negligible when the beam is on. Similarly, during
the beam-off period, because most of © decay quickly, the neutrino flux is dominated by the
pt decay, which produces v, and 7.

Because of this feature, it is possible to constrain the neutrino flux with data from beam-on
period since v,-electron NSI is well constrained already. As a result, this type of design has
great potential to constrain ve-electron scattering. In our note, we show the y? analysis on
the (e, €r) plane with one and two years data taking. The result is comparable to other
experiments even though the number of events is limited. On the other hand, we also observe
a degradation of sensitivity when the systematic error is included. We point out that both
the control and the estimate of systematics strongly affect the result of the analysis, hence
the capability of constraining NSI.

During the study of this topic, we noticed a technical issue which should be addressed in
the future. The material of the OscSNS detector is mineral oil, which is similar to Borexino
and MiniBooNE. Therefore, the v — '2C scattering should be well understood; otherwise, it
is a background. Due to the difficulty in calculating v-nuclei scattering at very low energy
[419, 428], this needs to be treated carefully to suppress the background.
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Figure 6.7: Expected number of events per 5 MeV energy bin per year. The three plots are
for v, (yellow), v, (blue) and 7, (purple).
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Figure 6.8: The left (red) and right handed (green) cross sections per 5 MeV energy bin.
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Figure 6.9: The v.-electron cross section per 5 MeV energy bin when g, is shifted by £0.1
(red graphs) and when gp is shifted by +0.1 (green graphs). The blue graph is when the
NSIs are all zero.
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Figure 6.10: Number of expected v.-electron scattering events per 5 MeV energy bin after
one full Julian year of data taking when g, is shifted by £0.1 (red graphs) and when gg is
shifted by £0.1 (green graphs). The blue graph is when the NSIs are all zero.
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Figure 6.11: Total cross section of v, + v. + v, scattering against electrons per 5 MeV
energy bin with proton beam on (left) and off (right). The black graph is the total cross
sections, while the blue, purple, and yellow graphs indicate the contributions of v, v, and
v, respectively. Note that there is a significant v, contribution when the proton beam is on.
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Figure 6.12: Total cross section of v, + v, + v, scattering against electrons per 5 MeV energy
bin with proton beam on (left) and off (right). The red graphs indicate the cases in which g,
is shifted by £0.1 while the green graphs indicate the cases in which gg is shifted by +0.1.
The blue graphs are when the NSIs are all zero.
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Figure 6.13: Expected total number of (v, + v, + 7, )e” scattering events per 5 MeV energy
bin with proton beam on (left) and off (right) after one full Julian year of data taking. The
red graphs indicate the cases in which gy, is shifted by £0.1 while the green graphs indicate
the cases in which gg is shifted by +0.1. The blue graphs are when the NSIs are all zero.
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Figure 6.14: Cut of the two-dimensional x? in the €, (left) and e (right) directions, assuming
the other parameter to be zero. No systematics have been included.
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Figure 6.15: Ax? contours at 1,2 and 30 (2 d.o.f.) in the (eg,er) plane after one year of
exposure. No systematics have been included.
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Figure 6.16: Ax? profile in the ¢ direction for e, = ez=0.
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Figure 6.17: Cut of the two-dimensional x? in the €, (left) and ep (right) directions with
one year data, assuming the other parameter to be zero and for a 5% flux uncertainty.
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Figure 6.18: Ax? contours at 1,2 and 30 (2 d.o.f.) in the (ez,eg) plane, after one year of

exposure (upper panel) and two year exposure (lower panel). The systematic uncertainty is
assumed to be 0,5%,30% over the flux from left column to right column respectively.



Chapter 7

Constraining Neutrino Non-standard
Interaction with Long Baseline
Oscillation Experiments

In this chapter, we study the neutrino matter effect in the presence of non-zero ¢,, NSI. In
particular, we parametrize the Hamiltonian with a matter potential in the same form as the
vacuum Hamiltonian, by changing of the vacuum parameters into running parameters that
are functions of the matter parameter a. In this approach, we get a better understanding of
the effect of the NSI, and the degeneracy with the standard oscillation parameters.

7.1 Introduction

In this chapter, we perform an analytical investigation of matter effect on neutrino oscillation
in the presence of non-standard interactions (NSI’s) of the form

Lnc-Ns1 = — Z 2\/§GF5£§ (T Prvg) (fruPef) (7.1)
aBf

where the subscripts «, 8 = e, i, 7 label the neutrino flavor, f = e, u, d indicates the matter
fermions, C = L, R denotes the chirality of the ff current, and E(Jig are dimensionless
quantities which parametrize the strengths of the interactions relative to the Fermi constant
Gr. Hermiticity of the interaction demands

c c
S = (L9 (72)
For neutrino propagation through matter, the relevant combinations are
N N
— VA fL R f
Eap = Z Capy, = Z (%ﬁ"‘%ﬂ) N (7.3)
e e

f:e’uid f:€7u)d
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where Ny denotes the density of fermion f. These combinations enter into the effective
Hamiltonian governing the propagation of neutrinos through matter as

1 m% 0 0 1+ €ee Eey Eer
H==|U]l0 mi 0 |U+al| €, e ewl|] . (7.4)
0 0 m3 €3, Ehy Err

where U is the vacuum Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [429-431], a =
2v2G p N, E is the matter-effect parameter, N, is the electron density, and F is the neutrino
energy. In the Earth, we assume N,, = N, = N,, in which case N, = Ng ~ 3N,. Therefore,

o = Eog A e5g+ 3+ 3ty (7.5)

and?

a = 2V2GrN.E = 7.63 x 1075(eV?) (g/(fmg) (GfV) . (7.6)

In Ref. [432], the off-diagonal terms of the above matter-effect matrix are set to zero, and
the effect of lepton-flavor diagonal NSI's is studied, i.e. all matrix elements of Eq. (7.4)
are set to zero except for e, €,,, and £,,. In this chapter, we look at the effect of flavor
off-diagonal NSI's, in particular, the case in which only ¢, is allowed to deviate from zero.
The cases of non-zero ., and €., will be discussed in a separate paper [399]. We adopt
the approach in which the matter effect is absorbed into the “running” of the effective
oscillation parameters (mass-squared differences, mixing angles, and CP violating phase)
with the parameter a = 2v/2GpN,E [432-438]. The approximate analytical expressions for
the a-dependent effective oscillation parameters are derived using the Jacobi method [439],
as demonstrated in Refs. [432, 437, 438]. The oscillation probabilities in matter can then
be obtained by simply replacing the vacuum-oscillation parameters in the expressions for
the corresponding probabilities with their respective in-matter counterparts. The resulting
expressions simplify considerably in certain ranges of a as the result of the “running” of the
oscillation parameters, facilitating the analysis of NSI effects.

This chapter is organized as follows. In section 7.2, we review the current experimental
bounds on €,, and point out that the phase of ¢,, has heretofore not been the focus of
much attention. The theoretical expectation on the possible size of ¢,, is also discussed.
In section 7.3, we present the derivation of our approximate expressions using the Jacobi
method and then compare the resulting approximation to the oscillation probabilities for
constant density matter with numerical calculations, and the approximation of Asano and
Minakata [5]. The approximation for the anti-neutrino case is presented in section 7.4. We
verify our approximation formula in section 7.5. We conclude in section 7.6 with a summary
and outlook for future study.

I This formula for a here assumes N, = p/2my where my is the average nucleon mass.



154

7.2 Current Experimental Bound and Theoretical Ex-
pectation

7.2.1 Experimental Bound

Bounds on the parameters 5{29 (f =e,u,d, C = L, R) have been placed by a variety of ex-
periments as analyzed and reviewed in Refs. [440-444]. The data used include those on v,e
scattering from CHARM II [445, 446], v,q scattering from NuTeV [447-449], ete™ — vy
from the LEP experiments ALEPH [450-452], L3 [453-455] OPAL [456-459], and DELPHI
[460], and neutrino oscillation data from Super-Kamiokande [461], MACRO [462], Kam-
LAND [463], SNO [464], MINOS [465], and IceCube DeepCore [466, 467].

Ref. [442] combines the bounds on /¢ from various analyses to derive the 90% C.L. bound
of
leur] < 0.33. (7.7)

Refs. [468-470], in turn, place bounds on ¢,, directly by looking at the matter effect on
neutrino oscillation. In Ref. [468], a 3¢ bound of

—0.03 < &l < 0.02, (7.8)

is obtained from the atmospheric neutrino data assuming that only the NSI with the d-quarks
in Earth matter exist. This result can be reinterpreted as the 90% C.L. bound of

~0.05 < £, < 0.03. (7.9)

In that analysis, €,, was assumed to be real and no phase seems to have been considered.
The analysis of Ref. [469] allows ¢, to be complex but marginalizes over its phase to obtain
the 90% C.L. bound of

leur] < 0.035. (7.10)

Ref. [470] uses the high energy neutrino data (E > 20 GeV) from IceCube DeepCore to place
the 90% C.L.
leur] < 0.006 . (7.11)

Bounds direct from experimental collaborations include that from Super-Kamiokande [461]
which reports
leur] < 0.011, (7.12)

and MINOS [465] which reports
—0.20 < e, < 0.07. (7.13)

While these results suggest a 90% C.L. upper bound on |e,,| of O(0.01), we will show later
that this bound could be highly sensitive to the phase of €,,. Since all the above analyses
have either assumed ¢,, to be real or marginalized the bound over its phase, the actual
bound on |e,,| for particular choices of phase could be much larger. With this caveat in
mind, we allow |¢,.| to be as large as (0(0.1) in the following.
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7.2.2 Theoretical Considerations

Another caveat one should keep in mind is that, if one attempts to generate the €,, NSI
from an SU(2);, x U(1)y gauge invariant interaction, stringent bounds will be introduced
from existing data involving the charged-leptons. For instance, if the interaction

L = —2V2GreSk (T Prvy) (84, Pre) (7.14)
arose as part of the interaction
(Luy" Le) (L Le)
= [ ves) (Ferver) + Tz ver) (€7e1)
() (T ver) + (77 (@0 en) | (7.15)
where
La:{zzj, be=e, b,=pn, =1, (7.16)

then the strength of this interaction would be constrained by the bounds on the four-charged-
lepton processes T — pee. According to Ref. [444], the current 90% C.L. bound is [e6] <
9.9 x 1075,

Alternatively, the same interaction could also arise from an interaction of the form [75, 471]

(LriosL) (TiosL.)
1 1
= §(V_;NNPLVT) (evuPre) — §(V_e7“PLVT) (v, Pre)
1 1
~3 (I/_u’}/”PLVe) (EVNPLT) + 5 (V_e’y”PLVe) (/_L"}/MPLT) ) (7.17)

The three extra terms lead, respectively, to the processes u — evev,, 7 — ev.v,, and
T — elVe, which add incoherently to the SM lepton-flavor conserving processes j1 — evev,,,
T — evev,, and 7 — pv,v,. The current 90% C.L. bound from g and 7 decay is ]52]; <
1.9 x 1073 [471]. Note also that the extra interactions in Eq. (7.17) will give rise to NST’s at
the source and detector.

Thus, while the actual bound on |5f£| will depend strongly on the underlying interaction, the
NSI is generically more stringently bound by orders of magnitude compared to current direct
experimental bounds. So we should be mindful of the possibility that \52?], and consequently
|7 |, is actually of order 1072 or smaller.

7.3 Effective Mixing Angles and Effective Mass-Squared
Differences — Neutrino Case

We now derive our approximate expressions for the “running” effective oscillation param-
eters in the presence of ¢,, utilizing the Jacobi method [439]. The process follows closely
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’ Parameter \ Best-fit Value & 1o Range \ Benchmark Value ‘

om2, (7.50 £ 0.185) x 107° eV? 7.50 x 107° eV?
dm2, (2.4770089) % 1072 eV? 2.47 x 1073 eV?
sin” fy3 0.417005 & 0.5975055 0.41
Oa3/° 40.07%31 6 50.4113
03 /rad 0.69870 03 @ 0.8801 0051
sin? 09 0.30 4 0.013 0.30
012/° 33.34+0.8
612 /rad 0.580 £ 0.014
sin® 03 0.023 £ 0.0023 0.023
013/° 8.620:16
013 /rad 0.15 4 0.01
5/° 300795, 0
5/ 1.67703

Table 7.1: Second column shows the best-fit values and 1o uncertainties on the oscillation
parameters, taken from Ref. [9]. We use the values listed in the third column as benchmark
values for which we calculate our oscillation probabilities in this work.

that already presented in Refs. [432, 437, 438], so the reader is requested to refer to those
publications for further details.

When presenting graphs showing how our effective parameters run with a, we find it conve-
nient to introduce the log-scale variable

a
= —log, —— 7.18
B O ] (7.18)
where
5 2
€ = |2l & 017, (7.19)
|0m3, |
Note that we are using a different € here to distinguish from the NSI's. § = —2 corresponds
to a = dm3;, while 8 = 0 corresponds to a = |0m3,|. Instead of plotting the dependence

on a, we will plot the dependence on 3. We also use € as an order parameter for the Jacobi
method. When all the rotation angles necessary to diagonalize a matrix further is O(¢e?)
or smaller, we consider the matrix approximately diagonal. For the vacuum values of the
oscillation parameters that are necessary as input, we use the numbers listed in the third
column of Table 7.1 as benchmark values. Note that at these benchmark values 615 = O(e),
and cos(26043) = O(e). We will also assume |e,,;| = O(e?) = O(0.03) in the derivation of
our formulae, but allow it to be as large as 0.1 in our plots with the caveat mentioned in
section 2 in mind, and also to magnify its effects to make them visible. We allow the phase
of €, to be arbitrary.
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7.3.1 Setup of the Problem
Let us write
Eur = leur|€” = ™. (7.20)

In the presence of ¢, the effective Hamiltonian (times 2FE) for neutrino propagation in
Earth matter in the flavor-eigenbasis is given by

a0 0] 0 0 0 100 0 0 0
H,=U|0 X 0|U =U|0 6m3 0 [U'+a|0 0 0|4+ac|0 0 e«
0 0 A 0 0 om} 000 0 e™ 0
— 0, y
=1,
(7.21)

The problem is to find the diagonalization matrix U, and the eigenvalues \; (i=1,2,3).

In the previous paper dealing with flavor-diagonal NSI’s [432], the Standard Model part H,
is diagonalized with two Jacobi rotations first, and then the NSI part is tacked on, which is
diagonalized by a third Jacobi rotation. While it is possible to take a similar approach here,
we elect to perform a slightly more sophisticated procedure in which M, is separated into
two parts, one of which is diagonalized together with H,, and the other which is tacked on
later to be diagonalized by further rotations. This separation of M, into two parts is as
follows:

000 0 0 O
M, = ¢, |00 1| +s,]0 0 i
0 1 0] 0 —i 0
0 0 0
= ¢,8in(2093) |0 —cos(26a3) sin(26a3)
[0 sin(2653) cos(20s3)

J/

= Mg,
0 0 0 0
+ ¢, c08(2093) [0 sin(263) cos(203) | + s, |0
0 cos(2093) —sin(26y3) 0

.
i S
= M,

0 0
0 i, (7.22)
0

—1

J

where ¢, = cosw and s, = sinw. In the following, we diagonalize H, + as M T first, and then
deal with M later. Note that when 63 = 7/4, we have sin(20,3) = 1 and cos(20,3) = 0.
Therefore, in that limit

000 0 0 0
Meo=c¢, |00 1), M =510 0 i (7.23)
010 0 —i 0
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In particular, if w = 0 or w, we have

00 0
Me o= +00 01|, M, =0. (7.24)
010

7.3.2 Diagonalization of the Effective Hamiltonian
Review of SM case

We begin with a brief recap of the ¢ = 0 case discussed in Refs. [437, 438]. Define

¢y 5y 0 1 0 0 10 0

V=|-s, ¢c, 0|, W=1[0 ¢ so|, Qs=1]010 . (7.25)

0 0 1 0 —s4 Co 0 0 €
where
2 .
_ B acys sin(26;5) ( T )

= = tan2p = 0<p<—--—46

Co cosp, S, = sing, tan2p T —cTI Sspsg b)),
in (26

sy = Cos¢p, Sy = sing, tan2¢ = asin(2013) (7.26)

(5m§1 - 3%257”%1) — acos(203) '

As demonstrated in Ref. [437, 438],

H" = WiVIQIUTH,UQs VW

/ / /
A —aci9C135135¢ AC19C13513C4
/ "
= | —ac|yC1351354 AT 0 , (7.27)
/ 1
aC19C13513C4 0 i

where the upper (lower) sign corresponds to normal (inverted) hierarchy, with

(acts + 0m3,) £ +/(act; — 9m3,)? + dactsstydms,
2 )
V= Ny + (0m3 + asiy)] £ [Ny — (0m3; + asiy)]? + 4(ashyci3s13)? (7.28)
r = 5 : :
and s}, = sin#,, ¢y = cos O}y, 015 = 012 + ¢. The off-diagonal elements of H! in Eq. (7.27)
can be shown to be [dmZ|O(e?), which is negligibly small and H! can be considered ap-
proximately diagonal.

Ny

The corresponding effective mixing matrix is then U = UQsVW and can be approximated by
absorbing the extra rotations into the “running” parameters ¢}, = 015+ ¢ and 0} = 613+ ¢:

U ~ R23(6237 0)Q3R13(8/137 0)R12(9,127 0) - R23<8237 0)R13(0,137 6)R12(9/127 0)@3 ) (729)
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where 61, and 6]; can be calculated directly via

dm?2, sin 260 m
tan 26, = . = 7 <912 <O < —> ;
dm3, cos 2019 — acy, 2

a2 — (dm2, — dm3,s%,) sin 203 (7.30)
1 (0m3, — dm3,s3,) cos 2613 —a '

In Eq. (7.29), the expression R;;(#, J) denotes an ij-rotation matrix such that its ij submatrix
is of the form

. vy
cos sinfe } (7.31)

—sinfe?  cosh

Note the signs of the off-diagonal sines and those of the phases in the exponents.

Change to the Mass Eigenbasis in Vacuum

Let us now look at the € # 0 case. We begin by partially diagonalizing H,,, = H,+as(M T
M) by going from the flavor-eigenbasis to the vacuum-mass-eigenbasis:

H, = QU'H,UQ;,
0 0 0 100 0 0 0
= |0 om2 0 | +aQiUT|0 0 0|UQs+acQiUI |0 0 e~ |UQs.
0 0 omd 000 0 e 0
\ Ma vl MﬁT—i_M/iT

~

S)

Q<

(7.32)

Note that the matrix @3 introduced in Eq. (7.25) allows us to write
UQs = Ras(023,0)R13(0h3,0)Ri2(012,0)Qs3
= Ry3(0a3,0)Q3R13(013,0) R12(6:12,0) . (7.33)

Given that the lower-right 2 x 2 block of M, is zero, it is straightforward to see that M, only
depends on 615 and 63, and is given by

2 2 2
; Ci9C13 512€12C13  C12513C13
/ 2 2 2
Mzz = QgUTMaUQg = 512C12C13 512C13 $12513C13 . (734)
2
C12513C13  S12513C13 513

Looking at how M, and M transform, after the first 23-rotation we find

0 0 0
R;3(623,0)M;TR23(923,0) = |0 —c,sin(26043) 0 :
0 0 C,y SIN(263)
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Figure 7.1: The w-dependence of (a) 9, and (b) .
0 0 0
RI5(023,0) M5, Ros(023,0) = |0 0 € c0S(2003) + s, | . (7.35)
0 ¢, co8(2093) — is, 0
We find it convenient to define?
o 8in(2053) = cos(2v,,) , [c, co8(2003) +is,,] = €“'sin(29,,) . (7.36)
Choosing 9, and €2 in the ranges
Ogﬂwgg, 1< Q< 7, (7.37)
we obtain
\/ €2 cos2(2023) + 52 Sw
tan(29,,) = = =3 ) = arctan | ———| . 7.38
an(2v..) Cy SIN(2623) arctan cos(2023)c,, (7.38)

The w-dependence of ¥, and €2 is shown in Fig. 7.1 for several values of 6y3. Note that due
. . .. T s
to our restriction Q € (—m, 7], Q has a discontinuity of 27 at w = 0 if 1 < oy < > and at
w:iﬁif0§923<g FOl"theeggzgC&SG,Q:—Fg,ﬁw:—i—g in the range 0 < w < g,
T

Q= —5 v, = —% in the range —g < w < 0, while at w = 0,+£m, 2 is indeterminate.

20ur notation corresponds to those in Ref. [5] via &,, = e cos(29y,), |€,-| = £5sin(29,,), and qNSM = .
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Note also that if w = iz, that is, €, is purely imaginary, then cos(29,,) = ¢, sin(26,3) = 0.

These definitions allow us to write

0 0 O
Rb4(033,0)ME Rys(023,0) = cos(20,) [0 —1 0] ,
0 0 1
0 0 0
Rig(023,0) M, Rog(623,0) = sin(20,) [0 0 €| . (7.39)
0 e 0
Next, we multiply with )3 and its conjugate to find
0 0 O
Q;R;?)(@Qg,0)M57R23((923,0)Q3 = COS(2’l9w) 0 -1 0 y
0 0 1
0 0 0
QLRI (033, 0) M5 Roy(025,0)Q3 = sin(20,) [0 0 O] (7.40)
0 e—i(5+Q) 0

From this, we can see that M ﬁ’T = Q;U M U@z will not have any ¢ dependence, while
My = EU Y 4-UQ3 will only depend on the sum ¢ + €. Performing the remaining two
rotations, we obtain

c T T c
M = QLUTMS UQ;
879 T C12573  S12C12 S13 C12513C13
2 2 2 .2
= COS<219W) 812012(1+813) —012+812813 —S812513C13 s
2
—C12513C13 —512513C13 Ci3

My = QWUTM; UQ;s

2519¢12513 cos(d + §2) 513¢"0tY — 22 515c08(6 + Q) —s519013¢" 0D
= sin(2d,) spze (0T — 20%2513 cos(6 + Q) —2512¢12513 cos(6 + §2) Crac13e’ 0T
_5126136_i(5+0) Clzclge_i(6+9) 0
513 sin(?@lg) —S513 COS(2012) —S812C13

= sin(20,) cos(d + Q) | —s13c08(2612) —s138in(2612)  ciacis

—512€13 C12C13 0

0 513 —512€13
+1 Sin(?’ﬁw) sin(5 + Q) —S13 0 C12C13
S12€13  —C12C13 0
(7.41)

So in this vacuum-mass-eigenbasis, the Hamiltonian is given by

! . ! c/ s/
H, = H,+aM, +acM



162

1
12

Pe
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Figure 7.2: The [-dependence of ¢. (left) and €, (right) for the ¢ = 0.1 case.

alctycts — ec(sly — cthsts)] acizsiz[cly + ec(1 + s13)] acizsizciz(l — &)
= | acipsizlcly +ec(1+sty)]  0m3; + alshyels — eclcly — shysly)]  asisizen(l — <)
CL012813613<]. — 68) CL812813013(1 — 50) 5m§1 + CL(S%P) + 600%3)
513 Sin(2012) —S13 COS(2012) —S812C13 O S13 —S812C13
+aescsiq | —S13€08(2012) —s138in(2012)  ciac13 | 4 iagsssiq | —s13 0 C12C13
—S12€C13 C12C13 0 S$12€13  —C12€C13 0
Mu A B
= AT My C )
BJr CT M33

(7.42)
where we have set e, = € cos(29,,), €5 = €sin(29,,), and

My = alclycls — eo(81y — c19853)] + agscsiasizsin(20:9),
Moy = 6mi; + a[sipcly — c(cly — s75515)] — agscsiasizsin(2012),

Msz = .0m3, + a(s3; + £.C55). (7.43)

We now approximately diagonalize this matrix following the Jacobi diagonalization procedure
developed in Refs. [432, 437, 438].

First Rotation

We first perform a 12-rotation to diagonalize the 12 submatrix. The rotation matrix neces-
sary is given by
Coe  Spe 0
Vo = | =sp. Cp. 0|, (7.44)
0 0 1
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where ¢, = cos(p.), Sp. = sin(p¢), and

al{c2; + e.(1 + s25)} sin(2012)]
om3; — al{cf; + ec(1 + si3)} cos(2012)]

tan2p, = (7.45)

Compared to Eq. (7.26), we can see that ¢, evolves more or less similarly to ¢ but with a
small shift in the resonance position. See Fig. 7.2(a). Using V. we obtain

Hy) 4 as M,
= VI (H +aeM ) V.
AL 0 acyys13c13(1 — €.)
= 0 )\;—l- GS/12813613(1 — €C) s
aciysizciz(1 —e.)  asiysizeis(l —e.) dm3, + a(s?y + e.c35)
(7.46)
where
P {(0m3; — as.) +a(cf; +ecsis)}
et T
2
2
VA0 — az) —alcly + esty))? + dast, (e + o1+ sf)) omy
) :
(7.47)
and
sy = sinf, ¢y = cosby 0y = 012+ - . (7.48)
The angle 67,, which is the approximate running 6,5, can be calculated directly via
dm3, sin 20
tan 20), = Lot 212 (7.49)

dmZ, cos 2012 — alci; + (1 + s33)]

Compared to Ref. (7.30), the small correction due to e, will lead to a small shift in the solar
resonance energy, but the basic a-dependence will be the same. See Fig. 7.2(b).

At small a, the AL, behave as

>‘§:+ = 5m§1 + a{sjzc;:a - 5(:(052 - 3523;3)} +a O(a/5m2§1) )
Xa— = 0{012013 — &c(s19 — 012313)} +aO(a/dmy) , (7.50)
while at large a, we have
Xe+ = a(ﬁs + 605%3) + 5%257”%1 + 5m§1(’)(5m§1/a) )
N = —age+ chpdmy; + dmiy O(6m3, /a) . (7.51)

Compared to the SM case, \._ does not tend asymptotically to a constant except when

W= ig, which would render ¢, zero even when € # 0. This behavior is shown in Fig. 7.3.
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0p3=40°,50°, £=0.1 0,5=40°50°, £=0.1
010, oo
0.08f
0.06]
0.04f
) 0.02}

,,,,,,,, ] ] 0.00
£ w=7/2 | -002]

—0.04+

~Log,A./|omé|
Ae/IomEy|

Figure 7.3: The [-dependence of A\, for fy3 = 40° and ¢ = 0.1 with w = 0 (dashed),
w= j:g (solid) and w = £ (dot-dashed) shown in (a) log-scale, and (b) normal scale. The

w-dependence of A, is weak and the curves for the three cases overlap.

Second Rotation

As a is increased, due to the running of 6, with a, the product as}, will continue to in-
crease while ac}, stops increasing. Therefore, the (23)-submatrix of Hy + acMg] must be
diagonalized next. This requires the rotation matrix

1 0 0
Wa = 0 Co. S¢e s (752)
0 =S4 co

where sy, = sin ¢, c4. = cos ¢., and

asy(1 — &) sin(26,3)
(5m§1 + a(8%3 + 566%3) — AL
a(l - EC) sin(2913)
(5m§1 - 3%25m§1) —a(l —&.) cos(20:3) '

tan 2¢.

Q

(7.53)

Again, compared to Eq. (7.26), we can see that ¢. evolves more or less similarly to ¢ but
with a small shift in the resonance position. See Fig. 7.4. After the second rotation we have:

H)' + as M
= Wi(H]+ as M) W,
AL —aciys13¢1350. (1 — €.)  aciysisciscs, (1 —ec)
= | —ad)ys13¢1354. (1 — €¢) N 0 ,
CLCI12813013C¢5(1 — 86) 0 g:l:

(7.54)
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Figure 7.4: The f-dependence of ¢. (left) and 05 (right) for € = 0.1 both normal (NH) and
inverted (IH) hierarchies. The dependence of ¢. and 0} on w for the inverted hierarchy case
is weak and the three curves overlap.

where
no Ay + {57"%1 + a(sfS + 506%3)}
== 2
2 2
N \/[)\;Jr — {0m3, + a(st;y +eccts) }] + 4{asysize13(1 —€c) }
2 Y
(7.55)
and the upper/lower signs correspond to the normal/inverted hierarchies.
For both hierarchies, the asymptotic forms are
/\/s/+ = a+ (5%357”31 + 3%20%357”31) + (5m§1(’)(5m§1/a),
N = ag.+ (cizdmy, + sias150m3, ) + 6m3,O(6m3, /a) (7.56)

with dm3, taking on the appropriate sign in each case. Note that since \._ =~ —ae, +
ci,0m3,, for the normal hierarchy \._ and A/_ repel each other with increasing a when
g. = e cos(2V,,) = ec, sin(2093) > 0, but they will attract each other with increasing a when

g. = ecos(29,) = ec, sin(26y3) < 0. For the inverted hierarchy, it is the other way around.
This is shown in Fig. 7.5.

Inclusion of M} part

H)" + asMS" is approximately diagonalized since the off-diagonal elements are suppressed
by ac,. At this point, we include M . After the first rotation, M} becomes

M= VM),
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023=40°,50°, £¢=0.1, Normal Hierarchy 023=40°,50°, £=0.1, Inverted Hierarchy

2.0 : e 1.0
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3 £ -o05; > ]
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B
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Figure 7.5: The f-dependence of \” and A._ for the (a) normal and (b) inverted hierarchy
cases with 3 = 40° or 50° and ¢ = 0.1. Shown are the w = 0 (dashed), w = ig (solid)
and w = %7 cases. The w-dependence of A/, is weak and the curves for the three cases are

mostly overlapping.

28155813 cos(d + Q) 513670+ — 22510 cos(5 4+ Q) —8yc1367 Y
= £, | 51370 —2¢2 515 cos(8 + Q) —2815¢)5813 cos(d + Q) ¢, 513610 D
_8/120136*1'(5+Q) 6/1201364(5“2) 0
o~ 0 813€i(6+9) —clgei(‘s""ﬂ)
SECINEN €s 8136—1'(6+Q) 0 0 ’
—yge i) 0 0
(7.57)

where we have set €, = £sin(29,,). After the second rotation, we have

eM = WI(eMI)W,
2515C) 5513 cos(0 + )
= g, | (5134, + C1354.515)e 0TV — 262 513¢4. cos(d + Q)
—(c13¢4. 809 — 51384, )e 7 OFY — 262 5135, cos(§ + Q)
(513C4, + C1354.579)€ 0D — 22 515¢,_ cos(6 + )
—2¢5Cp. (513C4. 819 + C1354, ) cOs(6 + Q)
Chalcrse ™Y — 2, (13¢5, 815 + C135.)]
—(c13¢0. S5 — 5135%)6““9) — 20381384, cos(d + Q)
Calerse™ Y — 25, (51304, 815 + C1354,)]
201584, (C13CH. — S135¢.S12) cos(d + )
0 Sll3ei(6+ﬂ) _C/lgei(cSJrQ)
N ey | 8e i) 0 0 : (7.58)
— e 10+ 0 0
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where
s1y = sinf; 13 = cosbs, 015 = O13+ ¢ . (7.59)

The angle 615, which is the approximate running 6,3, can be calculated directly via

(6m3, — s2,0m3,) sin(26;3)
(dm3, — s2,0m3,) cos(2613) —a(l —e.)

tan 26]; = (7.60)

Third Rotation

H!" 4+ acM ﬁ’T” is approximately diagonalized since the off-diagonal elements are suppressed
by acj,. At this point, we include M. After the first rotation, M} becomes

eM = VI(eM;) V.
25155813 cos(d + Q) §15e 0D 262 515 cos(6 + Q) —8)yc136 0D
= &, | 5137 0D — 22 513 cos(8 + Q) —285 5513 cos(0 + Q) c)pc13e' 0+
— &) yc136 70D cycr3e~ 0+ 0
0 51361 0HR) ¢ ei(0+9)
shorl .
12 £, 5136—1(6+Q) 0 0 , (7.61)
—Clge_i(6+g) 0 0
where we have set €, = £sin(29,,). After the second rotation, we have
eMY = WI(eMZ)W,
0 S/lgei(zSJrQ) _c/13ez'(6+ﬂ)
gy | S)aeT 0T 0 0 : (7.62)
_C/lgefi(éJrQ) 0 0
where
s13 = sinf; ¢l3 = cosby, 013 = b3+ o . (7.63)
The angle 615, which is the approximate running 6,3, can be calculated directly via
tan 20}, = (9ms, — s1,0m3) sin(201s) . (7.64)
(dm3, — s2,0m3,) cos(2613) — a(1l — &)
The running of #}; depends on the mass hierarchy. For normal hierarchy, 65 runs to g as a

is increased, so si3 — 1, |3 — 0. For inverted hierarchy, ¢}, runs to 0 as a is increased, so
we have sj3 — 0, ¢j3 — 1. Therefore, for the normal hierarchy, we have

0 ei(d-ﬁ-Q) 0
s @>0m3, —i(64+9)
eM?” ——— &5 e’ 0 0

) , (7.65)
0 0 0
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03=40°, 50°, £=0.1, Norma Hierarchy 623=45°, £=0.1, Normal Hierarchy

Figure 7.6: The S-dependence of x. for e = 0.1 and a variety of w values for the cases (a)
023 = 4007 50° and (b) Qgg = 45° with 5m§1 > 0.

while for the inverted hierarchy we have

0 0 _ei(5+ﬂ)
s @>|0m3|
ey 2L 00 0 0 | (7.66)
_eil6tR) 0

So, for the normal hierarchy case, we need to perform a 12-rotation as the third rotation,
and, for the inverted hierarchy case we need to perform a 13-rotation. In either case, AL_
and A\_ get mixed.

e dm3, > 0 Case

For the normal hierarchy, the full matrix is

" _ " cl! s/
H, = H,+aM, +acM;

/\f_:f' ag,sh,et 0t
= |agys)ze” 0D A 0|, (7.67)
0 0 A

where we have dropped terms of order ac}, and aec);. The rotation matrix necessary
to diagonalize this is

e 5,0+
X, = | =5, 70+ Cy. 0f, (7.68)
0 0 1

where

/
2ae553

tan 2y —_
T N L
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A/Iomay|

Figure 7.7: The 3-dependence of \¥_, for ¢ = 0.1 and a variety of w values for the two case
(a) fa3 = 40°,50° and (b) fy3 = 45° with dm3; > 0.

~ 2ae sin(29,,) (7.69)
[0%357”%1 - (0%2 - 3%25%3)57”%1] + 2ae cos(27,,) . '

Asympl ot ically, we ha\/e
ae 67712
>>| 31| 9 ’ (770)

Xe

for each value of w. This behavior is shown in Fig. 7.6 for the 63 = 40°, 45°, and 50°
cases.

After the third rotation,
H = XIHX,

Yoo 0 0
— 0 e 0, (7.71)
0 0 N,

where

R Y Y R e

— 72
s : (7.72)

T
Thus, after three rotations, our matrix is approximately diagonal. Note that if 53 = 1

and w = 0 or +m, then 5 = esin(2v,) = 0, and we will have

v max(VL XL
No— = min(Al_,\._). (7.73)

Asymptotically, we have

"
Xe£



170

1
= Zea+ 3 [(1 + cos 20,,) (0m3,cls + 6m3, 535515) + (1 F cos Qﬂw)émglcé] 4o

cos? v, sin? 9,
= Zea+ { sin 9, } (0m31cts + om3,; s7o875) + { cos? 9, } oM, Cly + - -+
(7.74)
See Fig. 7.7.
dm?, < 0 Case
For the inverted hierarchy, the full matrix is
H) = H'+asM;’ +aeM)
A 0 —as, e’
- 0 N, 0 , (7.75)
—ag,Chae 0T 0 N

where we have dropped terms of order ac}, and aes};. The rotation matrix necessary
to diagonalize this is

Cy. 0 — Sy, ei(6+Q)
Y. = 0 1 0 , (7.76)
Swge—i(é-&-ﬂ) 0 Co.
where
2ae4C)5
tan 2¢€ = ﬁ
2ae sin(29,,)

Q

_ X0
[c5|0m3, | + (cfy — sTy573)0m3, | — 2ae cos(29,,)

Comparing the approximate expression of tan 2¢). given in the second line of this equa-
tion to the second line of Eq. (7.69), we see that they differ in only the sign of dm3;.
Therefore, the same approximate expression can be used to define both y. for the
dm3, > 0 case and 1), for the dm?; < 0 case. Asymptotically, we have

ae>>|6m3, | L
e

€ ﬁw__7
2 2

for each value of w. This behavior is shown in Fig. 7.8 for the 3 = 40°, 45°, and 50°
cases.

After the third rotation,

(7.78)

H//// — }/;TH,Z;YE

ntT
N0 0
= lo N, 0|, (7.79)

0 0 N
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023=40°,50°, £=0.1, Inverted Hierarchy 023=45°, £=0.1, Inverted Hierarchy

Figure 7.8: The (-dependence of 1. for ¢ = 0.1 and a variety of w values for the cases (a)
023 = 4007 50° and (b) Qgg = 45° with 5m§1 < 0.

where

(N +A) £ JV = X )? + daZee
" o
", o= . . (7.80)

T
Thus, after three rotations, our matrix is approximately diagonal. Note that if 53 = 1

and w = 0 or £, then €, = € cos(29,,) = 0, and we will have

)\l{/lg-i- = min(Ag—v)\,a—)a
v._ = max(A_ ). (7.81)

Note that the min and max are inverted from the normal hierarchy case. Asymptoti-
cally, we have

"
Y+

1
= Zea+ 3 [(1 + cos 29, (6m3,cls + 0m3,s75515) + (1 F cos 219w)5mglc%2] + .-

Sm2. 2 Sm2. s2. 62 sin219w Sm2. 2
(m31013—|— m21512513)+ cos? 9, My Clg + * -

cos® v,

= =ea—+ { sin2 790.;

(7.82)
These expressions are the same as Eq. (7.74), except dm3, is negative here. This
behavior is shown in Fig. 7.9.

Absorption into Effective Mixing Angles

e dm3, > 0 Case
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023=40°, 50°, £=0.1, Inverted Hierarchy 023=45°, £=0.1, Inverted Hierarchy

A/Iomay|

Figure 7.9: The -dependence of Ay . for ¢ = 0.1 and a variety of w values for the two case
(a) B3 = 40°,50° and (b) 93 = 45° with dm3; < 0.

As we have seen above, the effective mixing matrix is well approximated by the product
of matrices given by

U = UQ?)‘/eWsXa
ﬁ23(923, 0)Q3R13(013,0) R12(612,0) Ria(¢pe, 0) Ras(pe, 0) Ria(Xe, —6 — Q)J

7 \\ 7 \\ < \\

U0, V. W, X.
~ 323(923, O)Q3R13( /13, O)Rm( /12’ O)R12<X57 —0 — Q)
~ R23(9237 O>Q3R23(X€7 _5 - Q)R13<9I137 O)R12(0/127 0) 9 (783>

where, in going from the second to the third line, we use the argument presented in
Refs. [437, 438], and, in going from the third to the fourth, we follow the argument in
section 3.3 of Ref. [432].

Let us look at the 23 submatrix of the product Rog(6a3,0)Q3Ra3(x:, —d — §2). We have
co3  Soz| [1 0 Cy. Sy. el0+8)
—S93 o3| |0 €P] | s, e O+ Cy.
o Co3 S923 1 0 Cx. Sxe 1 0
= {_ 53 023} {0 e—m} [_ s o]0 et (7.84)
The product of the three matrices on the left can be rewritten as
Co3 S93 1 0 CXs SX8
—s23 Cag] |0 €7 | =8y Cy

1001 / /
_ {6 0 {023 523] L0 (7.85)

0 e*| |—shy chs| [0 €]’

where

r / o 2 92 2 9
Cy3 = COSby = \/023CX5 2¢93523Cy,. Sy, COS ) + 53357
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= \/cos2(9/2) cos?(fa3 + Xc) + sin®(2/2) cos?(fa3 — X.) ,

$235y. Sin 2 }
a1 = arctan ,
[ C23Cy. — S23Sy, COS Q
C23Sy. sin €} :|
a9 = arctan |— ,
593Cy. + €235y, €Os ()
sin(26,3) sin
v = arctan |—— :
| sin(2x.) cos(26,3) + cos(2x.) sin(26,3) cos
i » tan(20
— arctan | —— n(262s) (7.86)
[ COS 2(X€ - 190.))

The branches of the arctangents must be chosen judiciously for this to work. Using
this result, we can write

Cog 593 1 0 Cxe Sxe 1 0
—S93 Co3| |0 e~ —Sy. Cy. 0 €i(5+Q)

e 0 chy  Shs| [1 0
- |: 0 6m2:| |:_S/23 0/23 0 eié’ ) (787)
where
8 =0+Q+7. (7.88)

The sum €2 + ~ can also be calculated directly via the relation

sqcq [ cos2(Yy, — xe) — cos 20, |

tan({2 = 7.89
an(§2+ ) cd cos 2(Vy, — xe) + 3 cos 20, (7.89)
At ae > dm3, we know that x. — 9, cf. Eq. (7.70), so
age m2
cos 2(xe — ) 20, (7.90)
and
ag m2
i N + Q2 + arctan [—sw tan(2023)]
= 6+ arct S, Sin 20 (7.91)
N aretat .+ 55 cos 20 '
Let us look at a few specific cases.
A. O3 = % : In this case, we have
m:+§,§hﬂg br0<w<g,
(7.92)

1%z—§,Qz——fd—%<w<m



63=40°, £=0.1, Normal Hierarchy

— w=0

w==*n/2

23

—— w=+3n/4
— w=+7n/8
— w=+157/16

0
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623=50°, £=0.1, Normal Hierarchy

— w=#rw
— w=+151/16
— w=+71/8
— w=+37/4
w=%7/2

— w=0

— w=%rm

Figure 7.10: The S-dependence of 05, for ¢ = 0.1 and a variety of w values for the two cases
(a) B3 = 40° and (b) fa3 = 50° with dm3; > 0.

and this leads to

0

(7.93)

—S523 (€23

Therefore, oy = ., s = Fxe, ¥ = —€2, and

/
023 - 023,

§ =4, (7.94)

s
that is, when 693 = T even though y. runs with a, neither 093 nor ¢ will run.

T
B. 05 < 1 Let us consider a few specific values for w :

(a) If w=10, then Q@ =0, 9, =

/
c0s 033 = Ca3¢y. — S238y. = c08(faz + Xe)

As a is increased y. increased monotonically from 0 to ¥, =

m
——40 d
A 23, all

§ =4, (7.95)

% — 053. There-

7r
fore, 055 runs up from 63 to T Looking at tan -y, it is zero since s, = 0 at

w = 0, and consequently v = Q = 0 and ¢’ does not run.
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023=40°, £=0.1, Normal Hierarchy 023=50°, £=0.1, Normal Hierarchy
Ve Ve Ve 1 Ve
|
Ll T Ll | z
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7
T oo :;Z 0 T oo sz 0
o N|~~~—=-F === —===- e}
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l
v/ ! v/ v/ v/
-2 -1 0 2 3 4 -2 -1 0 1 2 3 4
B B

B w=t0 B w=x71/2 M w=%31/4 B w=+77/8 M w=+157/16 WM w==7

Figure 7.11: The [S-dependence of ' — ¢ for ¢ = 0.1 and a variety of w values for the two
cases O3 = 40° (left) and 693 = 50° (right). with dm2, > 0. The solid lines indicate positive
w and the dashed lines indicate negative w.

(b)

If w=4r/2, then Q = +7/2, 9, = %, and

cos by, = \/05303@ + 85352,
tan(2023)
= t —_— 7.96
v arctan {:F Sin(Zx.) (7.96)

Since x. runs from 0 to ¥, = m/4 in this case as [ is increased, cos 0y, runs
from cy3 to 1/4/2, so, again, @, runs from fy3 to 7 /4.

Looking at tan+y, since tan(26,3) > 0 when o3 < 7/4, tan~ runs from Foo
to Ftan(20s3). So 7y runs from Fr/2 = — to F2023, which in turn means

that ' — ¢ runs from 0 to +2 <% — 923>.

If w==+m, then Q =+m, v, = Z + 093, and
cos(Byy) = o3¢y + S238y. = €08(faz — Xc) - (7.97)

T
As a is increased, . increases monotonically from 0 to 9, = 1 + 093. So the
T
difference 053 — x. decreases monotonically from a3 to 0 going through
T
zero at x. = fa3. Since we restrict 055 to the range 0 < 5, < T it will run

T
from A3 down to zero, and then back up to —.

Looking at tan~, since s, = 0 at w = 4, tan~ is always zero. However, for
w slightly off of &7, yet in the range —m < w < m, we have s, = £0, and

since tan(260y3) > 0 for fg3 < %, when cos 2(x.—v,) = cos 2 (Xs — Og3 — %) =
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sin2 (x. — f23) goes through zero as y. goes through o3, tan~y jumps from
+00 to Foo thereby jumps from one branch to another. So in the limit

w==£m, vat xc. = 0 and x. = O3 + % differ by £, making the jump at
Xe = bas.

The behavior of ), and ¢’ for these, and other values of w are shown in Figs. 7.10(a)
and 7.11(a).

T
C. O3 > 1 As above, let us consider a few specific values for w :

(a)

If w=0, then Q =, 19w:023—£,and
€08 053 = Ca3Cy. + S238y. = cos(baz — Xe) y=9. (7.98)

T
As a is increased y. increased monotonically from 0 to ¢, = 093 — 1 There-

™ . . .
fore, 04 runs from 03 down to —. Looking at tan+y, it is zero since s, = 0

at w = 0. We take v = —m so that v+ 2 = 0 and ¢’ does not run.

If w=+7/2, then Q = +7/2, 9, = %, and

cos by, = \/c§3c§<€ + 53352,
tan(2923)
= t —_ 7.99
v arctan {:F Sn(2x.) (7.99)

Since x. runs from 0 to ¥, = 7/4 in this case as [ is increased, cos 0y, runs
from cy3 to 1/4/2, so, again, 0, runs from 3 to 7 /4.

Looking at tan+y, since tan(26,3) < 0 when o3 > 7/4, tan~y runs from +oo
to Ftan(263). We take v to run from F7/2 = —Q to F26s3, which in turn

means that ¢’ — 0 runs from 0 to £2 (923 — %)

3
If w==+m, then Q =0, v, = Iﬂ — 053, and
cos(Byy) = |cascy. — S238y.| = |cos(bag + Xc)| - (7.100)
3
As a is increased, x. increases monotonically from 0 to 9, = Zﬁ — fa3. So

37 s
the sum 653 + . increases monotonically from 63 to i going through 3 at
™ T
Xe =75~ fa3. Since we restrict €5 to the range 0 < 6, < e it will run from

T
A>3 down to zero, and then back up to 1

Looking at tan -, since s, = 0 at w = 4, tany is always zero. However, for
w slightly off of £, but in the range —7 < w < 7, we have s,, = 40, and since
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3
tan(2693) < 0 for Gy > %, when cos2(x. — ¥,) = cos2 (Xs + 093 — Zﬂ) =

—sin 2 (xe + f23) goes through zero as . goes through g — o3, tany jumps

from Foo to oo thereby jumps from one branch to another. So in the limit

w==+m, vat xo. =0 and x. = Zﬂ — fy3 differ by Fm, making the jump at
T

e = — — Oo3.
X 5 23

The behavior of 05, and ¢’ for these, and other values of w are shown in Figs. 7.10(b)
and 7.11(b).

dm3, < 0 Case

In this case, the effective mixing matrix is well approximated by the product of matrices
given by

U = UQsVW.Y,
R23(923; O)Q3R13(9137 0)R12(912, O)JR12(9057 0) \R23(¢87 0) RlS(_wsv -0 — Q)

/ \\

-~ -~ -~

UQs Ve W Y.
~ R23(923, 0)Q3R13(9/137 O)Rlz(eiga 0)R13(—?/fs’ —0 — Q)
~ R23(023, O)Q3R23(1/15, —5 — Q)R13(933, O)Rm(@lu, 0) y (7101)

where, in going from the second to the third line, we use the argument presented in
Refs. [437, 438], and, in going from the third to the fourth, we follow the argument in
section 3.3 of Ref. [432].

From this point on, we follow the same procedure as the dm3, > 0 case discussed above,
and we argue that the effective running values of #535 and ¢ are obtained from

0y, = arccos {\/cg?pie — 2C93893Cy. Sy, €08 Q + 533812%] :
Sw tan(2023)
y = 0+ tan | —
+ {2 4 arctan [ 08 2(0 — 0,)

(7.102)

For as > dm32,, we know from Eq. (7.78) that ¢, — 9, — T Therefore,

31 5
, ae>dm32,

0" ——— 0+ Q+ arctan [sw tan(2623)] : (7.103)

T
As in the dm32, > 0 case, we can show that 6}, and ¢’ do not run when fy3 = T and

that 05, will run toward % for both the 693 < % and 0y3 > % cases. Omitting details,

we show the behavior of ¢, and ¢ for various values of w in Figs. 7.12 and 7.13 when
7T
023 # T
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623=40°, £=0.1, Inverted Hierarchy 623=50°, =0.1, Inverted Hierarchy

Figure 7.12: The S-dependence of 05, for ¢ = 0.1 and a variety of w values for the two cases
(a) B3 = 40° and (b) fa3 = 50° with dm3; < 0.

7.3.3 Summary of the Neutrino Case

We find that the matter effect due to £,, = €™ can be absorbed into the running of the
effective mixing angles 61,, 014, 05, the effective CP violating phase ¢’, and the effective
mass-squared eigenvalues A1, Ao, and 3. The definitions of ¥, and () that appear in what

follows have been given in Eq. (7.38). First, 61, and 6/, are given by

dm3, sin 20
tan 20, — 2 —
A=Y dm?2, cos 2212 — 621[0%3 2+ ee(l+si5)]
) — 8750 in(26
tan 2613 = 2 ( m231 2512 m21) Sln( 13) ) (7104)
(0m3; — s2,0m3;) cos(2613) — a(l — e.)

where e, = € cos(20,). Next, 05, € [0,7/2] and §' € [—7, 7] are given by

b3 = Aarccos [\/03303@ — 2093893Cy,. Sy. COS ) + s§3s§<8J ,
S, tan(26,3)
¥y = 6+Q t — 7.105
+ {2 4+ arctan [ Cos2(xg — 190.)) ) ( )
where e sin(2
tan2y. = ac sin(20.,) (7.106)

[0%35”1%1 - (6%2 - 3%23%3)57”%1] + 2ae cos(27,,) '

Note that the same expression can be used for both the dm32, > 0 and dm3, < 0 cases, cf.
Egs. (7.69) and (7.77). For the normal hierarchy (dm3, > 0), the effective mass-squared
eigenvalues are

N = QX)) -V Z ) daelsy
2 )
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623=40°, £=0.1, Inverted Hierarchy 6#23=50°, £=0.1, Inverted Hierarchy
n ‘ b b n
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B w=+0 B w=+7/16 B w=+7/8 B w=+71/4 B w=+7/2 B w==7

Figure 7.13: The -dependence of §' — § for ¢ = 0.1 and a variety of w values for the two
cases O3 = 40° (left) and o3 = 50° (right). with dm2; < 0. The solid lines indicate positive
w while the dashed lines indicate negative w.

\ N+ M)+ /( X’ — )2 + 4a2e253
2 = )
A3 o= A, (7.107)

while, for the inverted hierarchy (dm32, < 0), they are given by

\ N+ 2) +/( X’ — \._)? + 4a2e2d}
1 = )
)\2 = )‘:-:/Jr )
)\// )\/ _ )\// _ )\/ 2 4q2 2 /2
)\3 — ( e— + a—) \/( 62— 6—) + 4a%c sC13 ’ (7108)

where 5 = £sin(29,,), and

{(57”%1 — ag.) + a(c%3 + 5c3%3)}

.. :
n \/{(57”%1 —ag.) — a(ciz + 5(;5%3)}2 + dasiy {5 + ec(1 + s73)} om3,
N A+ {omdy + a(sty + eccly) }
et T

2
. \/[)\;Jr — {om3, + a(s}; + 560%3)}]2 + 4{as)ys13¢13(1 — ac)}2
> :

(7.109)
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7.4 Effective Mixing Angles and Effective Mass-Squared
Differences — Anti-Neutrino Case

In this section, we study the matter effect due to the anti-neutrino NSI's. We again utilize
the Jacobi method to estimate how the NSI parameter n alters the ‘running’ of the effective
mixing angles, effective mass-squared differences, and the effective CP-violating phase ¢ in
matter for the anti-neutrinos.

7.4.1 Differences from the Neutrino Case

For the anti-neutrinos, the effective Hamiltonian is given by

B [0 0] 0 0 0 100 0 0 0
H,=U"|0 X 0|{U" =U"[0 ém} 0 |U"—a|0 0 O —ac |0 0 e ™
0 0 N 0 0 om} 000 0 et 0
L e
=H,

(7.110)
The differences from the neutrino case are the reversal of signs of the CP-violating phase ¢
(and thus the complex conjugation of the PMNS matrix U), the matter interaction parameter
a, and the NSI phase w.

The separation of M, into two parts is as follows:

0 0 0] 0 0 0
My = c, |00 1] —s, [0 0 i
01 0] 0 —i 0
[0 0 0
= ¢,8in(203) |0 —cos(2623) sin(2603)
|0 sin(20a3) cos(2023)

(. /

= M,
0 0 0 0
+ ¢y c08(2053) [0 sin(263) cos(2023) | — s |0
0 cos(2093) —sin(263) 0

[ J/

"
— S
= M,

0
i, (7.111)
0

where ¢, = cosw and s, = sinw. In the following, we diagonalize H, + asMp, first, and
then deal with M} later.



181

7.4.2 Diagonalization of the Effective Hamiltonian
Change to the Mass Eigenbasis in Vacuum

We begin by partially diagonalizing H,, by going from the flavor-eigenbasis to the vacuum-
mass-eigenbasis:

H,, = QU"H,UQ}

0 0 0 100 0 0 0
= |0 dm3 0 | —a@QUT|[0 0 0|UQs—ac@U" |0 0 e ™ |UQ;
0 0 om 000 0 et 0
—— ~ g
M, M+ M.
_ 7

~—
=
=H,
= L
Where M, only depends on 6,5 and 6,3 and is given by
2 2 2
, C12C13  S12C€12C73  C12513C13
N T * )k 2 2 2
Ma B QgU MaU Qg B 512C12C73 512C13 512513C13 . (7113)

2
C12513C13  S512513C13 513

Looking at how Mj_and M transform, after the first 23-rotation we find

[0 0 0
R1(023,0)M¢ Ros(023,0) = |0 —c, sin(2653) 0 :
0 0 Cyy Sin(2093)
[0 0 0
RY5(023,0) M5, Ros(023,0) = |0 0 Co CO8(2003) — s, | . (7.114)
|0 ¢, cos(26053) + is,, 0
We find it convenient to define
o Sin(26023) = cos(29,,) , [cw cos(2093) — isw] = ¢ sin(20,) . (7.115)
Choosing 9, and € in the ranges
ogﬁwgg, T < Q< 7, (7.116)
we obtain
\/€2 cos?(20a3) + 52 Sw
tan(209,) = Y¥ © Q= arctan |——2 | . 7117
an(2v..) C SIN(263) arctan cos(203)c,, ( )

. (7.112)
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Figure 7.14: The w-dependence of (a) ¥, and (b) €.

The w-dependence of ¥, and €2 is shown in Fig. 7.14 for several values of fy3. Note that due
.. . . T T
to our restriction Q € (—m, 7], Q has a discontinuity of 27 at w = 0 if 1 < B3 < BL and at

w=:|:7rif0§923<£ Forthe¢923:%case,Q:—i—g,ﬁw:—}—g in the range 0 < w < g,
Q= —g, 9, = —% in the range —g < w < 0, while at w = 0, 4w,  is indeterminate.

Note also that if w = i—g, that is, €, is purely imaginary, then cos(29,,) = ¢, sin(26,3) = 0.

These definitions allow us to write

0 0 0
R}g(03,0) M R34(023,0) = cos(29,) [0 =1 0] ,

0 0 1

0 0 0
R35(623,0) My _Rys(623,0) = sin(2d,,) |0 QQ e (7.118)

0 ? 0

Next, we multiply with ()3 and its conjugate to find

Q3R§3(923,O)MﬁTR;?’(ng,O)Q; = COS(Zﬁw)

0 0

Q3R2T3(923,O)MZTR§3(023,O)Q§ = sin(29,) 0 e+ | (7.119)

C oo ocoo
)
—_
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From this, we see that M;’T = QsUT M U*Q% will not have any § dependence, while MZ/T =
QsUTM U Q3 will only depend on the sum 0 +€2. Performing the remaining two rotations,
we obtain

o T Afc T77%)*
M. = QUTME.UQ;
—52, + 255ty sipcia(l + s13)  —ciasize
12 12°13 12€12 13 12213¢13
— 2 2 2 .2
= COS(2'L9W) 812012(1+813) —612+812813 —3812513C13 s

2
—C12513C13 —S512513C13 Ci3

M, = QUM U*Q;

2512C12813 os(d + ) 5137 0TV —2c2 515c08(8 + Q) —s19ci3e7 0T
= sin(20,,) | 513" 0D — 20%2513 cos(d + Q) —2519C12513 pos(d +Q) C19C13e 10D
—81201361(“9) 01201361(“9) 0
(7.120)

So in this vacuum-mass-eigenbasis, the part of the Hamiltonian we diagonalize first is given
by

H; — aeW;’T
—a[c}yts — ec(s1y — 1y573)] —acias12[cts + €.(1 + s15)] —aciasizcz(1 — )
= —acips12[cls +ec(1 4 s15)]  0m3, — alstycls — ec(cly — s79s13)]  —asiasizeis(l —ec) |
—a012313013(1 - €c) —CL812813€13(1 - 65) 5m§1 - G(S%g, + 850%3)

(7.121)

where we have set e, = € cos(29,,). We now approximately diagonalize this matrix following
the Jacobi diagonalization procedure.

First Rotation

We first perform a 12-rotation to diagonalize the 12 submatrix. The rotation matrix neces-
sary is given by
R S
Vo= | =5, ¢ 0], (7.122)
0 0 1

where ¢, = cos(@,), 5,. = sin(p,), and

—alcty + e.(1 + s23)] sin(260;5)
dm3, + alci; + e.(1 + s25)] cos(2612)

tan2p,. = (7.123)
See Fig. 7.15(a). Using V. we obtain

—=// —=cl/
H,—acM
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Figure 7.15: The fS-dependence of . (left) and 6}, (right) for the e = 0.1 case.
-/ —c/
= v (Ha - asMW> V.
X;_ _9 —0,0112813013(1 — EC)
- 0 )\s—l- —as'12313013(1 — Ec) )
—aciysi3c13(1 —e.)  —asiysizaz(1 —e.) om3; — a(si;y + e.c35)
(7.124)
where
VY {(6m3; +ae) — a(cl; +ecst3) }
)\Eﬂ: = 2
2
n \/{(5771%1 +agc) + a(cly + ecsts) b — dasiy {cly +ec(1+ st3)} om3,
5 .
(7.125)
and
/ o / / _ / r _
The angle 07,, which is the approximate running 615, can be calculated directly via
dm3, sin 20
tan 20), = R , (7.127)

dm3, cos 26012 + alc2; + e.(1 + s35)]

which is shown in Fig. 7.15(b).

At small a, the X;i behave as

Ay = 57”31 - a{3§20%3 - 5(:(0%2 - 3%25%3)} —a (’)(a/ém%l) )
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Figure 7.16: The S-dependence of ., for f3 = 40° and ¢ = 0.1 with w = 0 (dashed),
w = :I:g (solid) and w = +7 (dotted) shown in (a) log-scale, and (b) normal scale. The

w-dependence of X;_ is weak and the curves for the three cases overlap.

-/
e— —a{clycly — ec(sly — clysiy)} —aO(a/om3,) (7.128)
while at large a, we have
E:a— = —a(cly + eesty) + sip0ma, + oms, O (0m3, /a) |
At = agc+ C0may + 6m3,0(5m3, Ja) (7.129)

_ T
Compared to the SM case, )\;7 does not asymptote to a constant except when w = +—

which would render . zero even when ¢ # 0. This behavior is shown in Fig. 7.16.

Second Rotation

As a is increased, due to the running of 6, with a, the product as}, will continue to in-
crease while ac}, stops increasing. Therefore, the (23)-submatrix of ﬁ: — aeM;/; must be
diagonalized next. This requires the rotation matrix

Cop. 0 Sy,
W.= 1|0 1 0], (7.130)
—Sg. 0 Ty,

where 54, = sin¢,, ¢4, = cos ¢, and

—ad)y(1 —€.)sin(26;3)
om3; — a(siy +ecciy) — AL
—a(l — &) sin(26,3)
(dm3, — s3,0m3)) + a(l — &) cos(26:3)

tan2¢. =

Q

(7.131)
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Figure 7.17: The S-dependence of ¢, (left) and 05 (right) for € = 0.1 both normal (NH) and

inverted (IH) hierarchies. The dependence of ¢, and 6} on w for the inverted hierarchy case
is weak and the three curves overlap.

Again, compared to Eq. (7.26), we can see that ¢. evolves more or less similarly to ¢ but

with a small shift in the resonance position. See Fig. 7.17. After the second rotation we
have:

—=/ ——=cll!

H, —aM,,
= wi (ﬁ;’ - %ij;) W,
_/E/:F a§/12813613,§¢6(1 — EC) 0
i gsrsersSo. (1 - <) s ~ashysnages (1 - =) | |
O —a§/128130135¢6(1 — 5c) et
(7.132)
where
— X;_ + {5m§1 —a(s?; + 500%3)}
/\z-::I: -
2
_ 2
\/[A; — {(5m§1 —a(s?; + 606%3)}} + 4{@0’12513013(1 — &?c)}2
:l: )
2
(7.133)

and the upper/lower signs correspond to the normal/inverted hierarchies.

For both hierarchies, the asymptotic forms are

X,s/— = —a-+ (5%357”31 + 5%20%367”31) + 5m§10(5m§1/a),
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Figure 7.18: The [-dependence of X;/ + and Xéf for the (a) normal and (b) inverted hierarchy
cases with fo3 = 40° or 50° and ¢ = 0.1. Shown are the w = 0 (dashed), w = :I:g (solid)
and w = %7 cases. The w-dependence of X;/ 4 is weak and the curves for the three cases are

mostly overlapping.

-/

Ay = —agc+ (cf30m3; + sipsT30miy) + om3,0(6m3, fa) (7.134)

with dmZ, taking on the appropriate sign in each case. This is shown in Fig. 7.18.

Third Rotation

111

H, — asMZZ is approximately diagonalized since the off-diagonal elements are suppressed
by as},. At this point, we include M;/T. After the first rotation, MZ,T becomes
——=Ss/! T ——=s/
25519513 cos(d + Q) §3e 70— 2c2 515 co8(0 4+ Q) —s)yc13e 70T
= &, | 513" 0+ — 23513 cos(d + Q) —2815¢15813 cos(d + Q) C)yc13e 70+
— 85136 0FY c)pc13e' 0+ 0
- 0 _81362(64—9) 0
= g, | —s13e710HD) 0 crze Y| (7.135)
0 01362(5+Q) 0
where we have set €, = esin(29,,). After the second rotation, we have
——s/ —=s/!
HT = Wg <€M,U/T> WE
0 — 8,0+ 0
gy | —shpe Y 0 Cae T | (7.136)



188

023=40°, 50°, £=0.1, Normal Hierarchy 0%3:45°, £=0.1, Normal Hierarchy
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Figure 7.19: The S-dependence of X, for € = 0.1 and a variety of w values for the cases (a)
023 = 4007 50° and (b) Qgg = 45° with 5m§1 > 0.

where _
s13 = sinfz ¢y = cosbyy, 013 = b13+ ¢, . (7.137)

The angle 615, which is the approximate running 6,3, can be calculated directly via

(dm2, — s%,0m3,) sin(26;3)
(0m3; — s3,0m3;) cos(2613) + a(l —e.)

tan 20}, = (7.138)
The running of #}; depends on the mass hierarchy. For inverted hierarchy, 615 runs to g as

a is increased, so sj; — 1, ¢j3 — 0. For the normal hierarchy, ¢}, runs to 0 as a is increased,
so we have s|3 — 0, ¢|3 — 1. Therefore, for the inverted hierarchy, we have

0 _ei(é-i-ﬂ) 0
a>>dm? .
Y e B A B (1 (7.139)
0 0 0
while, for the normal hierarchy, we have
Slom | 0 0 0
eMY ——5% g, |0 0 e (7.140)
0 ei(&-{—Q) 0

So, for the normal hierarchy case, we need to perform a 23-rotation as the third rotation,
and, for the inverted hierarchy, case we need to perform a 12-rotation. In either case, \.,
and A\, get mixed.

e dm3, > 0 Case
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Figure 7.20: The -dependence of X;ZE 4 for e = 0.1 and a variety of w values for the two case
(a) O3 = 40°, 50° and (b) fo3 = 45° with 5m§1 > 0.

For the normal hierarchy, the full matrix is

—=/ 111 ——=clll ———=s/!

H, = H_a//— aeM,,, —asM .
N 0 0
= |0 A —agyze 0T (7.141)
. =
0 —aeyd)ze’0+) Ay

where we have dropped terms of order as}, and aes|;. The rotation matrix necessary
to diagonalize this is

1 0 0
X. = |0 Cy. RGN I (7.142)
0 EXE ei(5+Q) EXE
where
2 /
tan2y, = —optAd
)‘e—l- - /\e—i-
N —2ae sin(249,,) (7.143)
[c130m3; — (ciy — s12815)0m3;] — 2ae cos(27,,) - '
Asymptotically, we have
ag m2
€ > 31|> 19w - g 9 (7144)

for each value of w. This behavior is shown in Fig. 7.19 for the 093 = 40°, 45°, and 50°

cases.
After the third rotation,

=/

T_/”
X, X,
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. 0 0
= | 0 Ay 0 (7.145)
0 0 Ny,

where

- -/ -/ -/ 2 2.9 /2
» <A8+ n )\H) + ()\€+ - Aa+> + da2e2c,

Thus, after three rotations, our matrix is approximately diagonal. Note that if 693 = %
and w = 0 or 7, then £, = esin(29,,) = 0, and we will have

—n -1 =
)‘Xs—l— = max()\s—7 )\5—) )
—n

Ny = min(x._,X._). (7.147)

eE—77€—

Asymptotically, we have

I
/\Xs:F

1
= Fea+ 5 [(1 + cos 20, (6m3, cly + 0m3, 5195%5) + (1 F cos 219w)5mglc%2] 4o

cos? v, sin?d,,
= Fea+ { sin2 o } (5777%10%3 + 5m§15323%3) + { cos2 ¥ M3 Cly + -+
(7.148)
See Fig. 7.20.
dm32, < 0 Case
For the inverted hierarchy, the full matrix is
= -/ ——=cll! —=s/!
H, = H, - Cf,M’” —aeM,,
/\5+‘ aass'lj,/ei(5+ﬂ) 0
= |ags);e 0D A 01, (7.149)
0 0 X

where we have dropped terms of order as}, and asc};. The rotation matrix necessary
to diagonalize this is

ey 5,601
Y. = | =5y e 0+ Cy. 0], (7.150)
0 0 1

where

/
2ae5593

fan2g, — 2055
Moy = Ny
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Figure 7.21: The -dependence of 1. for £ = 0.1 and a variety of w values for the cases (a)
023 = 40°, 50° and (b) 93 = 45° with dm3, < 0.

~

2ae sin(29,,)

(7.151)

[c5|0m3, | + (cly — sTy513)0m3, ]| + 2ae cos(20,,)

Comparing the approximate expression of tan 2¢. given in the second line of this equa-
tion to the second line of Eq. (7.143), we see that they differ in only the sign of dm3;.
Therefore, the same approximate expression can be used to define both y. for the
dm3, > 0 case and ¢, for the dm32, < 0 case. Asymptotically, we have

b, (7.152)

for each value of w. This behavior is shown in Fig. 7.21 for the 093 = 40°, 45°, and 50°
cases.

After the third rotation,

ae>[6m3, |

Vo

== - .I.—///
H/J,T - Yv&_{;_/[,uTY'E
Av., 0 0
= |0 A 0| (7.153)
0 0 A
where
_ _ _ ND
» <)\Z+ v A’E+> + \/ (A;’+ - )\;+> + da2e2s?,

T
Thus, after three rotations, our matrix is approximately diagonal. Note that if 53 = 1

and w = 0 or £, then €, = € cos(29,,) = 0, and we will have

=" -/ -/

Ay, = max(A A

e+ z—:+> ’



192
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Figure 7.22: The [-dependence of X;/,/E . for e = 0.1 and a variety of w values for the two case
(a) a3 = 40°,50° and (b) fa3 = 45° with dm3; < 0.

X/{// = mm(XL,X ). (7.155)
Note that the min and max are inverted from the normal hierarchy case. Asymptoti-

cally, we have

-/
Av.x

1
= Fea+ 5 [(1 + cos 20, (6m3, cly + 0m3,5195%5) + (1 F cos 219w)5mglc%2] + -

2 .9
COS 19“) 2 92 Sin /194/.) 2 9
= TFea+ { sin2 9, } (0m3, s + 0m3, s1,873) + { cos? 1, } dmay iy +

(7.156)

These expressions are the same as Eq. (7.148), expect dm32, is negative here. This
behavior is shown in Fig. 7.22.

Absorption into Effective Mixing Angles

e dm3, > 0 Case
As we have seen above, the effective mixing matrix is well approximated by the product
of matrices given by

0 = U QV.W.X. B
= ﬁ23(923,O)Q§R13(913,0)R12(912,0) Ri5(%., )313( 5,0)15%23@5,5 + Q)J
UrQ; V. V. X.

~ 323(923; 0)Q§R13(9/137 0)312(9/1% 0)R23(Yaa 0+ Q)
~ Rys(03,0)Q5Ra3(X., 0 + Q) Ri3(0)5, 0) Ria(675,0) . (7.157)



193

Let us look at the 23 submatrix of the product Ras(fa3,0)Q%Ro3(X., 9 + €2). We have

c3 sl (10 Cy. gxge—i((”rﬂ)

—S93 Cog| |0 €7 —3,. ei(0+9) oy

_ | e s |1 0 C. 5|1 0

B {—823 023} {O em} {_gxe Z. | 10 o—i(0+9) | (7.158)

The product of the three matrices on the left can be rewritten as

Co3 S93 1 0 EXs EXE
0 Xe  ©
—S93 Co3| |0 € —5y. Cy.

et 0 Chs  She| |10
= { 0 eoz| [—shy |0 e (7.159)
where
Chy = cosbh, = \/ngéis — 2093593Cy, Sy, €oS Q) + 55355
= \/cosz(Q/Q) cos2(fa + X.) + sin?(€2/2) cos?(faz — X.)
_ = sin G
a; = arctan _823SXE Sin ] ,
:ngcXE — S23S5y. cos ()
623§X€ sin € :|
a9 = arctan | ——— - )
593Cy. + €235, cos (2
sin(26’23) sin €2
v = arctan |————— ——
| sin(2Y,) cos(26a3) + cos(2X,) sin(26,3) cos 2
[ s, tan(26
— arctan |—— ail( 23) (7.160)
| cos2(X. — V)

The branches of the arctangents must be chosen judiciously for this to work. Using
this result, we can write

Co3 593 1 0 EXs EXE 1 0
—S93 Co3| |0 e _EXE EXe 0 e 0+4)

el
e 0 Chs  Shsl |10
where
8 =0+Q+7. (7.162)

At ae > dm3, we know that x. — 9, — g, cf. Eq. (7.144), so

ae>>6m§1

cos 2(x. — V) -1, (7.163)

and
, ae>0m3,
T

) 0 + Q + arctan [sw tan(2923)] ) (7.164)
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Figure 7.23: The S-dependence of 05, for ¢ = 0.1 and a variety of w values for the two cases
(a) B3 = 40° and (b) fa3 = 50° with dm3; > 0.

The behavior of ), and §" are shown in Figs. 7.23 and 7.24.

dm3, < 0 Case
In this case, the effective mixing matrix is well approximated by the product of matrices
given by
U = UQVW.Y. - B
= ﬁ’zs(@zs, 0)Q3R13(013,0) R12(012, ) Ri5(P,0) Raz (¢, Ozz{w(wa, —0 — QZ

7\

~\ v~

UrQ; V. . Y.
~  Ras(0a3,0)Q3R13(03,0) Ri2(019, 0) Rz (¢, —0 — Q)
= R23(923, O)QgRgg (Qﬂs, ) + Q)R13(9/13, 0)R12(9/12, 0) s (7165)

From this point on, we follow the same procedure as the dm3; > 0 case discussed above,
and we argue that the effective running values of 053 and 9 are obtained from

- 2 2 2 2
055 = arccos {\/62301#5 — 223893Cy, Sy, CO8 (L + $3387) } ,

S, tan(26y3)
COS2(77Z}6 - 19w):| '

' = 64+ Q+ arctan {—

(7.166)
For as > dm32,, we know from Eq. (7.152) that 1. — 9,,. Therefore,
age m2
§ LM 5 4O~ arctan [sw tan(2923)} : (7.167)

T
As in the dm3; > 0 case, we can show that 6, and ¢’ do not run when a3 = T and

that 0, will run toward % for both the 93 < % and O3 > % cases. Omitting details,
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Figure 7.24: The [S-dependence of §' — ¢ for ¢ = 0.1 and a variety of w values for the two
cases 0y3 = 40° (left) and o3 = 50° (right), both with dm2, > 0. The solid lines indicate

positive w and the dashed lines indicate negative w.

we show the behavior of €, and ¢’ for various values of w in Figs. 7.25 and 7.26 when

T
023 # T
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Figure 7.25: The S-dependence of 05, for ¢ = 0.1 and a variety of w values for the two cases
(a) B3 = 40° and (b) fa3 = 50° with dm3; < 0.

7.4.3 Summary of Anti-neutrino Case

We find that the matter effect due to £,, = €™ can be absorbed into the running of the
effective mixing angles 61, 015, 05, the effective CP violating phase ¢’, and the effective
mass-squared eigenvalues A, Ao, and A3. The definitions of 1, and €2 that appear in what
follows have been given in Eq. (7.117). First, 6}, and 6|5 are given by

dm3, sin 201,

tan20', = ,
n 201, dm3, cos 2212 + 3[0%3 ;i— ec(1+ s%,)]
) — 52,0 in(20
tan26, = —— ( Mo — 12 my) sin(2013) : (7.168)

where e, = € cos(20,). Next, 05, € [0,7/2] and §' € [—7, 7] are given by

0h, = arccos [\/ (33T, — 2C23523Cy,. Sy, COS L+ 533334 ,
Sw tan(2923)
§ = 6+Q t — 7.169
+ 12 4 arctan [ c0s20x. — 0] ( )
where e <in (29
tan 2y, = —2ae sin(20.,) (7.170)

[cis0m3; — (cfy — stysts)omd,] — 2ae cos(20,,)
Note that the same expression can be used for both the dm3; > 0 and dm3; < 0 cases, cf.
Egs. (7.143) and (7.151). For the normal hierarchy (dm2, > 0), the effective mass-squared
eigenvalues are

A= N,

X (V€+ + y€+) - \/(VE+ - yz—:+)2 + 46L2‘€§C/123
2 = )
2
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w while the dashed lines indicate negative w.

~ (VE—&- + ye—&-) + \/(Va—l— - ya—&-)Q + 4a25§6’123

Ny = > , (7.171)

while, for the inverted hierarchy (dm2, < 0), they are given by

(VW) (Vs = W)+ da22s

A= 5 ;
X (Ver + str) - \/(VH - yz—:Jr)2 + 46"2€§‘9,12Z’>
2 = )
2
A3 = N, (7.172)

where g4 = £sin(29,,), and

V. — {(0m3; + acc) — a(cfs + ecs73)}
c 2

V{03 +ac) -l +cosh)) —dasty (e + 1+ o) o

Y

V.. = Neo + {om3, — a(si; + eccly)}

2
N \/WE, — {(5m§1 —a(si; + 560%3)}}2 + 4{@0’12513013(1 — EC)}2
2 )

(7.173)

where e, = £ cos(29,,).
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7.5 Comparison with the Numerical Result at the Prob-
ability Level

To show this approximation works properly, in this section we show the probability calculated
with the running parameters and compare this with the probability calculated using numer-
ical diagonalization of the Hamiltonian. In Fig. 7.29, we show the probability of v, — v, for
different w’s. In the case of w = £, our approximation is better than Ref. [5] while in the
case of w = £7, our approximation is worse. In other cases, they are about the same. The
v, survival probability and the 7 appearance probability are shown in Figs. 7.30 and 7.31,
respectively. In the case of even longer baseline such CERN to Super-Kamiokande, Fig. 7.32
shows that our approximation formula is significantly better than the one in Ref. [5].

For the specific energy and baseline length of the DUNE experiment, we stress that there
is a degeneracy between the dcp and the NSI phase w. Our approximation captures this
degeneracy very well, as shown in Figs. 7.27 and 7.28. On the other hand, if ¢ is small, the
effect will not be observed at the expected precision of DUNE.

DUNE, E=2.5 GeV, 6,3=40°, €=0.01 DUNE, E=2.5 GeV, 6,3=40°, €=0.1
. . = ; ; - e ‘ ‘ ‘ ‘
0.08] ] 0.08
0.07 =~ 07F =
- . oork | el
e N F ” \\
’ S, r ’, N
"4 N [ ’ N
L 006 , \ L 006 S S
> 7/ N > F ’ N
T N ’ LR Fo . N
B \\ / > [ \\ o4
O oosf N Ve O oosf L,
N ’ S ’
N 4 < /
A ’ N .
S~ r \‘\ il
004 Seoo- 0.04 e
0.03F 0.03
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
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DUNE, E=2.5 GeV, €=0.01, v,»V, DUNE, E=2.5 GeV, €=0.1, v,»V,

0.08F 0.08
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= 008f = 008f
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)l I )1

Q& oosf Q& oosf et
004fmmmmmmmm== =TT e e ] 0.04]
0.03F 0.03
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
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Figure 7.27: The degeneracy band of w for different €’s. The upper panel is for v, appearance
and the lower for v, disappearance.
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Figure 7.28: Degeneracy contour from this approximation (left) and numerical result (right)
for DUNE at £ = 2.5 GeV, assuming € = 0.1 and 3 = 40°.

7.6 Summary and Outlook

In this chapter, we studied the analytical expression of the neutrino matter effect with non-
zero €,,. The idea is similar to renormalization in quantum field theory: first, we write the
‘bare’ Hamiltonian H, for neutrino propagation in the vacuum. Then we add terms for the
matter effect to the vacuum Hamiltonian as 0 H. We then absorb the extra term §H of the
matter effect into the ‘bare’ parameters of Hy. The Jacobi method is used to absorb 6 H
with certain rotations to restore the form of H.

The advantage of this method is to make the effect of the neutrino matter interaction trans-
parent. In this formalism, the ‘matter effect running’ expression shows that 65 and 63
run mostly due to the SM effect while 653 and dcp run mainly due to the presence of a
nonzero |e,,| and its phase. As a result, it is obvious to see which part of ¢,,— norm or
phase, affects which parameter, hence which type of experiments. For example, atmospheric
neutrinos are able to constrain ¢, as long as we do not go to the regime of a > [dm3,|, i.e.,
where the energy of atmospheric neutrino is high, which is consistent with the analysis in
Refs. [469, 472].

This formalism allows us to study the neutrino—matter effect at the level of modified vacuum
parameters instead of solely the probability level. In this sense, the analysis of neutrino long
baseline experiments is no longer a ‘trial-and-error’ type of analysis of probability output
for various tweaks of the baseline length, matter density, beam energy, etc. Instead, we
can express the oscillation angles as functions of NSI. Once the effect of a type of NSI is
understood, deciding which experiment is more sensitive to it is straightforward.

In addition, because the running parameters distinguish between mass hierarchies and also
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depends on the ‘bare’ vacuum oscillation angles, it is easier to analyze the degeneracy between
uncertainties of the standard oscillation parameters and the effect of NSI. For example, it is
observed that the phase of ¢,,; plays an important role in modifying o3 and dcp. An easy
understanding of the large degeneracy of uncertainties between o3, dcp, and ¢ is achieved.

The price we pay for this clean picture is a slight loss of precision due to the approximation
where we use the Jacobi method to transform Hy + 0 H into the form of Hy. The approxi-
mation is expected to be improved in future studies. On the other hand, since €, is already
tightly bounded, any error introduced by the approximation is negligible at the current or
near-future level of accuracy. Thus, it is more important to focus on understanding of the
physics of NSI and its consequences to various experiments using our formalism, which we
expect to expand further in a future publication.
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Chapter 8

Constrainting Models of Sizable NSI
with Particle Data

In the previous chapters, we have shown the imprints of new physics in collider experiments
as TeV-scale signals, and in neutrino oscillation experiments as NSI. In this section, we
examine the question of how to combine the treatments of collider and neutrino experiments
in order to constrain new physics with more power than ever before. In particular, at one
loop level, quantum correction is likely to bring back small or even couplings forbidden at
tree level if not protected by any symmetry, which in turn is subject to stringent bounds.
On the other hand, if there is no SM process that could generate the quantum correction,
the smallness can be stable up to the one-loop correction.

8.1 Introduction

As we showed in previous chapters, the NSI formalism is an efficient way of parametrizing
our ignorance of new physics in the effective field theory framework. With the help of the
NSI parametrization, we can put bounds on a large class of models in which the deviation
from the SM at low energies is described by the size of NSI of the neutrino sector, even
though we do not yet know the full theory. On the other hand, with the bounds on NSI
improving over the years, we are at a point that the results from neutrino experiments put
real constraints on certain particle models. Therefore, it is of importance to look into models
that can actually generate such NSI’s, thus being testable in neutrino experiments. By this,
we gain knowledge of what types of models can be actually constrained by current and future
neutrino experiments.

It is shown that gauge invariance, together with low energy particle data, puts severe con-
straints on the size of NSI's: see, for example, Refs. [75, 440, 444, 473-481]. In particular,
models with gauged lepton and baryon number are carefully examined such as in Refs. [482—-

206



207

496]. Among the proposed models, very light Z’s that couple to neutrinos are discussed
in Refs. [497-503]. As a result of the loop effects, the light Z’s often mix with either the
SM photon, the Z boson, or both, through kinetic mixing. This results in effects that are
forbidden at tree level. In this chapter, we focus on the model in Ref. [504]. It is noticed
that, although NSI parametrizes the forward scattering with zero momentum transfer, the
free parameters of the theory are constrained due to the kinetic mixing present in the model,
which is strongly scale dependent as opposed to the usual simplification in some analyses.
Since collider experiments are sensitive to the squared momentum transfer ¢, we point out
that the scale dependence of the kinetic mixing is important when we apply the collider
data to constrain NSI. In the end, we briefly mention the constraints from nuclear binding
energy, neutron star properties, and accelerator synchrotron radiation. This chapter is based
on Ref. [505]. We continue with the same notation of NSI used in previous chapters.

8.2 Model and Notation

In Ref. [504], a model is built to generate sizable non-standard interactions for neutrino
scattering. The idea is to gauge the second and third lepton number, L, ., while all quarks
couple to the extra U(1)" diagonally. It is designed this way to avoid stringent bounds from
electron scattering measurements. The details of the model, including symmetry breaking
and anomaly cancellation, are shown in appendix G. Here we briefly show the field content of
the model. The gauge group of the Farzan-Shoemaker model is SU(3)¢c x SU(2), x U(1)y X
U(1). We denote the gauge boson and the gauge coupling of the extra U(1)’ respectively as
Z" and ¢’. The U(1)y gauge coupling is denoted ¢; to distinguish it from the U(1)" coupling.
The charge assignment of the quarks are

UrLi 1 2 1
i = ~ (3,2, +-, ) i~ |31+, ,dri~ (3,1, -3, ) 8.1
Q {du} ( +6 77) UR ( +3 77) R ( 3 77) (8.1)

for the three generations ¢ = 1,2, 3. For the leptons, we assign

L, = |:VLi:| ~ (1,27_171€) ; Api~ (1717_17ZC) ) (82)
lri 2

with ¢ = 0,4+, —. No right-handed neutrino is introduced. The hypercharge Y is normalized
so that the electromagnetic charge is given by

Qem = I3 +Y . (8.3)

We need three Higgs fields with charge assignment

1 1 1
H ~ (1,2,+§,0> . O He,~ (1,2,+§,+2g) CH ~ <1,2,+§,—2¢) . (84)
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H is the SM Higgs doublet. Farzan and Shoemaker also introduce two more Higgs doublets
which we denote

1 1
H_, ~ (1,2,+§,0) , H{_ ~ (1,2,+§,0) , (8.5)

but these have the same quantum numbers as the SM Higgs doublet H and are redundant
and unnecessary. The coupling of the quarks to Z’ is vectorial and is given by

3
9nz, Z (wiru; + divtd;) (8.6)
i=1
while the coupling of the leptons to Z’ is chiral and is given by
9'CZ, (L' Ly — LA'L_) 4 ¢'CZ, (L s — Lr-y"lR-) . (8.7)

Since all the quarks fields have the same U(1)" charge 7, the usual Yukawa interaction terms
of the quarks with the Higgs doublet H are U(1)" invariant:

> (Aol Qs + Ay H'Q;) + huc. (8.8)

i3

where \;; and :\ij are the Yukawa coupling constants, and

H= {gﬂ , H'=[H H*], H= [_H;] , H'=[H" —H'] . (8.9)

The Yukawa interactions of the leptons to H, on the other hand, are restricted to

S (filmH'L) + hec. (8.10)

1=0,+,—

where fy, fi, and f_ are the Yukawa coupling contants. With this interaction alone, we can
only generate charged-lepton-mass eigenstates that are also U(1)" charge eigenstates.

In order to generate mixings among the leptons with opposite U(1)" charges, we use the
doubly-U(1)’-charged Higgs fields H,, and H__

<C_KH1_L_ + c+e,,THL+L+> Y he (8.11)
Farzan and Shoemaker also introduce U(1)-invariant Yukawa interactions of the forms
T H Ly, g HL L (8.12)

but these are unnecessary.
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After the neutral (under U(1)en) components of the Higgs doublets obtain VEV’s; the mass
matrix of the +— charged lepton sector is given by

Tnr K]M{ﬁﬂ the. (8.13)
e FHHT) e ()] L[V
- (HY e (H )] LIv2fv cow
M = cp(HY L) f_<HO>} 2 [ ciw ﬁf_v] ’ (8.14)

where we have used the notation introduced in the previous section: v/v/2 = (H°) and
w/2 = (HY,) = (H°_). (Note that our definition of v differs from that of Farzan and

Shoemaker by a factor of v/2.)

To find the mass eigenstates, we need to find the unitary matrices Uy and Ug such that

T [Ma 0
U MU = [o mﬁ} , (8.15)
so that if we define
ERoz £R+:| |:£La1 |:€L+:|
= Ug = U 8.16
|:€R,3:| |:£R ) gL,B L gL_ ) ( )

we have
wmsl]-w s . e
Note that
m2 0
U MMU] = U,MMU}, = {Oa 21 . (8.18)
Mg
MTM and MMT are given by
— [ PO+ G (H) (fe () + fe (HD.)
(HO) (fre(H2_) + foci(HY,)) f2(H)? + 2 (H__)? ’
I [ FHDY 5 @ (HO Y (H (Fuen(HO) + foe __>)1
(H) (f+c+<H++> + foe( 9—>) f2(H)? + E(HY,)? .
(8.19)
Assuming that the elements are all real (for the sake of simplicity), we can set
cosd;, —sind cosdg —sind
Ur = {Sinéi cos5jz] ’ Ur = {sin&z cosc;;] ’ (8.20)
where
tan(26,) (H) (fye(H® ) + f-ci(HY,)) - (H) (fye(H° ) + f-ci(HY,))

(f2 = 2+ (H )2 — A (Hpy)? m? :
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(HO) (Fuen (Y + fe (HO))  (HO) (Fre (HY) + [ (HO))

tan(20 2
wn) = e 2 Al 2
(8.21)
We have assumed that mg > m, to simplify the denominators. Define
La L CRa l
H-ul] f-afs] e we e

The subscripts «, 3, and v label charged-lepton mass eigenstates so they correspond to e,
i, and 7 (in some order). The coupling of the Z’ to the leptons are

/ ! [T L / ! [ g
9'CZ, [Ly L_]~"os [ Lj +9'CZ, [lry Cr_] o3 [zﬂ

Vel TT T La 7" 0n Vo CRa
= ¢CZ,[La Lg|y"ULosUL [Lﬁ] +9CZ), [lpa Crg] ¥"UrosU} [EZB]
[y — . [cos(20r)  sin(20r) | |La
= g¢Z, [La LB] v [Sin(25L) —cos(20.)| | Lg

cos(20g)  sin(20g) ] VRQ]

Vel T 7] p
+gCZM [gRa KR/D’]’V [sin(2(5R) —COS(QCSR) KR,B (823>

and we can see that flavor-changing couplings to the Z’ have been generated. In particular,
this interaction includes the neutrino-flavor-changing term

§C 2, sin(26,) (Tra Vs + Ti57 vra) | (8.24)
as well as diagonal couplings to the charged leptons
9¢Z, [008(25,;) (Ev“éw — Ev“éw) + cos(20R) (%V”KRQ — @7“635)} ) (8.25)
So if o = 7, for instance, Z’-exchange will lead to a NSI of the form
g/2<2
W sin(20r) (Tzy*vs + Upy"vy) [cos(25L) TLYuTL + cos(20R) ﬁ%TR] . (8.26)
— M2,
The NSI matter effect is the result of the following interaction term:
9,2C77 . — — — 3
Z AL sin(26.) (7Y v, + 7yt vy) | ayu + dyud | (8.27)
— M2,

Because ¢’ always comes with either ¢ or n, without loss of generality we can rescale them

and retain only two variables. As in Ref. [504], we let n = 1. The NSI matter effect is the

process with squared momentum transfer ¢> = 0. We express the usual NSI parameter as
g?

9°¢ sin(26p) < 2. (8.28)

2V2G el =
\/_ Fg/” M%, MZ,

Next, we focus on the constraints on ¢, {, and M. Besides the bounds discussed by Farzan
and Shoemaker, which is summarized in appendix G.4, we mainly consider the constraints
from the following sectors: 7 — Z'u, 7 — pee, and 7 — puvv processes.
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8.3 Constraints from 7 Decay

As shown in Ref. [504], the measurement involving the electron final state is very constrain-
ing. Therefore, only the a = u, 5 = 7 case is viable in this model. Because of the extra
coupling with 7, the model is expected to affect the 7 decay spectrum, in principle. In this
section, we study several 7 decay channels to put constraints on the free parameters ¢, (,
and Mz. We first look at the 7 — pZ’ two body decay bound from ARGUS and Belle in
Section 8.3.1, which applies for the long-lived Z’. Next, in Section 8.3.2, we study bounds
on the 7 — pee mode, which applies to the short-lived Z’. Finally, in Section 8.3.3, we
study the 7 — pvrv decay mode, which interferes with the W-exchange SM process, and the
corresponding constraints.

8.3.1 7 — uZ’' Two Body Decay

If the Z' is fairly stable, then we can have 2-body 7 decays 7 — {, + Z’, where Z’ is invisible.
These processes can be constrained by looking at the energy spectrum of the ¢, in the decay
product since the more dominant 7 — ¢,vv process is a 3-body decay leading to a different ¢,
energy spectrum. These were extracted from the 747~ pair creation data in ete™ collisions.
One of the 7’s of the pair is tagged, and the energy of the e or the u coming from the decay
of the other 7 in its rest frame is measured.

According to the Review of Particle Properties [1], we have the bounds

B(r—se+2') < 27x107%,
B(r—=p+2) < 5x107?, (8.29)

at 95% C.L., which are based on ARGUS data [506]. This gives

r A
(r=e+2) _ o5,
['(r — evv)
r A
(T =r+2) e (8.30)
L(1 — pwv)

at 95% C.L. for mz = 0. Looking at Fig. 4 of Ref. [506], we conclude that these bounds are
valid for mz up to a few 100 MeV. The SM decay widths (without radiative corrections) are

GQ 5

It — evv) = il ,
i
mT

where
fn) = 1—-8n+8° —n* —12n*Iny . (8.32)
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Substituting the values we find

[(r—evv) = ———TL = 4.05x 107" GeV ,

(1 — pvv) = Zf(mi/m2) = 3.94x 1077 GeV , (8.33)
which translates to

I(r—e+2) < 61x10°GeV,
D(r—p+2) < 1.1x10"GeV. (8.34)

The coupling that would cause the 7 — ¢, + Z' decay is
9¢Z, [sin(261) (Crav T + T2V Cra) + sin(20r) (Cray"Tr + TRV CRa)] - (8.35)
For the sake of simplicity, let us set 0, = dg = % so that we have
9'CZ, (b1 +T9"s) (8.36)

The decay width will be given by

D(r— b, + 2"
= ’C)2 My /\1/2(m37 mzw m2Z') {(m, + ma)2 + 2m2Z’}{(mT - ma>2 - mZZ’}
T m2 m%,m? ’
(8.37)
where

Ma,b,¢) = a* +b* + ¢ —2ab — 2bc — 2ca . (8.38)

If we set m,, = 0, we have

2 2\ 2
T(r—lo+2) = (§O2 =t (24 2 ) (122 .

bt 2) = P gz (2422 ) (1272 (5.39)

It is argued in Ref. [504] that this places a very strong constraint on ¢ due to the m?2/m?%,
term enhancing this width. Indeed, for both the o = e and o = 1 cases, we can approximate

SN 2
T(r—lo+2) ~ <g<) my (8.40)

my 167

and also

F<T — ga + Z,) ~ g/C 2 1272 B " ) QIC 2
F(T - gayl/) ~ (mZ/ G%mg = (276 x 10" GeV ) X m_Z/ s (841)
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so we find

gd¢ < 23x10"my/GeV from I'(t — e+ Z2),
g¢ < 32x107"my/GeV  from T'(T — pu+ 2). (8.42)

Please note that
my = 2¢'Cw , (8.43)

where w is the VEV of the extra Higgs. See appendix G for more details of the spontaneous
symmetry breaking in this model. The above contraints lead to

w o= ;nIZCI > 2.1 x 10°GeV from I'(1 — e+ Z2),
g

T ;n/ZCI > 1.5x10°GeV  from I'(7 — pu+ Z), (8.44)
Y

which is far too large since we need vv? + w? = 246 GeV to get the correct W and Z masses.
Putting that constraint aside, we draw the following constraints for NSI based on Eq. (8.42).
For ¢ = 107, we have

N2
S = MZ, ¢ 2V/2G

) <1.6x107% from I'(r — e+ 2),
<3.1x107% from (1 — p+ Z). (8.45)

For ¢ = 1073, we have

qP (¢q')? o1 -6
ery < e ¢ Nl <1.6x107°, from I'(T — e+ Z),
z F

<31 x107° from I'(1 — pu+ Z). (8.46)

This is close to the bounds shown in Ref. [504]. On the other hand, Belle has 2000 times
more statistics, which puts a more stringent bound on NSI models with light mediators. In
particular, Ref. [507] shows a preliminary result of B(I' — p+ Z') < 1 x 107*. With this
result, we repeat the above analysis for ARGUS, which gives the following bounds on ¢. For
(=10"",

el <6.1x 1077, (8.47)
and for ¢ = 1073,
el < 6.1 x 1077, (8.48)

which is much stricter and renders the NSI beyond the reach of long-baseline oscillation
experiments such as DUNE.



214

Figure 8.1: Z' coupling to electrons through Z’ — v mixing at one loop level that leads to
T — uee.

8.3.2 7 — pee Three Body Decay

As mentioned above, eeZ’ coupling at tree level is forbidden to avoid serious bounds on
process with electron final states. Even with this, we observe that Z’ mixes with ~ through
hadron loops and couples to electrons anyway, as shown in Fig. 8.1. This process violates
lepton flavor and is not allowed in the SM. As a result, we can calculate the partial decay
width I'(7 — pee) due to the presence of Z’ and place bounds on ¢’, Mz, and ¢, hence the
NSI . Please note there is an caveat for using such bounds. That is, Z’ must be short lived so
that decays within the detector. In this sense, the analysis of this section is complementary
to the two body decay bound in section 8.3.1.

Charge Renormalization up to One-Loop

Let us denote @ as the bare U(1)" charge of electron. At the tree level, it is chosen to be
zero. The running due to the hadron loop correction can be parametrized as follows:

2
G4 - 9@+ () 22
= 90(Qo + €*(¢") o (4°)0) (8.49)

Q.
where (), is the running U(1)" charge of electron, and Ilg¢ is the vacuum polarization
amplitude that mixes Z’ with . Thus, the problem of solving (), is equivalent to getting the
vacuum polarization amplitude IIgqg/, which can be calculated from the photon self-energy
IIog by a simple shift of charge from @)’ to (). Let us examine the current structure of Il
and HQQIZ
d*k 1 i
ig"' 1l :—¢2—1/—T1~ " v
M = (P [ G e
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with I, .J being @ or Q. With 0 < ¢ < m, = 1.78 GeV, the lightest charmed meson being
mp ~ 1.86 GeV, only u, d, and ¢ run in the hadron loop. However, based on the calculation
in appendix E.1, 'z is very small. Therefore, the partial decay width I'(7 — pee) receives
most of the contribution from process 7 — Z'u, followed by Z’ — ee with Z’ being on-shell.
In this case, the transferred energy is ¢ ~ mz < 200 MeV, with my chosen in Ref. [504] in
order to avoid bounds from processes such as Z/ — 7. With the mass of lightest meson with
strangeness being my ~ 0.49 GeV, we only need to consider the light unflavored mesons
running in the loop. The vacuum polarization amplitude of photon propagator is

19" g = <<§E7“u — %EV“d) (;ﬂ'y”u — %av”d)>
aE (' u + dy"d) + 1 (' u — dy*d) E (Wyu+ dv'd) + ! (wyu — dv"d)
6 2 6 2

1 - — 1 _ _
~ () (@u+ dyd) (@"u+ dy'd)) + (5)° ((@y"'u — dy*d) (@"u — dy"d))
= ig" 119 + ig" e, (8.51)

where the isospin symmetry is assumed in the limit of m, ~ mg ~ 0. We see that the
vacuum polarization of the photon self-energy receives contribution from both the isoscalar
and isovector currents. Next, let us study the current structure of the vacuum polarization
for the vZ' mixing:

2 1- -
igMVHQQ/ = <(§ﬂ”y“u — §d’}/ud) (ﬂ"}/ U+ d’}/yd)>

1 _ _
~ o (0 u+ dyd)(@yu + dyd))
(8.52)

which only receives contribution from the isoscalar current. Due to the universal structure of
current current correlation function in field theory, Ilgo can be written as a shift of charge
5 .
of ITg:
5

We show how to get H%Q from electron-positron annihilation data in the next section.

Separating the Isoscalar Contribution of the R Ratio

At the energy range lower than m,, we cannot rely on perturbative QCD, so Ilgg cannot
be calculated based on first principle. On the other hand, because of the universality of
the vacuum polarization amplitude, we can extract IIgq from electron-positron annihilation
data using the following formula:

1 & q°
"o (@) =T, (0 :——/ S SE— A d 8.54
QQ(C]) QQ( ) 1972 a2 x@_qg) (\/5) T, ( )
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the derivation of which is shown in appendix D. Then we can shift the charge of Ilgg
accordingly to get Ilgg . Because we need HgQ, the isoscalar part of photon self-energy, the
right hand side of Eq. (8.54) should also be replace with the R ratio due to the isoscalar
contribution. We use data taken from Ref. [6] to model the continuous isoscalar contribution
to the R ratio, in the energy range 0.81 — 1.39 GeV, as shown in Table 8.1. This result is
compared with the latest R ratio measurement from PDG [1], in Fig. 8.2. Similar to

—— R ratio from PDG
1000 ¢
Dolinsky R ratio
100+ Dolinsky Isoscalar
~
10¢ \ ]
| - \.«-'"'/W _
0.1 | | | |
0.5 1.0 1.5 2.0
Vs /GeV

Figure 8.2: The plot is produced with data from the following sources: the total R ratio
measurement from PDG (blue curve), the R ratio data from Ref. [6] as listed in the second
column of Table 8.1 (orange curve), and the R ratio of the isoscalar contribution from Ref. [6]
as shown in third column of Table 8.1 (green curve).

Ref. [508], we add w and ¢ resonance using the Breit-Wigner approximation to account for
the bound-states contribution from ¢, and w. This is shown in Fig. 8.3.

Putting this result for the R ratio into Egs. (8.53) and (8.54), we get the running of the @,
which is shown in Fig. 8.4. We stress that even though the coupling of eeZ’ is chosen to be
zero in the Lagrangian, it runs up to 1073 due to the v — Z’ mixing.

Bounds from T — pee

Now that we have the running of U(1)" of the electron, we use it to calculate the partial
decay width of 7 — pee. The effective Lagrangian contains the following terms:

Lerr O (9'QL)(@v"e)Z, + (9'Q) (T 1) Z,, (sin(20L,) + sin(20g)) + h.c.

(8.55)
Setting 0, = dg = 7§ for simplicity, the amplitude is written as
_ . _ 9” Q¢
Mz = [0 1 P ol Polb)) (= s ) (890



’ V@%/CGeV ‘ R R Isoscalar
0.81 5.545 0.385
0.83 4.204 0.196
0.85 3.219 0.117
0.87 2.516 0.081
0.89 1.958 0.085
0.91 1.617 0.071
0.93 1.355 0.131
0.95 1.134 0.075
0.97 1.018 0.098
0.99 0.93 0.118
1.05 1.492 0.526
1.07 1.245 0.358
1.09 1.118 0.228
1.11 1.056 0.079
1.13 0.998 0.096
1.15 0.995 0.097
1.17 1.09 0.103
1.19 1.14 0.123
1.21 1.021 0.082
1.23 1.264 0.109
1.25 1.32 0.084
1.27 1.257 0.204
1.29 1.424 0.141
1.31 1.486 0.129
1.33 1.622 0.149
1.35 1.774 0.255
1.37 1.789 0.243
1.39 1.877 0.219
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Table 8.1: The total R ratio and the R ratio from the isoscalar-current contribution. Data

is taken from Ref. [6].
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—— Dolinsky Isoscalar + BW resonance
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Figure 8.3: The isoscalar contribution to the R ratio (blue), modeled with continuous part
from Ref. [6] and bound states using Breit-Wigner resonance formula, compared to the R
ratio data from PDG (orange).
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Figure 8.4: Running of @)\, due to vZ’ mixing.

Integrating over momentum, the differential partial width is expressed as follows:

dl’ (g/QQ;C)Q 1 4 2 2 2 2
aB, ~ 1280 @ MaTs, \ 3"l T me B gmme By B = (8.57)

where ¢*> = m, +m; — M3, — 2m.E,. Obviously, when I'zs is small, the total partial width
is dominated by the region around ¢ = 0, which corresponds to Z’ being on-shell. From
Ref. [368], we find the bound on the rare decay process T — pee is I';/T' < 1.8 x 1072 at the
90% confidence level, where I'; is the partial width and I" is the total width. The total width
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can be obtained from the 7 lifetime:

h
I=-
-
=1.05 x 1073*(J - 5)/(2.90 x 107"%s) x (1.60 x 107'9]/eV)~!
~23x 107 eV. (8.58)

Therefore, the bound for the decay width I'; is
[ <1.8x107°T =4.1x10""eV. (8.59)

Based on this bound, we get the bounds on ¢’, Mz, and ¢, shown in the upper panel of Fig.
8.5. The bound on 5,‘15 is shown in the lower panel of Fig. 8.5.

As we pointed out, the bounds from Sections 8.3.1 and 8.3.2 apply to long-lived and short-
lived Z’, respectively. To be specific, the bound from Section 8.3.2 is from Belle [509]. The
tracking chamber of Belle covers the polar angular range of 17° to 150°, with an outer radius
of 0.88 m. The longest reach is about 1.7 m (at the 17° direction). Next, let us look at the
lifetime of Z’.

According to the calculation of Appendix E.1, the total decay width of Z’ can be estimated
as 'y ~ 1.4 x 1079 eV. This translates to 7 ~ 4.7 x 1071% s. We convert this to a decay
length. Since most of Z’ is produced on shell due to the mass resonance, the energy is
about Fz = %r = 0.89 GeV. This gives us the relativistic factor of v = 4.5 ~ 180 for
5 MeV < My <200 MeV. This translates to a decay length of

0.6 m < (Be)(vy1) <20 m. (8.60)

This verifies our previous concern of the applicability of the Belle constraint on the LFV
three-body decay process. On the other hand, since the bound from either 7 — pZ’ or
T — pee is strong, we conclude that 5;15 in this model is strongly bounded.

8.3.3 7 — uvv Three Body Decay

In this section, we consider the bounds from 7 — uw,v.. In the SM, this process happens
through a W boson exchange as shown in Fig. 8.6. In this model, the Z’ exchange also
contributes to the same process, which interferes with the SM process. To be specific, the
Lagrangian for the SM 7 — pv, v, process is expressed as follows:

LD —2vV2Gr (TA"Por) (Laryu Prva), (8.61)
which results in the transition amplitude:

Mgy = —2\/§GF [ﬂuf (kuT)’YKPLUT(p‘r” [ﬂa<pa)7nPLvua(kVa)} . (8.62)



220

Adding Z’ to the SM will create an extra contribution:

eM2, " _
MZ’ = 2\/_GF 2 M%, [Ua(pa)’y PLuT(pT)] |:UVT<k:VT)’yK/PL/UVOé (kl/a)}
\/— €M2/ _ K _
= =2 GF 2 M%/ [uuf(kuf)7 PLUT(pT)] [ua<pa)7nPLvua (kua) ] ) (863>
where we parametrize the strength of this interaction with the dimensionless parameter ¢,
7 (Cg')?
2V2G = 8.64
V2Gr e Mg/ @ — M2, ( )
which implies
M2 N2
oM (C9) (8.65)
Mz gy

Please note that, in this notation, even though (¢’ is tiny compared to the weak coupling gy,
e can still be fairly large due to the enhancement from small %_;V/ The squared momentum
transfer is

¢ = (pr— pa)2 = (ky, + kVa)Q
= (m,—E.,)?*—p2 = 2k, ||k, |(1 —cosb), (8.66)

where the second line is in the rest frame of the decaying 7, and the angle # is the angle
between the momenta of the two outgoing neutrinos in that frame®. So with the Z’ exchange
contribution, the amplitude and its square become

eM?2,
— 1 Z
Mgn + My MSM( +q2—M%,>
QEM%/

|Msm +MZ/‘2 = |M5M’2 |:1 + 7
qQ — M%/

+ o<62)} , (8.67)

Note that, due to the interference, the Z’ exchange contributes an O(e) correction, not an
O(e?) correction. Also, the correction term blows up at ¢*> = M2, (which could happen if
Mz < m;) so we may need to include the width of the Z’ in the Z’ propagator:

1 1

_ = . 8.68
q® — M%, q* — M%, + Myl ( )
in which case the correction term becomes
2 M2/ 2 MZ/ 2 - M2/
¥z Mz (g z) (8.69)

—Z_ :
q2 — M%/ (q2 - M%/)z + M2/FZZ/

IWe treat the neutrinos as massless.
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After integrating over k,_, k,_, and the angle of p,, we have the differential decay rate

ar  G% (1 N 2e M2, (m?% +m?2 — M2, — 2m, E,)
(

dE, m2 +m2 — M2, — 2m,. E,)? + M2,T2,

« o

4 4
_ GE L+ 2eM2,(m? +m?% — M2, — 2m, E,)
 4m3 (m2+m2 — M2, —2m,E,)*> + M21%,

4 2
X <—§mTE2 +m2E, — gmimT + miEa> VE2 —m2.

(8.70)

According to Ref. [504], the Z’ mass is chosen to be lighter than 2m,, to avoid bounds from
Z' — pp. Therefore, for the Z’ decay width, we consider Z’ — vv, and Z' — ete™ only.
The details of the calculation are shown in Appendix E.1.

According to the Particle Data Group, the branching ratio of 7= — p~7,v; is (17.3940.04)%.
Defining r to be the ratio of I' within this model and taking I" from the SM prediction, the
bounds on I'(7~ — p~7,v,) corresponds to r = 1 4 0.0023. From this, we infer the bounds
on g', My, and ¢ in Fig. 8.7(a) and on €4¥ in Fig. 8.7(b)(c). It is observed that 7 — pwv does
not impose a strong bound on the NSI in this model. The reason is that ( stays small and
does not run due to the lack of a quantum correction. On the other hand, the dependence
of the bound on ( is the same.

8.4 Constraints from Other Sectors

8.4.1 Nuclear Binding Energy

In order to generate sizable NSI while avoiding constraints from the lepton sector, the cou-
pling between Z' and quarks is set to be large and Mz to be small. In this case, the Z’
exchange between nucleons generates an extra Yukawa potential for the nuclear binding en-
ergy. Because u, d quarks share the same U(1)" charge, the mass number dependence of the
Yukawa potential is different from the Coulomb potential, both of which are calculable. As
a result, the nuclear binding energy profile constrains the coupling ¢’. In this section, we
briefly study the binding energy of the nuclear system using the semi-empirical formula, and
draw bounds on ¢" and M.

1 1 1
X (—(mz —m2)(m,; — E)\/E2 —m2 — ~m, ((mT —E,)*+ g(Eg - m2)) E2 —m?

o

)
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Semi-empirical Mass Formula

The semi-empirical mass formula is given by

2 Z(Z -1 A—27)?
E=cyA—cgA3 —cco ( T )—CA( )

e T +0(4,2), (8.71)

where 7 is the atomic number, and A is the mass number. The fitting coefficients ¢y, cg, cc, ca
are the volume, surface, Coulomb, asymmetry terms, respectively. The pairing term (A, Z)
is a correction arising from the phenomenon that the nuclear binding energy is lower when
neutrons (protons) form pairs. It is expressed in Table 8.2, where kp is fixed to 1/2 or 3/4

| | (A—Z) even (A—Z)odd |
Z even +cepATRP 0
Z odd 0 —cpATkP

Table 8.2: Paring term expression in the semi-empirical Mass Formula.

for fitting purpose, such as in the least-squares fit in Ref. [510]. If we assume the error of the
energy binding for each element is the same, we can perform a least square fit of the semi-
empirical formula to the measured binding energy of nuclei. According to Wikipedia [511],
the best fit is given in Table 8.3. Using Mathematica isotope data (excluding the first four

kp cy Cg cc () Cp
% 15.76 | 17.81 | 0.711 | 23.702 | 34
% 15.8 | 183 | 0.714 | 23.2 12

Table 8.3: Best fit value of the semi-empirical formula from Wikipedia.

light nuclei, i.e. requiring A > 4), one of the authors of Ref. [505] finds the fit shown in
Table 8.4, which agrees with the result of Table 8.3 within the uncertainties. Since the ref-

Cy Cs Cc CA
Best Fit || 15.474 | 17.280 | 0.694 | 21.876
lo error || 0.067 | 0.199 | 0.006 | 0.217

Table 8.4: Fitting the nuclear binding energy of the stable isotopes with 4 < A < 293 using
the semi-empirical mass formula. We fix kp = % and cp = 12.

erence of Table 8.3 is not included nor is the error estimated, we refrain from discussing the
small disagreement between that and our fit.
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Modified Semi-Empirical Mass Formula with Z’ Term

The potential of Z’ can be modeled with a Yukawa potential, for which
AE x Agf(,m‘oA%), (8.72)

where 7( is the charge radius of the nucleus, pu is the mass of Z’, and

fa)=1- 42 -2 4 (8.73)

For the derivation of this potential, see Appendix F.2. With the presence of Z’, the semi-
empirical mass formula is modified by an extra term, as follows
Z(Z —1) (A—22)?

2
FE =cyA—cgAs —co———2> —cy

o ¥ +0(A, Z) + A5 f(uroA3) . (8.74)

AE

Because the Coulomb-term coefficient is calculable, we add a penalty term during the fitting
to restrict it from floating far away from the calculated value. The constraints on ¢ are
shown in Fig. 8.8.

8.4.2 Neutrino Scattering at IceCube

The IceCube experiment [512] is sensitive to ultra high energy (UHE) neutrinos from sources
at cosmological distances. With the presence of Z’, it is possible to generate a new contri-
bution to cascade events through deep inelastic scattering (DIS), shown in Fig. 8.9. The
current track-to-cascade ratio is already in tension with the null hypothesis of neutrinos at
the source being v, : v, : v, = 1 :1: 1% The DIS-induced cascade events aggravate this
tension.

On the other hand, while the UHE neutrinos propagate to the Earth, the scattering with
relic neutrinos may be enhanced by a Z’ resonance, as discussed in Ref. [513]. Assuming the
relic neutrino has mass m,y, = 0.1 €V, the resonance requires

My =+\/2m,E, = v2-0.1-6.3 x 105 eV ~ 35 MeV, (8.75)

which is within the proposed energy range 5 MeV ~ 200 MeV. The non-observation of the
Glashow resonance at IceCube might be explained by UHE neutrinos being converted to
hadrons by this resonance. Given the current IceCube statistics not being sensitive enough
to determine the neutrino source, we leave the detailed analysis for future work.

2The current best fit is v, : vy iv,=1:2:0.
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8.4.3 Neutron-Star Cooling

For neutron-star cooling process [514], the presence of a light long-lived Z" might affect the
cooling rate. The radius of a neutron star is of the order of 10 km. Based on our calculations,
the lifetime of Z’ is around 1.4 x 107% s. Depending on the energy of the neutron star, it
might be possible for the Z’ to travel far enough before it decays into neutrino pair. If Z’
decays after it escapes the neutron star, it prevents the produced neutrinos being trapped
in the star and hence opens a new channel for neutron-star cooling. We leave the details of
the estimation to Ref. [505].

8.4.4 Synchrotron Radiation

When charged particles are moving in a circular orbit, i.e., accelerating, they lose energy
through radiation of gauge particles. With the presence of a Z’ particle, in principle it is
possible to put constraints on the gauge coupling through synchrotron radiation. The energy
of photon is calculated through the following formula:

o 3v3hc

where R is the radius of the synchrotron and « is the relativistic factor. For LHC, R =~
4.3 km,v = 7000/0.938 ~ 7500, so E, ~ 30 eV. Therefore, it does not apply to this
particular model. On the other hand, models that contain ultra-light gauge mediators might
be subject to this bound.

8.5 Conclusion

With data from recent long baseline neutrino experiments [515-521] and plans for future
experiments [522], models are proposed to produce non-standard interactions (NSI) that
can be tested in these experiments. In past studies such as in Refs. [4, 75, 440, 444, 473~
475, 480, 481, 523], it is assumed that the NSI is led by dimension-six or -eight operators.
Most of the effort was put on directly constraining the effective coupling of such interactions,
usually denoted as € Gg. However, it turns out to be non-trivial to achieve such high-order
operators with light mediators in the EFT framework while surviving all existing bounds
from particle data. In this chapter, we focused on the model from Ref. [504] as an example
and study constraints of the model beyond the ones discussed in the original paper.

Based on our analysis, 7 decay puts severe constraints on such models utilizing light particles
as mediators. In particular, 7 — ¢Z’ two-body decay puts stringent constraints when 2’ is
long-lived, where ¢ is u or e, and 7 — pee puts constraints in the case Z’ is short-lived.
We point out that in some cases such as the model we analyzed, even if we set certain tree



225

level couplings to zero, the effective couplings can still be significant due to the quantum
loop effect, such as in eeZ’ coupling. On the other hand, if there is no such mixing allowed
through the loop effect, the coupling can be protected up to one loop even though it is small,
such as in urZ’" coupling.

To close, we discussed other constraints on this model in passing, including the constraints
from nuclear binding energy and neutron star dynamics. In addition, synchrotron radiation
also puts constraints on super-light mediator fairly model independently, which might be
useful for constraining ultra-light mediators.
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Figure 8.5: Contour (blue shaded region) corresponds to the upper bound of partial decay
['(t — pee). Upper panel: contour on My, ¢" plane. Lower panel: contour on Mzz,sﬁ;d

plane.
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Conclusions

In this work, we started with discussions on the possibility of new physics not being compat-
ible with a local EFT framework. After summarizing the problems encountered in the SM in
the EF'T picture, we drew a list of requirements based on what was already known and what
was needed to achieve understanding of the new physics. As a first attempt, we found a class
of noncommutative theories (NCG) that exhibited the behavior of these requirements quite
well. To study the new physics, we investigated the low energy EFT allowed by the NCG,
which contained the SM plus a minimal extension. We describe this picture as a quasi-desert
due to the lack of proliferation of particles in the extension.

Due to the presence of the NCG, the EFT at low energy is fixed by the boundary condition
dictated by the NCG. In Part I, we studied the EFT dictated by NCG type of theories and
the collider signatures of the EFT at the TeV scale. To our surprise, it was noticed that
this boundary condition of gauge couplings turned out to be very restrictive in accommo-
dating low energy collider signals, if any such signals arise. Therefore, it is possible to use
collider signals to test this class of models derived from NCG, and hence improve the way we
understand the new physics through NCG. As an example, we used the ephemeral collider
anomalies in the diphoton and diboson channels to show how the collider signals favor or
rule out such models. In addition, we pointed out in passing that the embedding of the SM
in the NCG framework hinted at extensions of the SM through anomaly cancellation. A
thorough understanding of the anomaly cancellation condition within the NCG framework
and a classification of the NCG framework itself remain open for future study.

Because new field operators at high energy can be parametrized as effective operators of
a high mass dimension in the Wilsonian picture, a careful study of low energy EFT is of
importance to find clues of new physics. Besides the constraints obtained from the collider
experiments, at low energy the neutrino sector has large uncertainty due to the nature of
weak interaction. In order to carefully examine the EFT at low energy, in Part II we looked
into the neutrino sector and studied the possibilities of finding new physics parametrized
as NSI. To be specific, we studied the sensitivity of putting constraints on X% using the
neutron spallation source for the neutrinos and a mineral oil neutrino detector. Because
of the pulsed time structure of the proton beam, we separated the v, flux from the v,,7,
flux, which in turn constrained the neutrino flux and NSI separately. We observed that the

sensitivity to NSI was strongly affected by the control of the uncertainty in the neutrino

229



230

flux. We also mentioned in passing that, at very low energy range (F, < 50 MeV), one
of the largest backgrounds is still from the theoretical estimate of v — 2C' cross section.
In Chapter 7, we worked out an analytic approximation of the NSI matter effect for ¢,,.
With this expression, the term of the matter effect in the Lagrangian is absorbed into the
vacuum oscillation parameters by analogy with the idea of renormalization group flow. In
this approach, it is clear to observe the physical effect of NSI. Therefore, it is easy to analyze
the degeneracy of parameters such as the proper octant of 3, the mass hierarchy, and NSI.

In Part III, we studied the models that generate sizable NSI with a light gauge boson.
We showed that even though certain interaction terms are turned off at tree level to avoid
stringent bounds, it is inevitably pulled back through quantum loop effect. This puts strong
bounds on the model, which otherwise is not applicable at tree level. In addition, we briefly
discussed bounds from other sectors, such as the change of nuclear binding energy, neutron
star cooling, and the high energy neutrino scattering and synchrotron radiation. Although
the bounds are model dependent, we observed that, in general, the bounds listed above
put strong constraints on models that utilize light mediator particles to generate large NSI.
Further investigation on other models are left for future studies.



Part 1V

Appendices

231



Appendix A

Formula for the Superconnection
Formalism

A.1 The Ne’eman-Sternberg Rule for Supermatrix Mul-
tiplication

As stated in Footnote 11 on Page 29, some papers in the literature treat the superconnection
J as a super-endomorphism of a superspace and calculate the supercurvature F differently.
In this appendix, we derive the multiplication rule for super-endomorphisms with differential
forms as elements (or super-endomorphism valued differential forms). We will follow the
notation of Sternberg [171] in which the Z, gradings with be denoted with + superscripts
instead of 0, 1 subscripts.

A superspace F is simply a vector space with a Z, grading:
E =FE"oFE . (A1)

We denote the set of all endomorphisms, i.e., linear transformations, on F with End(F),
which is already an associative algebra. In the matrix representation, the product of End(F)
is just standard matrix multiplication.

When F is provided with a Z, grading as above, a Z, grading can also be introduced into
End(E) by simply letting End(E)" consist of all endomorphisms that map E* to E*, and
End(E)~ consist of all endomorphisms that map E* to EF. That is:

End(E)t : Et— EY, E- > E~,

End(EF)- : Et - E~, E- — ET. (A.2)
In matrix representation, the elements of End(E)" consist of matrices of the form
A 0 i " _ _
OB,A:E—>E,B:E—>E, (A.3)
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while elements of End(E)~ consist of those of the form

[O C}, C:E - EY, D:E"— E. (A.4)
D 0
Then, clearly

End(F) = End(E)* ® End(E)" (A.5)

and End(E) can be viewed as a superalgebra, its product satisfying Eq. (2.7). Note that the
product of the superalgebra here is just the product of the associative algebra from which
it was derived, i.e., standard matrix multiplication. So far, nothing has changed by viewing
End(E) as a superalgebra.

The multiplication rule changes when the superalgebra End(E) = End(E)" @ End(E)~
is tensored with the commutative superalgebra of differential forms Q(M) = Qt(M) @
O~ (M), yielding a superalgebra of super-endomorphism valued differential forms, or super-
endormorphisms with differential forms as elements. The rule depends slightly on whether
we view super-endomorphism valued differential forms as elements of the tensor product
End(E) @ Q(M), or the tensor product Q(M) ® End(F), since this affects the sign in the
definition of the product for tensored superalgebras, Eq. (2.28).

For elements of End(F) ® Q(M), we have the Ne’eman-Sternberg multiplication rule given
in Refs. [120, 129, 171, 173] as:

Al A C [ANA + (-DIClCAD CAB + (-1)AAAC (A.6)
D B D' B|  |DANA+(-1)BIBAD" BAB +(-1)PIDAC|” '

where A, B, C, D, A', B’, (', and D’ are all matrices themselves whose elements are
differential forms of a definite grading. For the elements of Q(M) ® End(F), we have

A Cl A O JANA + (-DPICAD ANC + (-1)FICA B (A7)
D B D' B| " |[(-)YDANA+BAD (-)YIDANC"+BAB|" '

These relations are simple consequences of Eq. (2.28). First, rewrite each matrix in tensor
product form, schematically, as

A C
D B
0 0 01

[ 00
= _+B®k J+C®k J+D®L»J,

A
D' B

— A 0 0

01 0 0 10

J+ealy fresl el -
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Note that we are using tensor products in Q(M) ® End(E) with the differential form on the
left and the supermatrix on the right. Then, we multiply the tensor products together, term

by term. For instance,
10 ) 10
(relo o) (el o)
1
0

= (—)>WAnA)® ([ 8}

r— 1
o =

00
o [Ana 0
| o o]

= (ANA)® {1 0}
(A.9)

and

(cofp i) e (oot 3)
— ()M (A D) @ ({8 (1)} ' [(1) 8})

(—)P 1 (CAD)® E} 8}

C[—)PlcAD 0
= { 0 ol - (A.10)
Summing, we obtain the 1-1 element of Eq. (A.7). All other elements can be derived in a
similar fashion.



Appendix B

Formula for LRSM RGE running

B.1 Useful Identities for Higgs Bidoublets

To compare Eq. (2.9) of Ref. [207] and Eq. (A2) of Ref. [208], we need the following identities:
2 1 1~
e[ (2f0)] = (mr[ote]) - Smr[efd|Tr|dle],

(nfora] s wfare])” = G (nfed])"+ (nfaie])"} o nford]nfa]

Te |01 + T | i
(o] -nfoe]) = L (ofo) (o]} -nfosln ]

+

N~ N =

Tr [qﬂ@&)@_ _ % r[qﬂcﬂ Tr [?13*@} ,
Tr[cbfcicb@} Ty [&ﬂqﬁﬂ@: _ %{(Tr cI>TcT>D2 v (Tr [5*@])2} ,
Tr[(NLAL)Z' — (Tr [ATLALDQ - %Tr [ALAL} Tr [NLNL] ,
Tr [%EISTALNL: — T [cp*cp_ Tr [AEAL} ~ Ty [CDTCDNLAL] ,
Tr [EISTEISARA;{ - T [@@Tj Tv [A;AR] -~ Ty [@@TA;AR] . (B.1)

B.2 Derivation of Relations Between Symmetry Break-
ing Scales

1 1 CLII MR
3 = 5 + <5 n
gi(Mz) gi(Mg) 872 My

235



g%(MZ>

1 1 ai | Mg
B0Mx) | gy (Mz) | 827 My
1 N 1 +(aR+aBL)HlnMC+a_I11 %
9r(Mc) — gp (M) 82 Mp 872 My
1 +g 1 (aR+aBL) | Me ay In Mp
9r(Mc) 3 g3(Mc) 872 Mg ' 872 My,
1 2 1 1 2 \" M,
() 3 E(Mp) | (aR * §a4> "3 e

(ar +app)", Mg af Mg
1 1
e M e My

o2 1 L2 Wl My
o a —a n—-
g (My) 3 gi(MgJH) gmz \" T3 .
1 2 MD (CLR + aBL) MC CL% MR
] > 1 1 1
Tar (aR * 3“4) " T s M, Tee M,
1 CL; MR
1
E(My) 872 My

1 (II2 MR
2 +oon
97 (MR) 87; My !
1 M, M
4 ar 1 e I ay 1 AR

gi(Mc) ~ 8r2 " Mp 8% My
1 11T M 11 M. I M
gi(Mp) ~ 87* Mg 87  Mp 87 My
1 IV ur o noy M
5 —|—aL In U—l—aL In D—i—aL In C+&ln—R,
g (My)  8n?2  Mp 8n? Mg  8r2 Mg 8m2 My
1 1

200 " g0

Lo L L ) m e
a a n—
ga(Mg) ~ g3(Mg) " 8r2 ' T T My,
Lo iy Ma
—(a a n—
G (Mg) ' gx(Mg) ' g (Mg) 8727 My
Lot (ar +ag +app)"1 Me
S 5 \dL T ar T apr n—-
9%({\40) gr(Mc)  gp(Mco) — 8n? Mg
I R
+@ (0,1 ‘l—(lg) IHE
1 n 1 +2 1
g (Me)  gh(Me)  393(Mc)

M, M
11 C I
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1 n 1 +2 1 N 1 ( N +2 )Hll Mp
> —la a —a n——
g (Mp) * g3(Mp) ~ 3g3(Mp) ' 8> " "7 3
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1 1
—i—@ (ar, + ar + aBL)H In— 4+ — (a1 + ag

1 N 1 +2 1
g%(MU) 912~2(MU) 395(MU)

1 2 \'"V. My 1 2 \" My
+@ aL+aR+§a4 lnM_D—i_@ aL+aR+§a4 th—C

1 n, Mc 1, M
+@(GL+GR+GBL) hlm—f—@(arl—az) lnﬁzu
Mg

1 1 N aj 1
= n
93(Mz) 93 (M) 87;2 Mz
1 M M
g3(M¢g) 872 My  8r2 My
1 ay . Mg ay . Mg
= — 4+ 5] |
200y 82 M, e i,
1 aEI Mp ag M¢ aé Mg
— 1 1 3 4, R
M) 8w Mo 8w My s My
1 . aiv My aiﬂ Mp a—gln Me . afg, In ’
g4(MU) 2 MD 2 MC 2 MR 2 MZ

. B.2
g%x(My) — 8m? nMD 82 nMC 82 HMR (B-2)

If we impose the condition
9.(My) = gr(My) = gs(Mv) = gu , (B.3)
then it is straightforward to show that

sl
- o LZ(MZ> - g%(MZJ

M,
= |(=5ap + 3ag + 2a)"V In =L + (=5ay, + 3ap + 2a,)™ In
Mp c

My

M, M
+ (=bar, + 3ag + 3aBL)H In MZ + (3ay — 5a2)1 In Mﬁ ,

o [a(j@) - Oés(fwz)}

- [emgvm - g§<z8wz>1
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M M
(3ar, + 3ar — 6a4)IV In—2 ¢ (3ar, + 3ag — 6a4)HI In =2
MD MC

M M
+ (3ar, + 3agr + 3apy — 8a3)H In—< 4+ (3ay + 3ag — 8a3)11n —R] ,
Mg M,

o [g%&q) jmlfﬁzj\f)}
= s [gzzz(MR) a g%(MZ)]
1 1 [ 1 1
(M) g%(MR>] e [gaMR) - 93(]\]/\[/[2)}

Mp c
= ((IR—CLL)HIIHE—*—(U,R—CLL)HIHMR —a;lnE s

872 3| or 2 \"V. My 2\ Mp
— = 3 —lar+ar+sas) In—+(ar+agp+sas)] In—

= 87T2|:

95 8| a(Mz) 3 Mp 3

M, M
+ (GL + ap + CIBL)H In MZ + (a1 + &2)1 In ﬁg

o v, My . Mp o . Me o MR)
= —la, mMm—+a; In— +as In— +as In— | . B.4
s (M) ( 4 My Mo 2 Myp 3 My, (B4)

Note that a}¥ = a}y since parity is not broken in energy interval TV.
If instead, we impose the conditions

9u(Mp) = gr(Mp) = grr , 94(Mp) = gap , (B.5)
where grr and g4p are not necessarily equal, then the relations will be

9 |:3—6Sin28w(Mz) 2 :|

a(Mz) as(Mz)
_ g 3 B 6 B 2 }
e2(Myz) g35(Mz)  g5(Mz)

M M
= (—3CLL+3CLR)HIHI—D + (—3aL+3(lR+3(l3L —2a3)HlIl—C
Mec Mp
Mg
3a; — 3as — 2a3) In —2
+( aq as Clg) n MZ ,
5 [ 4 sin? QW(MZ)]
7"' —_—
9r(Mpg) a(Mz)
_ g2 1 B 1 ]
9r(Mg)  g5(Mz)
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Appendix C

Formula for OscSNS Phenomenology

C.1 Pion and Muon Decay Energy Spectra

At the SNS at the Oak Ridge National Laboratory, a proton beam is shot into a liquid
mercury target creating both positively and negatively charged pions. The negatively charged
pions are attracted to nuclei and quickly absorbed, while the positively charged pions come
to rest in the target and decay:

™ = ut+u,. (C.1)
The mean lifetime of the charged pions is 7, = (2.6033 & 0.0005) x 107® sec &~ 26 ns. The
pt and v, from this decay are mono-energetic and have the energies

2 2
my +my,

E, = 109.778 MeV |

2m,
m2 —m?
E, = ——F% = 29792 MeV . (C.2)
# 2m,

The momentum of the positive muon is
E,
Py = —= = 29.792 MeV/c, (C.3)

and its velocity is
vy, PuC
& & E, (C-4)

These positive muons also come to rest inside the Hg target and decay via

pt = et T+, (C.5)

The mean lifetime of the muon is 7, = (2.1969811 £ 0.0000022) x 1075 sec &~ 2200 ns. Thus,
it lives two orders of magnitude longer than the charged pion. The differential decay widths
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are
dl GEm® 22(2 . — )2
P il <x1 x) 9($max _1') s
A N e
i Gam® Y (Ymax — )’ <y2 Sty @)
d_ - 3 . 1 3 '9<ymax - y) . (06)
Y 3(3-v)
where @ = B, /my,, y = Ey, /my,, n =m/m; = 2.339 x 10~°, and
1 —
Lmax — Ymax — Tn ~ 0.5. (C?)
The total width is
sos T Ny G
I = — dr = 2 dy = 1 .
/0 dz v /0 dy Yy 19273 (77) ) (C 8)
where
fn) = (1—877+8?75—774—127721n77) ~1. (C.9)

Thus, the energy spectra of the v, and 7, in u* decay are given by

1 dr 1 dI

>\1/ EI/ - T /\P Eﬁ -
e( e) mMF dI ,u.( ;L)

mHFd_y'

These functions are shown in Fig. 6.1.

C.2 SNS Source Timing

The proton beam at the SNS is provided at a pulse length of 7,, = 695 ns and a repetition rate
of 60 Hz (Ref. [401]: Page 11 and Table 3.1 on page 13). According to page 10 of Ref. [401],
there is a yield of 0.12 neutrinos per proton on target (POT). However, according to page
23 of Ref. [401], the number of 71’s created per POT is 0.116 ~ 0.12, but the resulting
yields of v, v,, and 7,, are quoted as 0.09. The reason that the pion and neutrino yields on
page 23 do not agree remains unclear. As we discussed with Dr. Pilar Coloma in several
email exchanges that were shared with the proponents, it was conjectured that 0.09 was the
number they used.

On page 37, the proton beam intensity at the SNS with 1.4 MW of power is quoted as
8.7 x 10" POT/second or 2.74 x 10 POT/year. Page 10 mentions a planned upgrade to
3MW, which means that this intensity can be more than doubled in the near future. We
will use the value of 1.4 MW in the following.
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From the above numbers, we can see that “1 year” for the SNS is defined as

2.74 x 10 POT /year 3.1 x 10" seconds

= C.11
8.7 x 1015 POT /second year ’ ( )
which is basically one full Julian year:
365.25days 24 hours 60 minutes 60 seconds 3.15576 x 107 seconds
X X = . (C12)

X
year day hour minute year

We need to keep this in mind since in many accelerator based experiments “1 year” is defined
as 1 x 107 seconds (Europe) or 2 x 107 seconds (USA), not 3 x 107 seconds. The POT per
107 seconds (1 European year) is:

(8.7 x 10" POT /second) x (107 seconds/10” seconds) = 8.7 x 10** POT/10” seconds .
(C.13)
Since the pulse rate is 60 Hz, the number of POT per pulse is

8.7 x 10" POT /second
60 pulses/second

= 1.5 x 10" POT /pulse , (C.14)

which agrees with the number of protons per pulse (ppp) listed in Table 3.1 on page 13.
Using a 7" production rate of 0.12/POT, this leads to the production of (1.5 x 10* ppp) x
(0.12/POT) = (1.8 x 10" 7pp). But since we are only interested in the decays of these pions
that lead to neutrinos detected at the detector, we should be using the production rate of
0.09/POT which would give us (8.7 x 10> POT /second) /(60 pulse/second) x (0.09/POT) =
(1.3 x 103 7pp). Assuming that the production of 77 is uniform during the proton pulse
duration, the production rate is

1.3 x 1013
A, = ——— = 19x%x 10 /ns. C.15
695 ns X107 /ns (C15)
If we write the numbers of 7 and p* in the Hg target at time ¢t as N (t) and N,(¢), their

time derivatives are given by

N-(1) :
Nﬂ(t) B AW —( )Tﬂ- fo<t< Tp ,
da Nx(t :
— o it7T, <t,
Nﬂ(t) — Nﬂ(t) o Nﬂ(t) (C 16)
dt Ta T, ’

where 7, = 26ns and 7, = 2200ns. Imposing the initial condition N,(0) = N,(0) = 0, the
solution to the above pair of differential equations is
Nx(t)

Tr

= Aw(l — e_t/T’“) ,




243

Nu?) = A, [1 — < Tu )e‘t/T” + ( T )e‘t/“‘] , (C.17)
Ty Ty — Tr Ty — Tr

in the range 0 <t < T}, and

Na(t) _ Na(Tp) o~ (t=Ty) /7
T T
— A (1 —e Tp/Tﬂ) e—(t—Tp)/Tﬂ- _ Aﬂ-(eTp/Tﬂ . 1) e—t/‘r7r ’
Nu(®) [ Nal + Nu(Tp) o (= To) /e _ N=(T,) o (T ) x
Ty Ty Ty — Tr
= A T’LL (1 — eiTP/Tﬂ) ei(tiTp)/Tll« _'_ T7|— (1 — epr/T‘IT) ef(thP)/T‘rr
Ty — Tr Ty — Tr
T, T,
— ‘,47T H Tp/Tn _ 1 —t/Tu _ Ll Tp/Tr __ 1 —t/Tn C.18
[ A
in the range T, < t. The total flux of v,, v., and 7, can be obtained from
N (t N, (t
s, ) = 20 g ) = g, = B (©.19)
™ 1

The time-dependence of these fluxes are shown in Fig. 6.2 (¢f. Figure 3.1 on page 11 of
Ref. [401]). As can be seen, there is a clear temporal separation of v,’s from 7+ decay, and
ve and 7,,’s from pt decay.

The total numbers of neutrinos of each flavor from ¢ = 0 to t = T, are

Ty
/ dt ¢, (t) = A [T+ (/™ —1) 7] |
’ = A, x (669ns) = 1.3 x 103,

/0 " o (t) = /0 " b (1)

2 72
= Aﬂ_ |iTp + (e*Tp/Tu _ 1) H + (1 _ e*Tp/Tﬂ) T
Ty — Te Ty — Te
= A, x(92.3ns) = 1.8 x 10"*. (C.20)
So the ratio of the numbers of v, or v, to v, is
92.3
— = 0.138 = 14%. C.21
669 % ( )

This is the number quoted on page 10, but we now understand that 14% is not the fraction
of v.’s and 7,,’s in the total flux but rather the ratio to the v, count alone. The fraction of

the total yield is
0.14

1+0.14+40.14

= 011 = 11%. (C.22)
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So during the time that the proton beam is on, v,’s make up 78% of the flux while v.’s and
7,’s make 11% each.

On the other hand, the total numbers of neutrinos of each flavor from ¢t = T, to ¢t = oo are

/ dt ¢, (1) = Ar(1- e_Tp/T’*) Tr s
TP
= A, x (26.0ns) = 4.9 x 10",

/OO dt ¢, (t) = /OO dt ¢y, (t)

Tp Tp
7_2 2
s {(1 iy T (Tl 1) TE
Ty — Te Ty — Te
= A, x (603ns) = 1.1 x 10" . (C.23)

Thus, the ratio of the numbers of v, to v, or 7, during the interval from ¢ = T}, to t = oo is

26.0
—— = 0.043 = 4 C.24
603 % (C.24)
and the fraction of v,’s in the total flux is
0.04
—_— =002 = 2 C.25
14+1+0.04 % ( )

while v, and 7, contribute 49% each. The fraction of v,’s can be made negligibly small
by moving the initial time of the interval away from 7},. For instance, the fraction can be
reduced from 2% to 0.04% by moving the start of the interval to 800 ns.

The total number of neutrinos of each flavor from ¢t = 0 to ¢t = oo is, of course,

/Oodt Gu, (1) = /Oodt b, (t) = /Oodt ¢5,(t) = AT, = A x (695ns) = 1.3 x 10" .
0 0 0

(C.26)
For v, 96.3% of the total flux is emitted during the duration of the proton pulse, while 3.7%
is emitted after the pulse is turned off:

669.0 ns 26.0ns
505 s 0.963 , 5% s 0.037 (C.27)

For v, and 7, the percentages are 13.3% and 86.7%:

92.3 ns 602.7 ns
= 0.133 = 0.867 . C.28
695 ns ’ 695 ns ( )
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C.3 SNS Neutrino Fluxes

The total number of neutrinos of each flavor created per pulse is
1.3 x 10" /pulse . (C.29)
With a pulse rate of 60 Hz, the number of neutrinos created per second would be
(1.3 x 10 /pulse) x (60 pulses/second) = 7.8 x 10'*/second . (C.30)

This is, of course, what one gets from 8.7 x 10> POT/second with a neutrino produc-
tion rate of 0.09/POT. The number of neutrinos created per 107 seconds would be 7.8 X
10?' /107 seconds. In one Julian year, the number will be

(7.8 x 10" /second) x (3.16 x 10" seconds/year) = 2.5 x 10*?/year . (C.31)

These neutrinos are spread out over a sphere of radius 60 meters, so the flux at the detector

will be
(2.5 x 10?2 /year)

47 (6000 cm)?

which agrees with the numbers cites on page 37 of Ref. [401]. For 107 seconds, the flux would
be:

¢ = = 5.5 x 10" /year/cm? (C.32)

(7.8 x 10?1 /107 seconds)

b =
47(6000 cm)?

= 1.7 x 10" /10" seconds/cm? . (C.33)




Appendix D

R Ratio, Self-Energy, Running of
Coupling, and All That

In this section we summarize the relation between the R ratio, the self-energy I1")(¢?), the
running of the coupling da. The picture can be described by the following relation:

AOé(q2> reparan;etrizins H/(QQ) B H/<O> <dispersion relation /(ImH’(q2) . ImH'(O))

11
optical theorem write out oM+
L[ gn) priteout ot [ (D.1)
11T v

Next, we show each one of the double arrows.

D.1  Aa(g®) < IT(¢?) — IT(0)

Just as in the usual one loop calculation, the QED coupling constant is shifted by vacuum
polarization by

a(q?) = — [1 + H”’(qg)} 7 (D.2)
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where the blue part is dependent on the vacuum polarization and not necessarily calculable.
To write it in the way it is usually formulated,

. e
a(0) = - (1+1,,(0))
¢’ I, (q%) I, (¢*)
= (1 + 7’;2 Ir_(0) ”;2 )
~Aa(g?)
2 T ¢
= (1 Y o _A 2
4 * q> > 47 ()
= a(¢*)(1 - Aa(g®)) + O(a?), (D.3)
which gives us the familiar a(¢*) = _ a0 where Aa(q¢?) =11 (¢*) — I/, (0).
1- Aa(g?) 7y ¥y

D.2 I(g?) — II(0) <+ [(ImIT'(g?) — ImIT'(0))

Essentially, this is just a Cauchy integral. It is also referred to as dispersion relation for
some reason. The Cauchy integral is the following contour integral:

fla) = = Mdz. (D.4)

211 zZ—a

Replacing f(a) with II(x), we have
1 1(m)
M (¢%) = — ]{ @) 4. (D.5)

m 2mi | x— ¢?

Due to the cut structure of II(¢?), the contour cannot be closed for the whole ¢* complex
plane. The cut on the real axis starting at 4m? has to be excluded. Due to Jordan’s lemma,
the contour around infinity vanishes. Therefore, the right side of the above equation becomes
a ‘C’ shaped integral along the ray [4m2,+o00). The nature of the branch cut dictates the
discontinuity of II to be twice the imaginary part of II, i.e.

Disc. TI(¢*) = TI(q* + ie) — II(¢* — i€) = 2iImII(¢* + ie), (D.6)

when Im(g2) > 4m2 and € — 0. Therefore, we have the following expression for II{¥) (¢2).

1 < 1

h 2\ . h .
M () = —5 - o ~(20)ImIIY) (@ + ie)dx
_ 1 / N ;Imﬂ(h)(:z: +ie)dx (D.7)
™ 4m2 q2 - m . .
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D.3  [(ImI(¢?) — ImIT(0)) ¢ [ o

The optical theorem is just unitarity rephrased in field theory language. With the definition
of the T matrix, S = 1 + T, the following statements are equivalent:

STS =1,
(1—iTH(A +iT) =1+i(T -TH+T'T =1,
T'T = —i(T —T7). (D.8)

The last equation corresponds to two types of processes. As in Ref. [524], the matrix element
corresponding to 77T can be decomposed by summing over intermediate states,

)3 2E;

(pip T T ks ) = (H /5 o 1 ><p1p2|T*|{qz}><{qz}|T|k k), (DY)

M*(pipa—{a;}) M(kike—{a;})

which physically corresponds to the matrix element of two particles with momentum ky, ko
going to any arbitrary final states, multiplied by the conjugate of the matrix element of two
particles with momentum py, ps going to the same arbitrary final states. Letting |p1, p2) =
|ki,ka), i.e., elastic forward scattering process, the two matrix elements under the curly
brackets are conjugate to each other and lead to the differential cross section

d"o

eV — gV, D.10

Therefore the right side of Eq.(D.9) is the sum over the final states of total cross section
|p1p2) — [{d:}), i-e., an inclusive cross section with initial state |p1p2). On the other hand,
when sandwiched by initial and final states the right side of Eq.(D.8) leads to

- Z( <P1P2|T|k1k2> - <p1p2|TT|k1k2>>
= — Z(M(klkg — p1p2) — M*(plpz — k1k2>> (Dll)
Again, letting |p1, p2) = |ki, ks), we end up with the difference of two matrix elements

- Z(-’VI(PHJQ — p1p2) — M (p1p2 — p1p2)>
=2ImM (p1p2 — P1P2)- (D.12)

Putting them together, we have

d3q; 1
2ImM(p1p2 — P1P2) (H/ 27:]3 oF, ) IM(pip2 — {a;})]?

Z o(pip2 = X), (D.13)
X
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which indicates the imaginary part of an amplitude can be related to the total cross section
of ‘half’ of the same process. Next, let us work out an explicit example relevant to our study
of the ete™ — hadrons process.

e e
pz\ 4 4 /‘kl
P/ \2

(& (&

For the above process, we cut it in half and apply the optical theorem. In four-vectors, it is
expressed in the following way.

_ 1 d?g; 1 1
+ . 9 - 2 4¢4 _ .
orr(eTe™ — had) = S RTATN H/ 2W32E> X3 > IMP@Er) S R+ ke — > a)

spins

_ 1 d3q¢; 1 i ed
T 2F12Es]v; — | \ 4 (H/ 32E> IMP@2m) 6 (ke + b = 1)

1 1 . "
B 2E12E2|U1 — U2| Z (_2) (M B M )

1 1
= - 21 Tem = ete).
BBy~ \ 1 mM(eTe ete”)

(D.14)

It is useful to extract the vacuum polarization function out of the hadron process. To express
M, we follow the Feynman rules.

S M= Bpr i p) (—ie) qg“”m”ﬂ( ) =9 (—ie) (k)" (k)

spins spins q
_ 1 _
=D Py (p)(€) 1 (Tl (6%)) Dka)y (k)
spins q m/)

-y @<p2>vw<pl>a<kmw<kl><e2>ql—Qz'H'W(q%

spins

_ 2 2
= —ie’ I (q%). (D.15)
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We list in the following the trick for handling the prefactor in Eq.(D.14). In the CM frame,

By Eslvy — va] = |Ea|pi1| — Ey|p2|
= (B2 + Ey)|p

Neglecting the mass of electron, m, ~ 0, we have

Ecm = 2|p1| =V q27

1 1
’pcm‘ = §\p1 - P2’ = |p1] = 5\/ Q. (D-17)

Substituting Eq.(D.15)-(D.17) into Eq.(D.14), we get

1
or(eTe” = had)(q?) = e Z ImM(ete” — eter)

spins

dra 9

Please note that there is a little cheat we have done (and everybody does) in the previous
proof. In order to decompose as in Eq.(D.9), the intermediate states {q;} must form a
complete basis. However, when we talk about the ‘hadronic intermediate states,” it is not
obvious how they form a complete basis. Since there is a mathematical complication in
defining quantum field theory with interactions in the first place, we ignored such subtlety
even when the perturbation fails for QCD at low energy.

D.4 fa(h)HfR

This is the easy part. Write out the ete™ — 't~ total cross section and convert ¢ into
R ratio. Up to leading order, we have

Ao 4m? 2m?2
+,— +,-) — i 1
olete” - pup) = 342 1-— Z <1—|— qQ)' (D.19)
Taking m, — 0,
B g
=
3¢%c M

- . (D.20)
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D.5 Combinations

Playing with the I - IV relations, we can write out various combinations relating different
quantities, some of which are quite powerful. For example, combining III and IV, we have

a
ImlIl, (z) = —§R<h>(az). (D.21)
Combining II to IV, we have
I () -1, (0)= - [ ! Y) It (2)d
w(q)_ w()__; 2 q2—x+5 m W(@ L
1 00 q2 — )
= d
o= ()
1 [~ q? —x Ama®\ Lo
S d
St (ana) (i) 00
o0 2
a a R™(z)dz

B 3_7T 4m2 x(qQ - l’)
2

= /Oo R (T, (D.22)

1272 m2 (T —q?)

which is how we extract the vacuum polarization function out of the R ratio. Also, we can
combine relations I - IV, which gives the following expression.

2

Aa(g?) = —— /:o < R®™ (Vz)dz, (D.23)

1272 m2 T(T — ¢?)

which enables us to calculate the QED coupling constant running due to hadronic loop
effects.

D.6 Remarks

Please note there is a loophole in deriving the above relations. In Eq. (D.7) II is related
to ImII, while in Eq. (D.22) the Cauchy integral is applied on II'. Let us now show it is
valid without going through the pole/ cut structure of II'. In order to do this, we take the
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derivative after IT.,(¢?) is expressed in the integral form.

1 [ 1
2\ __
L, (¢°) = ;/m% mlmﬂw(l’)dx
1 [ 1
1 [ 1
~ — — _zImll! d
= o e (e
1~ 1 ,

Please note the second and the third line only work for small ¢?; thus, only the region of
small  matters. On the other hand, for small ¢? we often write IT" as I1(¢?)/q¢?. Let us show
that is also compatible.

L., 1/°° 1
oo 2 S I (2)d
¢ T o2 PP =) n(@)de

1 [ 1 1\1
= ——/ < 5 - —2) —ImIL,,(z)dz
T2 \*—7 &)

1 [ 1 [ 1
~ —;/4 ImIT_ (x)dx + - /4m727 ?Im I, (x)dz . (D.25)

N J/
-~

=0

mz

The second term of last line vanishes because of the following.

1 /> 1 11 [ ImIL,(x)
—/ —Im Il (z)dr = ——/4 — I dr

T Jam2 4 q2 T Jamz T — 0
1
= ?H’W(O)

= 0. (D.26)



Appendix E

Formulas for Decay Width and
Approximation

In this appendix we show the decay width expression of Z’, and use the two-body decay
formula to approximate three-body decay process in the case where the mediator particle is
very long-lived.

E.1 Z’ Decay Width

Figure E.1: The process of Z' — v,vpg.

Assuming Z’ — vv mode only for simplification, we can write out the matrix element as

M= (@) [pa (S5 vath,)|. (©.1)
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The average over final spin reads

S IMF =@ ati (55 ) st [t (52 vath)]

_ AP AP
- <@'g’>2va<kya>v“(1 ) vt (R3] 2410 M

' quu (979" — g”“g’” +9"79") (kv.), (k)
4 (ky, - ko — 4k, - by + ko - ko)

8(Q'q) (kv - kuy) - (E.2)
The decay width of Z’ reads

1 1 d’k,, &k, S
Ty = o 27)°6% (ky, + ko, ) (27)8(Mzr — [k, | — [k, 2
, /2|kyﬁ|2|kya|<%)3 gy 200 O, ) 00— | = [l ) (1 MP)

1 d3kya 1 1 1N2 2 2
~ [ T g 2P — 2k Q0 (e P+ e PO

d’k,. 1 Lo e
_ / e oy 2T Mz = 20k, )5(Q ) )

o 1 1 !/ N2 2 1
1 /N2
=— My
47T(Q9) Z
(E.3)

Next, let us calculate I'y taking into account both Z/ — vv and Z' — ete™ processes.

Neglecting the electron mass, since m, << myz in most cases, we get almost exactly the same
result for Z' — efe;:

1
[(Z' — efer) :E(Q’g’)ZMZ/, (E.4)

where Q' is the U(1) effective charge of electrons. It is the same as in Z' — €} ep, modulo
a change of the coupling. For example, in the model of Ref. [504], the decay width of Z’ is

Ly =0(Z = vv)+T(Z — efer) + T(Z' — ekher)
1

1 2 L
_ Mo X _
47T(Cg> 2 T g

1
(Q; (MZ’J 0)9/)2MZ’X£T + E(Q; (MZ/7 0)9/)2MZ/X57‘
(E.5)
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As we can see, the decay width of Z’ is very small compared to its mass. Therefore, the
T — pee process with Z’ as intermediate particles can be seen as 7 — Z’p with Z’ produced
on-shell most of the time, followed by Z' — ee. In next section, we show how to do the
approximation.

E.2 Approximating m — uee with Two Body Decays

In this section, we show the decay width of 7 in the presence of Z’. Since the Z' decay
width is very small, as is shown in section E.1, we model 7 — fa 5 by two sequential 2-body
decays. First of all, we count the degrees of freedom of different objects to make sure they
match. For the 1 — n decay process, we have

= (H éfj;ﬁ) ML= m)2m) '8 (D py — pa). (E6)
@ f

from which we get

(M(pa — pip2)] = 1,
[(M(pa — p1paps)] = 0,
(E.7)

For the 2 — n scattering process, the cross section reads

_ 1 d3pf 1 ) 154)
Y= BB, — (1;[ (27T)3E_f> M@ = mP@m)* a7 =3 pr) - (BS)

Therefore, the dimension of M is
[M(p(mpb — plap?)] - Oa

(M (pas Do = D1, D2, 13)] = —1,
(E.9)

(M (pa, py = p1,p2)] = [M(pa — p1,p2, p3)] as it should. Next, we show how to decompose
the three-body decay into two-body decays.

1 / d*k, d*k, dikg
m, ) (2m)* (2m)* (2m)4
x (2m)*0W (ky, + ko + kg — pr) (IM(T — pap)?). (E.10)

L pap = 2 (2m)6(k;, — m2)(2m)d (k2 — m?2) (2m)6(kG — m3)
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In order to decompose I';_, 43 in terms of I';,,z and I'z/_,,3, we need to decompose the
matrix element M. Suppose the states form a complete basis of the interacting particle
space (which is a big ‘if” by itself), we have

<
Q
=
=
|
Sk
A=)
\Et
="
[\}
s
<N
—~
=
Q
hSS
=)
=
lw)
N
=
=
=)
N
2

digy
N / #ZM(QZ’ — af8)(2n)"6"W (ko + ks — az)

X AM(T = pgz)(2m) 6 (K, + g2 — ps)
= iM(T — pqz)iM(qz — aB)(2r)*6W (k, + ko + ks — pr)
= iM(1T — paB)(2m) 6 (k, + ko + ks — p,), (E.11)
from which we derive iM(17 — paf) = iM(T — pqz)iM(qz — af), where qz = ko + kg

and may not be on-shell. However, the mass dimension does not add up. By dimensional

analysis, the intermediate integral should be replaced with on-shell variables. We change it
to

d3 d3qy
aflr) = / (27r)3(’12uE (27T):?2ZEZ, (nablauaz) (auaz|m)
o

_ / (2:)% (aBlaz) (uaz|r)

Zl

B / %z‘mz’ — af)(2m)*5 (ko + ks — 41)

x iM(T — uZ")(2m) oW (k, + gz — pr)(27)0(q% — M2,)
=iM(T — pZ)(2m)0(q% — M2)iM(Z' — aB)(2m)*6W (k, + ko + kg — py)
= iM(1 — paB)(2m) W (k, + ko + ks — py), (E.12)

which gives us iM (1 — paf) = iM(t — pZ')(2m)d(q% — M2,)iM(Z" — af3), which implies,
loosely speaking,

IM(r = paB)® = IM(7 = pZ")FIM(Z" = aB)]*(2m)*(0(az — M7))*. (E.13)

We cannot just plug it into Eq. (E.10) yet because M is squared there, while a square of
the delta function (distribution) is impossible to define mathematically. That is the reason
that generally prevents the factorization of a 3-body decay into 2-body decays. However,
because of the small mass and small decay width, the intermediate Z’ are mostly produced
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on-shell. Because of this, we can factorize out a § function from |[M (7 — paB)|? as follows.

EM%/
M(7 = pas) = Mo (q%/ — M3+ iFZ’MZ’) ’
2174
) _ 9 € le
i o) =t ()
= 0 - ’ ‘
MZ’FZ/ T (q%, — ]\4—%/>2 + M§/F2Z/

where M, is the part that has no poles nor zeroes. One of the definitions of the ¢ function
is expressed as follows:

5(z) = Llim — (E.15)

T es0 22 + €2’

When My and I'y are small, Eq. (E.14) is approximated by

Te2 M2,
IM(T — pap)]? = |M0]2MZ/FZ/5(q%, — M3). (E.16)
Combining with Eq. (E.13) gives
me2 M2,
IM(T = pap))* = Mol 8(qy — M3,)

MZ’FZ’
= |M(r = nZ)FIM(Z" — aB)|*(2m)*(0(a7 — M7))*,  (ET)

which leads to

2Mz 1 g
e2M3,

Mof* = IM(T = pZ)PIM(Z' — aB)|*(2m)d(az — M), (E.18)
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which satisfies a dimensional-analysis check. Substitute into Eq. (E.10):

1 d4k/t d4ka d4k5 2 2 2 2 2 2
Lrspap = S / 2m)i (2 (27T)4(27r)5(k'u —my,)(2m)0(k;, — my)(2m)d (ks — m3)

e2M?3,
< a5t b= ) OMP) ()

1 / Ak, d*k, diks diqy
(2m)* (2m)* (2m)* (27)*
2m)6 (l€2 —mi)(2m)d (k5 — md)(2m)6 (k3 — m3)(27)d(q7 — M)

x(
x (2m) 6@ (ky + qz — pr) (2m) '8 (ka + ks — pz) (IM(7 = pZ')]*) (IM(Z" = aB)I?)

2M 1y
(q ’ M%/ +M2/F2z/

4\ 1 1 d4ku Ay d*ky digy
Ty ) 2My 2mT (2m)* (2m)% (2m)* (2m)*

X

< (E ) )R, — )2 — ) () = M)
x (@m)'80 (hy + gz — pr) 21O (hy + by — pz) (IM(r = pZ')) (IM(Z' — aB)P)
AD(r = pZ)I(Z' — af)

FZI ’

(E.19)

Please note that the above formula only works well when 'z is very small due to the
definition of the ¢ function in Eq. (E.15).



Appendix F

Coulomb Potential and Yukawa

Potential in the Semi-empirical Mass

Formula

F.1 Coulomb Potential

The Coulomb electrostatic term is due to the electrostatic potential energy which, for a

uniformly charged sphere of radius R and total charge @), is given by

2
o 3( L&
5 \4meyg ) R

With the replacements R = rgAY/3 and Q? = €>Z(Z — 1), we obtain:

32 Z(Z—1) Z2(Z — 1)

E — =
207T€()’f’0 A1/3 e A1/3

(F.1)

(F.2)

The above expression for the potential energy is obtained via the following integration:

E = /d3 /d3 plr)plrz)
|f1—1"2|
R R

1

drir?

drgrg/ dcost
-1

/12— 2rirgcos O + 1

/0 /0
R R 1
1
= 47%p? / dryr? / drors [——\/r% — 2ryry cos f + T%]
0 0 172 1
e e 2
0 0

2
2
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2o
o
=

I
2,
b[\')
NN%:\N

Il

W

3
e

R
d?"l’l"l/ dTQ’I"Q [(Tl + 7“2) — |T1 — ’I"Q|:|
0

)

I
o
3
[\
s
no

R
d’rlrl/ draro min(ry, 7o)
0

B 71 R
/ drgrg +7r / dT2T2:|
LJ O [a1

=

dTlT’l
— 822 d 1 5 Loy o
= p 7] 37“1 + 5 (R 7“1) 1
= 87r2p2 Rdrlrl -lRer—lr?’
2 6!
_ 2 2 [1 f 2 1 f
= 81°p° | =R drir] dryr]
2 Jo 6 Jo
1 1
= 8 2 2 _R5__R5
e [6 30
1672p> 3 /4rR? \*1  3Q?
= R = = - = -=. F.3
15 5( 3 p) R~ 5R (F:3)

To use it for a real fit, we need to relate the above parameters to dimensionless couplings e
and ¢', and the mass my. First, we wrote the Coulomb electrostatic energy using MKSA

units as 5 . ) 52 7071
=—<—)Q—= e _ZZ-1) (F.4)

5 \4meg) R 20megrg  AV3 7

where I use the symbol € = 1.602 x 107 C for the proton charge to distinguish it from the
dimensionless version which is
e e? 1

= — 0.303 = — = —. E.5
‘ cohic TP Y (F.5)

The constant o = 1.25fm can be converted to MeV~! via

To (1.25 fm) .
=T _ — 0.00633MeV! . F.6
PO= he T (197.327MeV - fm) ¢ (F6)

So the prefactor in Eq. (F.4) can be written as

3¢e? 3(e*/eghc) 3e? 3a
_ _ — 2% _ 0.691 MeV . F.7
0meors  20m(ro/he)  20mpo  Bpo ¢ (F.7)

This agrees with the result in Ref. [511].



F.2 Yukawa Potential

For a Yukawa potential, the above calculation is modified to

E = /d3r1/d3 plra)p(ra) e Hri—rz|
T1 — 12
R R rf72r1r2 cos 9+r%

-
e
A7
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J

2p2 drlrz/

0
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Figure F.1: Plot of the function f(z).

_ 47;’)2 [{ [1— (1+ pR)e ™ ] 4 Q(“TR)S — (1+ pR)e ™™ [1 — (1 - pR) e#R}}
—{1 — (14 pR) e‘”R}QI
= 47;2;2 [{1 —2(1 4 pR)e M 4 Q(uTR):* + (1+puR)(1— MR)}
—{1 —2(14 pR)e ™ 4+ (1 + ,uR)2eQ“R}]
_ 47;;/)2 [1 C(uR? + 2(#33)3 a4 MR)QG—MR]
3 (4rR* \*1| 15 o | 2(uR)? —y
_ [5 <Tp> 7| Tooge |1 R + 2 — (14 e R]
3Q*
= ﬁf(,uR) , (F.8)
where
flz) = % [1 — 2+ 2% —(1+ $)2€_2z]
Sr 3x? a8
= 1ot ot (F.9)

The plot of f(z) is shown in Figure F.1.
Since both protons and neutrons have the same U(1)" charge, we have

Qx A, R = ryAY3. (F.10)
Therefore, the binding energy due to the extra U(1)" interaction would scale as

E o ABf(urgAY?) . (F.11)



Appendix G

Farzan-Shoemaker Model

G.1 Notation of Farzan and Shoemaker

Farzan and Shoemaker express the left-handed leptons with the fields

] sk e

Note that L, and iﬁ do not have definite U(1
in the way shown in Eq. (2.2) of Ref. [504]. (
published JHEP version, not the arXiv eprint.)

[L+] L idcosa [h} (G.2)

under a U(1)’ phase transformation, we find

)" charges. This demands that L transform
I am using the equation numbers from the
That is, since

L = (Veig'CUWVT)E = (] = ()L . (G.3)

The matrix which relates L to the flavor eigenstates is given in Eq. (2.4) as

Lo|  |cosfp —sinf L,
{LJ - L‘in 0r coS QL] ng] ' (G-4)
Therefore,
Lol |cost —sinfp L.,
Lg| — |sinfp cosfy f/ﬁ

_ [cos f;r —sin GL] v [Lﬂ

sinf; cosfy, L_
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sin <9L + %) cos (HL + % L
- ur] (@)

and we find that Farzan and Shoemaker’s 0}, is related to our 47, via

5. = 0, +% . (G.6)

For the right-handed charged leptons Farzan and Shoemaker use two different notations
which are actually equivalent. R defined in Eq. (2.6) of Ref. [504] is given by

R = FM} _ v Fﬂ | (@)
ERﬁ ER_
This transforms as ) )
R — = U(o)R, (G.8)
just like L. Noting that
Ul()U(a) = 1,  Ui(@)oUi(a) = o1, (G.9)

we can write the U(1)" invariant Yukawa interactions shown in Eq. (2.7) of Ref. [504]:
boRTHTE + b RoyHTL
S L — L
= by [lpy (p_|VIVH' {E} +by [lpy | Vi VH! {Lj

s A R e P

= (bo+ b))l  H' L, + (b — b))l H'L_ . (G.10)
= f+ = /-

The & field introduced in the un-numbered equation after Eq. (2.8) is related to our extra
Higgs fields via

(I)ll (1)12
b =
o @22}
t
=V {Hfr H;_} 1%
H%H Hﬁ_ t t t t t t
_ 1[H_++H —H,-H  H -H —H +H_ (@11)
2\H' —H _+H —-H  H 4+H +H +H_
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This relation can be inverted to give

[HT+ HT] _ i [Cbn @12]‘/

HY . HI_ Qg1 Do
_ L B A P A Doy + Py — Q11 + P1p — Py + Do (G.12)
2 [P — Pip + Doy + Do Q1 — Pip — Doy + Pop|
The transformation property of ® can be shown to be
d —  U(a)dU(a). (G.13)

Four U(1)" invariant Yukawa couplings can be constructed from &, L, and R:

R\WOL = UqH' Lo+ H L +0lp H L +0s H L,

R®o\L = lp H' Ly —lp Hl L —Tp H L +0p H[ Ly,

Rlo\®L = g H Ly —(p H. L +0g H L —lp H.,L,,
Rioy®oyL = p H Ly +0g H L — (g H L —Tp H L,. (G.14)

Of these, Farzan and Shoemaker only mention the first one:

o - o, ot L
ORI®L = co[lpy Cp ] VIV [Hli Hl_l v [Lj

= (KH1+L+ VO H L+ T H L +€,T_HLL+> . (G.15)

which includes the redundant couplings with H_, and H,_. The above relations can be
inverted to yield

Gl Ly = (R®L+ R1%0\L 4 Roy®L + Rlovdoil) |
ToHL L — i (R1@L ~ R'®o\L ~ Rlo\ L + Flodo,L) .
ol L = i (R1@L ~ Rieo\L + RlovdL — Koo, L) |
Tl L, = i (RT@E + R'®o L — Rlo®L — RTO—@alE) . (G.16)

So it is always possible to choose the Yukawa couplings in such a way that only the bottom
two linear combinations survive, e.g.,

o (T HL_L_ + T Hi L) = = (#1oL - Rloy@o L) . (G.17)

Our expression for tan(207) with ¢, = ¢ = ¢o reads

co(H®) (f(H°_) + f-(H}.))

2

tan(20r) =
m
B
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co(H®) [(bo + b1)(H _) + (bo — b1)(HY )]

2
m
B
_co(H®) [bo(H® _+ HY, )+ b (H — HY,)]
= m%
J— 2CO<HO> [b0<¢)82 B ®[1)1> + b1<®(1]2 - (P(2)1>] (G 18)
= 5 ) )
B
Assuming that §;, is small, we can argue that
tan(2d;) ~ sin(20;) = sin2 (9L + %) = sin <2€L + g) = cos20p , (G.19)

and we recover the expression for cos 26, given in the next equation.

The other notation used for the charged right-handed leptons is that given in Eq. (2.12):
lro = lry, frg = lr_. (G.20)

The Higgs doublets of Eq. (2.13) are related to our fields via

_ ¢1a:| _ |:H—+:| _ [¢2a:| _ |:H++:|
@ p— p— v 9 (p p— p— v . G.21
' Lblﬂ H - ’ P2 Hy_ ( )
These transform as
b, — G_ig/CaUl(Oz)cbl , by, — €+ig,CaU1(Oz)(D2 . (G22)

The transformations shown in Eq. (2.13) are actually incorrect if one wants the Yukawa
couplings shown in Eq. (2.14) to be U(1)’ invariant:

G L = Iy [H . H_JVIV ij = (pyH Ly + 0 H L_ |
00l L = lgy [H, HI_] Vfalx; ﬁ* = U H L, —Tp H _L_,

Bt = T [, my Vv [B) < e T
(hs®ion L = - [HL, HL_] VTJJ_/ ﬁ* = (g H . L, —7p H L . (G.23)

As we can see, the so called “two solutions” of Ref. [504] are actually exactly the same model
which becomes obvious if we write the model in terms of fields with definite U(1)" charges.

G.2 Anomaly Cancellation in the Farzan and Shoe-
maker Model

When gauging baryon and lepton numbers as a U(1) symmetry with only the SM fermion
content, it is known that the anomaly-free combinations are B — (aL. + bL, + cL,) with
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a+b+c = 3, or L,— Lz for some pair of flavors o and § (see Ref. [491] and references therein).
The new U (1)’ gauge group considered here corresponds to gauging 3nB + ( (L, — Lg), which
is only anomaly-free when 1 = 0.

Farzan and Shoemaker propose to cancel the unwanted anomalies by the introduction of new
leptons. First, let’s see what anomalies need to be canceled. Following Refs. [494] and [496],
we use the notation

1
A(G @ Gy ® Gy) = §Tr[T1 {Tz,Tg}] , (G.24)
where T; is the generator of the group G;. The anomalies in the baryon sector are
A (SUB)EeU1)) = 0,
9
Ay (SUQZ @ U1)) = 777 ,
9
A (U oU)) = -
A (UQ)y @U(1)?) = 0,
As (U(L)) = 0,
As (UD)?) = 0, (G.25)
while those in the lepton sector are
A; (SUB)EeU1)) = 0,
As (SU2); @ U(1)) = 0,
Ay (U @U1)) = 0,
A (U(L)y © U(1?) = 0,
An (UM)) = 0,
Ap (UL)?) = 0 (G.26)

So we need to cancel Ay and Az without introducing new ones. Ref. [504] argues that the
introduction of one extra lepton generation with charge

Li— Via| 1’27_1,_977 , lra~(1,1,—-1,-9n) , (G.27)
lra 2

would do the job, but opts for two generations with charges

. VL4 1 9 9
L4 - |:€L4:| (1a27_27_277) ) €R4 (171a_1a_2n) )
1
2

L5: VLS ~ 1727__7_?77 ) £R5N 1717_17_977 ) (G28>
lrs

2
so that the Witten anomaly [525] is also taken care of. Unfortunately, the introduction of
these lepton generations will reintroduce the following anomalies per generation:
1

ASUQR22UQ1)y) = -1
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3
AUL)Y) = +7 (G.29)
Within the SM, these anomalies are canceled by the quarks. So introducing lepton genera-

tions without the corresponding quark generations does not work.

In any case, in order to obtain an anomaly-free theory with 1 # 0, we need to introduce new
fermions which are required to be very heavy to avoid constraints from direct searches.

G.3 Symmetry Breaking in the Farzan and Shoemaker
Model

The neutral components of the Higgs doublets H, H,,, and H__ are assumed to develop
VEV’s. If we assume the standard Mexican hat potential for each, this will lead to nine
Goldstone bosons, of which only four can be absorbed into the W*, Z, and Z’. So we need
a way to make the unwanted Goldstone bosons heavy.

Let’s first take a look at what the mass spectrum of the gauge bosons will be. The gauge
coupling of the Higgses are given by

(D, H)Y(D*H) + (D, H ) (D"H, y) + (D,H- )Y (D"H__) (G.30)
where
927, - .01
DuH = (9,1 WM-U—ZEBM>H,

D,H., = (aﬂ 2w, 6 Z%BM _ 2@’22) H,, .
DuH- = (0,—iZW, 5~ B, +2iCgZ) H- . (G.31)

Write the components of H, H,, and H__ as

H HT H*
2 R 1 B A

and assume (H®) = v/v/2, (HY,) = v, /v2, and (H°_) = v_/+/2 will be non-zero. Then,
the following gauge boson mass terms will be generated:

2

92 -

ZWJW “(v2+vi+vz)

2
g2 g1 g2 g1 v
2w ——B)(—W“——B”)—

+<2 KD Rty AND R D) 2

g g
20, 2007) (305

2
g1 N ! 7! U+
ZBH _ 9 u>_

€92 5

g2
LEW e —
+ ( 9 Bk 2
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+<@W3 ~4p +2Cg’Z’) <@W“—23ﬂ+2¢g’z’u)ﬁ (G.33)
D r)\2 "3 9 2’
where

1

So the mass of W= in this model is

My = %,/ 2402 402 (G.35)

The mass matrix for the neutral gauge bosons is

L] oa (V2 + 02 +0?) —g192 (V2 402 +0?) 4Cq1g (v2 —0?)

M = 1|9 (V2 + 02 +02) B (0 + 02 +v2) Ay (v — 2| | (G.36)
gy (v —0?) —4¢g2g’ (v —v?) 16¢%g™ (v3 +v2)

where the rows and columns correspond to B, W3, and Z’ in this order. If v, = v_ = w/ V2,

this reduces to

g3 (v? + w?) —g192 (V2 + w?) 0
M = 1|9 (v + w?) g3 (v* + w?) 0 . (G.37)
0 0 16¢2¢"w?

Note that this would prevent the Z’ from mixing with the B or the W3, and not change
the value of the Weinberg angle or the linear combinations of W5 and B that constitute the
photon and the Z.

Indeed, to diagonalize this matrix, we define

cosby —sinfy 0

tanfy = 2, U = |sinfy cosOy 0| . (G.38)
92 0 0 1
Then
M = UMU
Lo 0 0
= 710 (+e)@+w) 0
0 0 162 g™ w?
0 0 0
= o Mz o |. (G.39)
0 0 M

So the masses of the massive gauge bosons are

2 2
My = 2R, My = YIIRTER My = e, (GAO)
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The mass eigenfields are

A+ B* B* cos Oy + Wi sin Oy,
zr| = UV Wi = |—B*sinOy + Wi cosby | , (G.41)
7 7 7

and the currents that couple to these bosons are

ey nJy
ngg = U G2 J%
qgJ, qgJ,

[ g1J% cos O + goJY sin Oy
= |—giJ¥sinby + g2 JL cos Oy

g Jy
9192
—— (Jy + J5)
_ VIi T+ G5 (G 42)
VI + s (Jf — sin? ijg) ’ :
L g/JHI
that is
59192 _ 2, 2 wo_qu 1 w2 1

Vi +a3
The only difference from the SM is that the Higgs VEV v is replaced by vv? + w?.

This is a nice result since the Z’ does not mix with the photon or the Z at tree level, and we
can make the Z’ light by taking (¢'w to be small. This can be accomplished by either taking
the coupling (g’ too be small, or the U(1)'-charged Higgs VEV w to be small. However, if ¢
is tiny, one may need to take w to be large to obtain the My that one wants.

G.4 Bounds of Z’ Studied in the Original Model

In Ref. [504], the experimental bounds considered are in two categories, with Z’ being pro-
duced on-shell and with virtual Z’ being a mediator of the process, respectively. We first
look at the on-shell Z’ production. Since the coupling constant for the new gauge sector is
different for quarks and leptons, being ¢’ and (¢’ respectively, we need to constrain the quark
vertex and lepton vertex separately. Diagrams in the upper panel of Fig. G.1 correspond to
the Z' decay processes Z' — (T¢~, Z' — vv, and Z' — ¢q. In the lower panel of Fig. G.1,
the diagrams correspond to the Z’ production processes {5 — (,Z" and 7° — Z'~. Not all
processes are kinematically allowed when a specific value of my: is chosen. As a result, not all
the experimental bounds apply to constrain ¢’ and (¢g’. The Z’ decay modes kinematically al-
lowed with the choice of My are listed in Table G.1. The corresponding production processes
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7! Ea(ﬁ)/’/a(ﬁ) 7/

la/Va Qo

Figure G.1: Upper panel: the vertices responsible for Z’ decay. (a) Z’ decays to a pair of
leptons. (b) Z" decays to hadrons. Lower panel: the vertices for Z’ production. (c) lepton
decays to Z'. (d) 7° decays to Z'.

of Z' are listed in Table G.2. The processes that are considered in Ref. [504] are highlighted
in red in Tables G.1 and G.2. Combining these production/decay modes, we get the pro-
cesses that might be affected by the introduction of Z’, with expreimental data from Ref. [1].

{o, B} = {e, u},

my < myupu— Z'e — eee, (<1072, CF = 90%)
My < mpor’ — 72" — vee, (1.174 £ 0.035)%
.8} = {7},
my > 2m,T — Z' [ — pp, (<21x107% CL =90%)
my < mpor’ —yZ' — v +inv., (<6x107%
T — uZ', (<5x 107 CL = 95%)
{a, 8} ={e 7},
all regiont — eZ' — eee, (<2.7x107%)
T — e (<2.7x107%)
My < My’ — vZ' — ee. (1.174 4+ 0.035)%

Next, the authors of Ref. [504] translate the bounds to constraints on ¢, ¢, and 5§f at the
end, at different my. Since {a, 5} = {e,7} and {«, 8} = {e, pu} are heavily constrained by
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a=e o=l a=e
= Bt =
2m, < my KL m, | ee, e, i, vV + had i, vy + had  ee,vv + had
my, < mg < 2m, ee, ef, vv + had vv + had ee,vv + had
myo < mgzg < m, ee,vv + had vv + had ee,vv + had
My < Mo ee, vy vy ee, vy
Table G.1: The decay modes of Z'.
a=e o=l a=e
= Bt =
2m, < mzg K m;, T = s T el
my, < mgzg < 2m, T = pl T— e
Mao < My < My, uw— ez A T— e
My < Mo uw— ez T = s T—=el
0 —~Z' w0 = ~Z' 0 — 7'

Table G.2: The production modes of Z’.

electron final state, the only option is {«, 8} = {u, 7}.

Bounds on the qqZ' vertex:

e When my < myo, with 7° — vZ’ — yv¥, we have

Br(r? = 72') < Br(a® = yvv) < 6 x 1074

This translates to

g <2x1073,

when mz < myo = 135MeV.

(G.44)

(G.45)

e For myo < my < 2m,, all current bounds of ¢’ are for the leptonic coupling (g¢’, so
it does not apply. The only requirement is (¢')?/47 < a, i.e. it is smaller than strong

coupling.

e For my > 2m,,, the bounds are from Z" — pu, from BaBar and KLOE-2, which is

fairly tight.
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Bounds on the 007 vertex:

The lepton vertex is determined by the process g — Z'(,,, which gives

(g)%¢2 mi,
321 m,

[(lg — Z'0,) = (sin? 26, + sin® 20R). (G.46)

e my < myo, the bound for ¢ is strong. For example, for myz = 10 MeV, we can
generate 47 ~ 1073 and |e22 — 20| ~ 0.01.

® myo < my < 2m,, the bound on ¢’ is relaxed quite a bit so we have larger NSI. For
example, for mz = 140 MeV, we can generate eff: ~5x 1072 and |ef — 625‘ ~ 0.05.

e my > 2m,, the bounds on Z" — ppu is too tight.
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