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Abstract: We present a fully second-quantized calculation showing the emergence of spontaneous
coherent configurations of the electromagnetic field interacting with charged bosons in a regular
lattice. The bosons tend to oscillate at their plasma frequency, and in addition are subjected to
electrostatic forces which keep them confined close to the lattice sites while causing a frequency shift
in the oscillation. Under certain conditions upon these frequencies, we find that a suitably defined
set of coherent states (coherent both in the field and matter degrees of freedom) exhibit a negative
energy gap with respect to the perturbative ground state. This is true in the RWA approximation and
for position-independent fields to both the first and second order in the interaction Hamiltonian. We
compare this result with other recent findings from cavity QED, and note that (1) consideration of full
3D wavefunctions and a careful definition of the coherent states are essential for obtaining the energy
gap, and (2) although our calculation is made in reference to bosons, it may apply to protons bound
in a crystal matrix as well if their density is very low compared to the density of available states.

Keywords: coherent states; cavity QED; plasma oscillations; energy gap

1. Introduction

The stability of the perturbative ground state in single-mode cavity QED has been
intensively studied under broad conditions for quantum gases and electron systems [1–9],
when the diamagnetic term proportional to A2 is taken into account or not (the so-called
“no-go theorem” for the superradiant transition in its various versions; see [2,10]). The
control, at a microscopic level, of coherent interactions between light and matter is one of
the main focus points of quantum technologies. In this context, methods for increasing
the light-–matter coupling strength acquire special importance. As long as the coupling
strength remains much smaller than the frequency of the cavity mode, only the resonant
terms in the interaction Hamiltonian play a significant role. The remaining counter-rotating
terms couple states with contributions that can be neglected. The so-called rotating-wave
approximation (RWA) provides an accurate picture of atom–photon interaction processes
in this regime [11–13].

There are other important cases in quantum field theory in which the perturbative
ground state is unstable, e.g., in QCD [14–16] and quantum gravity [17–21]. Such insta-
bilities are usually related to complex dynamical behavior not reducible to single-particle
excitations. This can lead to the formation of so-called “kinetic condensates”, differing from
the more common translationally invariant potential condensates related to the conven-
tional Higgs mechanism.

In this work, we consider an idealized physical system of localized oscillating charges
coupled to a multi-mode monochromatic electromagnetic field in which a finite energy
gap develops at zero temperature; we compute it rigorously using a set of trial states
which are coherent in both the matter and field sectors. In this calculation, the A2 term is
included and no-go theorems are avoided, as we consider electromagnetic modes with their
momenta quantized in all possible directions. These modes are confined in the material
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due to a dispersion relation k(ω) that prevents them from escaping even in the absence of
an external cavity.

Of course, there are conditions that need to be satisfied for a negative gap, especially
concerning the relation between the plasma frequency ωp and another characteristic fre-
quency ω that defines the strength of the electrostatic potential binding the charges to the
lattice sites.

In Section 2, we introduce the Hamiltonian of the system, which contains the kinetic
term of the bosons in the presence of a vector potential, plus the Hamiltonian of free cavity
photons of momentum~k (with |~k| = ω) and a harmonic potential due to the combined
effect of plasma oscillations and of local electrostatic “cages” near each lattice site. In
real systems, these cages typically correspond to tetrahedral or octahedral holes [22]. In
agreement with standard approaches for handling the diamagnetic term [9,23], we define
new photon operators with the same momentum~k and a shifted or “dressed” frequency

ω′ =
√

ω2 + ω2
p equal to the oscillation frequency of the matter field (see Appendix B).

The interaction term is written employing the dipole approximation, i.e., with the vector
potential constant in space.

In Section 3, we define photon operators which project along the three space directions
via a canonical transformation in preparation for the introduction of trial coherent states |Ω〉
in which matter oscillations occur in one specific direction (Section 4). The full Hamiltonian,
when evaluated on these trial states in the rotating wave approximation (RWA), reduces to
an effective Hamiltonian with a minimum that exhibits an energy gap per particle of the
form δE

(1)
Ω

= ω′|α|2
(

1 − 2π
3 ε2), where ε = ωp/ω′, meaning that the perturbative vacuum

becomes unstable at the first order when ε > εcrit ≃ 0.69.
The factor |α| in the gap formula controls the oscillation amplitude in the trial coherent

state, which is physically limited by the lattice spacing (Section 5). In Sections 6 and 7, we
compute the contribution to the energy gap provided by the second perturbative order
in the interaction Hamiltonian describing processes in which photons are emitted and
re-absorbed at different lattice sites. The resulting expression for the gap up to second order
is very similar, namely, δE

(2)
Ω

= ω′|α|2
(

1 − 8π
3 ε2), implying condensation for even lower

values of the coupling constant ε > εcrit ≃ 0.35.
In Appendix D, we provide a numerical estimate of the condensation threshold and

of the energy gap for a realistic case, namely, for protons absorbed into an FCC metallic
matrix, when their density is so low that they can be described by a bosonic wavefunction.
Supposing one proton per lattice site and a lattice spacing d = 2.5 Å, we obtain a coupling
constant ε = 0.56 > εcrit ≃ 0.35. Thus, the system is over threshold and condensation occurs
under robust conditions. Assuming that the amplitude of the oscillation is fixed by the size
of the octahedral sites of the crystal, the average energy gap per particle is δE

(2)
Ω

≃ −1 eV
and the frequencies ω and ωp are in the THz range, which is in good agreement with the
values of the largest phonon frequencies adapted to the proton mass [24].

In Section 8, we estimate the spatial dependence of the field and argue that coherence
domains form, at the boundary of which the field decreases in keeping with the spherical
Bessel function j0(r).

Section 9 contains a final discussion and outlook on future work. From the historical
point of view, we point out that extensive pioneering work on e.m. coherence in condensed
matter was carried out in the 1990s by G. Preparata [25], who introduced the concept of
coherence domains. Our present approach was inspired by Preparata’s work; however, it is
independent from it and completely self-consistent.

The main results of this paper are summarized in Section 10.
In addition to the mentioned Appendices B and D, Appendices C and E contain

technical details of the calculation. In Appendix A, a static charge distribution is defined
which reproduces the almost-harmonic potential used in the Hamiltonian.
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2. Hamiltonian

Let us consider a system of charged identical quantum oscillators placed at the vertices
of a simple cubic three-dimensional lattice with spacing d. Here, we suppose that the
oscillator n is in its equilibrium position at site n of the lattice, meaning that there are
N oscillators in a lattice with N elementary cells (Figure 1). Oscillator n is kept in its
equilibrium position by a potential Vn(~ξn), which is harmonic with frequency ω when |~ξn|
is small enough and becomes stiffer when the oscillation approaches the boundary of the
elementary cell. This requirement guarantees that the oscillation does not interfere with
the adjacent elementary cells and remains confined in the nth cell.
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Figure 1. Periodic harmonic potential in the 1−direction with square modulus of the wave functions
of the oscillators in their ground state (left) and elongated by ξ due to their coherent oscillation (right).

The Hamiltonian of the single harmonic oscillator is as follows (we use natural units
with h̄ = c = kB = ε0 = 1):

H
(1)
osc =

[~p + e~A(~ξ, t)]2

2m
+

mω2

2
~ξ2 (1)

where e, m, and ω are the charge, mass, and oscillation frequency of the oscillator at position
~ξ, while ~A(~ξ, t) is the electromagnetic vector potential.

Due to the self-generated electrostatic interaction, the particles experience an ad-

ditional potential provided by Vp(~ξ) =
mω2

p

2
~ξ2, where ωp =

√

e2 N
mV is the free plasma

frequency.
Therefore, the total Hamiltonian describing the oscillators in interaction with the

electromagnetic field is

H
(N)
osc =

N

∑
n=1

[~pn + e~A(~xn +~ξn, t)]2

2m
+

m(ω2 + ω2
p)

2
~ξ2

n (2)

where ~xn is the equilibrium position of the nth oscillator.
By adding to (2) the free electromagnetic Hamiltonian, the total Hamiltonian can be

rewritten in second-quantized terms as

Ĥtot = Ĥ + Ĥint + Ĥphoton (3)
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where

Ĥ =ω′
N

∑
n=1

[

~a†
n(t) ·~an(t) +

3
2

]

(4a)

Ĥint =
N

∑
n=1

e

m
~̂pn · ~̂A(~xn +~ξn, t) (4b)

Ĥphoton =ω
2

∑
p=1

∫

dΩk̂

[

b†
p,~k
(t)b

p,~k(t) +
1
2

]

+
N

∑
n=1

e2

2m
~̂A2(~xn +~ξn, t) (4c)

and where we have defined the shifted oscillation frequency as

ω′ =
√

ω2 + ω2
p. (5)

Note that for the electromagnetic field we have selected the modes with frequency ω only,
as we are interested in the modes that have a relevant dynamical impact on the system
under study in a way that becomes clear in the following. The neglected modes interact
with the system only perturbatively.

The destruction and creation operators an(t), a†
n(t), b

p,~k(t) and b†
p,~k
(t) are in the inter-

action picture, meaning that






























an(t) =ane−iω′t

a†
n(t) =a†

neiω′t

b
p,~k(t) =b

p,~ke−iωt

b†
p,~k
(t) =b†

p,~k
eiωt

(6)

and the radiation field operator is given by

~̂A(~x, t) =
1√

2ωV

2

∑
p=1

∫

dΩk̂[bp,~k(t)e
i~k·~x

~ε
p,~k + b†

p,~k
(t)e−i~k·~x

~ε∗
p,~k
] (7)

where |~k| = ω, ~ε
p,~k ·~k = 0 and ~ε∗

p,~k
·~εp′ ,k̂ = δpp′ . Here p is a polarization index and

the e.m. wave unit vector k̂ = ~k/ω spans all possible 3D directions. In order to get

rid of the diamagnetic term e2

2m ∑
N
n=1

~̂A2(~ξn, t) we will proceed in the context of the dipole
approximation. Following the lines described in Appendix B [9], we can recast Equation (4c)
in terms of new photon operators so that

Ĥphoton = ω′
2

∑
p=1

∫

dΩk̂

(

c†
p,~k

c
p,~k +

1
2

)

. (8)

Equation (8) shows that the transformation (A14) makes the diamagnetic term disappear,
making the electromagnetic Hamiltonian diagonal. The oscillation frequency is shifted to
the new value ω′, equal to that of the matter field. Moreover, the electromagnetic modes
acquire a mass and their dispersion relation is modified such that the electromagnetic field
is not able to propagate through the vacuum and cannot escape from the material.

The last term of the Hamiltonian can now be written in terms of the new operators. By
means of the canonical transformations

~a =
1√
2

(

1
ξ ′
~ξ + iξ ′~p

)

~a† =
1√
2

(

1
ξ ′
~ξ − iξ ′~p

) (9)
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and
~ξ =ξ ′

~a +~a†
√

2

~p =
i

ξ ′
~a† −~a√

2

(10)

where we have defined ξ ′ = (mω′)−
1
2 , we can recast Equation (4b) as

Ĥint =
e

m

1√
2ω′V

i

ξ ′
N

∑
n=1

~a†
n(t)−~an(t)√

2
·

2

∑
p=1

∫

dΩk̂[cp,~k(t)e
i~k·~x

~ε
p,~k + c†

p,~k
(t)e−i~k·~x

~ε∗
p,~k
] (11)

Because we are considering e.m. modes for which the wavelength is much larger than the
lattice constant, we may neglect the spatial dependence of the electromagnetic field (dipole
approximation, DA); thus, Equation (11) becomes

Ĥint =
iωp

2
√

N

N

∑
n=1

(~a†
n(t)−~an(t)) ·

2

∑
p=1

∫

dΩk̂[cp,~k(t)~εp,~k + c†
p,~k
(t)~ε∗

p,~k
] (12)

where the coupling strength turns out to be proportional to the plasma frequency ωp.
In the next section, we proceed through a variational calculation of the minimum

energy of the dynamical system described by Equations (4a), (8), and (12) when probed by
coherent matter–photon states.

3. Selection of the Quantum State for the Electromagnetic Field

The modes of the electromagnetic field that are eligible for resonant interaction with
the oscillators are those with frequencies that equal ω, more precisely, those selected in
Equation (12). The number of such independent modes is 2 · 4π, distributed along the
possible directions of the electromagnetic momentum ωk̂ and the electric polarization. We
note here that we are now diverging from the usual treatment of the electromagnetic field
in resonant cavities, as our analysis is not limited to the wave vectors in a single direction;
rather, we consider the contribution of all the wave vectors with moduli |~k| = ω. This fact
is bound to have dramatic consequences on the final result.

Assuming, without loss of generality, that the oscillation of the charges is along the
direction 1̂, we can define the photon states

|ω′, 1̂〉 =
√

3
8π

2

∑
p=1

∫

dΩk̂ 〈1̂|~εp,~k〉 |~k, p〉 (13)

where the integral is performed over the directions of the unit vector k̂. These states are
properly normalized thanks to the relation

2

∑
p=1

∫

dΩk̂| 〈1̂|~εp,~k〉 |
2 =

∫

dΩk̂ 〈1̂| [1− |k̂〉 〈k̂|] |1̂〉 = 4π −
∫

dΩk̂ cos2 θk̂ =
8π

3
. (14)

The states |ω′, 1̂〉 are created and annihilated by the operators


























C†
1 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈1̂|~εp,~k〉
∗

c†
~k,p

C1 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈1̂|~εp,~k〉 c~k,p.

(15a)

(15b)
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By introducing the operators










































































C†
2 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈2̂|~εp,~k〉
∗

c†
~k,p

C2 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈2̂|~εp,~k〉 c~k,p

C†
3 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈3̂|~εp,~k〉
∗

c†
~k,p

C3 =

√

3
8π

2

∑
p=1

∫

dΩk̂ 〈3̂|~εp,~k〉 c~k,p

(16a)

(16b)

(16c)

(16d)

the commutation relations for the new operators are

[Ci, C†
j ] =

3
8π

2

∑
p=1

∫

dΩk̂ 〈î|~εp,~k〉 〈~εp,~k| ĵ〉 = δij, [C†
i , C†

j ] = [Ci, Cj] = 0 (17)

meaning that Equations (15) and (16) are canonical transformations. The vector potential
after the DA can be rewritten in terms of these operators as

~̂A =
1√

2ω′V

[

(C1 + C†
1)1̂ + (C2 + C†

2)2̂ + (C3 + C†
3)3̂

]

. (18)

We can now express the interaction and photon Hamiltonians in terms of the new
operators. Immediately, from Equation (12) we obtain

Ĥint =
iωp

2
√

N

√

8π

3

N

∑
n=1

[a†
1,nC1 − a1,nC†

1 + a†
1,nC†

1 − a1,nC1] (19)

and from Equation (8) we obtain

Ĥphoton =ω′
3

∑
i=1

[

C†
i Ci +

1
2

]

(20)

Equations (19) and (20) tell us that the different modes of the electromagnetic field
contribute to an increase in the coupling with the matter field, and such an interaction
does not affect the energy density of the electromagnetic field. It will be seen in the next
sections how this fact avoids the no-go theorem [2,10] while leading to the instability of
the perturbative vacuum and to the migration of the field to a new stable and coherent
configuration.

4. Effective Hamiltonian

Let us consider the trial coherent state

|Ω〉 =
⊗

i=1...3;n

|αi〉n

⊗

j=1...3

|Aj〉 (21)

with the definitions

|αi〉n =e−
1
2 |αi |2

∞

∑
m=0

αm
i

m!
a†m

i,n |0〉n (22a)

|Aj〉 =e−
1
2 N|Aj |2

∞

∑
p=0

(
√

NAj)
p

p!
C

†p
j |0〉 . (22b)
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The state |Ω〉 is a coherent state with a vector order parameter~α for the matter sector and√
N ~A for the electromagnetic sector. We make a further choice in setting α2 = α3 = A2 =

A3 = 0 such that

~an |Ω〉 =1̂α |Ω〉 (23a)

~C |Ω〉 =
√

N1̂A |Ω〉 (23b)

The two order parameters α(t) and A(t) are complex functions that are treated as both
variational parameters and as the solution of the emerging dynamical equations. The
all-important feature of the state |Ω〉 is that the parameter α is the same for all n, allowing
us to drop the index n from the operators such that Equations (4a), (12), and (20) can be
rewritten as

〈Ω| H |Ω〉 =Nω′
[

|α|2 + 3
2

]

(24a)

〈Ω| Hint |Ω〉 = iωpN

2

√

8π

3
[α∗A− αA∗ + α∗A∗ − αA] (24b)

〈Ω| Hphoton |Ω〉 =ω′
[

N|A|2 + 3
2

]

. (24c)

Equation (24) lead to the Schrödinger-like equation

〈Ω| i
∂

∂t
|Ω〉 = 〈Ω| Htot |Ω〉. (25)

By setting α(t) = |α|e−iω̃t, A(t) = |A|e−i(ω̃t− π
2 ) and ε =

ωp

ω′ , Equation (24) add up to

〈Ω| Htot |Ω〉(1) = Nω′
[

|α|2 + 3
2
−

√

8π

3
ε|αA|+ |A|2 + 3

2N

]

+Hcrt(t), (26)

where

Hcrt(t) = Nω′
√

2π

3
ε|αA|(e2iω̃t + e−2iω̃t) (27)

are the counter-rotating terms that wildly oscillate at the double of the frequency ω̃ and
where the superscript (1) indicates that the calculation is at first order in perturbation theory.

We now introduce the rotating wave approximation (RWA), consisting in neglecting
the term Hcrt(t) in the effective Hamiltonian. We note that the counter-rotating terms of
the type ab and a†b†, after being evaluated on the trial state, produce terms proportional
to A(t)α(t) and A∗(t)α∗(t) which have a time dependence of the type exp(±2iω̃t) and
are averaged to zero over an oscillation period. This does not happen for the retained
terms, which have a temporal dependence of type A∗(t)α(t) and A(t)α∗(t). They are
time-independent, and as such are the only ones that make a contribution to the trial
state’s energy. For this reason, it is legitimate to apply the RWA approximation in our
calculation, even though it is generally not valid in cavity QED in the presence of ultra-
strong coupling [26].

Equation (25) then leads to

ω̃ = Nω′
[

|α|2 + 3
2
−

√

8π

3
ε|αA|+ |A|2 + 3

2N

]

. (28)

We are now equipped with a set of legitimate matter–field quantum states that satisfy
the dynamical equations depending parametrically on |α| and |A|. Our goal is to look for
solutions with energy contents lower than that of the perturbative vacuum |α| = |A| = 0.
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To this end, we define the energy gap per particle as δE
(1)
Ω

= 1
N 〈Ω| Htot |Ω〉(1)−ω′[ 3

2 + 3
2N

]

and find the minimum with respect to the parameter |A| by requiring

∂δE
(1)
Ω

∂|A| = 0. (29)

The minimum is found for |A| =
√

2π
3 |α|, and the minimum of the energy gap is

δE
(1)
Ω

= ω′|α|2
(

1 − 2π

3
ε2
)

. (30)

Equation (30) shows that the vacuum becomes unstable when

ε > εcrit =

√

3
2π

≃ 0.69, (31)

which is well within the allowed range 0 < ε < 1.
This result reveals the existence of a phase transition to a new vacuum of the system.

However, when looking at Equation (30) it appears that the new vacuum has a negatively
diverging gap due to the freedom of the variational parameter |α|, which is clearly a non-
physical situation. Fortunately, due to the intervention of other factors not considered in
the Hamiltonian that limit the oscillations of the charges outside their reticular cages, the
parameter |α| cannot assume arbitrarily large values, making the result of Equation (30)
meaningful and rich of physical consequences.

To be more specific, we must consider that the Hamiltonian (4a) is a quadratic approx-
imation of the true Hamiltonian that is valid for small oscillations around the equilibrium
positions of the oscillating charges and fails when the oscillation amplitude exceeds a
certain value. The complete Hamiltonian contains terms that prevent the oscillations from
exceeding the dimensions of the reticular cage. The detailed form of such terms is unknown,
as it depends on the details of the charge distributions of the host lattice. Here, we introduce
the effect of these terms by imposing a maximum value on the amplitude of oscillation of
the charges, which is fixed by the size and shape of the lattice cells. We address these topics
in the following paragraphs.

It is important to note that symmetry-breaking of the vacuum is made possible by the
synergistic cooperation of the various modes of the electromagnetic field, which make the

coupling to the matter field
√

8π
3 times that of the single mode (Equation (19)). As far as

we know, to date this feature represents a novelty in the literature dedicated to the study
of the strong coupling regime. Had we only considered the two polarization modes and
the two directions k̂ and −k̂ along a fixed axis of the field, we would not have obtained
sufficiently intense coupling with the matter to induce the transition. In fact, the factor
√

8π
3 would have been substituted by

√
2 · 2 (provided by the two polarizations and the

two directions), and Equation (30) would have been substituted by the similar equation

δE
(1)
Ω

= ω′|α|2
(

1 − ε2
)

, (32)

which displays no instability for ε in the allowed range (0, 1) and reproduces the result of
various no-go theorems in the literature [2,10]. It is therefore imperative to consider the
photon state (13) in order to achieve symmetry-breaking.

5. Lower Bound of the Energy Gap for the Coherent Phase

When condition (31) is met, Equation (30) is unbounded from below because |α| can
assume any value, which is an obviously non-physical condition. Little thought is required
to spot the direction we need to take in order to recover a physically sound result; the
parameter |α| is related to the maximum amplitude of the plasma oscillation of the charges,
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and it is clear that such an oscillation cannot take arbitrarily large values because it is
limited by the linear size of the lattice “cages” with spacing d. Mathematically, this may
be formulated by introducing anharmonic terms into the matter Hamiltonian that are
negligible for small plasma oscillations and become predominant when the oscillation
exceeds the cage dimension. To implement this condition, we need to fix a maximum
value of the oscillation amplitude of the matter field, which in general is provided by a
fraction f of the linear dimension d of the electrostatic cages. Indeed, using Equation (10)
we must have

ξ ′2

2
max

t
〈Ω| (an(t) + a†

n(t))
2 |Ω〉 = f 2d2

4
(33)

which, recalling Equation (23a), becomes

|α|2 =
f 2d2

8ξ ′2
− 1

4
=

m f 2d2ω′

8
− 1

4
(34)

In all practical situations, the last term in Equation (34) stemming from the indetermi-
nation principle can be neglected (being d2mω′ >> 2) and the energy gap per particle has
the form

δE
(1)
Ω

=
m f 2d2ω′2

8

(

1 − 2π

3
ε2
)

. (35)

It is important to note that, had we used plane wave functions in place of coherent
states, we would not have been able to use any arguments relating to the non-divergence
of the energy gap, obliging us to declare the resulting solutions to be non-physical.

To summarize this section, we have found that when an ensemble of charged particles
embedded in a neutralizing charge density of opposite charges reaches a critical density, it
is subjected to a spontaneous quantum phase transition to a stable, collective, and coherent
state that is strongly and resonantly coupled to a coherent electromagnetic field with a
total energy lower than that of the incoherent state (i.e., uncorrelated particles and no
macroscopic electromagnetic field) by a finite amount.

This configuration involves a very large number of particles and has a spatial extension
much larger than the typical atomic radius. In Section 8, we estimate the spatial structure
and introduce the key concept of coherence domain (CD).

6. Second-Order Perturbation Theory for Composite Coherent States

We now proceed with the analysis of the energy content of the trial state (21) by
studying the second order contribution of the perturbative expansion of the ground state
energy. In physical terms, the first order contribution takes into account the contribution to
the energy of the photons emitted by the oscillators and reabsorbed by the same oscillators,
whereas the second order contribution considers the dispersive contribution of photons
emitted by an oscillator and absorbed by a different oscillator. As we show below, it turns
out that the two terms contribute the same amount, thereby doubling the term of negative
interaction and strengthening the condensation mechanism.

To apply the second order perturbation theory, we need an orthonormal basis over
which we can expand our trial state. To this end, we use the property of the interaction
term Hint to preserve the sum of the number of photons and the excitation number of the
oscillators (the creation of a photon involves the reduction of the excitation state of the
oscillator and vice versa), then define the new normalized basis as

|σ, α,A〉n =

√
σ!

Rσ

σ

∑
η=0

ασ−η

√

(σ − η)!
Nη/2Aη

√

η!
|σ − η〉n ⊗ |η〉 (36)
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where we have defined R =
√

|α|2 + N|A|2 such that the trial state can be rewritten as

|Ω〉 = e−
1
2 R2

∞

∑
σ=0

Rσ

√
σ!

⊗

n

|σ, α,A〉n . (37)

The properties of the states |σ, α,A〉n are as follows:

• n〈σ, α,A|σ′, α,A〉n′ = δσσ′δnn′

• The expectation value of Hint (Equation (19)) on the states |σ, α,A〉n (see Appendix C)
is provided by

n〈σ, α,A|Hint|σ′, α,A〉n′ = −ωp

√

8π

3
|αA| σ

R2 δσσ′δnn′ (38)

• The expectation value of the unperturbed Hamiltonian (see Appendix C) is

〈σ, α,A| H + Ĥphoton |σ, α,A〉 = ω′
[

N

(

σ
|α|2
R2 +

3
2
+ |A|2 σ

R2

)

+
3
2

]

(39)

We are now ready to compute the second-order contribution to the energy.

7. The Second-Order Contribution

We start from the well-known second order perturbation theory in the Brillouin–
Wigner approximation [27]:

Eσ = h0p + h1 +
h2

1
Eσ − (h0p + h1)

(40)

where, for simplicity, we have indicated |σ〉 = ⊗

n |σ, α,A〉n, h0p = 〈σ| H + Ĥphoton |σ〉 and
h1 = 〈σ| Hint |σ〉.

Strictly speaking, the numerator of Equation (40) should be N(N−1)
N2 h2

1, as the sum over
the unperturbed states should exclude the diagonal terms; however, as N is very large,
here we may set N(N − 1)/N2 ≃ 1.

The solutions of Equation (40) are

Eσ = h0p + (1 ± 1)h1 (41)

and the lowest energy per particle of the states |σ〉 is Eσ = h0p + 2h1. Substitution of
Equations (38) and (39) into Equation (3) at the second order yields

1
N
〈Ω| Htot |Ω〉(2) = e−R2

∞

∑
σ=0

R2σ

σ!
Eσ

N
=

= ω′
[

|α|2 + 3
2
+

3
2N

−
√

8π

3
2ε|αA|+ |A|2

]

.

(42)

Equation (42) shows that at the second order the contribution of the negative interaction
term is twice the contribution at the first order, meaning that the coupling threshold is
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further lowered compared to the first order calculation. By repeating the procedure already
performed in Section 4, we find

|A| =
√

8π

3
|α| (43a)

δE
(2)
Ω

=
m f 2d2ω′2

8

(

1 − 8π

3
ε2
)

. (43b)

ε
(2)
crit =

√

3
8π

≃ 0.35 (43c)

As anticipated at the beginning of Section 6, the threshold for the onset of coherence is
significantly lowered and the energy gap is more pronounced compared to the calculation
at first order.

8. Spatial Dimension of the Coherent States and Concept of Natural Resonating Cavity

We have shown that the dynamical relevance of quantum states is composed of a very
large number of elementary charged particles plus a macroscopic (classical) electromagnetic
field with an energy content lower than that of the perturbative state.

The properties of the coherent state (21) allow us to identify two vector order parame-
ters,~α(t) and ~A(t), for which the temporal evolution is

~α(t) =
[

α 0 0
]

e−iω̃t (44a)

~A(t) =
[

A 0 0
]

ei( π
2 −ω̃t) (44b)

where α ≥ 0 and A ≥ 0. The choice of a spatial direction of 1 is arbitrary.
Thus far, we have neglected the spatial properties of the problem. The reason for this is

the very long wavelength of the radiation field compared to the scale of the lattice. We now
wish to obtain more insight into the nature of the spatial properties of the lowest-energy
state. The wave number of the radiation field is unaffected by the coherent transition, and
is provided by

|~k| = ω =
√

ω′2 − ω2
p =

2π

λ
(45)

where it is reasonable to expect that the spatial region in which a coherent condensation
can occur has a minimum radius on the order of the half-wavelength rCD = λ/2 = π

ω . We
refer to this region as the coherence domain (CD).

Returning to the definition of the photon field (7), we can reformulate the expansion
in plane waves in terms of spherical harmonics provided by [28]

ei~k·~x = 4π
∞

∑
l=0
|m|≤l

il jl(|~k||~x|)Y∗
lm(k̂)Ylm(x̂). (46)

By substitution, we obtain

~̂A(~x, t) = ~̂A0(~x, t) + δ ~̂A(~x, t) (47)

where

~̂A0(~x, t) =
j0(ωr)√

2ω′V

3

∑
z=1

(Cz + C†
z )ẑ (48a)

δ ~̂A(~x, t) =
∞

∑
l=1
|m|≤l

4π jl(ωr)√
2ω′V

Ylm(x̂)
3

∑
z=1

2

∑
p=1

∫

dΩk̂[i
lb

p,~k(t)Y
∗
lm(k̂)(~εp,~k · ẑ)ẑ + c.c.] (48b)
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It can be shown (see Appendix E) that

〈Ω| δ ~̂A(~x, t) |Ω〉 = 0; (49)

therefore, the intensity profile of the vector potential is provided by the zeroth-order
expansion in spherical harmonics of the exponentials in Equation (7). Denoting as r the
distance from the center of the CD, we can write

A(r) = Aj0

(

π
r

rCD

)

(50)

where j0(x) is the spherical Bessel function of order 0. The density must be constant
throughout the whole CD in order to maintain the frequency, and consequently the quantum
phase, as spatially constant; given that α is proportional to A (see Equation (43a)), the profile
of |α(r)| is modulated spatially by j0(π

r
rCD

). If we consider a volume in which the charges

are distributed uniformly in a sphere of radius rCD with density ρ = N
V = 3N

4πr3
CD

, the

electromagnetic field is zero on the surface of the sphere and varies with the distance from
the center following the profile (50). Thanks to Equation (43a), the matter amplitude |α(r)|
has to be proportional to |A(r)| throughout the CD such that the profile of the matter
amplitude is provided by

⊘(r) = αj0

(

π
r

rCD

)

(51)

and the profile of the energy gap turns out to be modulated by j20(π
r

rCD
) (see Figure 2).
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Figure 2. Normalized energy profile j20(π
r

rCD
) as a function of the normalized radius of the coher-

ence domain.

Now, we make a number of further considerations beyond the exact calculation carried
out thus far, allowing the density of the oscillating charges and its neutralizing background
charge density to vary to a certain extent, while maintaining its uniformity inside the CD
through migration within the material. We realize that the spatial modulation of the energy
gap inside the CD produces a gradient that pulls the charges towards the center of the CD,
thereby increasing the density to the maximum value compatible with the other terms of
the energy per particle (which have been neglected in our previous calculation), namely, the
electrostatic Coulomb repulsion among particles and Pauli repulsion in case of fermions.
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As a final result, the system reaches an equilibrium density at which the attractive coherent
potential is counterbalanced by the repulsive short-range terms.

The density on the outside is lower than that inside the CD due to the equilibrium of
the chemical potential, while a sharp variation of the density is present at the boundary
of the CD, implying a difference between the plasma frequency inside and outside the
CD. The mismatch of the dispersion relations inside and outside the CD implies the total
reflection of the EM field at the interface. Thus, a natural resonating cavity is generated.

In particular, as the dispersion relation of the renormalized radiating field

ω′ =
√

|~k|2 + ω2
p is different from Equation (45), the electromagnetic field cannot propagate

through the vacuum and remains trapped inside the material. In other words, the described
mechanism accounts for the formation of a self-generated natural QED cavity after the
density of the charges overcomes a certain threshold.

Such configurations may well be identified as new emerging mesoscopic structures
able to justify particular properties of matter that display intrinsic quantum features.

The spatial modulation of the fields implies that the average energy gap throughout
the CD is provided by

< δE >= δE(0)
4π

∫ rCD
0 r2drj20(π

r
rCD

)

4
3 πr3

CD

=
3

2π2 δE(0) ≃ 0.152 δE(0) (52)

9. Discussion

Most extant theories of condensed matter do not consider the radiative component
of the electromagnetic field to play a central role, due to its being strongly shielded by
the high density of the charges and the conception that only those electrostatic forces
generated by the constituents of matter are important. This is indeed true at most times,
as the attenuation length for the electromagnetic field is typically much smaller than the
wavelength of the radiating field. However, in certain circumstances the attenuation can be
compensated by a positive optical gain of the material, as happens, for instance, in solid
state lasers and optical microcavities in which exciton-polaritons are formed [29–31]. A
similar mechanism is at play in the problem under study.

In the previous sections, we have shown how, via instability of the QED vacuum,
when the temperature is low enough a spontaneous phase transition is possible for a system
of charges oscillating around equilibrium positions and immersed in a spatially modulated
neutralizing charge density of opposite sign.

In Section 8, we reported that the typical spatial dimension of the coherence domains is
fixed by the wavelength λ of the radiation field trapped inside the domains. However, this
dimension is usually much smaller than the typical dimension of bulk material, meaning
that we should expect the bulk material to contain a collection of coherence domains. Such
domains are characterized by a single macroscopic wave function, an order parameter,
and a well-determined quantum phase, which together confer intrinsically macroscopic
quantum properties on the domains.

The arguments developed in the present work are valid for bosonic states of matter and
remain valid for fermion systems when a trial state |Ω〉 incorporating the anti-symmetry of
the global wave function has been defined. This theoretical development will be addressed
in a future work.

Regarding the energetic stability of the solutions, and considering the fact that in [9] the
spatial distribution of matter is two-dimensional, while in our case it is three-dimensional,
a substantial difference between the results reached in [9] and ours lies in the fact that the
states considered in [9] are plane waves, whereas in the present work we have considered
coherent states with spatial size and oscillation that remain limited thanks to the inter-
vention of nonlinear forces. This fact avoids a divergent energy gap associated with such
coherent states.

The physical system analyzed in this work is at zero temperature. A next step will be
to consider its thermal properties. While this topic will be addressed in a future work, we
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can anticipate that thermal excitations cause a portion of the particles forming the coherent
state to populate the levels of the single quasi-particle spectrum. The net result is the
formation of a two-fluid system similar to that proposed for superfluid helium [32]. Within
this theoretical framework, all the properties associated with the degrees of freedom of
the quasi-particles of the consolidated condensed matter theory involve the incoherent
fraction, and only at low temperatures does the coherent fraction macroscopically manifest
its intrinsically coherent characteristics.

A similar coherent condensation mechanism produced by the electromagnetic field
can occur in atomic or molecular systems with an electric dipole. In this case, the electro-
magnetic field couples to two electronic levels displaying a sufficiently large electric dipole.
A very interesting example is represented by liquid water [33,34].

In general, in a physical system made up of different types of charges with sufficiently
high density, various types of electrodynamic coherence associated with different degrees
of freedom of the charges can coexist. For instance, in a crystal the valence or conduc-
tion electrons and ions can form their own coherent states, each one resonating with the
electromagnetic field at their specific plasmon polariton frequency.

10. Conclusions

In this work, we have defined and mathematically solved the problem of determining
the lowest energy state of a large number of charged bosons coupled to selected modes of
the electromagnetic field and harmonically oscillating around their equilibrium positions
defined by the vertices of a crystal with lattice spacing much smaller than the wavelength
of the modes of the electromagnetic field.

The equilibrium positions are determined by a periodic electrostatic potential, which we
have called the jellium crystal, which implements global charge neutrality and localization.

The solution we have found corresponds to a state in which both the electromag-
netic and matter fields are coherent and oscillate in quadrature and with a renormalized
frequency with respect to the perturbative solution.

The energy content of this state is lower than that of the perturbative state. This is not
in contrast with the no-go theorems mentioned in the introduction, as our calculation takes
into account the contribution of the wave vectors in all directions. The aforementioned
theorems consider only a single wave vector, and as such do not apply to our case.

The calculated energetic gap is not divergent, as it depends on the maximum oscillation
that the charges can perform, which is limited by the finite size of the elementary cells of
the crystal.

From a heuristic analysis of the solutions we found, we have defined a spatial region
called the coherence domain (CD), the size of which is provided by the wavelength of the
field and in which both the matter and electromagnetic fields are described by single
macroscopic wave functions spatially modulated by the spherical harmonic j0(|~k|r), where
r is the distance from the center of the domain and |~k| is the modulus of the wave vectors of
the e.m. field. Due to the modulation of the fields, the energy gap depends on r, resulting in
an average gap 〈δE〉 over the coherence domain which is about 15% of the maximum gap
δE(0). We numerically evaluated this average value for a case involving protons loaded in
the octahedral voids of a typical FCC crystal, resulting in a gap of −1 eV per particle.

The coherent electromagnetic field remains confined within the domain due to the
mismatch of the dispersion relation on the edge of the domain, and as such cannot propa-
gate, forming a natural QED cavity. If the crystal is spatially larger than the size of a single
coherence domain, the material is filled with a collection of CDs.

It should be noted that the present analysis was performed at zero temperature; the
thermodynamics of the coherence domains will be presented in a future work.

Although our calculation is in reference to bosons, it may apply to protons bound in a
crystal matrix as well if their density is very low compared to the density of available states.
Indeed, the overlap of the single particle wave functions of the protons located in different
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lattice cells is negligible, implying a negligible contribution to the exchange integrals, and
the antisymmetrization of the global wave function of protons has practically no effect.
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Appendix A. The Jellium Crystal

In this Appendix, we define a static charge distribution able to reproduce the almost-
harmonic potential used in our Hamiltonian.

As was the case in the Jellium model [35], we assume that the neutralizing charge
distribution is static and not perturbed by the presence of the oscillating charges.

In order to simplify the calculation, we approximate the cubic cell to a spherical cell
with diameter d and assume that the charge density in the interstitial regions is zero. In
addition, we assume a uniform negative charge distribution due to the conduction electrons
of the metal present in the cell, contributing with a total negative charge of −e. We further
assume that the oscillating charges contribute a positive charge xe for each cell, where x is
the hydrogen loading ratio of the metal.

Here, we want to implement charge neutrality and the approximated harmonic poten-
tial through a charge distribution ρ(ξ), where ξ is the distance from the center of the cell,
such that

4π
∫ d/2

0
ξ2dξρ(ξ) = −(1 + x)e (A1)

with xe being the charge of the single oscillator.
The presence of the oscillators in the centers of the cells represents a localized positive

charge that tends to attract the neutralizing charges, forming an atomic-like distribution of
electrons around the equilibrium positions of the oscillators. We model such a distribution
with a hydrogen-like plus uniform charge distribution. The charge density that satisfies
these requirements (nte that a0 is the Bohr radius and d = 2ζa0 with ζ ≃ 2.4 for a typical
metal lattice) is

ρ(ξ) = − xe

πd3

[

ζ3e−2ξ/a0 + 3e−ζ
(

2 ζ + ζ2 + 2
)]

− 6e

πd3 . (A2)

In the approximation of the small oscillation ξ ≪ a0, the solution of the Poisson
equation in spherical symmetry yields a harmonic potential provided by

V(ξ) =
xe

πd3

[

ζ3/3 + e−ζ
(

2 ζ + ζ2 + 2
)] ξ2

2
+

2e

πd3
ξ2

2
(A3)

meaning that the electrostatic frequency ω is

ω2 =
xe2

πmd3

[

ζ3/3 + e−ζ
(

2 ζ + ζ2 + 2
)]

+
2e2

πmd3 (A4)

and the coupling g =
ωp

ω is computed to be

g2 =
πx

x
[

ζ3/3 + e−ζ (2 ζ + ζ2 + 2)
]

+ 2
. (A5)
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Using these numbers with ζ ≃ 2.5 and x = 1, we find g ≃ 0.61, ε = g√
1+g2

≃ 0.52 > εcrit,

and ω′ = 1.92 ωp.

Appendix B. Renormalization of the Photon Field

We define a canonical transformation for the photon creation operators through a
diagonalization procedure. The starting Hamiltonian is

Ĥphoton = ω
2

∑
p=1

∫

dΩk̂

[

b†
p,~k
(t)b

p,~k(t) +
1
2

]

+
1
2

ω2
p

∫

d3
~x ~̂A2(~x, t) (A6)

where we have made the substitution ∑
N
n=1 → N

V

∫

d3~x. In our approximation, Equation (A6)
can be written as

Ĥphoton =
2

∑
p=1

∫

dΩk̂H(p,~k) (A7)

where

H(p,~k) = ω

(

b†
p,~k
(t)b

p,~k(t) +
1
2

)

+
ω2

p

4ω

(

b
p,~k(t)~εp,~k + b†

p,~k
(t)~ε∗

p,~k

)2
. (A8)

By defining the vector operators

B =

[

b
p,~k(t)

b†
p,~k
(t)

]

B† =
[

b†
p,~k
(t) b

p,~k(t)
]

(A9)

and the matrix

W =





ω
2 +

ω2
p

4ω

ω2
p

4ω
ω2

p

4ω
ω
2 +

ω2
p

4ω



 (A10)

Equation (A8) can be written in a compact form as

H(p,~k) = B†WB. (A11)

By diagonalizing W, we can find the matrix of the eigenvalues and eigenvectors

U =
1√

2ωω′

[

−ω′ ω
ω′ ω

]

w =
1

2ω

[

ω2 0
0 ω′2

]

(A12)

where the normalization of the eigenvectors is chosen such that U†wU = ω′
2 I; by defining

[

i p̂
q̂

]

= U−1B =
1√

2ωω′

[

ω(b
p,~k − b†

p,~k
)

ω′(b
p,~k + b†

p,~k
)

]

(A13)

we arrive at the “dressed” destruction and creation operators

c
p,~k =

1√
2
(q̂ + i p̂) =

1

2
√

ωω′ [(ω
′ + ω)b

p,~k + (ω′ − ω)b†
p,~k
] (A14a)

c†
p,~k

=
1√
2
(q̂ − i p̂) =

1

2
√

ωω′ [(ω
′ − ω)b

p,~k + (ω′ + ω)b†
p,~k
] (A14b)

meaning that Equation (A11) can be finally written as

H(p,~k) = ω′
(

c†
p,~k

c
p,~k +

1
2

)

(A15)
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and Equation (A6) becomes

Ĥphoton = ω′
2

∑
p=1

∫

dΩk̂

(

c†
p,~k

c
p,~k +

1
2

)

. (A16)

The transformations (A14) are canonical, and the vector potential can be written in terms of
the new operators as

~̂A(~x, t) =
1√

2ω′V

2

∑
p=1

∫

dΩk̂[cp,~kei(~k·~x−ω′t)
~ε

p,~k + c†
p,~k

e−i(~k·~x−ω′t)
~ε∗

p,~k
] (A17)

with a dispersion relation ω′ =
√

|~k|2 + ωp
2 which is different from that of the vacuum

(|~k| = ω).

Appendix C. Detailed Calculation of the Expectation Values of the States |σ, α,A〉
n

For simplicity of notation, we set B =
√

NA and R2 = |α|2 + |B|2 here such that

H′ |σ, α,A〉n = i
1

2
√

N

√
σ!

Rσ

σ

∑
η=0

ασ−η

√

(σ − η)!
Bη

√

η!
(a†

nC1 − anC†
1) |σ − η〉n ⊗ |η〉 (A18)

and, after action of the operators,

H′ |σ, α,A〉n =i
1

2
√

N

√
σ!

Rσ

σ

∑
η=1

(σ − η + 1)ασ−ηBη

√

(σ − η + 1)!(η − 1)!
|σ − η + 1〉n ⊗ |η − 1〉+

−i
1

2
√

N

√
σ!

Rσ

σ−1

∑
η=0

(η + 1)ασ−ηBη

√

(σ − η − 1)!(η + 1)!
|σ − η − 1〉n ⊗ |η + 1〉

(A19)

By shifting the indexes, we obtain

H′ |σ, α,A〉n =

= −i
1

2
√

N

√
σ!

Rσ

σ

∑
η=0

[

(σ − η)ασ−η−1Bη+1 − ηασ−η+1Bη−1
] |σ − η〉n ⊗ |η〉
√

(σ − η)!η!
(A20)

and the expectation value of H′ becomes

n 〈σ, α,A| H′ |σ, α,A〉n =

i
1

2
√

N

σ!
R2σ

σ

∑
η=0

α∗σ−ηB∗η
[

(σ − η)ασ−η−1Bη+1 − ηασ−η+1Bη−1]

(σ − η)!η!
=

=
σ!

R2σ

[

i
1

2
√

N
α∗B

σ−1

∑
η=0

(σ − η)|α|2(σ−η−1)|B|2η

(σ − η)!η!
− i

1
2
√

N
αB∗

σ

∑
η=1

η|α|2(σ−η)|B|2(η−1)

(σ − η)!η!

]

=

= i
1

2
√

N

σ!
R2σ

(α∗B − αB∗)
σ

∑
η=1

|α|2(σ−η)|B|2(η−1)

(σ − η)!(η − 1)!
=

= − 1√
N

σ!
R2σ

|αB|
σ

∑
η=1

|α|2(σ−η)|B|2(η−1)

(σ − η)!(η − 1)!
= −|αA| σ

R2

(A21)

The expectation values of the matter Hamiltonian in n sector is

n 〈σ, α,A|H |σ, α,A〉n =
σ!

R2σ

σ

∑
η=0

|α|2(σ−η)|B|2η
[

σ − η + 3
2
]

(σ − η)!η!
= ω′

[

σ
|α|2
R2 +

3
2

]

(A22)
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while for the photon Hamiltonian it is

n 〈σ, α,A| Ĥphoton |σ, α,A〉n =

ω′ σ!
R2σ

σ

∑
η=0

|α|2(σ−η)|B|2η
[

(η + 3
2 )
]

(σ − η)!η!
=

= ω′
[

σ!
R2σ

|B|2
σ

∑
η=1

|α|2(σ−η)|B|2(η−1)

(σ − η)!(η − 1)!
+

3
2

]

=

= ω′
[

σ!
R2σ

|B|2
σ−1

∑
η=0

|α|2(σ−1−η)|B|2η

(σ − 1 − η)!η!
+

3
2

]

=

= ω′
[

σ

R2 N|A|2 + 3
2

]

(A23)

Appendix D. Estimate of the Numerical Value of the Energy Gap

Here, let us make an estimate of the energy gap per particle for an ensemble of protons
adsorbed into a metallic matrix. The Fermionic nature of protons can be neglected, as the
Fermi energy at the density we are considering is negligible. Assume that the lattice spacing
is d = 2.5Å = 2.5 · 5.0674 · 10−4 eV−1 = 0.0013 eV−1 and that there is one proton for each
cell. The mass of a proton is m ≃ 938 MeV and the coupling with the electromagnetic field
is ε = 0.52, as computed in Appendix A. As the system is above the threshold, it is coherent.
Finally, we choose f ≃ 0.4 in (35) and (43b), which is the typical relative dimension of the
octahedral voids in a metallic lattice. Inserting the numerical values, we obtain

ωp =

√

e2

md3 = 0.22 eV

ω′ = 0.41 eV

ω = 0.35 eV

∆E(0) =− 6.8 eV

< ∆E >=− 1.0 eV

(A24)

The computed energy gap is in the range of the chemical energies, and is a good candidate
for the description of the spontaneous hydrogen absorption observed in many metals.
Moreover, when this analysis is extended to electrons, for which their full Fermionic nature
must be taken into account, this mechanism could have relevance to theoretical description
of the work function.

Appendix E. Calculation of 〈Ω| δ~̂A(~x, t) |Ω〉

Starting from the definition (7), we expand the exponentials in the spherical harmonics
such that

~̂A (~x, t) =
∞

∑
l=0

~̂Al (~x, t) (A25)

where we define

~̂Al (~x, t) =jl(ωr)Ylm(x̂)∑
p

∫

dΩk̂[
~fl(p, k̂)b

p,~k(t) + c.c.] (A26a)

~fl(p, k̂) =
4π√
2ω′V

∑
|m|≤l

ilY∗
lm(k̂)~εp,~k. (A26b)

We now compute the expectation value of ~̂Al (~x, t) on the coherent state |A〉. We need to
evaluate the expectation value of the nth term of the sum of Equation (22b)
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2

∑
p,p1,...pn=1

∫

dΩk̂dΩk̂1
...dΩk̂n

f ∗l (p, k̂) f0(p1, k̂1)... f0(pn, k̂n) 〈A| b†
p,~k

b†
p1,~k1

...b†
pn ,~kn

|0〉 . (A27)

After performing the contractions, the only term of the sum that survives is the n + 1th,
which is proportional to

∫

dΩk̂ f ∗l (p, k̂) f0(p, k̂), yielding zero for l > 0 thanks to the orthog-
onality of the spherical harmonic functions.

Likewise, following the same argument, we find that for l > 0

2

∑
p,p1,...pn=1

∫

dΩk̂dΩk̂1
...dΩk̂n

fl(p, k̂) f0(p1, k̂1)... f0(pn, k̂n) 〈A| b
p,~kb†

p1,~k1
...b†

pn ,~kn
|0〉 = 0 (A28)

and finally we obtain

〈A| ~̂Al(~x, t) |A〉 = 0 for l > 0. (A29)
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