ATL-PHYS-PUB-2009-004

26 April 2009

@

ATLAS NOTE ol
\

ATL-PHYS-PUB-2009-004

April 26, 2009

Reconstruction and Identification of Electrons

The ATLAS Collaboratio®

Thisnote is part of CERN-OPEN-2008-020. This version of the note
should not be cited: all citations should be to CERN-OPEN-2008-020.

UThis note prepared by M. Aharrouche, A. Ahmad, C. AnastapmuX. Anduaga, O. Arnaez, J.T. Baines, D. Banfi,
K. Benslama, R.E. Blair, E.V. Bouhova-Thacker, C. BourdsriL. Carminati, J. Cochran, T. Cornelissen, R. Coura §prre
D. Damazio, A. De Santo, J. Del Peso, F. Derue, L. Di CiaccioDKdar, E. Dobson, M. Donega, M.T. Dova, M. Elsing,
D. Emeliyanov, D. Enoque Ferreira de Lima, Y. Fang, O.L. ReM. Fiascaris, H. Flacher, L.R. Flores Castillo, M.J. Flow
erdew, T.M. Fonseca Martin, D. Froidevaux, O. Gaumer, |.avenko, R. Gongalo, G. Gorfine, C. Goy, |. GrabowskaeBol
K. Grimm, H.K. Hadavand, J. Haller, M. Hance, J. Hoffman, TyRlova, D. Joffe, A. Kaczmarska, V. Kartvelishvili, A. Kas,

R. Kehoe, N. Kerschen, G. Khoriauli, G. Kilvington, H. Kim,Kiirk, G.P. Kirsch, K. Koeneke, T. Koffas, I. Koletsou, N. Ko
stantinidis, V.V. Kostyukhin, S. Laplace, F. Ledroit-Qail, J.S.H. Lee, D. Lelas, T. Lenz, Z. Liang, W. Liebig, M. laok,

I. Ludwig, E. Lytken, H. Ma, N. Makovec, V.P. Maleev, L. Marilie].-F. Marchand, F.F. Martin, S. Mattig, B.R. Mellada
cia, F. Monticelli, D. Moreno, A.K. Morley, E.J.W. Moyse, &. Navarro, E. Nebot, C. Nelson, V.E. Ozcan, E. Paganis,
F. Parodi, J. Parsons, V. Perez Reale, T.C. Petersen, GrRiAz Poppleton, K. Prokofiev, S. Rajagopalan, |I. Riu Dachs,
D. Rodriguez, Y. Rodriguez, S. Rosati, D. Rousseau, A. Siadiy, H. Sandaker, C. Santamarina Rios, C. Schiavi, C. Bghm
S. Sivoklokov, S. Snyder, M.R. Sutton, M.C. Tamsett, J. Th|d~. Tripiana, V. Tsulaia, E. Turlay, G. Unal, M. Wang, AWat-
son, A.R. Weidberg, M. Wielers, A. Wildauer, E. Woehrling,Wu, J. Yu, D. Zerwas, N. Zhou, and H.Z. Zhu.



Abstract

This note discusses the overall ATLAS detector performdarcéhe reconstruction and
identification of highpt electrons over a wide range of transverse energies, sgannin
from 10 GeV to 1000 GeV.

Electrons are reconstructed using information from bothdhlorimeter and the inner
detector. The reference offline performance in terms ofiefiiges for electrons from vari-
ous sources and of rejections against jets is describedsdie@nd part, this note discusses
the requirements and prospects for electrons as probesysigs within and beyond the
Standard Model: Higgs-boson, supersymmetry and exoticasiss. In the last part, this
note outlines prospects for electron identification witHyedata, corresponding to an inte-
grated luminosity of 100 pb', focusing on the use of the signal fratn— ee decays for a
data-driven evaluation of the offline performance.



1 Introduction

Excellent particle identification capability is requiretdthe LHC for most physics studies. Several
channels expected from new physics, for instance some dwrodgs of the Higgs boson into electrons,
have small cross-sections and suffer from large (usualpiaackgrounds. Therefore powerful and
efficient electron identification is needed to observe sigieés. Even for standard processes, the signal-
to-background ratio is usually less favourable than atadpresent hadron colliders. The ratio between
the rates of isolated electrons and the rate of QCD jets yittin the range 20-50 GeV is expected to be
~ 107° at the LHC, almost two orders of magnitude smaller than afévwatronpp collider. Therefore,

to achieve comparable performances, the electron ideattdit capability of the LHC detectors must be
almost two orders of magnitude better than what has beee\athso far.

Physics channels of prime interest at the LHC are expectguoiduce electrons witlpr between
a few GeV and 5 TeV. Good electron identification is therefoeeded over a broad energy range. In
the moderater region (20 - 50 GeV), a jet-rejection factor exceeding Ml be needed to extract a
relatively pure inclusive signal from genuine electrons\abthe residual background from jets faking
electrons. The required rejection factor decreases sapiith increasingpr to ~ 10° for jets in the TeV
region. For multi-lepton final states, such as possible— eeeein the mass region 13@ my < 180
GeV, a rejection ofv 3000 per jet should be sufficient to reduce the fake-eledtemkgrounds to a level
well below that from real electrons. In this case, howeves,dlectrons have a rather spft spectrum
(as low as 5 GeV), resulting in lower reconstruction and fifieation efficiencies.

Since the publication of the ATLAS physics TDR [1], the ATLAf®tector description has been
greatly improved, with, in particular, the introduction afmore realistic material description for the
inner detector and for the region between the inner detextdrthe first layer of the electromagnetic
calorimeter [2] [3]. This has led to some significant changethe expected performance. The re-
construction software has also evolved significantly. Estelp of the energy reconstruction has been
validated by a series of beam tests [4] [5] [6] using protetypodules of the liquid argon electromag-
netic calorimeter, and also more recently, combined withtqiype modules of the inner detector. At
present, two electron reconstruction algorithms have liptemented in the ATLAS offline software,
both integrated into one single package and a common eventdzdel.

- The standard one, which is seeded from the electromadii@ly calorimeters, starts from clusters
reconstructed in the calorimeters and then builds the ifiatton variables based on information
from the inner detector and the EM calorimeters.

- A second algorithm, which is seeded from the inner detetttmks, is optimized for electrons
with energies as low as a few GeV, and selects good-quaditk$rmatching a relatively isolated
deposition of energy in the EM calorimeters. The identifaavariables are then calculated in the
same way as for the standard algorithm.

The standard algorithm is the one used to obtain the reswdtsepted in this note, while the track-
based algorithm is used for lopr and non-isolated electrons and is the subject of another[ipt

This note is organised as follows. Section 2 discusses tlonséruction and identification of elec-
trons in the fiducial range of the ATLAS detectdn( < 2.5), whereas section 3 describes the iden-
tification of electrons in the forward region.8< |n| < 4.9). Section 4 describes some important
performance aspects of electron identification in disopysysics processes. Section 5 discusses the
strategies for measuring reconstruction and identifioadificiencies using a data-driven approach based
onZ — eeevents.



2 Calorimeter-seeded reconstruction and identification

In the standard reconstruction of electrons, a seed efeafyoetic tower with transverse energy abeve
3 GeV is taken from the EM calorimeter [3] and a matching tiadearched for among all reconstructed
tracks which do not belong to a photon-conversion pair retanted in the inner detector. The track,
after extrapolation to the EM calorimeter, is required tdaghdhe cluster within a broafin x A¢ window

of 0.05x0.10. The ratioE/p, of the energy of the cluster to the momentum of the trackdsired to
be lower than 10. Approximately 93% of true isolated eletstavithEr > 20 GeV andn| < 2.5, are
selected as electron candidates. The inefficiency is mdirdyto the large amount of material in the inner
detector and is therefong-dependent. As an example, 4% of electron candidates pyith: 40 GeV
fail the cutE/p < 10 and most of the losses are in the end-cap region. Variemsifitation techniques
can be applied to the reconstructed electron candidateshinong calorimeter and track quantities and
the TRT information to discriminate jets and backgroundtetss from the signal electrons. A simple
cut-based identification procedure is described belowthagewith its expected performance. This is
followed by a brief overview of the possibilities offered imore advanced methods, such as a likelihood
discriminant.

2.1 Electron-jet studies
For the purposes of this note, the electron identificatidisiehcy is defined as

N

€= Néruth’

whereN!“ is the number of reconstructed and identified candidatesNdt# is the number of true
electrons selected using the appropriate kinematic cutseagenerator level. A geometrical matching
(within a cone of sizeAR = 0.2) between the reconstructed cluster and the true efecdrrequired in
the calculation oN('ed. A classification is applied to define whether a reconstdiefectron candidate
should be considered as signal or background. This clestsificis based on the type of the Monte Carlo
particle associated to the reconstructed track, as wellaf its non-electron parent particle. As shown
in Table 1, candidates are divided into four categories agmbs efficiencies are calculated separately
for isolated and non-isolated electrons.

For the jet rejection studies, the PYTHIA (version 6.4) [#0&nt generator has been used to produce
the large statistics of jet background samples requireddess both the trigger and offline performance
of the electron reconstruction and identification toolscdegd in this note. Two different samples were
generated to cover ther -range of interest for single electrons (10-40 GeV). Thd fire, referred
to as filtered di-jets, contains all hard-scattering QCDcpsses witltEr > 15 GeV, e.ggg — (g,
including heavy-flavour production, together with otheygibs processes of interest, such as prompt-
photon production and sing&/ /Z production. The second one, referred to as minimum biagagtn
the same processes without any explicit hard-scatterigpf€u A filter was applied at the generator
level to simulate the L1 trigger requirements [11], with ti@al of increasing in an unbiased way the
probability that the selected jets pass the electron ifieation cuts after GEANT [12] simulation. The
summed transverse energy of all stable particles (exaudinons and neutrinos) witlm| < 2.7 in
aregionAp x An = 0.12x 0.12 was required to be greater than a chosenthreshold for an event
to be retained. For the filtered di-jet sample, tis-threshold is 17 GeV, while for the minimum-bias
sample, it is 6 GeV. The filter retains 8.3% of the di-jet egesmd 5.7% of the minimum-bias events.
The total number of events available for analysis afterriiite simulation and reconstruction, amounts
to 8.2 million events for the di-jet sample and to 4.1 millievents for the minimum-bias sample.

The jet rejections quoted in this note are normalised wigpeet to the number of particle jets
reconstructed using particle four-momenta within a coze AR = 0.4 and derived from a dedicated
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Category Type of particle Type of parent particle
Isolated Electron Z,W,t, Toru
Non-isolated Electron J/, b-hadron orc-hadron decays
Background electror Electron Photon (conversions)® /n Dalitz decaysy/d/s-hadron decays
Non-electron Charged hadrong

Table 1. Classification of simulated electron candidateoming to their associated parent particle.
Muons are included as source because of the potential @misba Bremsstrahlungs photon.

Er > 17 GeV Er >8GeV
Isolated Non-isolated Background Non-isolated Background
W — 75.0% | b-hadrons — 38.7% y-conv. — 97.8% b-hadrons — 39.3% y-conv. — 98.4%
Z — 209% | c-hadrons — 60.6% | Dalitzdecays — 1.8% | c-hadrons — 59.7% | Dalitz decays — 1.3%
t —<0.1% J/Y — 0.7% u/d/s-hadrons — 0.4% J/Y — 1.0% u/d/s-hadrons — 0.3%
T—41%

Table 2: Contribution and origin of isolated, non-isolatedd background electron candidates in the two
di-jet samples before the identification criteria are agapli

un-filtered generated sample of di-jets or minimum-biastdn the di-jet and minimum-bias samples,
the average numbers per generated event of such partEMijetE;r above 17 and 8 GeV, respectively,
and in the rangén| < 2.47, are 0.74 and 0.31, respectively.

After reconstruction of electron candidates and before @nghe identification cuts are applied,
the signal is completely dominated by non-isolated elestdivom b— andc-hadron decays. The ex-
pected signal-to-background ratios for the filtered diffet above 17 GeV) and minimum-biag&(
above 8 GeV) samples are 1:80 and 1:50, respectively. Thduetget background is dominated by
charged hadrons. Only a small fraction of the backgrountiiatstage consists of electrons from pho-
ton conversions or Dalitz decays, namely 6.4% and 9.4%euntisely. Table 2 summarises the relative
compositions of the filtered di-jet and minimum-bias sarajfeterms of the three categories containing
electrons described in Table 1.

2.1.1 Cut-based method description

Standard identification of higpt electrons is based on many cuts which can all be applied erdep
dently. These cuts have been optimised in up to seven bim&ird up to six bins ipr . Three reference
sets of cuts have been defined: loose, medium and tight, anaused in Table 3. This provides flex-
ibility in analysis, for example to improve the signal effiocy for rare processes which are not subject
to large backgrounds from fakes.

2.1.1.1 Loose cuts This set of cuts performs a simple electron identificatioseoaonly on limited
information from the calorimeters. Cuts are applied on thérbnic leakage and on shower-shape vari-
ables, derived from only the middle layer of the EM caloriendtateral shower shape and lateral shower
width ). This set of cuts provides excellent identificatidiicegency, but low background rejection.

2.1.1.2 Medium cuts This set of cuts improves the quality by adding cuts on thipssin the first
layer of the EM calorimeter and on the tracking variables:

e Strip-based cuts are effective in the rejectiom®f— yy decays. Since the energy-deposit pattern
from n¥’s is often found to have two maxima due 1t — yy decay, showers are studied in a



Type | Description | Variable name
Loose cuts
Acceptance of the detectqr In| <247

Hadronic leakage Ratio of Et in the first sampling of the

hadronic calorimeter t&y of the EM cluster
Ratio inn of cell energies in 3« 7 versus 7x 7 cells.
Ratio ing of cell energies in 3« 3 versus 3x 7 cells. Ry
Lateral width of the shower.
Medium cuts (includes loose cuts)
Difference between energy associated with
the second largest energy deposit
and energy associated with the minimal value
between the first and second maxima.
Second largest energy deposit
normalised to the cluster energy.
Total shower width.
Shower width for three strips around maximum stri
Fraction of energy outside core of three central stri
but within seven strips.
Number of hits in the pixel detector (at least one)
Number of hits in the pixels and SCT (at least ning).
Transverse impact parameterd mm).
Tight (isol) (includes medium cuts)

Ratio of transverse energy in a cohR < 0.2

to the total cluster transverse energy.
Number of hits in the vertexing-layer (at least one).
An between the cluster and the traek Q.005).

A between the cluster and the tragk ©.02).

Ratio of the cluster energy
to the track momentum.
Total number of hits in the TRT.
Ratio of the number of high-threshold
hits to the total number of hits in the TRT.
Tight (TRT) (includes tight (isol) except for isolation)
Same as TRT cuts above,

but with tighter values corresponding to about 909
efficiency for isolated electrons.

Second layer
of EM calorimeter.

First layer
of EM calorimeter.

AEs

Rmax2

Wistot
P- Ws3

ps  Fside
Track quality

Isolation

Vertexing-layer
Track matching

E/p
TRT

TRT

[S)

Table 3: Definition of variables used for loose, medium agtttelectron identification cuts. The cut

values are given explicitly only when they are independéni cand pr . For a detailed description of
the cut variables used for the loose and medium cuts, referdiions 2.1.1.1 and 2.1.1.2.



windowAn x A = 0.125x 0.2 around the cell with the higheBt to look for a second maximum.
If more than two maxima are found the second highest maxinsuponsidered. The variables
used includeAEs = Emax2 — Emin, the difference between the energy associated with thendeco
maximumEmayx2 and the energy reconstructed in the strip with the minimhlejgfound between
the first and second maximBg;,. Also included areRmnax2= Emaxz/(1+ 9 x 1(T3ET), whereEt

is the transverse energy of the cluster in the EM calorimatel the constant value 9 is in units
of GeV1; wsor, the shower width over the strips covering 2.5 cells of treoed layer (20 strips
in the barrel for instanceyss, the shower width over three strips around the one with themrel
energy deposit; anBsige, the fraction of energy deposited outside the shower cotlereé central
strips.

e The tracking variables include the number of hits in the Isixéne number of silicon hits (pixels
plus SCT) and the tranverse impact parameter.

The medium cuts increase the jet rejection by a factor of 3th mespect to the loose cuts, while
reducing the identification efficiency by 10%.

2.1.1.3 Tightcuts This set of cuts makes use of all the particle-identificatawis currently available
for electrons. In addition to the cuts used in the mediumcses, are applied on the number of vertexing-
layer hits (to reject electrons from conversions), on theler of hits in the TRT, on the ratio of high-
threshold hits to the number of hits in the TRT (to reject tamthant background from charged hadrons),
on the difference between the cluster and the extrapolaéett positions inp and ¢, and on the ratio
of cluster energy to track momentum, as shown in Table 3. TiWerent final selections are available
within this tight category: they are named tight (isol) aigtht (TRT) and are optimised differently for
isolated and non-isolated electrons. In the case of tigbt)(cuts, an additional energy isolation cut is
applied to the cluster, using all cell energies within a cohAR < 0.2 around the electron candidate.
This set of cuts provides, in general, the highest isolakectren identification and the highest rejection
against jets. The tight (TRT) cuts do not include the add#laxplicit energy isolation cut, but instead
apply tighter cuts on the TRT information to further remolve background from charged hadrons.

Figures 1 and 2 compare the distributions expected #om ee decays and from the filtered di-jet
sample for a few examples of the basic discriminating véegdescribed above for electron identifica-
tion.

2.1.2 Performance of cut-based electron identification

The performance of the cut-based electron identificaticumsmarised in Tables 4 and 5. Table 4 shows,
for each of the background samples, the composition of ehttiedhree categories of electron candi-
dates containing real electrons, as it evolves from recactsdn (no identification cuts) to loose, medium
and tight cuts. In the case of non-isolated electrons, tisegiestrong reduction of the initially dominant
component front-hadrons as the identification cuts applied become tiglhtethe case of background
electrons, there is a significant reduction of the contidsufrom photon conversions when applying
tight cuts, since the vertexing-layer requirement doesmath affect electrons from Dalitz decays and
u/d/s-hadrons. As shown in Table 5, the signal from prompt elestis dominated by non-isolated elec-
trons from heavy flavours, which are usually close in spadeatirons from the jet fragmentation. The
resulting overlap between the electron shower and neardhyphiz showers explains the much lower ef-
ficiency observed for these electrons than for isolatedreles fromZ — eedecays. These non-isolated
electrons will nevertheless provide the most abundariairsburce of signal electrons and will be used
for alignment of the electromagnetic calorimeters and tineii detector, foE /p calibrations, and more
generally to improve the understanding of the material efitiner detector as a radiation/conversion
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Figure 1: Left: ratio between the transverse energy of thetein candidate and the sum of this trans-
verse energy and that contained in the first layer of the miclcalorimeter. The distributions are shown
for electrons fronZ — eedecays (solid line) and for filtered di-jets (dotted linejgiR: difference inn
between cluster and extrapolated track positions for mestfromZ — ee decays (solid line) and for
filtered di-jets (dotted line).
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Figure 2: Shower-shape distributions for electrons fidbm- ee decays (solid lines) compared to those
from filtered di-jets (dotted lines). Shown are the enerdpsR, (left) andR, (right) described in Ta-
ble 3.

source. For tight cuts and an electien of ~ 20 GeV, the isolated electrons from Z and top-quark
decays represent less than 20% of the total prompt eledyoals

For the lowerEr -threshold of 8 GeV, the expected signal from isolated sdestis negligible. Not
surprisingly, the tight (TRT) cuts are more efficient to séleon-isolated electrons from heavy-flavour
decay, while the tight (isol) cuts are more efficient at d@lgcisolated electrons. After tight cuts, the
signal-to-background ratio is close to 3:1, and dependg welakly on theEy - threshold in the 10-
40 GeVEr -range studied here. The residual background is dominatetdrged hadrons, which could
be further rejected by stronger cuts (TRT and/or isolatide initial goal of obtaining a rejection of the
order of 1§ against jets has been achieved with an overall efficiency}®s for isolated electrons with
Er ~ 10-40 GeV. The efficiency may be improved with further opsiation of the cuts, as discussed
below.

Table 6 shows the efficiencies for prompt electrons and threjections in more detail in the case of
medium identification cuts, using a fine binning as a functibm|. The efficiency for prompt electrons
is significantly worse in the end-cap regiom| > 1.52) with a correspondingly higher background
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Isolated
Er > 17 GeV
No cut Loose Medium Tight (TRT) Tight (isol)
w 75.0 75.1 74.9 73.9 73.6
z 20.9 20.9 211 224 229
T 4.1 4.0 4.0 3.7 3.6
Non-isolated
Er > 17 GeV Er > 8 GeV
No cut| Loose| Medium| Tight (TRT) | Tight (isol) | No cut| Loose| Medium | Tight (TRT) | Tight (isol)
b-hadrons 38.7 | 57.6 71.1 74.2 79.1 39.3 | 51.2 55.2 57.0 59.5
c-hadrons | 60.6 | 41.4 | 27.6 24.4 19.6 50.7 | 476 | 43.2 41.3 38.6
J/y 0.7 1.0 1.3 1.4 13 1.0 1.2 1.6 1.7 1.9
Background
Er > 17 GeV Er > 8 GeV
No cut| Loose| Medium | Tight (TRT) | Tight (isol) | No cut| Loose| Medium | Tight (TRT) | Tight (isol)
y-conv. 97.8 | 97.7 | 949 88.0 88.1 984 | 98.1 | 945 78.5 83.0
Dalitz decays| 1.8 1.9 4.0 8.5 8.0 1.3 14 35 12.5 12.4
u/d/s-hadrons 0.4 0.4 11 35 3.9 0.3 0.5 2.0 9.0 4.6

Table 4: Percentage contribution and origin of isolated)-isolated and background electrons in the
filtered di-jet and minimum-bias samples. The classificatiobased on the type of the parent particle of
the electron.

rejection. The overlap region region between the barrelamticap calorimeters (1.37 |n| < 1.52)
has both worse efficiency and rejection, as expected becdiBe large amount of passive material in
front of the EM calorimeter. To improve the electron effiaggiin the end-cap region, the EM calorimeter
cuts in the first layer and the tracking cuts will need to bélist and tuned further.

2.1.3 Expected differential rates for inclusive electronignal and background

Figure 3 (left:Er > 17 GeV and rightEr > 8 GeV) show the expected differential cross-sections
for electron candidates as a function & , for an integrated luminosity of 100 pb. The different
histograms correspond to electron candidates before amgifidation cuts and after the loose, medium,
tight (TRT) and tight (isol) cuts. As illustrated in Tablethgse differential rates are dominated by the
jet background except when applying the tight cuts.

The expected differential cross-sections after tight (JBts are shown in Fig. 4, where they are
broken down into their three main components, isolatedres fromW, Z and top-quark decays, non-
isolated electrons frorb, c decay, and the residual jet background. The shapes of tlirager the
non-isolated electrons and residual jet background asesisnilar, whereas the spectrum from isolated
electrons exhibits the expected behaviour for a sample miendl by electrons froW/, Z decay. For an
integrated luminosity of 100 pi3 , Fig. 4 (right) shows that one may expect approximately tékiom
reconstructed and identified inclusive electrons fimnt decay withEr > 10 GeV, while Fig. 4 (left)
shows that for the same integrated luminosity one may eX§#r000 such electrons withr > 20 GeV,
with a dominant contribution frordV, Z decays forEr > 35 GeV. These large data samples expected
for a modest integrated luminosity are an integral part efttigger menu strategy for early data, as
explained in more detail in [11], and will clearly be extrdyneseful to certify many aspects of the
electron identification performance of ATLAS with real dat®ne example is the understanding of
material effects and of inter-calibration between inneted®r and EM calorimeter using/p for a
clean subset of the inclusive electrons with > 10 GeV. This sample will be complementary to the
samples of low-mass electron pairs fradyiy andY decays, discussed in [7]. A second example is the
certification of the isolated electron identification usmglean sample o — ev decays. Clearly,
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Cuts Er > 17 GeV Er >8GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons) b,c—e
(Er =10 GeV)
Loose 87.96 + 0.07 | 50.8 + 0.5 567 + 1 758 +£ 0.1 558 + 0.7 513+ 2
Medium 7729 £ 0.06 | 30.7 £ 0.5 2184+ 13 64.8 +£ 0.1 419 £ 0.7 1288 + 10
Tight (TRT.) | 6166 + 0.07 | 225 + 0.4 | (8.9 + 0.3)10° 462 + 0.1 292 + 0.6 | (6.5 + 0.3)10°
Tight (isol.) | 6422 + 0.07 | 173 + 04 | (9.8 + 0.4)10° 485 + 0.1 280 + 0.6 | (5.8 + 0.3)10°
Fraction of surviving candidates (%) Fraction of surviving candidates (%)
Isolated Non-isolated Jets Non-isolated Jets
Medium 11 7.4 91.5 (5.5 + 86.0) 9.0 91.0 (5.0 + 86.0)
Tight (TRT) 10.5 63.3 26.2 (8.3 +17.9) 77.8 22.2 (7.1+15.1)
Tight (isol) 13.0 58.3 28.6 (8.7 + 19.9) 75.1 24.9 (6.4 + 18.5)

Table 5: Expected efficiencies for isolated and non-isdlalectrons and corresponding jet background
rejections for the four standard levels of cuts used fortedecidentification. The results are shown for
the simulated filtered di-jet and minimum-bias samples;egmonding respectively tr -thresholds of

17 GeV (left) and 8 GeV (right). The three bottom rows showftaetions of all surviving candidates
which fall into the different categories for the medium catsl the two sets of tight cuts. The isolated
electrons are prompt electrons frafty Z and top-quark decay and the non-isolated electrons are from
b, cdecay. The residual jet background is split into its two dwamt components, electrons from photon
conversions and Dalitz decays (first term in brackets) ardiggld hadrons (second term in brackets).
The quoted errors are statistical.

with more statistics, the large samplesdf— ee decays which will be collected will provide the
opportunity to refine the understanding of the performacan extremely high level of accuracy, as
discussed in Section 5.

2.1.4 Systematic uncertainties on expected performance

To estimate possible systematic uncertainties relatdaetout-based electron identification, two shower
shape variables have been studied as a function of the arobuonatterial in front of the EM calorimeter.
Figure 5 illustrates the impact of additional material, &ff=ct of which has not been included in the
EM cluster corrections which are applied as described inff8] electrons fromH — eeee decays.
The results are shown in twg |-ranges for the nominal material and for the case of additiomaterial
accounting in total to~ 0.1 Xg and ~ 0.2 Xy (Fig. 5). It is evident that in regions with significant
amounts of material the shower is broader (less energy iodt®. These differences reduce the electron
efficiency; however, the true systematic error on the efiiwyedue to such effects will depend on how
well the inner-detector material can be measured using data

Figure 6 shows the fraction of energy in the strip layer agdhe three core strips and inside the
seven-strip window for the same|-ranges. The impact of the additional material is also gleasible.
The estimated change in the electron efficiencies quotedliteTs is expected to be less than 2%. It is
important to note that the material effects are more prooedrin the strip layer than in the middle layer
of the calorimeter. Therefore, one should expect largeexaimties from this source of systematics for
the medium electron cuts than for the loose electron cutgshately only on the middle layer of the
calorimeter.

Another important source of systematics affects the ject&ns quoted in Table 5: this arises from
the exactpr -spectrum and mixture of quark and gluon jets, and to a cegteent from heavy flavour jets
present in the background under consideration. The nungoerted in this note are related to the rather
low-pr di-jet background which is relevant for the search for eaityrals from single electrons. Other
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In| Er > 17 GeV Er >8GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons b,c — e
(Er =10 GeV)
000—-080| 882+01 | 35+ 1| 3740+ 50 793+ 0.2 51+ 1| 1960+ 30
080—-135| 835+01 | 40+ 1 | 1581+ 20 706 £ 0.2 52+ 1| 914+ 11
135—-150| 715+ 04 | 41+ 2 444+ 5 496 + 0.5 40 + 3 342+t 5
150—- 180 | 638+ 02 | 18+ 1 | 2440+ 40 418 £ 04 24+ 2 | 890+ 15
180 - 200 | 625+ 02 | 12+ 1 | 9800+ 450 551 + 04 25+ 2 | 4660+ 220
200 - 235 | 658+ 02 | 16 £ 1 | 8400+ 300 550 + 0.3 21 + 2 | 6000+ 250
235-247 | 678+ 03 | 14+ 2 | 4050+ 170 625 + 0.6 30 £ 3 | 3980+ 250
000 - 247 | 773 +£0.06 | 31+ 1 | 2184+ 13 648 + 0.1 42+ 1 1288+ 8

Table 6: Expected efficiencies for isolated and non-isdlalectrons and corresponding jet background
rejections for the medium identification cuts as a functibmg. The results are shown for the simulated
filtered di-jet and minimum-bias samples, correspondirspeetively toEt -thresholds of 17 GeV (left)
and 8 GeV (right). The quoted errors are statistical.
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Figure 3: Differential cross-sections as a functionkgf before identification cuts and after loose,
medium, tight (TRT) and tight-isol cuts, for an integratedinosity of 100 pb! and for the simulated
filtered di-jet sample wittEr above 17 GeV (left) and the simulated minimum-bias sampté &
above 8 GeV (right).

background samples relevant to certain physics studies lbeen shown to display worse rejections, by
up to a factor of 3 to 5. This clearly indicates that the falac&bn rates will only be better understood
with real data.

2.1.5 Multivariate techniques

In addition to the standard cut-based electron identificatiescribed above, several multivariate tech-
niques have been developed and implemented in the ATLA®/ardt These include a likelihood dis-
criminant, a discriminant called H-matrix, a boosted decidree, and a neural network. Table 7 sum-
marises the gains in efficiency and rejection which may beebgal with respect to the cut-based method
by using the likelihood discriminant method. The gains &ppe be artificially large in the case of the
loose and medium cuts, because these cuts do not make usé¢hef iaformation available in terms of
electron identification, since they were designed for rofess and ease of use with initial data. Nev-
ertheless, they indicate how much the electron efficiency beimproved once all the discriminant
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Figure 4. Differential cross-sections as a functionkaf after tight (TRT) cuts, shown separately
for the expected components from isolated electrons, solated electrons and residual jet back-
ground, for an integrated luminosity of 100 pb and for the simulated filtered di-jet sample wih
above 17 GeV (left) and the simulated minimum-bias samptk B4 above 8 GeV (right).
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Figure 5: Energy containmerl, (Table 3), for 112 < |n| < 1.25 (left) and 162 < |n| < 1.75 (right).
The symbols correspond to the nominal description and gtedram to the one with additional material.

variables will be understood in the data.

Figure 7 shows the rejection versus efficiency curve obthinging the likelihood discriminant
method, compared to the results obtained for the two setigluf ¢cuts shown in Table 5. The likeli-
hood discriminant method provides a gain in rejection ofuat#9-40% with respect to the cut-based
method for the same efficiency of 61-64%. Alternatively,ritygdes a gain in efficiency of 5-10% (tight
and medium cuts) for the same rejection. Multivariate meshaf this type will of course only be used
once the detector performance has been understood usisipker cut-based electron identification
criteria.

2.2 Isolation studies

Many physics analyses in ATLAS will be based on final stateh igblated leptons from decays\aF or

Z-bosons. These channels usually have the advantage oflsag&tjround expectation from processes
with similar signature, compared to channels with hadrdimal states. Nevertheless, they may also
suffer from jet background processes, namely if leptonsifsemi-leptonic heavy-quark decays mimic
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Cuts _ Cut-based metr_lod_ _ Like_lihood meth(_)d _ _
Efficiency & (%) RejectionR; Efficiency (%) at fixedR; | Rejection at fixede
Loose 87.97+0.05 567+1 89.11+0.05 2767+ 17
Medium 77.29+0.06 2184+7 88.26+£0.05 (3.77+£0.08) x 10*
Tight (isol) 64.22+0.07 (9.940.2) x 10* 67.53+0.06 (1.26+0.05) x 10
Tight (TRT) 6166+ 0.07 (8.940.2) x 10* 68.71+0.06 (1.46+0.06) x 10

Table 7: For the loose, medium and tight electron identificatuts, expected electron efficiencies for
a fixed jet rejection and jet rejections for a fixed electroficigincy, as obtained from the likelihood
discriminant method. The quoted errors are statistical.

the isolated leptons of the signal. Therefore, dedicatels$ foeyond the lepton identification algorithms
are needed in order to suppress such sources of backgroufatttoys of up to the order of £0 In
this section, the performance of a projective likelihootineator for the separation of isolated electrons
from non-isolated electron backgrounds is described. ®hevariables chosen as input to this isolation
likelihood are:

transverse energy deposited in a small con&Rk 0.2 around the electron cluster;

transverse energy deposited in a hollow cone.Bf<0AR < 0.4 around the electron cluster;

sum of the squares of the transverse momenta of all additicacks measured in a cone&iR <
0.4 around the electron cluster;

impact parameter significance of the electron track (wapect to the primary vertex in the trans-
verse plane).

Electrons fromZ — eedecays were used as a clean source of isolated electronseddrestructed
electrons from this sample were required to be matched tordiBarlo electron fronZ-boson decay
and to pass the medium identification cuts in order to be densd as signal electrons. Background
electrons were selected from a high-statisticsample, filtered for a pair of like-sign Monte Carlo
electrons, and matched to a Monte Carlo electron fogmdecay.

The results of the performance studies of the isolatiorlifiked are shown in Fig. 8 for two illus-
trative bins in|n| and pr . The best results are achieved for high-electrons measured in the barrel
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Figure 8: Background electron rejections versus signalieffties for electrons i — ee decays (left)
and intt decays (right), for two illustrative bins im| andpr .

region of the EM calorimeter. As can be seen in Fig. 8 leftglectrons with only little hadronic activity
in the final state, such as those fragm— eeandH — eeee decays, the isolation likelihood provides a
background rejection of the order of3@or signal electron efficiencies of 80% (barrel) and 50%dten
caps). The difference observed between barrel and endicapsstly due to thej-dependence of the
medium identification cuts shown in Table 6. For comparigba,efficiency for the selection of signal
electrons irtt events is shown in Fig. 8 right: due to the additional hadraaiivity in these final states,
the efficiency decreases by 5-10% for the same backgrouectiogj, when compared to that quoted for
Z — eedecays.

3 Electron identification outside the inner detector accegnce

Electron identification in the forward regiofm( > 2.5) will be important in many physics analyses, in-
cluding electroweak measurements and searches for newplegia. In contrast to the central electrons,
forward electron reconstruction can only use informatiamt the calorimeters, since the inner detector
covers only|n| < 2.5. Such electrons can therefore only be identified cleabfve the background in
specific topologies, such @& — eeorH — eeeedecays.
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Figure 9: Example of discriminating variables used in thevéird region for signal electrons (full circles)
and the QCD di-jet background (open circles). Shown in tise cd the FCal are the fraction of the total
cluster energy deposited in the cell with maximum energ) (fad the relative lateral moment (right).

This section describes the performance of a cut-based ohetted to identify electrons in the for-
ward region and separate them from the QCD background. Theaason of the performance obtained
with a likelihood method is also presented.

Signal electrons are selected fratn— ee decays and background electrons from a high-statistics
sample of QCD di-jet events. Thréeg|-regions are considered: the first one covers the inner vafidied
electromagnetic end-cap, i.e. 25|n| < 3.2 (the HEC is not used), the second one covers the overlap
region between the electromagnetic end-cap and the forvedodmeter (FCal), i.e. 3.2 |n| < 3.4, and
the last region covers the FCal acceptance, i.e<3|4| < 4.9. A topological clustering algorithm [13]
is used in this analysis and only clusters wif > 20 GeV are considered. Two examples of the
discriminating variables used in these studies are showigird, namely the fraction of the total cluster
energy deposited in the cell with maximum energy and thdivel¢ateral moment. The relative lateral
moment is defined as lgf(lat, + latmax), where the lateral moments Jand lat,ax differ in the treatment
of the two most energetic cells. Other examples include tts¢ fmoment of the energy density, the
relative longitudinal moment, defined in the same way as éhative lateral moment only with two
longitudinal moments, the second moments of the distanfoesoh cell to the shower barycentre and to
the shower axis, and the distance of the cluster baryceamtne the front face of the calorimeter.

The likelihood discriminant uses the same variables asukdased method. Figure 10 shows the
performance of the cut-based and likelihood discriminaasthods for electrons frod — ee decay
with Er > 20 GeV. For an electron identification efficiency of 80%, bibthods achieve the required
goal of ~ 1% fake rate from the QCD background. This performance igebegl to yield, for example,
a cleanz — ee sample with one electron already selected in the centramegnd one electron in the
forward region [14]: the expected background contributimler theZ-boson peak is estimated to be
below~ 1%.
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4 Electrons as probes for physics within and beyond the Staraid Model

4.1 Electrons in Higgs-boson decays

Electrons from théd — eeeedecay withmy < 2my are an important benchmark for the evaluation of the
performance of the electron reconstruction and identiogitl5]. Here, only electrons witln| < 2.5
andEr > 5 GeV are considered. The electron efficiency as a functidn |ddndEr for loose, medium,
and tight electron cuts is shown in Fig. 11. The drop in efficieat lowEt is mainly due to the loss of
discrimination power of the shower-shape cuts at lowerstrarse energies. A loss of efficiency is also
visible in the transition region between the barrel and esolcalorimeters. The results shown here are in
gquantitative agreement with those obtained for electrom® ¥ — ee decay discussed in Section 2.1.2.
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4.2 Electrons produced in decays of supersymmetric partiels

In many supersymmetry (SUSY) scenarios, the most abunydarattiuced sparticles are squarks (directly
or from a gluino decay), which generally decay into a charginneutralino and jets. In turn, charginos
and neutralinos are very likely to decay into leptons. Oneresting mode for SUSY searches is the
tri-lepton signal, in which three isolated leptons are expe in the final state. Such SUSY events would
feature highpy isolated leptons accompanied by a high multiplicity of high jets. Hence, itis crucial
to efficiently identify electrons in such an environment,il@tpreserving the very high jet rejection
presented in Section 2. The electron identification effinjeim SUSY events is calculated using the
SU3 ATLAS point [16]. In this scenario, a large number of dians and neutralinos are produced and
numerous leptons are expected in the final state.

Figure 12 shows the identification efficiency of the loosedimen and tight (isol) cuts as a function
of Er and|n|. The efficiencies shown as a function®f are compared with efficiencies for single
electrons oEr = 10, 25, 40, 60 and 120 GeV. As expected, single electronsagisigher efficiencies
than those in SUSY events, because of the large hadroniditydti these events. The efficiencies
obtained for values oEt below 20 GeV, are significantly below the plateau values gh By , for
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Figure 14: Electron identification efficiency as a functidrEge (left) and|n| (right), for electrons from
Z' — ete  decays withm, =1 TeV.

which the cuts were initially optimised.

The efficiencies as a function ¢f| show the same features as those discussed in Table 6, namely
the efficiency in the end-cap region is lower than in the bawhereas the jet rejection is significantly
higher. Specific drops in efficiency can be seen|fgr~ 1.35, which corresponds to the barrel/end-cap
transition region, and fom| ~ 0.8, which corresponds to the change in the lead thicknesseleetthe
two types of electrodes in the barrel EM calorimeter.

Figure 13 shows the electron identification efficiency asmetion of the distancA R to the closest
jetin SUSY events. Jets are reconstructed from topologicasters using &R = 0.4 cone algorithm.
For values ofAR > 0.4, the efficiencies are compatible with those expected faylsielectrons, whereas
for values ofAR < 0.4, the efficiencies decrease because of the overlap betledratronic showers
from the jet and the electron shower itself.

4.3 Electrons in exotic events

High-mass di-electron final states are a promising soureay discovery physics, because of the sim-
plicity and robustness of very higbr electron reconstruction, identification and resolutioerhhigh-

pr electrons refer here to those with transverse momentumnguiigpm 100 GeV up to several TeV.
The backgrounds to very highr electron pairs are expected to be small, and, thereforg,loose or
medium identification cuts are considered here. Isolatectreins are required to satisfy the calorimeter
isolation cut described in Section 2.

Figure 14 shows efficiencies as a functionkaf and|n| for the loose and medium identification
cuts, for electrons fronz’ — e*e~ decays withmy = 1 TeV [17]. From these curves, one can note
the slow increase in efficiency witsr before reaching a plateau in the very high- region. Overall
efficiencies of~ 90% and of~ 85% can be achieved for loose and medium electron cuts, o,
with a uniform behaviour limited to the barrel region, ig| < 1.5.

The QCD background rejection was studied as a function ofgh&ransverse energy, as shown
in Table 8. Using the medium identification cuts, which cep@and to an overall efficiency of 85%, a
jet rejection factor of several thousand can be achieve&for- 100 GeV, which should be sufficient
to observe the signal in many exotic scenarios.

18



JetEy -range 140— 280 GeV 280—560 GeV 560—1120 GeV

Efficiency Rejection Efficiency Rejection Efficiency Rejection

Loose cuts 866+0.2% | 825+35 | 896+0.1% | 620+25 | 91.5+0.4% | 550+20
Medium cuts | 80.6+0.2% | 4000+370 | 84.6+0.1% | 2300+170 | 86.7+0.5% | 1900+ 120

Table 8: Electron identification efficiencies and QCD dikatkground rejections obtained for loose and
medium identification cuts, including a calorimeter isiatcut (see text), and for three different et
-ranges. The signal electrons are frdm— ete™ decays withm,, = 1 TeV and are required to hatg

> 100 GeV.

5 Electrons fromZ — eedecays in early data

The experimental uncertainty on the electron identificagiiciency is expected to be the source of one
of the main systematic errors in many measurements, andtioyar in cross-section determinations. In
addition, a reliable monitoring of the electron identifioatefficiency is important in the commissioning
phase of the detector and software. The previous sectiosdmawn detailed estimates of the expected
electron identification efficiency based on simulated sas\pThis section focuses on the measurement
of electron reconstruction and identification efficienaiegg a data-driven approach basedZon- ee
events.

The tag-and-probe method [18] is used in this analysis.nsisbs of tagging a clean sample of events
using one electron, and then measuring the efficiency ofastaising the second electron from the
boson decay. Although more difficult because of triggeeshold issues and of more severe background
conditions, the same approach could be applietf th andY resonances, thus covering the lower end of
the pr spectrum [7].

5.1 Tag-and-probe method

The tag condition typically requires an electron identifigth tight cuts. Both electrons are also required
to be above g1 threshold consistent with the trigger used. The invariaas$rof the lepton pair is then
used to identify the number of tagged evernits, (containingZ — ee decays), and a sub-sampie,
where the second pre-selected electron further passesraggv of identification cuts. The efficiency for
a given signature is given by the ratio betwéérandN;.

To account for background, the lepton-pair invariant masssum is fitted around th& mass peak
using a Gaussian distribution convoluted with a Breit-Véigplus an exponential function. The dominant
background arises from QCD and is estimated using a proeeshplained in [18]; its contribution is
small in general and its impact on the measurement is there&ry limited.

The probe electron is checked against the selection as etnoglecandidate (to which only the pre-
selection cuts are applied), and as a loose, medium or tigbtren. To monitor in detail the efficiency
dependence, the results are presented in binsaofd pr , at the expense of an increased statistical error
in each bin.

A quantitative comparison between the efficiency computét this tag-and-probe method+)
and the efficiency obtained from the Monte Carlo truttyd) is used to validate the tag-and-probe
method.

19



iy

g i\ TTT T T L \: § 1:. j

S P , 138 [ ]

{5 0.95[~ ; = - {50951 . ; : .

0.9~ - 09 * -

L B — ] E—4— ]

085 — 085 J

[ =W — r ]

5 e Tag-and-probe . r e Tag-and-probe ]

0.8~ — Monte Carlo truth - 0.8~ — Monte Carlo truth -

r ATLAS ] r ATLAS b

0.75 oot b b b b b b b b b Ly 0'75.\\””\\H\\HM\HH\HH\HH\H cl

0 0.2 04 06 08 1214 16 18 2 22 24 20 30 40 50 60 70 80 90 100

Il E; (GeV)

Figure 15: Efficiency of the electron pre-selection as ationcof || (left) andEr (right) forZ — ee
decays, using the tag-and-probe method and the Monte Catthoimformation.

Er—range (GeV) 15-25 25—40 40-70

In|—range ETp Agrp/mc erp Agrp/mc erp Agrp/mc
0-0.80 96.1+:0.4 | 2.0+£0.4 | 96.2£0.2 | 0.1£0.2 | 99.0+0.1 | 2.0+0.1
0.80—1.37 94.9+0.6 | 1.5+0.6 | 96.0+0.2 | 1.6£0.2 | 95.1+0.2 | -0.5+0.2
1.52—1.80 89.0+1.2 | 3.6+1.2 | 88.8:0.6 | 1.3£0.6 | 91.9£0.6 | 1.7+0.6
1.80—2.40 83.0+:1.0| 0.6+1.0 | 83.2:0.6 | 0.8+£0.6 | 84.9£0.6 | 1.14+0.6

Table 9: Efficiency of the electron pre-selectiarp, in percent as obtained from the tag-and-probe
method, for different ranges of electr&@ and|n|. The errors quoted fogrp are statistical and cor-
respond to an integrated luminosity of 1007 pb Also shown is the differencéderp e, between this
estimate of the pre-selection efficiency and that obtairs#authe matching to the Monte Carlo electron.

5.2 Electron reconstruction efficiency

The reconstruction and identification of electrons is basesked-clusters in the electromagnetic calorime-
ter matched to tracks, as explained in Section 2. The tagreteis a reconstructed electron selected using
tight (isol) cuts and also required to pass the trigger EN&LTi [11]. The tag electron is also required to
be outside the barrel/end-cap transition regioB7{1< |n| < 1.52). The probe electron is pre-selected
by identifying a cluster in the opposite hemisphere, suelh titie azimuthal difference between tag and
probe electrons iAg > 3/4m. Both tag and probe electrons are required to Haye>15 GeV. The
invariant mass of the lepton pair is required to be betweear@D100 GeV. Figure 15 compares
andéeyc as a function ofn| andEr . Table 9 summarises the results obtained for this first stepd
reconstruction and identification of the probe electron.

5.3 Electron identification efficiency.

In this section, the electron identification efficiency iggented with respect to the reconstructed elec-
trons discussed in Section 5.2. The QCD background was mstidered here, since it is less than a
few percent below th&-boson mass peak. The reconstructed probe electron wasethagainst loose,
medium and tight selection cuts. Table 10 summarises thdtsesbtained for this second step in the
reconstruction and identification of the probe electromguFe 16 shows as a function gf and py the
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Figure 16: Efficiency of the medium electron identificatiamtscrelative to the pre-selection cuts as a
function of |n| (left) andEr (right) forZ — eedecays, using the tag-and-probe method and the Monte

1 1214 16 1.8 2 22 24
Il
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comparison betweegrp andgyc, for the medium cuts. The losses at highare due to the material in

the inner detector, as discussed in Section 2.

5.4 Statistical and systematic uncertainties

A number of uncertainties may affect these tag-and-probesaorements once the accumulated data will
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provide high enough statistics to perform similar meas@mto those quoted above:

o Differences betweesrp andé&yc

The relative differencéerpuc in regions (inpr and|n|), where the efficiency is flat, is less
than 0.5%, assuming that the statistical erroregg is negligible. Aerp/uc marginally depends
on the definition of a true electron and the systematic uaisyt related to this is estimated to
be < 0.1%, when varying the cut on the separatiomitp space AR) between the reconstructed
electron candidate and the true electron.

Statistical uncertainty.

The size of the availabl&-boson sample is a source of systematic error. With an iateddumi-
nosity of 100 pb!, the error is expected to be in the range 1-2%pr> 25 GeV, and~ 4% in
the low-pr bin.

Selection criteria

Another source of systematic error comes from varying tlecten criteria. For instance, un-

certainties introduced by varying the cut on fidoson mass or requiring an isolation criterion
for the probe electron were evaluated. The magnitude of teertainty introduced is smaller

than 0.5% forpr > 40 GeV. At low pr , this uncertainty is estimated to be in the 1-2% range.

QCD background contribution

Adding the expected contribution from the QCD backgrounth®signal does not degrade the
results, except for.52 < |n| < 1.8, a region which is close to the barrel/end-cap transiten r
gion and also where the efficiency is not uniform. The countidn from the uncertainties on the
residual QCD background is expected to be negligible.
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Loose 15-25 25—40 40—70
Inf\pr ETp Agrp/mc erp Agrp/mc ETp Agrp/mc
0-0.8 952+20 | -414+£20|988+0.3| -054+03]998+0.1| 0.2+0.1
08—-137| 923+21 | —6.94+21|989+03| —0.7£0.3|996+0.2| 0.0+0.2
152—-18|1000+28| 1.74+28 |994+05| 0.0£05 [996+05| 0.0£0.5
18—-24 | 988+16 | 0.6+17 [988+05| 0.0£05 | 991+04| -0.2+0.4
Medium 15-25 25—40 40—-70
Inf\pr ETp Agrp/mc erp Agrp/mc erp Agrp/mc
0-08 |836+£23|-43+27|897+07|—-08+08|926+05| —-0.2+0.6
08—-137|756+28| —75+34|876+09| 0.7+10 |909+0.8| —0.4+0.8
152—-18|719+44| 59+65 | 769+19| —22+24|836+19| 0.7+23
18-24 |780+27| 65+£37 |792+14| 1.7+18 | 825+14| -10+16
Tight 15-25 25—-40 40—-70
In[\pr Erp Agrp/mc Erp Agrp/mc Erp Agrp/mc
0-08 [687+26| -52+35|7384+10|-12+13|770+£09|-15+11
08-14|618+30| —-31+£47|729+12| 0.7+1.7 |77.3+11| 02£15
15-18|557+45| 68486 |659+21|-08+31|737+£22| 1.2+31
18-24|662+30| 85+49 |660+16| 264+25 |734+16| 0.7+22

Table 10: Loose, medium and tight electron identificatidicieincies relative to the pre-selection effi-
ciencies for different bins ity and|n|. The first error is statistical and corresponds to an intedgra
luminosity of 100 pb! . The second error is the difference obtained betwserandeyc.

6 Conclusion

Excellent electron identification will clearly play an inmpant role at the LHC, since highr leptons
will be powerful probes for physics within and beyond therfsiird Model. Based on this motivation,

various algorithms and tools have been developed to effigieeconstruct and identify electrons and
separate them from the huge backgrounds from hadronic jets.

Presently, two reconstruction algorithms have been impteed in the ATLAS offline software, both
integrated into one single package and a common event mbklelfirst one relies on calorimeter seeds
for reconstructing electrons, whereas the second algonighies on track-based seeds, is optimised for
electrons with lower energies, and relies less on isolation

The calorimeter based algorithm starts from the reconsduduster in the electromagnetic calorime-
ter, then builds identification variables based on inforamatrom the calorimeter and the inner detector.
The rejection power with respect to QCD jets comes almosteiytfrom the identification procedure.
Depending on the electron transverse energy and the amageiirements, rejection factors of 500 to
100 000 can be achieved, for efficiencies of 88% to 64%, usisighple cut-based selection. More re-
fined identification procedures combining calorimeter andk quantities using multivariate techniques
provide a gain in rejection of about 2040% with respect to the cut-based method, for the same effi-
ciency of 61— 64%. Alternatively, they provide a gain 0£510% in efficiency, for the same jet rejection
(tight and medium cuts).

Electrons in the forward region can also be identified andusdpd from the background. A simple
cut-based method, exploring the energy depositions inrtheriwheel of the electromagnetic end-cap
calorimeter and in the forward calorimeter as well as theveehape distributions, shows that99%
of the QCD background can be rejected, for an electron ffiesion efficiency of~ 80%. This per-
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formance should be sufficient to select cleanly, for example— ee decays with one electron in the
forward region.

Studies of the strategies for measuring efficiencies arglfiales in early data show that the tag-and-
probe method is a good tool to estimate the electron ideatiific efficiency and to control the reliability
of the Monte Carlo simulation. With 100 pb, the method is limited by the statistics of the Z sample,
whereas its systematic uncertainty is of the order of 1 to 2 %.

The work presented here primarily addresses the descriptid performance of the offline recon-
struction and identification of electrons. However, it alfees an overview of the possible path towards
physics discoveries with electrons in Higgs, SUSY, andiexsatenarios.
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