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Abstract

This thesis describes my work on the ATLAS luminosity measurement and on two
searches for physics beyond the Standard Model, performed using

√
s = 13 TeV

proton-proton (pp) collision data recorded by the ATLAS detector at CERN during
Run 2 of the LHC in the years 2015-2018

ATLAS employs several detectors and methods to measure the relative luminosity
and the absolute scale is determined using van der Meer scans during dedicated low-
luminosity running periods in each year. The thesis presents the details of the track-
counting method which is used to extrapolate the calibration to the high-luminosity
physics data-taking regime. After data-quality selections, the full Run 2 pp data
sample corresponds to an integrated luminosity of 139 fb−1, with an uncertainty of
1.7 %.

The first analysis presented is a search for Supersymmetry in final states with two
same-flavour opposite-charge leptons, jets, and large missing transverse momentum.
The search uses 36.1 fb−1 of pp collision data collected in 2015 and 2016. Signal sce-
narios involving pair-production of squarks or gluinos decaying into final states with
two leptons and the lightest supersymmetric particle are targeted by the analysis.
The main Standard Model backgrounds are estimated with data-driven methods
and the observed data is found to be consistent with the expectation. Results are
interpreted in simplified Supersymmetry models and exclude gluinos and squarks
with masses up to 1.85 TeV and 1.3 TeV at 95 % confidence level, respectively.

The second analysis is a search for long-lived particles decaying into hadrons. The
analysis selects events that contain multiple energetic jets and a displaced vertex
and uses the full Run 2 pp collision dataset. Background estimates for Standard
Model processes and instrumental effects are extracted from data. The observed
yields are one event in the first signal region where 0.49 ± 0.28 are expected and
zero events in the second signal region where 0.7 ± 0.4 are expected. The results
are used to set limits at 95 % confidence level on Supersymmetry scenarios with
long-lived electroweakinos that decay via a small R-parity-violating coupling into
triplets of quarks. Electroweakly produced neutralinos with masses up to 1.3 TeV
are excluded for lifetimes between 0.01 ns and 10 ns.
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Sammanfattning

Elementarpartikelfysik är vetenskapen om naturens minsta best̊andsdelar och drivs
fram̊at av v̊ar nyfikenhet och vilja att först̊a det universum som vi lever i. Uppfatt-
ningen om vad som utgör dessa best̊andsdelar har ändrats genom historiens g̊ang
och teorier som har antagits beskriva v̊ar värld har g̊ang p̊a g̊ang omkullkastats
av nya uptäckter och teoretiska genombrott. V̊ar nuvarande först̊aelse sammanfat-
tas av partikelfysikens standardmodell - ett teoretiskt ramverk som beskriver en
uppsättning elementarpartiklar och hur dessa växelverkar med varandra och byg-
ger upp all materia. Sammantaget är standardmodellen en fantastiskt framg̊angsrik
teori som har testats i mycket noggranna experiment och har kunnat förutsäga en
mängd fysikaliska processer. Trots detta lämnar den m̊anga fundamentala fr̊agor
obesvarade och vi vet att den kommer att bryta samman vid högre energier. Det
viktigaste exemplet är kanske observationen av mörk materia som i universum finns
i fem g̊anger s̊a stor mängd som den materien som beskrivs av standardmodellen.
Många nya teorier för fysik bortom standardmodellen har lagts fram i försök att
skapa en mer komplett modell. Experimentell partikelfysik handlar idag om att
med allt högre precision mäta standardmodellens observabler samt att verifiera el-
ler falsifiera förekomsten av partiklar som de nya teorierna förutsäger. En av de
mest populära teorierna är supersymmetri som dubblar partikelinneh̊allet genom
att förutsp̊a en ny supersymmetrisk partikel för varje existerande partikel i stan-
dardmodellen.

Studien av universums minsta best̊andsdelar kräver ironiskt nog enormt stor ex-
perimentell utrustning, och teoretiska framsteg g̊ar hand i hand med teknologisk
utveckling som möjligör för experiment vid allt högre energier. The Large Hadron
Collider (LHC) vid CERN är världens största partikelaccelerator. Den accelererar
protoner upp till nästan ljusets hastighet och kolliderar dem med varandra för att
skapa nya tyngre partiklar som kan studeras. Acceleratorn ligger p̊a gränsen mellan
Schweiz och Frankrike i en 30 km l̊ang cirkulär tunnel, cirka hundra meter under
marken. Runt acceleratorn finns stora detektorer som är byggda för att observera
partiklar fr̊an protonkollisionerna och mäta deras egenskaper. I denna avhandling
presenteras forskning som utförts med data fr̊an ATLAS-detektorn.
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viii Sammanfattning

Vid LHC inträffar ungefär en miljard protonkollisioner varje sekund och i varje kol-
lision bildas ett stort antal partiklar som färdas genom ATLAS och detekteras. De
allra flesta är partiklar med l̊ag massa som är kända sedan länge och vars egenskaper
är väl uppmätta i tidigare experiment. Den största utmaningen för en fysikanalys
som utförs med data fr̊an ATLAS är därför att s̊alla i den enorma datamängden
och välja ut de protonkollisioner som inneh̊aller viktig information. Av stor vikt för
alla analyser är även att känna till acceleratorns luminositet som ger ett m̊att p̊a
det totala antalet protonkollisoner i en given datamängd. Luminositeten används
för att omvandla uppmätta frekvenser av intressanta processer till tvärsnitt, eller
sannolikheter, som kan användas i jämförelser med andra experimentella resultat
och teoretiska förutsägelser. I ATLAS mäts luminositeten med flera olika metoder
som kombineras och jämförs för att uppn̊a hög precision p̊a det slutgiltiga resul-
tatet. I denna avhandling presenteras luminositetsmätningen för den datatagning
som ägde rum mellan åren 2015-2018. Luminositeten uppmäts till 139 fb−1 med en
osäkerhet p̊a 1,7 %.

I avhandlingen presenteras även tv̊a studier som analyserar protonkollisioner i AT-
LAS för att söka efter tecken p̊a fysik som inte beskrivs av standardmodellen.
B̊ada analyserna tar avstamp i olika supersymmetriska modeller och väljer ut pro-
tonkollisioner att analysera baserat p̊a de experimentella signaturer som förutsp̊as
av modellerna. En stor utmaning är att urskilja kollisioner med potentiell signal
fr̊an kollisioner där standardmodellprocesser ger upphov till liknande signaturer
och kontaminerar den utvalda datan. Dessa bakgrunder uppskattas noga med hjälp
av simuleringar eller med hjälp av data. Den första presenterade analysen söker
efter supersymmetriska skvarkar eller gluiner som produceras i protonkollisionerna
och sedan omedelbart sönderfaller till tv̊a elektroner eller myoner som detekteras av
ATLAS. Ingen signal över den förväntade bakgrunden observeras och resultaten tol-
kas istället med hjälp av simuleringar av supersymmetriska modeller. P̊a s̊a sätt kan
exkluderingsgränser med 95 % konfidensintervall beräknas för gluino- och skvark-
massorna. Massor under 1,85 TeV utesluts för gluiner och massor under 1,3 TeV
utesluts för skvarkar. Den andra analysen söker efter l̊anglivade supersymmetriska
partiklar som färdas en uppmätbar sträcka genom detektorn innan de sönderfaller
till standardmodellpartiklar. Dessa processer är i princip fria fr̊an bakgrund, även
om en liten kontaminering kan uppkomma av instrumentella effekter och felrekon-
struktioner av data. Efter filtrering av datan förväntas en backgrund p̊a 0, 49±0, 28
signallika händelser och en händelse observeras. Resultatet används för att utesluta
supersymmetriska neutraliner med massor upp till 1,3 GeV för partikellivslängder
mellan 0,01 ns och 10 ns.
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Preface

Overview

Elementary particle physics is the study of the smallest building blocks in Nature
and is driven by our curiosity about the fundamental properties of the Universe.
Throughout the history of science, increasingly small particles have been discovered
and the perception of which particles are elementary has evolved, turning theories
that previously described the Universe into approximations of more comprehensive
pictures. The best understanding to date is encapsulated in the theoretical frame-
work of the Standard Model (SM) which explains how all matter is formed from
quarks and leptons that interact via the strong, weak, and electromagnetic forces.
As it stands, the SM is a very successful theory that has withstood five decades of
high-precision tests and has been able to predict the outcome of a wide range of
experiments. Despite all this, the SM still fails to answer several crucial questions
in particle physics and cosmology, with the most obvious being the lack of an ex-
planation for Dark Matter. Over the years, many theories for physics beyond the
SM (BSM) have therefore been proposed, but so far none has been experimentally
verified, making the hunt for BSM physics the main quest for particle physicists
today.

The theoretical progress in particle physics goes hand-in-hand with the development
of technologies that allow for experiments at increasing energies and with increasing
precision. Of particular importance are accelerators, which bring particles to high
energies and collide them or smash them into a target material and thereby create a
high-energy environment where new heavier particles can be created and observed.
This study of the smallest scales in Nature ironically requires gigantic experimental
equipment, and as physicists have explored higher and higher energies, accelerators
have become bigger and bigger. The Large Hadron Collider (LHC) [1] at CERN is to
date the largest and highest-energy particle accelerator in the world. It accelerates
and collides protons at energies on the TeV scale, and allows for precision tests of
the SM as well as searches for BSM physics in an unexplored mass regime. The
ATLAS detector is one of several experiments located at the LHC and is dedicated
to the study of the proton-proton (pp) collision events. All studies presented in
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this thesis are based on data collected by the ATLAS experiment during the LHC
Run 2 which corresponds to the operational period between 2015 and 2018.

When the LHC is operating, more than 1 billion pp interactions take place in AT-
LAS every second. Most of these result in the production of low-mass particles with
properties that are already well understood and measured to great precision by pre-
vious experiments. The main challenge in a search for BSM physics, or a precision
measurement of a SM observable, is to isolate the interesting pp collision events
and distinguish the signal from background processes that yield similar experimen-
tal signatures. All analyses are dependent on a measurement of the luminosity
which quantifies the total number of pp interactions in a given dataset. Its value
must be known to high precision in order for the analyses to be able to evaluate
measured cross sections and to predict background rates. This thesis describes the
overall strategy of the ATLAS luminosity measurement and goes into the details of
the track-counting method which is one of several complementary approaches used
to determine the final value.

One of the most popular BSM theories is Supersymmetry (SUSY) which matches
every particle in the SM with a supersymmetric partner particle. The validity of
SUSY is tested at the LHC by searching for supersymmetric particles produced
in the pp collisions. This thesis presents two searches for SUSY conducted at the
ATLAS experiment. The first analysis is seeking to find pp collision events in which
supersymmetric squarks or gluinos are produced and then immediately decay into
several SM particles, including two leptons that are detected and measured by
the detector. This search is referred to as the Strong-2L analysis. The second
search targets SUSY models in which supersymmetric particles are created in the
pp collisions and travel some distance through the detector before decaying into
SM particles. Such processes result in an experimental signature with a displaced
vertex (DV) and several jets of SM particles. The search for DVs in multijet final
states is referred to as the DV+jets analysis.

About this thesis

The first parts of this thesis serve to give the theoretical background and to in-
troduce the experimental concepts necessary for the description of the presented
work. Chapter 1 provides a review of the SM and a discussion about its successes
and shortcomings, while BSM physics is introduced in Chapter 2. The focus is
then shifted towards the experimental setup and Chapters 3 and 4 describe the
LHC and the ATLAS experiment, while Chapter 5 explains how the data recorded
in ATLAS is translated into meaningful information about the particles created in
the pp collisions, and Chapter 6 describes the simulation of such processes. After
these introductory chapters, the ATLAS luminosity measurement is presented in
Chapter 7 and the track-counting method in Chapter 8. Finally, Chapters 9 and 10
present the Strong-2L and the DV+jets analyses respectively. Like any research
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field, particle physics comes with a lot of abbreviations and acronyms and in order
to aid the reader all abbreviations introduced in the thesis are summarised in the
front matter.

Author’s contributions

Research in experimental particle physics today is performed using large experi-
ments and relies heavily on collaboration. As such, most of the work that I present
in this thesis is realised as a team effort with fellow colleagues. ATLAS is a col-
laboration of physicists, engineers, technicians, and support staff from around the
world, with almost 3000 scientific authors. The collaboration has an organisational
structure where scientists work in smaller groups, dedicated to specific research
areas within the scientific programme of ATLAS. Any output from the collabora-
tion is shared by all members and is subject to rigorous internal review before being
made public. Results can be released as papers submitted to journals or as so-called
conference notes or public plots published directly by ATLAS. The publications are
signed by all scientific authors in the collaboration. This thesis focuses on the work
and the publications to which I have contributed directly.

The ATLAS organisation also contains working groups dedicated to the construc-
tion and maintenance of the detector, the operation of the detector, the data prepa-
ration and reconstruction, and the simulation. In addition, the so-called Combined
Performance groups are dedicated to providing recommendations related to the re-
construction, identification, and calibration of specific objects which then are used
by all physics analyses. The detector and performance work is essential for all final
research findings of the collaboration and all members are expected to contribute
to these activities.

The luminosity measurement is part of the data preparation work in ATLAS. Since
2021 I am the one of two conveners of the Inner Detector Luminosity group which is
composed of around ten members. The convener position is an official ATLAS role
designated to coordinate the work of the group, follow the ongoing activities closely,
and set up the overall strategy for the project. As a convener I am thus responsible
for the work of all other group members and the progress of the studies, and also
provide supervision to other students in the group. In addition to the convener role,
I work actively on several parts of the track-counting luminosity measurement. My
main contributions include the performance monitoring in Section 8.5.1 as well
as all simulation studies in Sections 8.2–8.4 and Sections 8.6–8.7. In addition, I
regularly work with analysis frameworks produced by other team members and
have generated all figures in Chapter 8. The toy simulation studies, described
in Section 8.2, have resulted in ATLAS public plots published in April 2021 [2].
The track-counting measurement is included in a summary paper of the luminosity
measurement in the LHC Run 2. The paper is in ATLAS review at the time of
writing and has not yet been made public. An ATLAS conference note with the
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Run 2 luminosity measurement was published in 2019 [3]. The results quoted in
Chapter 7 correspond to the conference note.

During my doctoral studies I have been part of the SUSY working group. Since 2019
I have worked on the DV+jets analysis as part of a team consisting of around ten
members. I am one of the main analysers and am responsible for the development
of the tools for several parts of the analysis. My main contribution is the truth-
level study described in Section 10.6.1 which has served as an important tool in
the development of all background estimates. I have also developed the tools for
the jet systematic studies presented in Section 10.7.2. In addition I contribute to
the common analysis framework as well as the production of the data files used
to generate all the analysis results. All figures in the chapter are produced by
myself unless otherwise stated. The analysis has not been made public at the time
of writing but is formally approved by the ATLAS SUSY group and the ATLAS
internal review is ongoing.

The first two years of my doctoral studies I worked on the Strong-2L analysis in
another ten-person team. My main contribution is the estimate of the flavour-
symmetric background in Section 9.6.1. I also made substantial contributions to
the signal region optimisation and to the estimation of the diboson background
presented in Section 9.6.3. In addition, I was responsible for the production and
validation of the data files used to generate all the analysis results. The Strong-2L
analysis was published in The European Physical Journal C in May 2018 [4]. The
figures in Chapter 9 are either produced by myself or come from the publication.
An earlier iteration of the analysis, to which I also contributed, was published in
The European Physical Journal C in March 2017 [5]. The Strong-2L analysis is
summarised and presented in my Licenciate thesis [6] and the text in Chapter 9 is
adopted from the previous text.

In addition to the luminosity work within data preparation, I have contributed
to the work in the ATLAS Tracking Combined Performance group with studies
of the impact parameter resolution. The work is part of the final ATLAS Run 2
recommendations for the uncertainty on the impact parameter, and some examples
are included in Section 5.1.4.
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Chapter 1

The Standard Model of
particle physics

The best theoretical framework available today to describe the smallest scales in Na-
ture is the Standard Model (SM) of particle physics. It explains how matter consists
of a small number of elementary particles and describes how these interact through
fundamental forces and combine to make more complex structures. The model was
developed in stages throughout the latter half of the 20th century, through the
work of many scientists worldwide, eventually leading up to the gauge field theories
of electroweak interactions [7–10] and Quantum Chromodynamics (QCD) [11, 12],
as well as the Brout-Englert-Higgs mechanism to explain electroweak symmetry
breaking [13–15]. These components together make up the SM.

Since its completion in the 1970s, the SM has held up to many high-precision tests
and has been successful at predicting the existence of both elementary and compos-
ite particles before their experimental discovery. However, despite this success, the
SM is not a complete theory of everything and fails to provide answers to several
open questions in particle physics. Therefore, even if the model is correct at the
energy scales that have thus far been probed, it represents a low-energy approx-
imation of a more fundamental theory, just like many models that came before
it.

This chapter introduces the SM and discusses its successes and shortcomings in
order to provide the necessary background and motivation for the work presented
in the thesis. An overview of the forces and particles of the SM is given in Section 1.1
and the concept of symmetries, from which the interactions emerge in the theory,
is introduced in Section 1.2. Sections 1.3 and 1.4 then go into more details on the
electroweak theory and QCD, and Sections 1.5 and 1.6 present methods to compute
the observable interaction cross sections and particle decay rates from the theory.
A brief summary of some of the main triumphs of the SM as well as some of the

3



4 Chapter 1. The Standard Model of particle physics

Table 1.1: The four known fundamental forces of Nature. The relative strengths
are approximate values for two elementary particles at a distance of 1 fm, roughly
corresponding to the radius of a proton, or equivalently an energy scale of about
1 GeV. Table adapted from Ref. [17].

Interaction Relative strength
Strong 1
Electromagnetic 10−3

Weak 10−8

Gravity 10−37

open points are presented in Section 1.7. The text is based on Refs. [16] and [17],
where more detailed explanations, outside the scope of this thesis, can be found.

1.1 Forces and particles in the SM

There are four known fundamental forces in the Universe; gravity, electromag-
netism, the weak interaction, and the strong interaction. Gravity and the electro-
magnetic force are perhaps the most familiar as they are observable in everyday life,
and they were also recognised long before the discovery of the other forces. Weak
interactions manifest themselves in radioactive decays and are responsible for the
nuclear reactions that fuel the sun and other stars. The strong force is what binds
protons and neutrons together, and is thereby responsible for holding the atomic
nucleus together. The SM encompasses all of these forces, except for gravity, which
currently is only described by the theory of general relativity. Table 1.1 summarises
the forces and their relative strengths, showing how the gravitational interaction is
extremely weak in comparison to the others at a distance scale corresponding to
the radius of a proton. As such, it is not relevant to the type of particle interactions
that can be probed in current collider experiments.

In the SM, the forces are mediated by spin-1 gauge bosons which carry four-
momentum between the interacting particles. The electrically neutral photon me-
diates the electromagnetic force, the charged W± and neutral Z bosons the weak
force, and the eight neutral gluons the strong force. Each force carrier interacts
only with particles that carry certain charges. The electromagnetic interaction cou-
ples to all electrically charged particles and the weak interaction to combinations
of weak isospin and weak hypercharge. The strong interaction couples to colour
charge. Each force is further characterised by the coupling constant which deter-
mines the relative strength of the interaction, as well as the range over which the
force is effective. The coupling strength runs with energy, meaning that it depends
on the four-momentum transfer Q2 in the interaction. For the electromagnetic in-
teraction, the coupling constant α grows stronger at large momentum transfer, or
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equivalently at short distances. At zero momentum transfer, the value of α is 1/137
and around Q = 100 GeV the value is 1/128 [18]. The range of the interaction is
inversely proportional to the mass of the force-mediating particle. Forces mediated
by massless particles are therefore in principle infinite in range whereas interac-
tions mediated by massive particles have a finite range. The photon is massless
and the electromagnetic interaction is therefore infinite in range while the W± and
Z bosons are massive and the weak force is a short range interaction. The long-
and short-distance behaviour of the strong force is more involved and is discussed
separately in Section 1.4.

All matter is built from spin-1/2 fermions which are divided into quarks and leptons
based on their properties. Within each class there are three generations of particles
that are essentially copies of each other but vary in lifetime and mass. For each
particle, there is also a corresponding antiparticle which has the same mass and
spin, but opposite values of the charges. The antiparticles are denoted by the same
symbols as the particles, but with a bar over their respective symbols.

The lepton generations correspond to three types, or flavours, of charged leptons;
the electron e, the muon µ, and the tau τ . These all carry electric charge −1 in units
of the elementary charge e1, and are paired with electrically neutral leptons called
neutrinos. The neutrinos are treated as massless in the SM, but are experimentally
observed to have a very small, albeit non-zero, mass. This inconsistency between
theory and experiment is discussed further in Section 1.7. The charged leptons
interact electromagnetically as well as weakly, while the neutrinos only interact
weakly.

The quarks exist in six flavours and each generation consists of an up-type quark
with electric charge +2/3 and a down-type quark of charge −1/3, in units of e.
They are called up u and down d in the first generation, charm c and strange
s in the second generation, and top t and bottom b in the third. The quarks
differ from the leptons in that they carry colour charge and thereby couple to the
strong force. Each quark can exist in three different colours referred to as red,
green, and blue. Likewise, each antiquark can exist in the three corresponding
anticolours. Individual quarks are not seen in Nature but are always confined
to colour-neutral bound states called hadrons. These states are formed either by
combining a colour with the corresponding anticolour or by combining all three
colours. The hadrons thus exist in two categories; mesons consisting of a quark
and an antiquark and baryons or antibaryons consisting of three quarks or three
antiquarks. Some composite particles which will be mentioned in this thesis are the
proton p and neutron n composed of the quarks uud and udd respectively, the pi
mesons π0 (uū or dd̄) and π± (ud̄ or dū), the K0

S meson (ds̄ or sd̄), and the J/ψ
meson (cc̄).

All the fermions in the SM have an intrinsic property which is called chirality and
is of great importance in the weak interactions. In the massless limit, chirality

11 e = 1.602 × 10−19 C
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coincides with helicity which quantifies the alignment of the spin relative to the
direction of motion of the particle. Particles can be right-handed or left-handed,
corresponding to parallel or antiparallel alignments respectively. The weak inter-
action only couples to fermions corresponding to left-handed chiral states. While
quarks and charged leptons exist in both left- and right-handed states, only left-
handed neutrinos appear in the SM.

The final SM particle is the Higgs boson, which is a massive, electrically neutral
spin-0 particle. It results in the theory as a manifestation of the mechanism that
gives mass to the other particles and is further described in Section 1.3. Figure 1.1
summarises the particle content of the SM. All particles are fundamental in the
sense that they are described as point-like and lacking underlying substructure in
the theory.

Figure 1.1: Overview of the particle spectrum of the SM [19].
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1.2 Symmetries in the SM

The SM is formulated as a quantum field theory (QFT) where all particles are
introduced as quanta of various fields. Fermions correspond to spin-1/2 fields and
the gauge bosons correspond to spin-1, so-called vector fields. The dynamics of the
system are controlled by the SM Lagrangian from which the equations of motion
can be derived. This is found to be invariant under certain transformations, where
each such symmetry corresponds to a quantity that is conserved in the system.
The symmetries thereby lead to a set of fundamental conditions of the theory and
dictate the allowed interactions between the various fields.

First of all, any QFT must be invariant under global transformations described
by the Poincaré group. These include temporal and spatial translations which
correspond to conservation of energy and linear momentum, as well as rotational
transformations which are associated to the conservation of angular momentum. In
addition, the fields of the SM are required to be invariant under a set of local phase
transformations, so-called gauge transformations, which describe the interactions of
the theory and are associated to conserved quantities via Noether’s theroem [17].

The gauge principle can be illustrated for the case of quantum electrodynamics
(QED), which is the QFT of the electromagnetic force and describes interactions
between electrically charged fermions and photons. Before introducing the inter-
actions, the system is described by the Lagrangian for a free spin-1/2 field ψ with
mass m

L = ψ̄(x) (iγµ∂µ −m)ψ(x), (1.1)
where γµ, µ ∈ [0, 1, 2, 3], are the Dirac matrices. The Lagrangian is trivially invari-
ant under a global U(1) transformation where the field transforms as

ψ → eiqθψ(x) ψ̄ → e−iqθψ̄(x). (1.2)

It is however not, a priori, invariant under a local phase transformation, where the
parameter θ depends on the space-time coordinate and the field transforms as

ψ → eiqθ(x)ψ(x) ψ̄ → e−iqθ(x)ψ̄(x). (1.3)

The invariance under the local transformation is instead assured by replacing the
derivative in the Lagrangian by the covariant derivative

Dµ ≡ ∂µ + iqAµ(x), (1.4)

where Aµ(x) is a vector field which transforms according to

Aµ(x)→ Aµ(x)− ∂µθ(x). (1.5)

The QED Lagrangian can then be written including the new vector field as

LQED =
[
iψ̄γµ∂µψ −mψ̄ψ

]
− qψ̄γµψAµ −

1
4FµνF

µν , (1.6)
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with
Fµν = ∂µAν − ∂νAµ. (1.7)

The expression in brackets in Eq. 1.6 corresponds to the free massive fermionic
field, where the first term represents its kinetic energy and the second is the mass
term. The third term in Eq. 1.6 represents an interaction between the fermionic
field and the vector field Aµ, which can be identified as the photon field. The last
term is the free-field Lagrangian for a massless vector field and is introduced to
describe the kinematics of the photon. All terms in this expression are now invari-
ant under the combined gauge transformations corresponding to Eqs. 1.2 and 1.5.
The interaction term is proportional to the electric charge, which is the conserved
quantity associated to QED. For the electron it is related to the electromagnetic
coupling constant through α = e2/4π.

This principle of local gauge invariance generating the interactions between the
fields as well as the associated conserved charges, can be extended to all interactions
in the SM. The symmetries of the SM are described by the gauge group

SU(3)C × SU(2)L × U(1)Y . (1.8)

The strong force is generated by requiring symmetry of the Lagrangian under colour
charge transformations, corresponding to the symmetry group SU(3)C , where C
refers to the colour. The electromagnetic and weak interactions are unified into the
electroweak interaction that corresponds to invariance under the SU(2)L × U(1)Y
symmetry. Here, SU(2)L is the weak isospin group acting only on left-handed
fermions and U(1)Y is the weak hypercharge group. The gauge bosons associated
to the SU(3)C symmetry are the eight gluons, while three weak isospin bosons W1,
W2, and W3 are associated to the SU(2)L symmetry and the hypercharge boson
B to U(1)Y . The corresponding conserved charges are colour, third component of
weak isospin I3, and weak hypercharge Y .

The field content of the SM is presented in detail in Table 1.2. Fermion fields
transform under the fundamental representation of each gauge group, while the
gauge fields transform under the adjoint representation. In SU(3)C all fermions
are thus represented by colour triplets, corresponding to the three colour charges,
while the adjoint representation describes the eight gluons as a colour octet. The
SU(2)L left-handed chiral fields appear as doublets with an up-type and down-type
quark pair or a charged and a neutral lepton pair, while the right-handed chiral
fields live in the singlet representation of SU(2)L. The weak gauge bosons are
represented by weak isospin triplets. The U(1)Y symmetry of weak hypercharge
transformations is one-dimensional.

In addition to the conserved gauge charges, the SM contains accidental global U(1)
symmetries which arise as a consequence of imposing invariance under the symme-
try transformation with a given particle content. Corresponding to the accidental
symmetries are the baryon number B, lepton numbers Ll (l = e, µ, τ), and the total
lepton number L = Le + Lµ + Lτ , which are conserved in all interactions in the
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Table 1.2: The field content of the SM and the transformation properties under the
SM gauge groups. The three rightmost columns indicate under which representa-
tions of the gauge groups that each field transforms. For the U(1)Y symmetry the
column gives the weak hypercharge Y associated with each field. For SU(3)C and
SU(2)L, 1 refers to the field belonging to the associated singlet representation, 2
to the doublet representation, 3 to the triplet representation, and 8 to the octet
representation.

Field label Content Spin U(1)Y SU(2)L SU(3)C

Quarks
Qi (uL, dL), (cL, sL), (tL, bL) 1/2 1/3 2 3
uR,i uR, cR, tR 1/2 4/3 1 3
dR,i dR, sR, bR 1/2 -2/3 1 3

Leptons Li (eL, νe,L), (µL, νµ,L), (τL, ντ,L) 1/2 -1 2 1
eR,i eR, µR, τR 1/2 -2 1 1

Gauge fields
B B 1 0 1 1
W (W1, W2, W3) 1 0 3 1
G Ga, a ∈ [1, ..., 8] 1 0 1 8

Higgs field φ (φ+, φ0) 0 1 2 1

SM. The lepton numbers take the value +1 for the leptons and −1 for the antilep-
tons, and the baryon number takes the value +1/3 for the quarks and −1/3 for
the antiquarks. For strong and electromagnetic interactions, the individual quark
flavours are also conserved while flavour changing processes are allowed by the weak
interaction.

1.3 Electroweak physics and spontaneous
symmetry breaking

The SU(2)L × U(1)Y content of the SM Lagrangian predicts four gauge bosons
corresponding to the W 1

µ , W 2
µ , W 3

µ , and Bµ fields. These can be compared to what
is empirically known to exist; the electromagnetic interaction described by inter-
actions with the photon in the theory of QED, and the presence of two massive
charged and one massive neutral mediator of the weak force. The mass eigen-
states of these physical gauge bosons are obtained by a mixing of the electroweak
eigenstates according to

W±µ = 1√
2
(
W 1
µ ∓ iW 2

µ

)
(1.9)

Aµ = W 3
µ sin θW +Bµ cos θW (1.10)

Zµ = W 3
µ cos θW −Bµ sin θW , (1.11)
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where W±µ and Zµ are the fields corresponding to the W± and Z bosons, and Aµ
is the photon field as introduced in Section 1.2. The angle θW is known as the
weak mixing angle and quantifies the amount of mixing that occurs between the
neutral SU(2)L × U(1)Y gauge fields. Furthermore, the fermion electric charge Q
can be related to the underlying SU(2)L and U(1)Y gauge symmetries through the
relation

Q = I3 + 1
2Y. (1.12)

At this point the theory treats the gauge bosons as being massless, similar to the
photon field in QED. Mass terms for vector boson fields take the form m2

WWµW
µ,

similar to the mass term for the fermion field introduced in Eq. 1.6. Such terms are
however forbidden in the electroweak sector since they violate the SU(2)L × U(1)Y
invariance. This is in clear disagreement with the short range property of the
weak interaction, as well as the measured masses of the W and Z bosons. The
solution to the problem is spontaneous symmetry breaking which is implemented
by introducing the Higgs field φ.

The Higgs field is a complex scalar field which is invariant under SU(2)L × U(1)Y ,
but has a non-zero ground state that breaks the symmetry. To generate this ground
state, a scalar potential

V (φ) = µ2φ†φ+ λ
(
φ†φ

)2 (1.13)

is added to the SM Lagrangian. The Higgs field is an SU(2) doublet and it can
be shown that the interactions described by Eq. 1.13 respect the SU(2) gauge
symmetry. Provided that µ2 < 0, the potential has non-zero minima located at
φ = ±v/

√
2 with v =

√
−µ2/λ. The Higgs field at this equilibrium point can then

be expressed as

φ0 = 1√
2

(
0
v

)
. (1.14)

Now, a perturbation of the Higgs field can be performed around the minimum value,
according to

φ(x) = 1√
2

(
0

v + h (x)

)
, (1.15)

where h(x) corresponds to excitations of the field that represent the physically ob-
servable Higgs boson. The interactions with the gauge bosons are generated by
applying the gauge principle to the Higgs field as expressed in Eq. 1.15, which also
leads to mass terms proportional to v for the W± and Z bosons. In essence, three
out of the four real, scalar degrees of freedom of the complex Higgs field are used
to generate mass to the weak gauge bosons while the forth component becomes the
Higgs boson. The requirement of a symmetry-breaking ground state thus leads to
an SU(2)L × U(1)Y invariant formulation of the masses of the electroweak gauge
bosons. This is what is commonly referred to as the Brout-Englert-Higgs mecha-
nism [13–15].
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The fermion masses are obtained by adding additional SU(2)L × U(1)Y invariant
interaction terms to the SM Lagrangian between the fermions and the Higgs field,
so-called Yukawa couplings. Within the quark sector these terms result in a mix-
ing among the weak eigenstates of the quark fields to produce the observed mass
eigenstates. This allows for the flavour-changing processes involving the decay of
a quark of one generation into that of another generation. The amount of mixing
in the quark sector is dictated by a 3 × 3 unitary matrix known as the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [20,21].

1.4 Quantum Chromodynamics

The strong interaction is mediated by the massless gluons which exist in eight
different superpositions of colour-anticolour states corresponding to the octet rep-
resentation of SU(3). This means that the gluons carry a net colour charge and
are not neutral to the field they mediate. The gluons can therefore undergo self-
interactions which lead to the concepts of asymptotic freedom and confinement.
Asymptotic freedom refers to the fact that the strong coupling constant αS becomes
weaker at short distances, or equivalently, at large momentum transfer, contrary to
the running of the electromagnetic coupling. Confinement is instead related to the
increase of the interaction strength at large distances, or small momentum transfer.
As two coloured objects move apart, the energy in the gluon field between the ob-
jects will increase and a colour neutral combination will eventually be formed. The
strong interaction therefore effectively has a short range, in spite of having a mass-
less mediator. The cut-off distance for such processes corresponds to approximately
1 fm. Figure 1.2 shows the running of the strong coupling constant.

If quarks or gluons gain enough kinetic energy to break the confinement potential,
the energy in the gluon field is instead transferred into the creation of pairs of
quarks and antiquarks which form new hadronic bound states, a process called
hadronisation. When two coloured states move away from each other at energies
that are large compared to the energy required to break the confinement of a hadron,
a chain of hadronisation processes form a number of collimated hadrons called a
hadronic jet.

1.5 Interaction cross sections and particle decays

Experimental particle physics is in large based on measurements of particle decay
rates and cross sections. These experimentally observable phenomena represent
transitions where an initial particle state evolves into a final state through some
sort of interaction and can be computed by means of the SM.
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Figure 1.2: Measured values of the strong coupling constant αS as a function of the
momentum transfer Q [18].
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Cross sections

The cross section represents the probability for a given process to occur. For a
2→ 2 process, such as the annihilation process shown in Figure 1.3, the differential
cross section can be computed as

dσ = (2π)4 |M|2

4
√

(p1 · p2)2 −m2
1m

2
2

× dΦ (p1 + p2; p3, p4) . (1.16)

In this expression, p1, p2, m1, and m2 are the four-momenta and masses of the
initial state particles, and p3 and p4 the four-momenta of the final state particles.
The phase-space factor dΦ describes the number of kinematically available states
for the final state particles to occupy and the matrix element |M| describes the
dynamics of the interaction.

The matrix element can be calculated from the SM Lagrangian by using perturba-
tion theory. The procedure can be illustrated for the process e+ + e− → µ+ + µ−

which occurs through the exchange of a photon. Figure 1.3 shows two examples of
how this process can occur, as represented by Feynman diagrams. The diagram in
Figure 1.3a contains two QED interaction vertices which each contribute a factor
e ∝

√
α to the matrix element, as shown in Eq. 1.6. In total, the diagram con-

tributes a factor α and corresponds to the lowest-order term in the perturbation
series for the annihilation process. Figure 1.3b corresponds to a second-order di-
agram with four vertices that in total contribute with a factor α2 to the matrix
element.

In a similar manner, diagrams can be constructed representing increasing orders
of α and the matrix element is the sum of all the corresponding interaction terms.
Provided that the coupling constant is smaller than unity, the terms in the series
become smaller and smaller and eventually negligible. This means that it is often
justified to include only a limited number of Feynman diagrams in the calculation
of the matrix element. For QED, the coupling constant is sufficiently small for the
series to converge rapidly and the matrix element is dominated by the lowest-order
term. For QCD, the perturbative method is only applicable at short distances
where the strong coupling αS is significantly smaller than unity.

When higher-order processes are added to the matrix element it will contain diver-
gent integrals over the internal loop momenta. This issue is solved by introducing
a renormalised coupling constant which absorbs the infinities. The renormalised
charge will vary with the momentum transfer Q2 and will be a function of the
renormalisation scale µR at which the infinities are removed and the coupling is
set. Renormalisation is thereby the origin for the running of the experimentally
observed coupling strengths with energy.
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Figure 1.3: First-order (a) and second-order (b) Feynman diagrams contributing to
the annihilation process e−e+ → µ−µ+.

Decay rates

A general property of all fundamental particles is their tendency to decay into
lighter particles if they are allowed to do so. Whether or not the decay is possible
is dictated by the conservation laws of the SM. For instance, the electron is the
lightest electrically charged particle, so conservation of energy and electric charge
prevents it from decaying. Likewise, the proton is the lightest particle with non-zero
baryon number and it is therefore stable.

Particles that are unstable will decay into n particles at a rate Γ given by

Γ = 1
τ
∝ 1

2M

∫
|M|2 dΦn(P ; p1, ..., pn) (1.17)

where M and P are the mass and the four-momentum of the particle, |M| is the
matrix element, pi are the four-momenta of the decay products, and dΦ is the
phase-space factor. The inverse of the decay rate is the mean proper lifetime τ of
the unstable particle. Given the mean lifetime, the probability that the particle
lives for a time t before decaying is given by Poisson statistics according to

P (t) = e−t/γτ , (1.18)

where γ is the Lorentz factor.

Figure 1.4 shows the proper lifetimes of a selection of elementary and composite
particles, displaying the wide range of lifetimes in the SM. The lifetimes are dictated
by the strength of the coupling and the phase-space element. All hadrons will decay
through the strong interaction if they are allowed to do so and will then have a very
short lifetime on the order of 10−23 s. If no lighter hadrons with the same quark
numbers exist, the decay has to proceed through the weak force, and the particle
will have a longer lifetime. Among the weak decays, interactions involving a small
momentum transfer compared to the mass of the mediator will be suppressed. This



1.6. Phenomenology of proton-proton collisions 15

is the case for the neutron decay where the difference between the neutron mass
and its decay products, the electron, proton, and antineutrino, is very small. The
reason for the suppression is that the mediator is virtual, or off-shell, meaning that
its energy and momentum do not lie on the surface defined by E2 − p2 = m2. The
notion of which particles are considered to be long-lived is typically determined by
the experimental equipment used to detect the particles. A particle that travels
a distance which can be resolved by the experiment before it decays is considered
long-lived.

Figure 1.4: A selection of the SM particle spectrum shown as a function of mass
and proper lifetime [22].

1.6 Phenomenology of proton-proton collisions

This thesis describes research within particle physics carried out using high-energy
pp collisions produced at the LHC. A proton is a complex object composed of the
three valence quarks uud, which carry most of the proton momentum, as well as
sea quarks and gluons. These constituents are collectively called partons. At suf-
ficiently high Q2, the pp collisions are inelastic, and the fundamental interaction
takes place between individual partons. Such processes are called hard interac-
tions and are typically the main target of the physics analyses. The full picture is
however more complex and the collision involves several additional QCD and QED
processes. Figure 1.5 shows a sketch of a pp interaction. The green ellipses with
pointing arrows represent the colliding protons and the filled red circle represents
the hard interaction. Below is the so-called initial state radiation (ISR) in blue
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and above is the final state radiation (FSR) in red. These are processes where the
coloured particles present in the initial and final states radiate gluons which further
split into quark-antiquark pairs. Electrically charged particles might also radiate
photons, and this is represented by the yellow lines. The green ellipses represent
hadronisation, where the coloured particles in the final state combine into hadrons
which then further decay if they are unstable. These two processes are collectively
called fragmentation. In addition to all these processes, which are related to the
primary hard scatter, the pp collisions involve interactions between the remaining
partons, illustrated by the purple ellipse in the figure.

Figure 1.5: Sketch of a proton-proton collision [23]. See the text for details.

The momentum scales of the different physical processes involved in the pp collision
are very different, ranging from the O(1) GeV scale of hadronisation to the O(1)
TeV scale which is typical for the hard interaction at the LHC. Due to the run-
ning of the strong coupling constant, the nature of the QCD description for these
various aspects varies. The hard interaction represents a scale at which QCD is per-
turbative and the matrix element can be calculated using the methods described
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in Section 1.5, while the hadronisation scale is in the non-perturbative regime,
for which processes can only be modelled phenomenologically. According the the
factorisation theorem of QCD, these aspects are independent in the collinear limit,
where the partons are approximately free particles moving collinearly to the hadron.
The cross section for a process where two protons collide and evolve into a final
state O can then be written in the factorised form

σpp→O =
∑
i,j

1∫
0

dxi
1∫

0

dxjfi(xi, µ2
F )fj(xj , µ2

F )× σ̂ij→O
(
xipi, xjpj , µ

2
F , µ

2
R

)
.

(1.19)

Here, fi(x,Q) and fj(x,Q) are the so-called parton distribution functions (PDFs),
σ̂ij→O is the partonic cross section, and the sum runs over the partons of types i
and j that exist in the two protons and contribute to the interaction.

The PDFs absorb the non-perturbative aspects of the computation and parametrise
the probability to find a given parton in the proton carrying a fraction x of the
proton momentum, evaluated at the so-called factorisation scale, µF . This is an
arbitrary scale introduced in the calculation of the cross section to cure infrared
divergencies in the matrix element, resulting from contributions of particles with
very small energies approaching zero. As a result, the PDFs run with energy and
the factorisation scale defines the cut-off below which the divergencies are absorbed
into the PDFs. The PDFs cannot be calculated from first principles and must be
obtained from experimental measurements [24,25]. The functions are measured at
specific scales and are then extrapolated to the energy regime relevant to the physics
process being calculated. This extrapolation is governed by the DGLAP evolution
equations which evolve the PDFs from one scale to another [26, 27]. Examples of
proton PDFs are provided in Figure 1.6.

The parton-level cross section describes the hard scatter between the initiating
partons and can be calculated using the machinery of perturbation theory to a
fixed order in αS . As with all calculations involving the perturbation theory of
QFT, the parton-level cross section also depends on the renormalisation scale, µR.

1.7 Successes and shortcomings of the SM

Over the years, the SM has proven extremely successful at predicting and explain-
ing the outcome of particle physics experiments. The theory was formulated before
the experimental observation of several particles and their subsequent discoveries
have provided important proof of the validity of the model. Some examples in-
clude the discovery of the W and Z bosons in 1983 [29, 30] and the top quark in
1995 [31,32], as well as the discovery of the Higgs boson at the LHC in 2012 [33,34].
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(a) (b)

Figure 1.6: Proton PDFs evaluated at energy scales Q2 = 10 GeV2 (a) and Q2 =
104 GeV2 (b) [28]. The bands indicate the 68% confidence-level uncertainty bands.
The valence-quark components are indicated with a subscript ’v’ and the sea-quark
components without.

With these, there is now experimental evidence for all of the particles in the SM.
In addition, in principle all measurements of SM observables have so far been in
excellent agreement with the values predicted by the model. Figure 1.7 shows a
summary of LHC measurements of cross sections for various production processes
at different energies. The agreement of these measurements with the theoretical
predictions provided by the SM, spanning over ten orders of magnitude, is remark-
able. The internal consistency of the model is further illustrated in Figure 1.8,
which shows W -boson and top-quark masses as predicted by a fit of the SM to elec-
troweak precision data. When all measurements except those on the Higgs mass are
included, the constraints of the SM only allow for a small region of the parameter
space spanned by the top and W masses. Adding the Higgs-mass measurement
only shrinks this allowed area. The fact that these indirect measurements agree so
well with the direct measurements illustrates the self-consistency of the SM.

It is clear that the SM accurately describes all current experimental observations of
the particles and the interactions that it includes. There are however several open
questions in particle physics that lead to the assumption that further extensions to
the SM are needed. This section lists a few of these items.

Dark matter Most of the experimental evidence supporting the need for physics
beyond the SM comes from astrophysical observations. There is compelling ev-
idence that the majority of the matter in the Universe is composed of a non-
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Figure 1.7: Summary of several SM total production cross-section measurements
compared to the corresponding theoretical expectations [35].
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Figure 1.8: Contours at 68% and 95% CL obtained from scans of MW versus mt,
for the global electroweak fit in comparison to the direct measurements, including
Higgs-boson mass measurements in the fit (blue) or excluding them (grey) [36].

luminous, possibly weakly interacting type of matter referred to as Dark Matter,
which cannot be explained by the SM. In fact, studies of the Cosmic Microwave
Background show that only approximately 15 % of the matter in the Universe con-
sists of regular SM particles, while the rest consists of Dark Matter [37]. There
has so far not been any experimental proof of the nature of dark matter particles,
but some guidance is provided by the astrophysical observations. The particle has
to be massive, can at most interact weakly with the SM particles, and needs to
be stable on time scales around the lifetime of the Universe. One of the most
studied dark matter candidates is the so-called weakly interacting massive particle
(WIMP), which meets all of these criteria. In most WIMP scenarios, the Dark
Matter is expected to have been produced thermally in the early Universe, similar
to the particles of the SM. Obtaining the correct abundance of Dark Matter today
via thermal production of WIMPs requires the mass to be within the range of 100-
1000 GeV. A WIMP is thus an interesting dark matter candidate that, if it exists,
should appear at the electroweak scale and be accessible for searches at the LHC
through its weak coupling to SM particles.

Massive neutrinos The observation of neutrino oscillations [38] provides evi-
dence in support of neutrinos having non-zero masses, in conflict with the original
formulation of the SM. It is possible to include neutrino masses in the SM [39]
and revealing the mechanism that provides the masses is the motivation behind the
extensive neutrino physics programme in the world.
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Matter-Antimatter asymmetry The matter-antimatter asymmetry problem
refers to the observation that the observable Universe only consists of matter, and
that all the antimatter that must have been created at the time of the Big Bang
has disappeared. A condition for this asymmery to arise is the existence of a CP-
violating mechanism that differentiates between matter and antimatter [40]. While
there are such mechanisms in the SM, for example in the CKM matrix, these are
not enough to explain the observed asymmetry between matter and antimatter.
Hierarchy problem The hierarchy problem refers to the fact that the elec-
troweak sector, through the scalar Higgs boson, is sensitive to the cut-off scale
Λ where new physics is expected to change the high-energy behaviour of the model.
In the calculation of the physical mass of the SM Higgs boson, loop-level diagrams
like Figure 1.9 need to be included, which give radiative correction terms to the
lowest order diagram according to

m2
h = m2

h,0 + ∆m2
h, (1.20)

where mh,0 is the so-called bare Higgs mass of the SM Lagrangian. The corrections
are proportional to the cut-off scale and can be expressed as

∆m2
h = −

λ2
f

16π2

[
2Λ2 +O

(
m2
f ln

(
Λ
mf

))]
, (1.21)

where λf is the coupling parameter to the respective fermion field, and mf is the
fermion mass. Setting the cut-off scale to an energy corresponding to the Planck
mass, MP ≈ 1019 GeV, where gravity becomes similar in strength to the other fun-
damental forces, these corrections grow enormous. The bare Higgs mass therefore
needs to be fine-tuned in order to precisely cancel out the radiative corrections,
leading to the observed Higgs mass of 125 GeV. This introduces the philosophical
concerns of naturalness, which refers to the idea that models of physics should work
without requiring fine-tuning, and that all such cancellations among parameter val-
ues are to have some systematic cause.

t

t

h h

Figure 1.9: One-loop radiative correction to the mass of the Higgs boson h from
the top quark t.

Grand unification The SM includes 26 free parameters that determine the
masses of all the particles and the couplings of the interactions between them.



22 Chapter 1. The Standard Model of particle physics

A common philosophy in physics is that any fundamental theory should consist of
a minimal number of laws and as few free parameters as possible. This inspires the
pursuit of a Grand Unified Theory where the electroweak and strong interactions
are merged into one single force, thereby simplifying the theory. With the current
formulation of the SM, the running of the three gauge couplings is found to nearly,
but not quite, meet at the same point at high energies.



Chapter 2

Physics beyond the Standard
Model

One of the most promising theories for physics beyond the SM (BSM), that provides
a solution to the hierarchy problem and also potentially a dark matter candidate, is
Supersymmetry (SUSY). It builds on the existing framework of the SM and predicts
an extended particle spectrum with several new particle states. The search for these
new particles is the topic of the analyses presented in Chapters 9 and 10, which are
part of a wide programme of SUSY searches at the LHC. In the present chapter,
an introduction to SUSY is provided in order to give the relevant background
and motivation for the analyses. Section 2.1 presents the general components of
SUSY and Section 2.2 then explains how the new particles can be produced in
the pp collisions at the LHC. Several SUSY scenarios predict the existence of new
particles which decay into SM particles through a suppressed decay which makes
them long-lived. Such models will be described in Section 2.3 and are the target of
the analysis presented in Chapter 10. The text is in large based on Ref. [41], where
more thorough derivations and explanations can be found.

2.1 Supersymmetry

SUSY is a theoretical framework that builds on the SM and extends it by proposing
a new symmetry between bosons and fermions. That is, it allows for transformations
between the fields typically associated with matter and those typically associated

23
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with the forces. It is mathematically formulated by introducing the SUSY generator
Q̂, which turns fermionic states into bosonic states and vice versa:

Q̂ |fermion〉 = |boson〉 Q̂ |boson〉 = |fermion〉 (2.1)

The new symmetry is a space-time symmetry and its generator is fermionic, mean-
ing that it has spin-1/2, as opposed to the bosonic generators of the symmetries in
the SM.

As a consequence of SUSY, there is a fermionic superpartner for each SM boson and
a bosonic superpartner for each SM fermion. These SUSY particles, or sparticles,
have the same internal quantum numbers as their SM counterparts except for the
spin which differs by 1/2. The new superpartners of the SM leptons and quarks
are spin-0 sleptons and squarks whereas the superpartners of the SM gauge bosons
are spin-1/2 gauginos. The symbols for the sparticles are the same as for the
corresponding particles, but with a tilde used to denote the superpartner.

One reason for SUSY being a favoured theory to provide an extension to the SM is
that the introduction of the new particles potentially can solve the hierarchy prob-
lem. When computing the Higgs mass, loop corrections involving the new scalar
superpartners of the fermions, as illustrated in Figure 2.1, need to be included. For
each scalar S, the mass is corrected by a term given by

(
∆m2

h

)
S

= λ2
S

16π2

[
2Λ2 −O

(
m2
S ln

(
Λ
mS

))]
, (2.2)

where the parameter λS describes the coupling of the scalar to the Higgs field and
Λ is the cut-off scale of the theory. Comparing Eq. 2.2 to Eq. 1.21, it can be
seen that the divergent contributions to the mass in the SM are cancelled out by
the new terms, provided that SUSY is an exact symmetry where the particle and
sparticle masses and couplings are identical. SUSY thereby creates a mechanism
for systematic cancellation of the divergent terms and removes the need for fine-
tuning amongst the parameters. An exact SUSY is however not realised in Nature,
since the superpartners of the SM particles would have been found using present-
day experimental equipment if they had the same mass. Any form of SUSY must
therefore be spontaneously broken, similar to the electroweak symmetry breaking
in the SM. The cancellation of radiative correction terms in the Higgs mass can
however still approximately hold, provided that the SUSY breaking is soft [42,
43], and the corresponding SUSY-breaking mass parameters are no larger than a
few TeV. There are a number of models that attempt to explain the mechanism
of SUSY breaking, and the details concerning each of these impact the features
and phenomenology of the model. The SUSY extension of the SM that requires
the minimum amount of new particle states and new interactions is the Minimal
Supersymmetric Standard Model (MSSM).
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Figure 2.1: One-loop radiative corrections to the mass of the Higgs boson h from
the scalar superpartner of the top quark, the stop t̃.

2.1.1 The Minimal Supersymmetric Standard Model

In a supersymmetric extension of the SM, every field and its superpartner can be
written together as a supermultiplet on which the SUSY algebra operates. There
are two kinds of supermultiplets; chiral supermultiplets consisting of a spin-1/2
field paired with a complex spin-0 field, and gauge supermultiplets composed of a
spin-1 field and a spin-1/2 field.

The field content of the MSSM is summarised in Tables 2.1 and 2.2 together with
the gauge transformation properties. The SM vector boson fields are part of gauge
supermultiplets, while the fermions are part of chiral supermultiplets. Left-handed
and right-handed fermions have different gauge transformation properties in the
SM, which means that they must have their own complex scalar partner. Thus, for
example, the first generation of (s)quarks corresponds to the SU(2)L-doublet chiral
supermultiplet containing ũL, uL and d̃L, dL, and the SU(2)L-singlet supermultiplet
containing ũ∗R and u†R. The squarks and sleptons are scalar, and are therefore not
inherently chiral. Their subscripts L and R instead refer to the associated SM
particle. By standard convention, all chiral supermultiplets are defined in terms of
left-handed fields in the mathematical formulation, which is why Table 2.1 shows
the conjugates of the right-handed quarks and leptons and their superpartners.

The SM Higgs boson resides in a chiral supermultiplet together with its spin-1/2
superpartner, the higgsino. It turns out that the addition of only one Higgs chi-
ral supermultiplet leads to gauge anomalies in the theory. These are associated
with processes involving loops of particles and lead to divergent integrals in the
matrix element. The anomalies in the SM cancel out exactly between the con-
tributions from the quarks and the leptons. However, in the MSSM the addition
of one higgsino contributes with extra terms that are not cancelled. This can be
avoided if there are two Higgs supermultiplets with mutually opposite values of the
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Table 2.1: Chiral supermultiplets in the MSSM.

Label Spin-0 Spin-1/2 U(1)Y SU(2)L SU(3)C

Squarks/Quarks
(3 generations)

Q (ũL, d̃L) (uL, dL) 1/3 2 3
U c ũ∗R u†R -4/3 1 3̄
Dc d̃∗R d†R 2/3 1 3̄

Sleptons/Leptons
(3 generations)

L (ν̃L, ẽL) (νL, eL) -1 2 1
Ec ẽ∗R e†R 2 1 1

Higgs/Higgsinos Hu (H+
u , H

0
u) (H̃+

u , H̃
0
u) 1 2 1

Hd (H0
d , H

−
d ) (H̃0

d , H̃
−
d ) -1 2 1

Table 2.2: Gauge supermultiplets in the MSSM.

Spin-1/2 Spin-1 U(1)Y SU(2)L SU(3)C

Gluino/Gluon g̃ g 0 1 8
Winos/W -bosons W̃1, W̃2, W̃3 W1, W2, W3 0 3 1
Bino/B-boson B̃ B 0 1 1

charges. The Higgs sector in the MSSM therefore consists of two complex scalar
Higgs SU(2)L-doublets and their superpartners.

Supersymmetry-breaking mechanisms

The MSSM Lagrangian is constructed by including all possible supersymmetric in-
teraction terms that satisfy the SU(3)C × SU(2)L × U(1)Y gauge symmetries as
well as the conservation of baryon and lepton number. SUSY breaking is then
implemented by adding the most general set of soft SUSY-breaking terms consis-
tent with the gauge groups. The theory however provides no explanation for the
fundamental origin of the spontaneous symmetry-breaking mechanism. In total,
the Lagrangian of the MSSM contains 124 physical parameters, 105 of which are
genuinely new compared to the SM.

The large number of parameters can be brought down by applying physically moti-
vated simplifications to the MSSM. Several such models assume that SUSY break-
ing occurs in a hidden sector of particles that have none, or very small, direct
couplings to the MSSM particles. The effects of the spontaneous SUSY breaking
in the hidden sector are then mediated to the MSSM by some mechanism, often
involving a particle exchange. One such model is Gauge Mediated Supersymmetry
Breaking (GMSB) [44] where SUSY breaking is mediated by gauge interactions,
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communicated from the hidden sector via a so-called messenger sector. The parti-
cle spectrum of the GMSB contains a spin-3/2 gravitino G̃ which results from the
symmetry breaking.

Particle spectrum of the MSSM

When the electroweak symmetry breaking and supersymmetry breaking effects are
included, there can be mixing between the electroweak gauginos and the higgsinos,
and within the various sets of squarks and sleptons and Higgs scalars that have the
same electric charge. In the MSSM, the superpartners listed in Tables 2.1 and 2.2
are therefore not necessarily the mass eigenstates of the theory. Table 2.3 shows
the full particle spectrum of the MSSM, including the extended Higgs sector.

The neutral higgsino states mix with the neutral gaugino states and the charged
states mix with the charged gaugino states. The result is a series of neutral states
called neutralinos numbered from the lightest to the heaviest and a series of charged
states called charginos. The expected mass spectrum of these electroweakinos de-
pends on the mixing among the particles, which can lead to more wino/bino-like or
more higgsino-like states. For the squarks and sfermions, the left- and right-handed
states can mix to form the physical fields. The amount of mixing depends on the
SUSY breaking parameters of the theory, and in the MSSM, the mixing is only
appreciable for the third generation.

The Higgs scalar fields in the MSSM correspond to eight real scalar degrees of
freedom. After electroweak symmetry breaking, five of the original eight Higgs
components are left, the lightest of which can be interpreted as the SM Higgs
boson h0. Two neutral states and two charged states then remain, corresponding
to two more neutral and two charged Higgs bosons.

R-parity

The most generic versions of a supersymmetric theory include terms which violate
lepton and baryon number. These take the form

W∆L=1 = 1
2λijkLiLjE

c
k + λ′ijkLiQjD

c
k + µiLiHu (2.3)

W∆B=1 = 1
2λ
′′
ijkU

c
iD

c
jD

c
k, (2.4)

where the field labels have been introduced in Table 2.1, i, j, k are generation
indices, and λijk, λ′ijk, λ′′ijk, µi are the couplings for each interaction term. The
chiral supermultiplets carry baryon number B = +1/3 for Qi and B = −1/3 for
U ci and Dc

i , and lepton number L = +1 for Li and L = −1 for Eci . All other
fields have B = L = 0. The terms in Eqs. 2.3 and 2.4 therefore violate the lepton
and baryon number by one unit respectively. The values of the couplings in these
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Table 2.3: Additional particle content of the MSSM, including the extended SM
Higgs sector.

Spin Gauge eigenstate Mass eigenstate

Squarks 0
ũL, ũR, d̃L, d̃R same
s̃L, s̃R, c̃L, c̃R same
t̃L, t̃R, b̃L, b̃R t̃1, t̃2, b̃1, b̃2

Sleptons 0
ẽL, ẽR, ν̃e same
µ̃L, µ̃R, ν̃µ same
τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1/2 B̃, W̃ 3, H̃0
u, H̃0

d
χ̃0

1, χ̃0
2, χ̃0

3, χ̃0
4

Charginos 1/2 W̃ 1, W̃ 2, H̃+
u , H̃−d χ̃±1 , χ̃±2

Gluino 1/2 g̃ same
Higgs bosons 0 H0

u, H0
d , H+

u , H−d h0, H0, A0, H±

terms are tightly constrained by experiment, and in particular by the observed
stability of the proton. If both λ′ and λ′′ are non-zero, this can result in proton
decay, where a squark mediates the decay into a lepton and pion as shown in
Figure 2.2. The decay time of the proton is measured experimentally to be in
excess of 1029 years [18]. Therefore, at least one of the two couplings must be
suppressed for each combination of generations.

p
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Figure 2.2: Diagram showing the proton decay p → e+π0 mediated by a strange
squark.

The terms in Eqs. 2.3 and 2.4 are not included in the MSSM. This is enforced by
adding a new symmetry, R-parity, which has the effect of eliminating the possibility
of baryon and lepton number violating terms in the Lagrangian. R-parity is a
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multiplicative quantum number defined as

PR = (−1)3(B−L)+2s, (2.5)

where B is the baryon number, L is the lepton number, and s is the spin of the
particle. All SM particles have positive R-parity while all sparticles have negative
R-parity.

In SUSY models with R-parity conservation, the lightest SUSY particle (LSP) is
required to be stable since it cannot decay into a SM particle without violating
the conservation of R-parity. This particle, provided that it does not interact
electromagnetically or strongly, provides a good WIMP-like candidate for a dark
matter particle. In the MSSM, the lightest neutralino is often viewed as the dark
matter candidate, and in GMSB models it is the gravitino.

2.2 Searches for Supersymmetry at the LHC

At the LHC, the search for SUSY proceeds both directly by searching for the decay
products of new particles produced in the pp collisions, and indirectly through
precision measurements of flavour or electroweak observables, which can be analysed
for radiative effects of new particles. These approaches are complementary and
equally important.

SUSY particles can be produced in the pp collisions via the electroweak force
through interactions similar to those shown in Figure 2.3, or via the strong force
through interactions like those in Figure 2.4. The predicted cross sections for various
production modes are shown in Figure 2.5 for pp centre-of-mass energies of 8 TeV
and 13-14 TeV, corresponding to the LHC operating energies. Strong production
has the largest cross section and gluino and squark pairs are therefore expected to
be the most abundantly produced SUSY particles at the LHC if allowed by their
masses.
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Figure 2.3: Diagrams showing the electroweak production of sparticles in pp colli-
sions.
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Figure 2.4: Diagrams showing the production of gluinos and squarks in pp collisions
via the strong interaction.

Typically, the searches for SUSY exploit the topology of the SUSY signals in or-
der to define the event selections of the analysis. The vast parameter space of the
MSSM however presents a challenge for making predictions of the phenomenology
of the SUSY interactions. This has led to a general search approach in simpli-
fied scenarios involving a reduced number of parameters, each predicting a given
production and decay topology, which can be realised in several different SUSY
models. The simplified models consist of one diagram describing the production of
sparticles and their decay. All sparticles not directly involved in the process are
effectively decoupled, for example by setting their masses to an energy which is well
beyond the reach of the experiment. The masses of the remaining sparticles in the
simplified process are then free to be tuned directly.

The analyses often make use of grids with simulations generated by varying the
masses of the sparticles in the targeted simplified model. Such grids allow for a
fast scan of the possible signals and for the prediction of the likelihood to detect
them in the experiment. If the experimental results are in agreement with the SM
prediction, the grids are used to set exclusion limits, typically at 95 % confidence
level (CL), on the masses of the sparticles involved in the simplified models. These
limits provide help for the design of future analyses and for the comparison of
results between different searches and experiments. However, they are based on
all assumptions of the considered simplified models and should therefore not be
interpreted to mean that no other SUSY model can exist with the excluded masses.

2.3 Long-lived particles

The decay rate of a SM particle was described in Section 1.5, together with several
mechanisms which can suppress the decay and give the particle a longer lifetime.
Similar mechanisms can also cause BSM particles to be long-lived. This section will
list a few models which predict SUSY particles with long lifetimes. Similar mech-
anisms can also be realised in other BSM models, including dark matter models,
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Figure 2.5: Cross sections for SUSY particle production in pp collisions at centre-
of-mass energies at 8 TeV and 13-14 TeV, as a function of the sparticle mass [45].
The coloured particle cross sections are evaluated at 8 TeV and 13 TeV while the
electroweak pure higgsino cross sections are evaluated at 8 TeV and 14 TeV.

magnetic monopoles, and hidden valley models [22], resulting in the same kind of
experimental signatures.

R-parity violating SUSY

In the MSSM, it is assumed that R-parity is an exact symmetry, thereby setting
the R-parity-violating (RPV) couplings λ, λ′, and λ′′ to zero. It is however possible
to relax this requirement within the experimental limits that exist on B- and L-
violating processes and build models of SUSY where R-parity is violated. The
couplings are still expected to be very suppressed, meaning that a SUSY particle
which decays through an RPV coupling should have a relatively long lifetime.

Split SUSY

In Split SUSY models, the requirement of naturalness is relaxed, and SUSY is no
longer the solution to the hierarchy problem. The SUSY breaking can then occur at
a much larger energy scale compared to the electroweak-scale symmetry breaking in
the MSSM. All the scalars in are then significantly heavier than the SUSY fermions,
with the exception of one Higgs boson, which is fine-tuned to be light. In this kind
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of models, the gluino often has a long lifetime which arises due to the fact that
it only can decay through a squark which, by construction, is much heavier. The
decay will therefore be suppressed and the gluino lifetime will depend on the mass
splitting [46].

GMSB SUSY

In GMSB models, the mechanism that gives rise to long-lived particles depends on
the mass scale of the SUSY-breaking mediator. In this model, the next-to-lightest
SUSY particle (NLSP) is typically the lightest neutralino which decays into the
gravitino and a SM particle at a rate suppressed by the messenger mass scale.
Depending on the fundamental scale of supersymmetry breaking, the NLSP can
have a measurable lifetime relevant for long-lived particle searches [47,48].
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Chapter 3

The Large Hadron Collider

The LHC [1] is a circular particle accelerator, with a 27 km circumference, operating
at CERN. It is contained in an underground tunnel located at an average distance of
100 m below ground, on the border between Switzerland and France. The machine
is nominally used for proton-proton (pp) collisions but can also be run in heavy-ion
configurations wherein proton-lead or lead-lead collisions take place. For the pp
configuration, the LHC is designed for collisions at a centre-of-mass energy up to√
s = 14 TeV. The following sections introduce the design of the LHC and provide

a more detailed discussion about the pp operation. Additionally, the concepts of
centre-of-mass energy and luminosity, which dictate the physics potential of the
collider, are introduced.

3.1 LHC design and operating principle

The LHC tunnel hosts two adjacent, parallel beam pipes kept at ultra-high vacuum
which, during operation, contain counter-rotating beams of protons guided around
the ring by a strong dipole magnetic field. The two beams are prepared by a system
of smaller accelerators, making up the LHC injector chain, and are sorted into packs
of protons called bunches. Acceleration is achieved as the beam repeatedly traverses
a number of radio frequency (RF) cavities that provide an oscillating longitudinal
electric field. The dipole magnetic field is increased synchronously with the energy
of the particles and once the maximum field is achieved, the coasting beams are
brought into collision.
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3.1.1 Machine layout

The LHC is composed of eight octants, as shown in Figure 3.1, consisting of straight
elements connected by arcs. In four of the straight sections, labelled Point 1, 2,
5, and 8, the beam pipes are intersected, causing the beams to collide. At these
points, large underground caverns are built and host the experiments ATLAS [49],
ALICE [50], CMS [51], and LHCb [52] which are dedicated to the study of the
physics processes that occur in the collisions. ATLAS and CMS are general-purpose
detectors with broad research programs, whereas the ALICE and LHCb detectors
are built specifically for the study of heavy-ion collisions and b-hadron physics,
respectively. The remaining points contain various service elements necessary for
the operation of the accelerator.

The system of RF cavities that accelerates the beams to their collision energies
is placed in Point 4. A total of 16 RF cavities are housed in four cylindrical
cryomodules which enable them to work in a superconducting state. Each cavity
can reach a maximum voltage of 2 MV and is tuned to oscillate at a frequency of
400 MHz.

Figure 3.1: Layout of the LHC and its two counter-rotating beams [1]. Beam 1 is
illustrated in blue and rotates counter-clockwise while beam 2 is in red and rotates
clockwise. At the center of each octant is a straight section which houses the
experimental caverns or LHC beam facilities.
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The dipole magnets are placed in the arcs connecting the straight sections. A
total of 1232 superconducting dipole magnets, which are 15 m long and produce
a field with a design strength of 8.3 T, are used to steer the beam. The magnets
are cooled by liquid helium and are operated at a temperature of 1.9 K, with both
beam pipes housed in the same cryostat. In addition, a total of 392 superconducting
quadrupole magnets are used to focus the beams, with stronger magnets close to
the intersection points. Under nominal conditions the beams do not collide head
on, but with a small angle to avoid unwanted collisions near the interaction point.
Besides the dipole and quadrupole magnets, Point 8 hosts kicker magnets which
can ramp up quickly and are used to divert the beams out of the LHC ring in a
safe manner.

3.1.2 Injection chain

The LHC relies on a series of pre-acceleration steps that bring initial low-energy
protons to an energy of 450 GeV before they are injected into the LHC. These
steps are referred to as the LHC injector chain and form the heart of the CERN
accelerator complex illustrated in Figure 3.2. The protons are initially sourced from
hydrogen atoms which are released at the start of the linear accelerator Linac2 where
the protons are brought up to an energy of 50 MeV. This is followed by three circular
accelerators of increasing size, the Proton Synchrotron Booster (PSB), the Proton
Synchrotron (PS) and the Super Proton Synchrotron (SPS), where the energy is
brought to 1.4 GeV, 25 GeV and 450 GeV, respectively. The beams are then injected
into the LHC at two points, one for the counter-clockwise beam, and one for the
clockwise beam. A standard LHC fill takes on the order of 4 minutes per ring and
the maximum LHC energy is reached in about 20 minutes.

3.1.3 Bunch structure

The protons arrive at the LHC in bunches which are initially prepared in the in-
jection chain and are then kept in their final bunch structure by the oscillations
of the RF cavities. When the beam has reached the required energy, an ideally
timed proton with exactly the right energy will not be accelerated. By contrast,
protons with slightly different energies arriving to the cavities earlier or later will
be accelerated or decelerated so that they stay close to the desired energy. The
relationship between the RF oscillations and the bunch structure is illustrated in
Figure 3.3.

The oscillation frequency of of the RF cavities defines the boundaries in which
proton bunches can lie. These boundaries are called RF buckets and, along with
the circumference of the LHC, dictate the number of proton bunches that can
potentially fit in the LHC. In principle, the 400 MHz frequency allows for 35640
RF buckets, but in practice only a tenth of them are used. This is because the
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CERNfaq
LHC
the guide

Figure 3.2: The LHC accelerator complex [53]. Protons are extracted from hydro-
gen and are accelerated in steps in Linac2, the PSB (Booster), the PS, and the SPS
before being injected into the LHC.

Figure 3.3: Illustration of the proton bunch structure in the LHC [54]. The am-
plitude of the RF field is illustrated at the top. The boundary of the RF bucket
is defined by a full period of the RF oscillation and the particle bunch formation,
depicted in grey, occurs at the central node of the oscillation.
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experiments are designed for a maximum bunch-crossing rate of 40 MHz and higher
frequencies might result in too high radiation levels and difficulties in separating
the data between the bunch crossings. Typically, the proton bunches are therefore
filled with a spacing in time of 25 ns in the LHC. The position of a proton bunch
along the ring with a 25 ns spacing is called the bunch-crossing identifier (BCID)
and runs from 0 to 3563.

Proton bunches are filled in two main patterns into the LHC; either as individual
bunches where there are empty BCIDs before and after the filled bunch, or as
bunch trains consisting of patterns of several bunches in consecutive 25 ns slots with
longer gaps between these patterns. To fill an accelerator with proton bunches,
several fills of the preceding accelerator in the injection chain are needed. The
exact scheme in which the different accelerators are sequentially filled with proton
bunches effectively determines the final bunch pattern in the LHC. When the PS
is filled it holds 72 proton bunches and 12 empty bunches with a 25 ns spacing. An
SPS fill then consists of three or four PS fills and the LHC consists of 12 of these
variable-length SPS fills. This is illustrated in Figure 3.4. The total number of
bunches is always lower than the 3564 BCIDs potentially allow for. This is in part
due to the non-trivial bunch-filling schemes used, but also because there needs to
be a 3 µs abort gap without any filled BCIDs to allow the kicker magnets to ramp
up when aborting the beam.

3.2 Performance goals and limitations

The LHC project was formally approved by CERN in 1994 as the next step in a
long history of previous accelerators, all with increasing collision energies. In the
years leading up to the LHC, several important discoveries in particle physics had
been made at hadron collider experiments. The W and Z bosons were discovered
at the SPS, and the top quark was discovered in at the Tevatron [55], which both
collided protons and antiprotons at energies up to 900 GeV and 1.96 TeV respec-
tively. In addition, the Large Electron Positron (LEP) collider [56, 57], which was
in operation at CERN between the years of 1989 to 2000, had provided extremely
precise measurements of several electroweak observables. The LHC was planned
as the successor for LEP at CERN and its design was steered by the goal to have
an accelerator able to probe any new physics discovered at LEP or the Tevatron,
and to provide the necessary power to search for still-elusive hints of SM or BSM
physics. In particular, in case of a non-discovery of the predicted Higgs boson at
the previous experiments, the LHC should be powerful enough to produce Higgs
bosons at sufficient rate, a requirement expected, and now also confirmed, to be
met by an O(10) TeV pp collider.

The physics potential of a collider depends in large on two main figures of merit; the
centre-of-mass energy available to probe smaller scales and produce heavier parti-



40 Chapter 3. The Large Hadron Collider

LHC fill: 12 SPS fills

PS fill: 72 filled bunches

SPS fill: 3 or 4 PS fills

Figure 3.4: A schematic view of the 25 ns filling scheme of the LHC.
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cles, and the luminosity which in essence is a measure of the amount of collisions
the collider produces.

3.2.1 Centre-of-mass energy

For a circular hadron collider, the centre-of-mass collision energy is limited by the
size of the accelerator and the strength of the magnetic fields used to keep the
circulating charged particles in orbit. This can be seen by first considering the
expression for the relativistic cyclotron frequency, ω, of a particle moving in a
circular orbit in a magnetic field,

ω = qB

mγ
, (3.1)

where m and q are the rest mass and electric charge of the particle, B is the
magnitude of the magnetic field, and γ is the relativistic Lorentz factor. This can
then be related to the kinetic energy according to

Ekin ∝ mv2 = m(ωR)2 = q2B2R2

mγ2 , (3.2)

where R is the radius of the orbit. In order to reduce the costs in civil engineering
and real-estate works for its construction, the LHC is housed in the same tunnel
as was used for the LEP accelerator. The beam orbit was thus already prescribed,
and the main challenge to meet the O(10) TeV design goal was the development of
a magnet system strong enough to bend the particles along the existing tunnel.

3.2.2 Luminosity

The luminosity is determined by the rate of particle collisions produced by the
collider. Assuming the production of a general final state O at the LHC, the
luminosity L is the process-independent proportionality factor between the rate
Rpp→O and the production cross section σpp→O:

Rpp→O = L · σpp→O (3.3)

The luminosity is a function of the LHC beam parameters and in the simplified
case of uniform bunch population, round beams, and equal beam parameters, it
can be expressed according to [58]:

L = N2
bnbfr

4πσ2 F. (3.4)

Here, Nb is the number of protons per bunch, nb the number of colliding bunches,
fr the revolution frequency of the bunches, and σ is the transverse beam width. The
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factor F accounts for the luminosity reduction due to the beam crossing angle which
leads to a varying transverse bunch size at the collision point. The beam parameters
determining the transverse beam size at the interaction point are the emittance ε
and the β-function. The emittance is a measure of the average spread of the beam
in position and momentum space. A low-emittance beam is one where the particles
are confined to a small distance and have nearly the same momentum. This is
an intrinsic beam parameter and cannot be changed by the focusing properties of
the accelerator. The amplitude function, β, determines the maximum amplitude
a single particle trajectory can reach at a given position in the ring and β∗ is
its value at the interaction point. It is determined by the focusing properties of
the quadrupole magnets. For Gaussian beams, the transverse beam size at the
interaction point is given by σ2 =

√
1− 1/γ2 · εβ∗ where γ is the Lorentz factor of

a beam particle.

The running conditions of the LHC vary with time and the luminosity therefore
has a time dependence. The definition in Eqs. 3.3 and 3.4 is referred to as the
instantaneous luminosity and is usually expressed in units of cm−2s−1. The inte-
grated luminosity, denoted by L =

∫
L(t)dt, refers to the instantaneous luminosity

accumulated over a certain time interval, e.g a data-taking year. It is measured in
units of cm−2, or equivalently in inverse barns b−1.

The luminosity can be increased by increasing the number of protons per bunch,
the number of colliding bunches, or by reducing the transverse size of the beam
at the collision point. The latter can be done by using a lower emittance beam,
or by squeezing the beam more with the focusing magnets i.e reducing β∗. Limi-
tations of the beam intensity instead come from undesired beam-beam interaction
effects and electron clouds which build up around the beam and can be harmful
for the machine and the experiments [1]. Typical values of the beam parameters
are presented in Section 3.3. The design instantaneous luminosity of the LHC is
1× 1034 cm−2s−1 [1]. During an LHC fill, the instantaneous luminosity typically
decreases as a function of time, mainly due to the decay in beam intensity as the
protons collide, emittance growth, and increase of the bunch length. This nat-
ural decay is approximately exponential with a time constant on the order of 6
hours [58].

The typical instantaneous luminosities at which the LHC operates are so high that it
is very likely that multiple proton pairs will collide in the same bunch crossing. The
multiple interactions are referred to as in-time pileup and must be separated from
the main interaction of interest for the physics analysis. The average number of
inelastic collisions per bunch crossing is denoted by the symbol 〈µ〉. In addition, the
experiments can also be sensitive to out-of-time pileup from pp collisions occurring
in bunch crossings just before or after the collision of interest. When detectors are
sensitive to several bunch crossings or their electronics integrate over more than
25 ns, these collisions can affect the signal in the collision of interest.
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3.3 Operational history

The LHC began its planned research program in the spring of 2009. It operates in
so-called runs corresponding to periods of continuous data taking, interleaved by
long shut-downs for maintenance and upgrades of the machine and the experiments.
At the time of writing, there have been two runs of the LHC; Run 1 which took
place during the years 2009–2012 and Run 2 which took place during 2015–2018. In
Run 1, the accelerator was operated at centre-of-mass energies of 7 TeV and 8 TeV
and with a bunch spacing of 50 ns. A total of 5.61 fb−1 of 7 TeV data and 23.3 fb−1

of 8 TeV data was delivered in 2011 and 2012, respectively [59]. In Run 2, the LHC
was operating at a centre-of-mass energy of 13 TeV and with a bunch spacing of
25 ns. Thanks to increased instantaneous luminosity, 156 fb−1 of data was delivered
to the experiments during these years. The integrated luminosities for each of the
data-taking years between Run 1 and Run 2 is shown in Figure 3.5.
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Figure 3.5: Integrated luminosity versus day delivered to ATLAS during stable
beams for pp collisions [60].

The LHC will resume operation in spring 2022, marking the start of its Run 3 which
is expected to last until the end of 2025. A small increase in centre-of-mass energy
to 13.6 TeV is also expected, while the instantaneous luminosity will be kept similar
to Run 2. After Run 3 the statistical gain in running the accelerator without a sig-
nificant luminosity increase will become marginal. Therefore, to maintain scientific
progress, the LHC will be upgraded to run at up to 10 times higher instantaneous
luminosity, with a predicted accumulated dataset of around 3000 fb−1. This project
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Table 3.1: Selected LHC parameters for pp collisions at
√
s = 13 TeV in 2015-2018.

The values shown are representative of the best accelerator performance during
normal physics operation. In 2017, the LHC was run in two modes: standard 25 ns
bunch train operation with long trains, and ’8b4e’, denoting a pattern of eight
bunches separated by 25 ns followed by a four bunch-slot gap. Values are given for
both configurations.

Parameter 2015 2016 2017 2018
Max number of colliding bunch pairs, nb 2232 2208 2544/1909 2544
Bunch spacing (ns) 25 25 25/8b4e 25
Typical bunch population (1011 protons) 1.1 1.1 1.1/1.2 1.1
β∗ (m) 0.8 0.4 0.3 0.3–0.25
Peak luminosity (1033 cm−2s−1) 5 13 16 19
Peak 〈µ〉 ∼ 16 ∼ 41 ∼ 45/60 ∼ 55

is referred to as the High Luminosity LHC (HL-LHC) and is predicted to start op-
eration in 2029. To handle the increased luminosity, pileup, and the radiation of
the HL-LHC environment, the detectors at the LHC will also need to be upgraded,
and this will take place in the long shut-down after Run 3.

The work described in this thesis is based on the Run 2 dataset. Table 3.1 shows
an overview of typical best beam parameters for each year in the run, together
with the total delivered integrated luminosity. Figure 3.6 shows the distribution of
the average number of interactions per bunch crossing. All the Run 2 running took
place with long trains of bunches with 25 ns bunch spacing within the trains, except
for the second part of 2017, where a special filling pattern with eight filled bunches
separated by 25 ns followed by a four bunch-slot gap was used. This beam pattern
suppresses the formation of electron clouds compared to the standard beam, and
was necessary to cope with a temporary LHC vacuum issue. The luminosity was
levelled by a partial beam separation at the beginning of such 8b4e LHC fills to
give a maximum 〈µ〉 of 60.
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Figure 3.6: Average number of interactions per bunch crossing weighted by the
integrated luminosity shown for 2015, 2016, 2017, and 2018 separately, as well as
the sum of the four years [60].
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The ATLAS experiment

The ATLAS detector is hermetic and covers nearly the full 4π solid angle around
the interaction point in order to exploit the full physics potential of the pp collisions
at the LHC. The detector consists of various subsystems that are dedicated to the
identification of particles and to the measurement of their kinematic properties.
These are layered around the interaction point and are cylindrically symmetric since
the pp interactions in the LHC have no preferred direction in the plane transverse
to the beam line. ATLAS is thus roughly cylindrical in shape, with the LHC beam
pipe as its longitudinal center axis, and is in total 44 m long and 25 m in diameter.

An overview of the ATLAS detector is shown in Figure 4.1. It consists of concentric
detector layers in the so-called barrel and is sealed by two endcap structures where
the detector layers form disks. Closest to the beam pipe is the Inner Detector (ID)
which is designed to reconstruct the trajectories of charged particles, called tracks,
and to locate the pp interaction point. The ID is submerged in a magnetic field from
a solenoid magnet that surrounds it and allows for a momentum measurement from
the bending of charged particle tracks. Outside the solenoid are the electromagnetic
and hadronic calorimeters that have the purpose of stopping particles in order to
measure their energy. The outermost subdetector is the Muon Spectrometer which
identifies muons and measures their momenta. This system is installed inside and
around a set of toroidal magnets which allow for a precise muon momentum mea-
surement. In addition to these systems, the ATLAS detector contains subdetectors
that are designed specifically for the measurement of the luminosity.

The ATLAS detector subsystems are designed to tolerate the high-intensity radia-
tion doses from the LHC and use fast, radiation-hard or shielded electronics capable
of providing a distinct readout for a 25 ns bunch-crossing rate. However, neither
the data acquisition system nor the resources for doing offline analysis are capable
of handling the full amount of data. Therefore, a trigger system is required to select
only the most interesting events to be written to disk and analysed further offline.
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In the following sections, the coordinate system used to describe the ATLAS geome-
try is introduced and the magnet systems and all detector subsystems are discussed
in more detail. Particular focus is dedicated to the ID, since both the luminosity
work and the search for long-lived particles described in this thesis are heavily de-
pendent on the reconstruction of charged particle tracks. The trigger and data
acquisition systems are also discussed. A complete description of the ATLAS ex-
periment can be found in Ref. [49].

Figure 4.1: Overview of the ATLAS detector, with labelled subsystems and mag-
nets [49].

4.1 Coordinate system

The coordinate system used in ATLAS is a right-handed system with the origin at
the nominal pp collision point, as shown in Figure 4.2a. Its x-axis points towards
the center of the LHC ring, its y-axis points upwards, and its z-axis points along
the counter-clockwise beam direction. The sides associated with positive and neg-
ative values of z are referred to as the A and C sides of the detector, respectively.
A cylindrical coordinate system is also used, with the same z-axis, the radius R
measured from the origin in the x-y plane, and the azimuthal angle φ measured
from the positive x-axis in the x-y plane. In addition, the polar angle θ is frequently
employed and is measured from the positive z-axis.
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When describing systems of particles or locations inside the ATLAS detector, the
pseudorapidity η = − ln (tan θ/2) is often preferred over the polar angle, since the
particle flow is approximately uniform per unit in η. Positive or negative values of
η then correspond to the positive and negative directions along the z-axis, while
η = 0 corresponds to the transverse plane, as shown in Figure 4.2b. Objects at
large absolute value of η are referred to as forward, while objects at small values
are referred to as central. A metric commonly used to describe the distance between
two systems of particles in the detector is ∆R =

√
(∆η)2 + (∆φ)2.

The four-momentum of a particle in ATLAS is typically described in the coordi-
nates (pT, η, φ,m) where pT = p sin θ is the transverse momentum and m the mass
of the particle. The transverse momentum, the azimuthal angle, and the mass are
invariant under boosts along the z-axis and the pseudorapidity changes approx-
imately only by an additive constant. The difference in pseudorapidity between
two particles is therefore invariant under boosts along the z-axis. This choice of
coordinates is motivated by the nature of the pp collisions at the LHC. When two
protons collide, the fundamental interaction takes place between individual partons,
which do not typically have perfectly balanced momenta resulting in a boost of the
interaction products along the beam line.
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Figure 4.2: (a): Coordinate system used in ATLAS. (b): Relation between the
pseudorapidity η and the polar angle θ.

4.2 Magnet system

A charged particle in a magnetic field will follow a curved path where the bending
radius depends on the momentum of the particle and the strength of the magnetic
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field. For a uniform field B, the momentum of the particle transverse to the field
is given by

pT = qBr, (4.1)
where q is the charge and r is the bending radius. ATLAS exploits this relation-
ship and uses powerful magnetic fields to bend the trajectories of the high-energy
charged particles created in the pp collisions in order to provide accurate momentum
measurements. The ATLAS magnet system [61] is shown in Figure 4.3 and con-
sists of four superconducting magnets; an inner solenoid, a barrel toroid, and two
endcap toroids. These are cooled with liquid helium and are kept at an operating
temperature of about 4.5 K.

The solenoid encloses the ID and provides a 2 T axial magnetic field that causes
the trajectories of charged particles to bend in the transverse plane. It is important
that the solenoid interferes minimally with particles in order to allow for a high-
resolution measurement of their energies in the calorimeters. The magnet is made
of superconducting wire and shares a vacuum chamber with the electromagnetic
calorimeter in order to avoid extra material. It stretches 5.8 m along the z-axis and
between 2.5-2.6 m in diameter.

The toroidal magnets consist of eight equally spaced superconducting coils in the
barrel, symmetrically spaced around the φ direction, and two end-cap structures.
These provide an azimuthal magnetic field which causes the trajectories of the
muons to bend in the r-z plane. The magnetic field has a complex structure and
is mapped by magnetic field sensors. In the barrel, the field varies between 0.2-
2.5 T and in the endcap toroids it varies between 0.2-3.5 T. The inner and outer
diameters of the barrel toroid magnet system are 9.4 m and 20.1 m, respectively,
and the magnet system spans 25.3 m along the beam direction.

Figure 4.3: Overview of the ATLAS magnet system [61]. The solenoid magnet is
shown in green, the barrel toroid system in blue, and endcap toroid magnets in red.
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4.3 Inner Detector

The ID [62, 63] is composed of three subsystems; the Pixel detector closest to
the beam pipe, the Semiconductor Tracker (SCT), and the outermost Transition
Radiation Tracker (TRT). Figure 4.4 shows all three subsystems in the barrel and
endcaps, and Figure 4.5 shows further information about the physical locations in
r, z, and η of each of the components that make up the various ID subsystems.
The ID measures 6.2 m in length and 2.1 m in diameter and the coverage extends
up to |η| = 2.5 for the Pixel detector and the SCT and up to |η| = 2.0 for the TRT.

The modules in the various layers in the ID produce an electrical signal, called a
hit, when a charged particle travels through their active material. In the ATLAS
tracking software, which is described in Section 5.1.1, all these hits are considered
in order to reconstruct the trajectory of the particle. Several crucial aspects of par-
ticle identification depend on information from the tracking and it is essential to
reconstruct the particle trajectories with very high momentum, angle, and position
resolution. At the same time, the ID must be light-weight in order for passing par-
ticles not to lose their energy. It is therefore constructed to take accurate position
measurements so that tracks can be reconstructed using only a few hits. The design
resolution on the transverse momentum of a particle measured in the ID is given
by

σpT

pT
= 0.05 % · pT[GeV]⊕ 1 %. (4.2)

Here, the momentum-dependent term results from the intrinsic resolution on the
measurement points and the constant term results from multiple scattering, where
the charged particles undergo many small coulomb interactions with nuclei in the
detector material. Table 4.1 summarises the element sizes and intrinsic resolutions,
while the following sections go into more details of each subsystem.

Subdetector Element size (µm) Intrinsic resolution (µm)
Pixel 50× 400 10× 115

50× 250 (IBL) 8× 40 (IBL)
SCT 80 17× 580
TRT 4000 130

Table 4.1: Summary of the main characteristics of the ID subdetectors. The in-
trinsic resolution of the Pixel and SCT is reported along r-φ and z, and for TRT
along r-φ. The innermost Pixel layer, called IBL, has a finer resolution compared
to the other layers, which is quoted separately. For SCT and TRT the element
sizes refer to the spacing of the readout strips and the diameter of the straw tubes,
respectively.
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(a)

(b)

Figure 4.4: Cut-away view of the barrel [64] (a) and endcap [49] (b) portions of the
ATLAS ID, with each of the three subdetectors indicated along with their envelopes
in R and z.
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Figure 4.5: Detailed drawing of one quadrant of the ID in the r-z plane [65].
Positions in r, z, and η are shown for all individual layers and are given in mm.
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4.3.1 The Pixel detector

Closest to the interaction point, the flux of particles is very high and a high gran-
ularity is needed in order to reconstruct individual tracks. This is ensured by the
silicon pixel sensors that form the inner layers of the ID. The pixel detector is com-
posed of 2024 silicon pixel modules with a total of approximately 92 million readout
channels. In the barrel, the modules are arranged in four coaxial layers placed at
increasing radius. These are complemented in each endcap by three disks placed
along the longitudinal axis. The design ensures the existence of four measurement
points for each track over the full covered η-range. The innermost layer, called the
Insertable B-Layer (IBL) [66], was inserted for the LHC Run 2 in order to improve
tracking by reducing the distance between the interaction point and the first layer.
Each module contains several pixels with a size of 50 µm × 250 µm in the IBL and
50 µm× 400 µm in the other layers, with the larger side along the z-coordinate.

The pixel sensors are n-type silicon wafers with a depletion voltage applied. When
a charged particle passes through a sensor it produces electron-hole pairs inside
the material. The electrons then drift in the electric field towards the mounted
read-out system. A hit occurs when the resulting current becomes large enough
to pass a predefined threshold. The charge deposition is typically shared between
adjacent pixels and the relative pulse height allows for a position measurement with
a resolution better than the pixel size. This way, a resolution of about 8 µm×40 µm
is achieved in the IBL and 10 µm× 115 µm in the other three layers.

4.3.2 The Semiconductor Tracker

Further away from the interaction point, the density of tracks is lower and silicon
microstrip modules are used instead of pixel modules. The SCT consists of 4088
modules with a total of approximately 6.3 million readout channels, arranged in
four barrel layers and nine wheels in each endcap. The barrel modules have a
rectangular shape with an area of 64.0 mm × 63.6 mm and a strip pitch of 80 µm,
while the endcap modules have a trapezoidal shape with a strip pitch varying
between 56.9 µm and 94.2 µm. In the barrel, the strips run parallel to the z-axis
and in the endcap they run radially. Each module is composed of two layers of
sensors glued back to back with a relative stereo angle of 40 mrad. This design
allows for a position determination with a precision better than the strip length in
the z-coordinate in the barrel and the r-coordinate in the endcap. The modules
provide a measurement point with a resolution of 17 µm in the r-φ coordinate and
580 µm in the z-coordinate in the barrel and in the radial coordinate in the endcap.
Depending on where in η and φ a given track goes though the SCT, between four
and nine hits are provided.



4.4. Calorimeter system 55

4.3.3 The Transition Radiation Tracker

The TRT is the outermost of the ID subdetectors and uses a classical technique for
detecting charged particles. It is made of approximately 351,000 straws filled with
a Xe-based gas mixture and a gold plated tungsten wire as anode in the middle of
the tube. When the straws are traversed by a charged particle the gas is ionised
and a voltage causes the free electrons to move towards the anode. The acceleration
of the electrons causes further ionisation close to the anode and an avalanche of
electrons develops which generates a signal on the wire. A position measurement
is achieved by converting the electron drift time to the wire to a distance.

The straw tubes are 4 mm in diameter and are organised in modules interleaved
with polypropylene fibres in the barrel and foils in the endcaps. The barrel consists
of 73 modules with tubes arranged along the z-axis and the endcaps consist of 160
layers with radially arranged tubes. On average, 36 one-dimensional measurement
points with a resolution of 130 µm in the r-φ coordinate are provided per track.

In addition to the tracking, the TRT can also provide particle identification. Par-
ticles passing through the TRT produce transition radiation as they traverse the
dielectric material embedding the tubes. The amount of transition radiation is
proportional to the Lorentz boost factor γ = E/m of the particle and leads to
an increased signal. All signals are therefore discriminated against two adjustable
low and high thresholds and the amount of high-threshold hits along the track is
counted. This provides discrimination power for separating electrons from heavier
charged particles.

4.4 Calorimeter system

The basic principle of the calorimeter system is to stop particles produced in the pp
interactions and measure the energy that they deposit in the active material. The
calorimeter system consists of the electromagnetic calorimeter designed to absorb
electrons and photons, the hadronic calorimeter designed to absorb hadrons, and
an additional forward calorimeter that extends the coverage at large pseudorapid-
ity. When particles pass through the calorimeter material they create a shower of
secondary particles. The showers created by electrons and photons are fully con-
tained within the electromagnetic calorimeter while the hadrons only deposit some
energy in the electromagnetic calorimeter and are not fully stopped until they reach
the hadronic calorimeter. Both systems are sampling detectors in which absorbers,
where the shower of secondary particles is initiated, are interleaved with layers
of an active detector material measuring the energy. The calorimeters are sepa-
rated in barrel, endcap, and forward structures covering a pseudorapidity region
up to |η| = 4.9. Figure 4.6 shows the full calorimeter system. The electromagnetic
calorimeter barrel has a length of 6.4 m and stretches from 1.4 m to 2 m in radius,
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while the hadronic calorimeter barrel is 5.8 m long with inner and outer radii of
2.3 m and 4.3 m respectively.

Figure 4.6: Overview of the calorimeter system of the ATLAS detector [49].

4.4.1 The electromagnetic calorimeter

The electromagnetic calorimeter [67] consists of one barrel part (EMB) and two
endcaps (EMEC) where Liquid Argon (LAr) is used as the active material and lead
as the absorber. A basic unit consists of a LAr filled gap between two parallel lead
plates. The main energy loss mechanisms relevant for photons and electrons are
bremsstrahlung, pair production, and ionisation. When a photon or an electron
traverses the calorimeter it will interact with the material leading to photon con-
versions into electron-positron pairs and bremsstrahlung where electrons radiate
photons. This creates a shower of electrons and photons. The size of the shower
is determined by the radiation length X0 of the material. Both bremsstrahlung
and pair production have a cross section proportional to the atomic number Z of
the material and the shower therefore develops predominantly in the lead. The
electrons in the shower ionise the argon and an electric signal is created by the drift
of ionisation electrons towards an anode readout electrode.

The EMB covers up to |η| = 1.475 and consists of three layers with various thick-
ness. Its first layer is around 4 X0 deep at |η| = 0 and has a very fine segmentation
in η. This provides precise energy and positional measurements that are used for
the identification of electrons and photons. The middle layer is 16 X0 deep and
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absorbs most of the electromagnetic shower, while the third layer is 2 X0 deep and
is designed to collect the tail of the shower. The lead is structured symmetrically
around the z-axis in an accordion shape, as shown in Figure 4.7. This design allows
for full azimuthal coverage and assures that particles pass through the same amount
of material in all φ-directions. Figure 4.8 shows the thickness of the material in
terms of the radiation lengths before and inside the electromagnetic calorimeter
barrel.

Each EMEC module consists of two co-axial wheels. The outermost wheel covers
up to |η| = 2.5 and consists of three layers with similar thickness and design as
the barrel layers. This allows for precise energy measurements over the full range
covered by the ID. The innermost wheel covers up to |η| = 3.2 and consists of
two layers with coarser granularity. In the region |η| < 1.8, a so-called presampler
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Figure 4.7: Sketch of the cell structure in the different sampling layers of the LAr
calorimeter at central η [67].

detector is used to correct for the energy lost by electrons and photons due to
material interactions occurring before the calorimeter. It is a single LAr layer, with
widths of 1.1 cm and 0.5 cm in the barrel and endcap respectively.
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The design energy resolution of the electromagnetic calorimeter depends on the
energy and can be described by

σE
E

= 10 %√
E[GeV]

⊕ 0.7 %. (4.3)

Here, the energy-dependent term results from statistical fluctuations in the electro-
magnetic showering and the constant term represents the intrinsic detector resolu-
tion.

Figure 4.8: Cumulative amount of material, in units of the radiation length X0, as
a function of |η|, in front of and in the electromagnetic calorimeter barrel [49].

4.4.2 The hadronic calorimeter

The hadronic calorimeter consists of the Tile sampling calorimeter (TileCal) [68] in
the barrel and the LAr Hadronic Endcap Calorimeter (HEC) [67]. These use differ-
ent technologies motivated by the physics performance requirements as a function
of the pseudorapidity. The development of the hadronic shower is considerably
different from the development of the electromagnetic showers, with strong interac-
tions contributing to the production of secondary particles. The scale of the shower
is determined by the nuclear absorption length λ which is larger than the radiation
length, explaining why more material is needed to contain the shower. Figure 4.9
shows the thickness of the material in terms of nuclear absorption lengths for the
entire detector.

The TileCal consists of a central barrel structure and two extended barrels that
together cover up to |η| = 1.7. It is composed of a steel absorber interleaved with
scintillating plastic tiles as active material. Photomultiplier tubes (PMTs) measure
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the light emitted from the scintillators and produce the readout signal. The total
depth corresponds to 7.4λ in both the central and extended barrels. The design
energy resolution of the TileCal can be described by

σE
E

= 50 %√
E[GeV]

⊕ 3 %. (4.4)

The HEC is made of two independent wheels covering the region 1.5 < |η| < 3.2.
These consist of absorbing copper plates interleaved with LAr as active material.

4.4.3 The Forward Calorimeter

The Forward Calorimeter (FCal) [67] serves as an extension of the electromagnetic
and hadronic calorimeters into the region 3.2 < |η| < 4.9. It is composed of
two endcaps made of three modules each. The first uses copper as absorber and is
optimised for precise electromagnetic energy deposit measurements, while the other
two use tungsten and are optimised for hadronic interactions. All three modules
use LAr as active material and the total depth of each endcap is about 10λ. The
design energy resolution of the FCal is given by

σE
E

= 100 %√
E[GeV]

⊕ 10 %. (4.5)

Figure 4.9: Cumulative amount of material, in units of the nuclear absoption length
λ, in front of and in the hadronic calorimeter [49]. From the bottom is the ID
(unlabelled), followed by the electromagnetic and hadronic calorimeters, and the
material in front of the first active layer of the muon spectrometer (unlabelled).
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4.5 The Muon Spectrometer

Muons penetrate very deep into matter, and in ATLAS they typically cross both
the ID and the calorimeter system with only a minimal energy loss. This is due to
their high mass, which makes them less susceptible to emit bremsstrahlung than
electrons. At the same time they do not interact strongly, meaning that no hadronic
interaction with the detector material takes place. The Muon Spectrometer [69] is
therefore the outermost subdetector in ATLAS, reaching from 5 m to 11 m in ra-
dius, and is dedicated to the measurement of charged particle tracks. The system
is shown in Figure 4.10 and uses chambers with different types of detectors organ-
ised in three layers in the barrel and three layers in the endcaps, providing three
measurement points across the full covered η-range. For a muon reconstructed only
with information from the muon system the design pT resolution is 10 % at 1 TeV.

Figure 4.10: Overview of the muon system of the ATLAS detector [49].

The majority of the muon system consists of Monitored Drift Tube (MDT) ioni-
sation chambers that cover the range up to |η| = 2.7 and are responsible for the
precision tracking. These consist of between three to eight layers of aluminium tubes
filled with an Ar-based gas mixture. The chambers provide a two-dimensional mea-
surement in the bending plane of the muons with an average resolution of 35 µm. At
large pseudorapidity, between 2.0 < |η| < 2.7 where the flux of particles is higher,
the MDTs in the innermost layer are replaced by Cathode Strip Chambers (CSCs).
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In these chambers, closely spaced anode wires are stretched between two cathodes
and the ionisation electrons drift towards the closest wire. The CSC chambers
provide a three-dimensional measurement point with a resolution of 40 µm in the
bending plane and 5 mm in the azimuthal plane.

In order to get a fast signal for triggering, Resistive Plate Chambers (RPCs) are in-
stalled in the barrel up to |η| = 1.05 and Thin Gap Chambers (TGCs) are installed
in the endcaps between 1.05 < |η| < 2.4. The RPCs are parallel-plate gaseous de-
tectors that combine an adequate position resolution with a very fast response time.
The TGCs are based on a multi-wire technology and have a small cathode-anode
distance in order to give a very fast timing information. Both systems also provide
a three-dimensional measurement point used to complement the information from
the MDTs in the azimuthal plane.

4.6 Luminosity detectors

ATLAS contains two subdetectors in the forward region which are used for the
measurement of the luminosity; LUCID [70] and the Beam Conditions Monitor
(BCM) [71]. These are designed to have a sufficient time resolution to measure
the number of interactions per bunch crossing and to have a high acceptance for
inelastic pp collisions.

The LUCID detector is the only ATLAS subdetector that is dedicated entirely to
the luminosity measurement. It is a Cherenkov detector consisting of two modules
positioned symmetrically around the beam pipe at about ±17 m from the ATLAS
interaction point, at a pseudorapidity |η| = 5.6. Each module consists of 16 PMTs
surrounding the beam pipe, with thin quartz windows which are used as active
medium. As charged particles produced from the proton collisions pass through the
quartz, Cherenkov light is emitted and is read out by the PMTs. A hit is registered
if the signal is above a pre-defined threshold. The LUCID detector is read out with
dedicated electronics which provide hit counts for every colliding bunch. To monitor
and, if needed, adjust the gain of the photomultipliers, radioactive bismuth-207 (Bi-
207) sources are mounted directly in front of the PMT quartz-windows for a subset
of the PMTs. The amplitude of the signal resulting from monoenergetic internal
conversion electrons serves as reference for potential gain adjustments.

The BCM detector is comprised of two groups of four diamond sensors, arranged in
a cross pattern on either side of the interaction point, located at z = ±184 cm and
R = 5.5 cm. It is primarily used to monitor particle fluxes near the beam pipe in
order to protect the innermost subsystems of ATLAS and trigger a beam abort in
case of excessive radiation levels. The detector has fast readout electronics which
also allows it to be used as a luminosity detector.
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4.7 Trigger and data acquisition

With a collision frequency of 40 MHz and around 30 interactions per bunch crossing,
huge amounts of data are produced every second at the LHC. A bunch crossing with
all its associated processes that is captured and recorded by ATLAS is called an
event and represents around 1.5 MB of raw data. It is impossible to fully process
and store all this information at the rate dictated by the collision frequency and
for every event a fast decision must be taken, determining whether or not it should
be kept for analysis. One of the most important aspects of ATLAS is therefore the
trigger and data acquisition systems, which make the online event selection and
handle the readout of the data for the selected events.

In ATLAS, the trigger system is composed of two steps, the Level-1 Trigger (L1) and
the High-Level Trigger (HLT). The data from each crossing is held in buffers while
the L1 uses low-granularity information from dedicated subsystems in the calorime-
ters and the muon system to search for high-pT physics objects and events with
large momentum imbalance in the transverse plane. This first step is completed in
about 2.5 µs, and reduces the event rate down to 100 kHz. The L1 calculations are
done on custom-built hardware placed underground next to the detector cavern.

If an event is selected by the L1, so-called Regions of Interest (ROIs) in η and φ
that contain the interesting activity are passed on to the HLT. The reduced event
rate allows for a more detailed analysis and more complex calculations similar to
the event reconstruction described in Chapter 5. A software-based system performs
a partial event reconstruction on the available data in the ROI with full granularity
and with information from the ID included. This step reduces the event rate further
down to 3.5 kHz with a latency of 40 ms. The final step in the HLT employs an event
filter with simplified versions of the software used for offline event reconstruction
and runs on ordinary computers. In this step the event rate is further reduced to
approximately 1 kHz. Events that are selected are sent for full reconstruction at
the CERN on-site computing center called Tier-0. The reconstructed data is then
distributed to computing centres around the world and is available for analysis.

The decisions taken by the trigger chain are steered by a predefined trigger menu
that specifies all types of events to be kept for analysis. Event types that occur
very frequently, such that it would require too much of the total trigger bandwidth
to record all events passing a given threshold, can be prescaled so that they are
recorded at a fraction of the actual rate. When these events are used for analysis
they are weighted by the prescaling rate. Since this is associated with an effective
loss of luminosity it is however desirable for analyses to use unprescaled triggers
when possible.

The ATLAS data taking is divided in runs, which typically correspond to one LHC
fill. Each run is split into Luminosity Blocks (LBs), which are small sections of time
where the instantaneous luminosity is approximated to be constant. Data events
within a LB are recorded with the same triggers and under the same detector
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conditions. A typical LB length in ATLAS is 60 s. The integrated luminosity then
corresponds to the sum

L =
∑
LBs
LLB ·∆tLB (4.6)

where LLB is the constant luminosity inside the LB and ∆tLB is the duration of the
LB, and the sum runs over all the LBs in the considered time window. The data
used for analysis is subject to offline quality criteria which require all reconstructed
physics objects to be of good data quality. LBs where essential detector components
were malfunctioning during data taking are therefore not used. After the quality
requirements, 139 fb−1 are available for data analysis in Run 2.
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Chapter 5

Physics building blocks

Particles produced in the pp collisions in the LHC travel outwards through the
ATLAS detector and leave different signatures in the various subsystems. When
an event is triggered, the electronic channels of the subdetectors are read out, and
the corresponding digitised signals make up the raw data from the bunch crossing.
Before any physics analysis can be performed on the event, the data needs to be
translated into well-defined representations of the underlying physical objects. A
variety of different algorithms is deployed for this so-called event reconstruction,
which all attempt to collect signals that belong to the same particle and use those
to reconstruct its kinematic properties.

The event reconstruction starts with the formation of low-level objects which are
then used as input to identify the final high-level physics objects. Low-level objects
include clusters constructed from energy deposits in the calorimeters, and tracks
and vertices built from measurements in the ID. The high-level physics objects
used for the work described in this thesis include electrons, photons, muons, and
jets. ATLAS is designed to produce a unique signature for each of these particles by
combining tracking and calorimeter information. In addition, the missing transverse
momentum Emiss

T , which quantifies the momentum imbalance in the transverse
plane, is used to infer the presence of particles that pass through the detector
without interacting.

The following sections describe the ATLAS tracking and vertexing procedures, the
identification and reconstruction of electrons, photons, muons, and jets, as well as
the definition and computation of the missing transverse momentum. The track-
counting luminosity measurement and the DV+jets analysis, described in this the-
sis, are heavily dependent on the reconstruction of charged particle tracks in the
ID. More emphasis is therefore dedicated to the ATLAS tracking and vertexing
procedures.

65
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5.1 Inner Detector tracking and vertexing

The reconstruction of charged particle tracks is one of the most complex parts of
the ATLAS event reconstruction. In a pp collision at

√
s = 13 TeV, on average

15 charged particles are expected to be created [72]. Combined with the Run 2
average of 34 simultaneous pp interactions, this means that around 500 charged
particles will be produced in each bunch crossing. All the corresponding individual
tracks must be reconstructed with a high efficiency and with a low rate of fake
tracks resulting from spurious combinations of hits in the ID. In addition, the
corresponding pp interaction points must be determined to high precision in order
to be able to separate the hard-scatter event of interest for physics analysis from
the multiple pileup interactions. This is done by clustering tracks together to find
their common point of origin in the vertex reconstruction.

The basic idea of the tracking is to fit the hits in the ID to a parametrisation of
the trajectory followed by a charged particle in the field from the solenoid magnet.
For a homogeneous magnetic field, and in the absence of any material, the path is
described by a helix with its axis parallel to the direction of the field. In general,
five parameters are needed to describe the helical track. The representation used
by ATLAS is given by

τ = (d0, z0, φ0, θ0, q/p) , (5.1)

where all parameters are expressed at the so-called perigee, corresponding to the
point of closest approach to a chosen reference point. The impact parameters, d0
and z0, are the projections of the distance of closest approach to the reference point
in the transverse plane and along the z-axis, respectively. The angles φ0 and θ0
are the azimuthal and polar angles of the track at the perigee, and the curvature is
described by the ratio of the particle charge and momentum q/p. Figure 5.1 shows
a graphical view of the track parameters. In practice, the helical path is slightly
altered by inhomogeneities in the magnetic field as well as interactions between the
charged particles and the material in ATLAS, which result in energy losses as well
as multiple scattering. All these effects must be taken into account by the tracking
algorithms.

In the following, Sections 5.1.1–5.1.4 describe the standard tracking and vertexing
procedures used in ATLAS, and provide a discussion of the parameters representing
the tracks. The standard tracking is optimised for particles originating from the pp
interaction point and is not optimal for the reconstruction of massive LLPs which
decay with a significant displacement and result in tracks that do not point back
to the pp interaction point. Such particles are predicted by a wide range of BSM
models, as described in Section 2.3. In analyses searching for LLPs, a special event
reconstruction is therefore applied with an extra Large Radius Tracking (LRT)
and a secondary vertexing algorithm. This special reconstruction is presented in
Sections 5.1.5–5.1.6.
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Figure 5.1: Illustration of the track parameters at the perigee [73]. In this scenario,
the reference point corresponds to the detector origin.
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5.1.1 Standard track reconstruction

In ATLAS, the tracking is performed first inside-out and then outside-in with
respect to the components of the ID [74]. The inside-out tracking starts from track
segments in the silicon detectors and extrapolate into the TRT. This is optimised for
the reconstruction of so-called primary tracks originating from the pp interactions.
The outside-in tracking starts in the TRT and extrapolates into the SCT and the
Pixel detector. It is employed to increase the acceptance to so-called secondary
particles produced at a greater distance from the interaction point, such as electrons
originating from photon conversions in the detector material and the decays of b-
hadrons. Both procedures however assume that the tracks point back to the pp
interaction point.

Inside-out tracking

The inside-out tracking procedure can be divided into various steps which will be
described separately below.

Spacepoint creation: In the first step, all hits in the silicon detectors are trans-
lated into three-dimensional spacepoints by clustering together neighbouring pixels
and strips that have recorded a signal over threshold. The spacepoints represent the
intersection of charged particles crossing the detector layers, and also account for
the uncertainty of the measured hit positions. For the IBL and the Pixel detector,
the spacepoints correspond directly to the hits in the detector. For the SCT, the
single-sided hits on the back-to-back readout strips on each layer must be combined
using the stereo-angle information to give the three-dimensional spacepoint infor-
mation. Detector elements which are known to be malfunctioning and not sensitive
at the time of data taking are counted as providing a spacepoint, in order to not
lose tracking efficiency.

Track seeding: The track reconstruction algorithm starts with the identification
of so-called seeds corresponding to triplets of hit in separate silicon layers, which are
compatible with originating from a charged particle track. An initial set of track
parameters for each seed are estimated assuming a perfect helical trajectory and
using the detector origin as reference point. These are then used to define search
windows in which to look for additional hits to be added to the seeds.

Track candidate building: Starting from the seeds, a set of track candidates
are constructed by adding hits within the search windows using a combinatorial
Kalman filter [75,76]. This is a recursive procedure where the track parameters are
propagated through successive detector layers taking into account the magnetic field
map and the material in the detector. The energy loss of the particle is estimated by
assuming the mass of the pion. Hits compatible with the predicted trajectory in each
layer are added to the track candidate and the track parameters are updated with
the new information. If several hits on the same layer are compatible, multiple track
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candidates are formed and proceed independently through the remaining layers.
The final track parameters are determined by a global least-squares fit of the track
prediction to all hits associated to the track candidate. This final fit also returns the
track covariance matrix which describes the uncertainties on the track parameters
and their correlations.
Ambiguity solving: The seeded track finding results in a very high number of
track candidates, many of which share hits, are incomplete, or describe fake tracks.
This is solved by a scoring algorithm which ranks the tracks in their likelihood to
describe the real trajectories of charged particles. The scoring scheme favours high-
pT tracks and applies positive scores for unshared hits and good fit quality in terms
of the chi-squared per degree of freedom χ2/ndof , and negative scores for holes or
shared hits. Holes are defined as intersections of the reconstructed track trajectory
with a sensitive detector element that does not contain a matching hit. Shared
measurements are defined as hits that are assigned to multiple track candidates.
At the end, only tracks that pass a threshold for the scoring scheme will remain.
Track extension: Tracks that are kept are extended into the TRT with a new
Kalman fit. Similar to the creation of track candidates, a road search is performed
into the TRT volume starting from the position estimation of the track candidate.
Compatible TRT hits are added to the tracks which are eventually refit with a
global least-squares fit if the extension is successful.

Outside-in tracking

The final step in the tracking uses any left-over hits from the inside-out pass and
builds on standalone TRT track segments in regions seeded by energy deposits in
the electromagnetic calorimeter. These seeds are extended into the SCT and Pixel
detector, building track candidates with the same procedure as for the inside-out
tracking, i.e using a combinatorial Kalman filter, an ambiguity solver, and a final
global least-squares fit.

5.1.2 Primary vertex reconstruction

The tracks built with the above procedure are used to reconstruct the points in space
where the pp interactions took place. These points are called primary vertices and
are effectively found by looking for points where at least two tracks intersect close
to the beam axis using an iterative procedure [77]. For tracks to be considered in
the construction of a vertex they must pass a set of additional quality requirements
on the hit multiplicities in the various ID layers [78]. The procedure of primary
vertex reconstruction then consists of the following steps:

• A seed position for the first vertex is selected. Initially this point corresponds to
the detector origin in x and y and to the global maximum of the z0-distribution
of the tracks in z.
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• The tracks and the seed are used to fit the best vertex position with a least-
squares based adaptive vertex fitter [79]. The fit is an iterative procedure, and in
each iteration less compatible tracks are down-weighted and the vertex position
is recomputed.

• After the vertex position is determined, tracks that are incompatible with the
vertex are removed and allowed to be used in the determination of other vertices.

• The procedure is repeated until no tracks are left in the event or no additional
vertex can be found in the remaining set of tracks.

The output of the vertex reconstruction algorithm is a set of three dimensional ver-
tex positions and their covariance matrices. The primary vertex for which the sum
of the pT of the associated tracks is the highest is often referred to as the Primary
Vertex (PV) of the event. Other vertices are associated to pileup interactions. The
reconstruction of primary vertices is therefore essential for the separation of the
hard interaction of interest for analysis from additional pileup interactions.

Once the primary vertices are reconstructed they are used to detemine the so-called
beamspot which corresponds to the region in the detector where the pp interactions
between the two beams take place. The beamspot reconstruction is based on an
unbinned maximum-likelihood fit to the spatial distribution of primary vertices col-
lected from many events [80]. This is carried out during data taking, typically every
two minutes [81]. The centre of the beamspot is then used as an additional mea-
surement during the primary vertex fit, to help constrain the transverse position.
In addition, all tracks are recomputed and their parameters are expressed with the
beamspot as the reference point. Figure 5.2 shows the size of the beamspot during
the LHC Run 2. In the transverse plane, it is on the order of 10 µm and in the
longitudinal plane it is on the order of 40 mm. The transverse size is determined
by the focusing of the LHC beams near the interaction region and by the geometric
emittance of the beams, while the longitudinal size is determined by the bunch
length and by the angle at which the two beams are brought into collision.

5.1.3 Offline track selection

In the track reconstruction, the design of the quality criteria applied to the tracks
is a trade-off between achieving a high tracking efficiency and reducing the rate of
fake tracks. Requirements designed for a strong rejection of fake tracks are referred
to as tight, while those designed to achive a higher tracking efficiency at the cost of a
larger fake-track rate are referred to as loose. The criteria applied in the ambiguity
solver are purposely left loose and for most analyses the selection of tracks needs
to be tightened offline. The standard ATLAS track selection for analyses is called
TightPrimary [82]. Table 5.1 shows a list of TightPrimary track selection criteria
together with the requirements in the track reconstruction, referred to as Loose. In
order to put the hit-multiplicity requirements into perspective it can be noted that
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Figure 5.2: The luminosity weighted distribution of the size in x (a), y (b), and z (c)
of the beamspot in ATLAS in each data-taking year in Run 2 [81]. The data points
are the result of a maximum likelihood fit to the spatial distribution of primary
vertices collected over a two minute period.
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Table 5.1: List of criteria applied in the online track reconstruction (Loose) and
for the TightPrimary selection. NPix

hits and NSCT
hits denote the total number of hits in

the Pixel and single-sided hits in the SCT detectors, respectively, and include the
number of inactive sensors. N IBL

hits and NB-layer
hits denote the number of hits in the

IBL and first layer of the Pixel detector, respectively. NPix
holes and NSCT

holes denote the
number of holes in the Pixel and SCT detectors, respectively. NPix

shared and NSCT
shared

denote the number of shared hits in the Pixel and shared single-sided hits in the
SCT detectors, respectively.

Criterion Loose TightPrimary

pT 500 MeV 500 MeV
|η| 2.5 2.5

NSi
hits = NPix

hits +NSCT
hits ≥ 7 ≥ 9 if |η| ≤ 1.65, ≥ 11 if |η| > 1.65

N IBL
hits +NB-layer

hits - > 0 if hits are expected both layers
NSCT

holes ≤ 2 ≤ 2
NPix

holes ≤ 1 0
NPix

shared + 1
2N

SCT
shared ≤ 1 ≤ 1

a track on average consists of one IBL hit, three Pixel hits, eight single-sided hits
in the SCT and about 34 hits in the TRT.

5.1.4 Track parameters

The result of the standard tracking and vertexing is the final collection of recon-
structed standard tracks with parameters expressed with the beamspot as reference
point. The impact parameters define the origin of the track, the angles φ and θ
its direction at the origin, and the ratio q/p together with the angle θ gives the
pT measurement. Figure 5.3 shows distributions of the track parameters for the
TightPrimary track selection derived from simulated minimum bias events1.

The track impact parameters are important quantities for constraining and reducing
background processes and to distinguish between primary and secondary tracks.
When applying requirements on these parameters it is often necessary to take the
associated uncertainty into account. Figure 5.4 shows the d0 and z0 uncertainties as
a function of the pseudorapidity and pT of the track, as derived from minimum bias
simulation. The uncertainty increases at large η where a track passes through more

1Minimum bias refers to events collected or simulated without any particular restriction on
the particles in the final state and include all possible hard-scatter processes at the given collision
energy. Simulation of minimum bias events is discussed in Section 6.4
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Figure 5.3: Normalised distributions of d0 (a), z0 (b), η (c), φ (d), and pT (e) for
tracks selected with the TightPrimary requirements, with the addition of a stricter
pT requirement at 900 MeV, derived from minimum bias simulation. The minimum
bias events include all possible hard-scatter processes at the given collision energy.
See Section 6.4 for further description of minimum bias samples.
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material and thereby undergoes more multiple scattering. Likewise, it increases at
small pT where the effect of the multiple scattering is larger. Figure 5.5 shows the
uncertainty as a function of pT only, where the distribution measured in simulation
is compared to data. Such comparisons are very important for analyses which
heavily rely on the impact parameters and are used to derive smearing factors that
can be applied to the simulation to take it closer to the data. In general, it is not
possible to measure the impact parameter resolution directly using the convariance
matrix of the track, because it is convolved with the resolution on the reference
point. The results shown in Figures 5.4 and 5.5 are therefore derived with an
iterative unfolding method to separate the resolution on the reference point from
the measurement of the impact parameter resolution itself [83].
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Figure 5.4: Unfolded d0 (a) and z0 (b) resolution, as a function of the track pseu-
dorapidity and pT, derived from minimum bias simulation. See Section 6.4 for a
description of minimum bias samples.

Since the uncertainties have a large dependence on the kinematics of the tracks,
requirements are often placed on the impact parameter significances when requiring
a track to come from the pp interaction point. These are defined as

d0-significance = d0/σd0 (5.2)
z0-significance = z0/σz0 , (5.3)

and ensure that tracks measured with higher uncertainty are not punished harder
by the requirements. In addition, for the track-counting luminosity measurement,
which depends on measurements of all primary tracks, the impact parameter reso-
lution is corrected for the beamspot width in x- and y-direction through an increase
of the uncertainty on d0 according to

σd0,corr =
√
σ2
d0

+ σ2
bs, (5.4)
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Figure 5.5: Unfolded d0 (a) and z0 (b) resolution, as a function of the track pT,
derived from minimum bias simulation and data collected in 2017, using the Tight-
Primary track selection. See Section 6.4 for a description of minimum bias samples.

with the beamspot uncertainty given by

σbs = sin(φtrk)
(
sin(φtrk) · σ2

bs,x − cos(φtrk) · σbs,xy
)

+
cos(φtrk)

(
cos(φtrk) · σ2

bs,y − sin(φtrk) · σbs,xy
)
.

(5.5)

Here, σbs,x and σbs,y are the widths of the beamspot in the x and y directions, σbs,xy
is their correlation, and φtrk is the azimuthal angle of the track at the perigee with
respect to the beamspot position. The d0-significance computed with σd0,corr allows
for a compatibility check of the origin of a given track and the area corresponding
the beamspot in the transverse plane. The corrected d0-significance distribution is
shown in Figure 5.6.

5.1.5 Large Radius Tracking

For analyses targeting LLPs, a special event reconstruction is employed which in-
cludes LRT [84]. This runs after the standard tracking and makes use of hits that
are leftover to seed and reconstruct large radius tracks using an inside-out approach.
Compared to the standard tracking algorithm, LRT uses a slightly extended region
to search for hits for seeding and less strict requirements on the track impact pa-
rameters and the hit multiplicities. The strategy used to extend seeds into track
candidates is also different from the standard reconstruction and prevents the cre-
ation of multiple track candidates from the different possible combinations of points
by using a sequential Kalman filter approach instead of the combinatorial Kalman



76 Chapter 5. Physics building blocks

20− 15− 10− 5− 0 5 10 15 20

-significance0d

3−10

2−10

1−10

1

10

N
or

m
al

iz
ed

 n
um

be
r 

of
 tr

ac
ks

 = 13 TeVs

Minimum bias MC

TightPrimary tracks

Figure 5.6: Normalised d0-significance distribution for tracks selected with the
TightPrimary requirements, with the addition of a stricter pT requirement at
900 MeV, derived from minimum bias simulation, using the TightPrimary track
selection. The d0-significance is computed including the correction for the size of
the beamspot. See Section 6.4 for a description of minimum bias samples.
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Table 5.2: Comparison of some of the key track reconstruction parameters for the
standard tracking and LRT. Table adapted from Ref. [84].

Selection Standard tracking LRT

Minimum pT (MeV) 500 900
Maximum |d0| (mm) 10 300
Maximum |z0| (mm) 250 1500
Maximum |η| 2.7 5
Maximum shared silicon modules 1 2
Minimum unshared silicon hits 6 5
Minimum silicon hits 7 7
Seed extension Combinatorial Sequential

filter. Once the track candidates are created, ambiguity resolution and TRT exten-
sion proceed as with standard tracking but with relaxed constraints on the track
candidates. A summary of the main differences between standard tracking and
LRT is given in Table 5.2. Figure 5.7 shows the track reconstruction efficiency for
standard tracking, LRT, and a combination thereof, as a function of the radius
of production of displaced particles. At small radii, the standard tracking is very
efficient and few hits are left over to form tracks in the LRT step. Tracks which
are produced far from the interaction point are unlikely to be reconstructed by the
standard tracking and the addition of LRT increases the reconstruction efficiency
substantially beyond radii of 50 mm.

At the Run 2 pileup conditions, running LRT increases the time taken to reconstruct
a data event by a factor of around 2.5. It is therefore applied only to a few percent
of the data used for physics analysis, filtered out based on quantities computed
during the standard reconstruction. The filter allows for a separate storage of the
selected raw data events for further processing with less stringent requirements on
the computational resources.

5.1.6 Secondary vertex reconstruction

In addition to the primary vertexing, various secondary vertexing algorithms exist
in ATLAS, which all target different types of decay topologies. One of those is
designed to search for LLPs [85] and is employed by the DV+jets analysis. The
algorithm uses tracks from the standard and LRT configurations, and imposes no
specific restrictions on the track orientation, which means that a wide phase space of
outgoing track combinations can be reconstructed. The steps for secondary vertex
formation are quite different from primary vertexing and include several steps which
are described below.
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Figure 5.7: Track reconstruction efficiency as a function of the radius of produc-
tion of displaced particles, derived for decays of long-lived gluinos with a mass of
1.4 TeV [84].

Seed track selection: Due to the high multiplicity of tracks in the typical Run 2
LHC collisions, it is not feasible to consider all standard and LRT tracks for sec-
ondary vertexing. Instead, tracks are preselected for vertex seeding with a series of
quality criteria on the hit multiplicities, and are required to fulfil pT > 1 GeV, and
to not be associated to any primary vertex in the event. These tracks are referred
to as selected tracks.

Two-track seed finding: The vertex finding starts by considering all possible
pairs of selected tracks and assessing their compatibility with a least-squares vertex
fit [79]. Pairs corresponding to a fit with χ2/ndof < 5 are retained as seed vertices
and are subject to additional requirements in order to ensure that the vertex po-
sition and the tracks are consistent with an LLP decay. Firstly, at least one track
in each two-track vertex must have d0 > 2 mm. Secondly, the two-track vertices
are filtered based on the hit pattern of the associated tracks. Since tracks typically
travel outwards from the vertex, the tracks are required to have no hits in tracker
layers with smaller radii than the vertex position and to have a hit in the first
tracking layer beyond the vertex. All track pairs passing these requirements are
labelled as compatible.

Multi-track vertex formation: The vertexing algorithm continues by merging
two-track vertex seeds to create multi-track vertices. This is done with a graph
theory technique [85] which decides which tracks should be clustered together based
on the compatibility of all selected track pairs. The extracted group of tracks are
simultaneously fitted to a single multi-track vertex. A single track can still be
associated to different vertices, and in that case the track is included in the best-
fitting vertex.
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Vertex merging: After the first multi-track vertex formation, an additional
merging step is necessary to recombine vertices that are artificially split by the
graph theory technique. Vertices are considered for merging if the two positions
are within 10σ, where σ is the uncertainty on the difference between the two ver-
tex positions. A set of tests, involving the extrapolation of tracks from one vertex
to the other, are then used to determine if the vertices should be merged or not.
Finally, any remaining vertices within 1 mm are forced to merge, and the merged
vertices are refit with all tracks.

Track attachment: The last step of the vertexing algorithm is to attach tracks
satisfying looser quality requirements, in order to recover efficiency lost by the
tight requirements on the selected tracks. In this step, the impact parameters with
respect to the secondary vertices are calculated for all unused tracks satisfying
pT > 1 GeV, including tracks which are already associated to primary vertices.
Tracks with transverse and longitudinal impact parameter significances with respect
to the target secondary vertex less than 5 are associated to the vertex. Compared
to the initial vertex formation, a relaxed hit-pattern consistency check is employed
which only requires the presence of hits in the outer layers in order to accept
potential back-scattered tracks. The tracks added to the vertices in this step are
referred to as attached tracks.

Figure 5.8 shows the efficiency of the secondary vertexing as a function of the vertex
radius for three signal models predicting LLP decays inside the ID. The efficiency
steeply falls off below radii of 2 mm due to the requirement of |d0| > 2 mm applied
to the selected tracks. Above this cut-off, the efficiency degrades with increasing
radius. This degradation is partly inherited from the LRT efficiency which falls
with radius, and partly caused by the nature of the vertices. For a given mean
proper lifetime, the average LLP boost increases with decay radius, resulting in
more collimated decay products and a vertex topology which is more challenging
to reconstruct.

5.2 Object identification and reconstruction

5.2.1 Electrons and photons

Photons and electrons are reconstructed by combining information from the ID
and the electromagnetic calorimeter [86]. In a simplified picture, an electron would
leave a track in the ID and all its energy in the calorimeter while a photon, being
electrically neutral, would pass through the ID without interacting and only leave
a shower in the electromagnetic calorimeter. The reconstruction however needs to
take into account energy losses through Bremsstrahlung for the electrons and the
possibility of photon conversions into electron-positron pairs in the ID material.
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Figure 5.8: Vertex reconstruction efficiency as a function of the parent particle
decay radius for three LLP models [85]. The blue points correspond to the gluino
signal model used in the DV+jets analysis described in Section 10.

The reconstruction of electrons and photons begins with the identification of energy
deposits in the electromagnetic calorimeter. Collections of topologically connected
cells with an energy deposit larger than a predefined threshold form so-called seed
clusters [87]. These are used to seed a new tracking pass which takes into account
the increased energy losses of a photon compared to the default pion hypothesis.
For electrons and converted photons, the seed clusters are matched to the new
ID tracks by extrapolating each track to the middle layer of the calorimeter and
identifying nearby clusters. A cluster is required to match the track in both position
and momentum. Seed clusters matched to two oppositely charged tracks that can
be fit to a conversion vertex are associated to converted photons. Finally, any seed
cluster without an associated track is identified as an unconverted photon.

The pT of central electrons is determined though a combination of the calorimeter
energy measurement and the track measurement, while the η and φ are taken
entirely from the track. In the forward region where the ID lacks coverage, the
electron energy is determined with reduced precision and the center of the cluster
is used to determine the angular coordinates of the electron.

The quality of each reconstructed electron candidate is assessed using an algo-
rithm that assigns a likelihood that the candidate is a true electron. This is based
on input from different variables including track quality and cluster shape. The
electrons are classified as Loose, Medium, or Tight [88] which correspond to dif-
ferent likelihood criteria. A tighter category corresponds to a higher purity, or
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lower mis-identification rate, but also to a lower identification efficiency. A similar
classification is applied to photons.

In addition to the identification criteria described above, most analyses require
electrons to fulfil isolation requirements, to further discriminate between signal and
background. The isolation variables quantify the energy of the particles produced
around the electron candidate and allow to disentangle promptly produced electrons
from other, non-isolated electron candidates such as electrons originating from con-
verted photons produced in hadron decays or electrons from heavy-flavour hadron
decays, which typically are embedded in jets.

5.2.2 Muons

Muons passing though the ATLAS detector will typically leave tracks in the ID,
small energy deposits in the calorimeters, and tracks in the muon system. They
are thus reconstructed by combining information from the Muon Spectrometer with
information from the ID, and in some cases also with information from the calorime-
ters [89]. The nominal reconstruction method forms so-called combined muons by
matching tracks in the muon detector with tracks in the ID. Tracks are first re-
constructed independently in the ID and in the Muon Spectrometer and matching
tracks are then combined with an overall track fit.

While the combined muons have the highest purity, three other types of muons are
also used in ATLAS; stand-alone, segment-tagged, and calorimeter-tagged muons.
Stand-alone muons are formed by muon system tracks extrapolated to the beam line
with energy losses and multiple scattering in the calorimeters taken into account.
This algorithm is mainly used in the 2.5 < |η| < 2.7 region where the ID lacks
coverage. Segment-tagged muons are reconstructed starting from tracks in the
ID and looking for matching track segments in the first muon system layer. These
muons recover inefficiencies for low-pT muons that might lose all their energy before
passing through all muon system layers. Calorimeter-tagged muons are built from
ID tracks matched to a calorimeter energy deposit compatible with a muon. This
algorithm is used at very central |η| where the muon system lacks coverage.

The reconstructed muons are subject to different quality and isolation criteria and
are categorised as Loose, Medium, Tight, and High-pT [89]. These selections are
defined to cope with various analysis requirements. One of the key variables for
their discrimination is the q/p significance, which quantifies the consistency between
the ID and muon system measurements of the momentum. Another important
discriminator is the χ2/ndof of the combined fit. The Medium selection is the
default and uses combined muons in the central part complemented by stand-alone
muons above |η| = 2.5.
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5.2.3 Jets

A jet describes a collimated spray of particles resulting from the hadronisation of
an initial quark or gluon, and can be identified in ATLAS by large energy deposits
in the calorimeters. Several algorithms can be used to collect calorimeter energy
deposits to form jets and the characteristics of the jets are heavily algorithm-
dependent. The standard jet reconstruction algorithm used in ATLAS is called
anti-kt [90] and is infrared and collinear safe. Infrared safety refers to the indepen-
dence of the jet definition under the inclusion of soft radiation, while collinear safe
algorithms have the property of reliably including a split parton within a given jet.

The algorithm begins with a collection of clusters in the electromagnetic and hadron
calorimeters defined by topologically connected cells with energy deposits above
theshold [87]. The clusters are merged into jets by considering their transverse
momenta and their separation in terms of the distance measure

dij = min
(
p−2

T,i, p
−2
T,j

) ∆R2
ij

D2 . (5.6)

Here, pT,i and pT,j are the transverse momenta associated to two clusters, ∆Rij is
their angular separation, and D is an arbitrary distance parameter. The algorithm
starts by taking the cluster with the highest pT as seed cluster i and computes the
distance dij to the closest cluster j. This is compared to a second distance measure
given by

diB = p−2
T,i, (5.7)

which quantifies the distance from the seed to the beam axis. If the distance dij is
smaller than the distance diB , the two clusters are merged into a new cluster which
takes the role as seed. Otherwise the seed i is called a jet and its associated clusters
are removed from the collection. The clustering process continues until all clusters
are associated with a jet. In the anti-kt algorithm, the inverse dependence on the
pT produces jets which are conical in shape and have energetic cores and soft edges.
The distance parameter D defines the size of the cone and the minimum distance
between two jets and is commonly set to 0.4.

The energies of the jets are measured from the associated calorimeter energy de-
posits and need to be calibrated to account for several experimental effects. These
include energy lost in inactive areas of the detector, leakage of energy from the jet
out of the calorimeter, and energy deposition in jets from pileup interactions. A
multi-step calibration procedure is applied with correction factors derived both from
simulations and data using a well-measured reference object [91, 92]. In addition,
the so-called Jet Vertex Tagger (JVT) algorithm is used to provide an indication of
how likely a jet is to be due to a pileup interaction or not [93]. This is based on the
tracks that are associated with the reconstructed jets and quantifies the fraction of
tracks in the jet that originate from the PV.

The jet reconstruction algorithm cannot identify which type of parton initiated the
jet. In the case of jets containing b-hadrons these can be identified using tracking
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information in a process referred to as b-tagging. Due to the long lifetime of the
b-quark, the b-hadrons typically have a decay length of a few millimetres. This is
long enough to reconstruct a secondary vertex that can be used to identify them.

5.2.4 Missing transverse momentum

The ATLAS experiment is designed to infer the presence of particles that do not
give a signature in the detector through the missing transverse momentum. This
quantity is defined as the negative vectorial sum of the transverse momenta of all
reconstructed particles and detector energy deposits in a given event,

Emiss
T = −

[∑
pjet

T +
∑

pelectron
T +

∑
pmuon

T +
∑

pphoton
T +

∑
psoft

T

]
. (5.8)

Here, the so-called soft term
∑

psoft
T includes all energy deposits that are not asso-

ciated to the reconstructed jets, electrons, muons, and photons. In a pp collision,
the interacting partons have negligible transverse momentum, and the sum of all
end product momenta in the transverse plane must therefore be zero. Any missing
transverse momentum can thus be attributed to invisible particles. The soft term
can be calculated based either on calorimeter or track measurements. A track-based
soft term is more robust against pileup since the tracking information can be used
to separate the additional vertices from the PV, but is insensitive to the momenta
of neutral particles.

5.2.5 Removal of overlapping objects

The object reconstruction methods are run independently and it is common for
calorimeter energy deposits and tracks to be shared between jets and particles of
different types. In order to prevent double counting in such situations, a process
called overlap removal is used which specifies the requirements for two objects to
be considered overlapping and which ones to remove. The process is performed
on baseline objects which have looser selections than the final signal objects used
for analysis. This allows for a tuning of the final signal objects to best match the
experimental signature targeted by the analysis, while leaving the overlap removal
process unchanged. In the Strong-2L analysis the overlap procedure consists of all
the steps listed below, while the DV+jets analysis only applies the first two.

• Electron-Muon: Electrons are removed if they share an ID track with a muon.

• Electron-Jet: A jet is discarded if it resides within ∆R = 0.2 of an electron. If
the jet is b-tagged the electron is removed instead. This ensures that electrons
originating from heavy-flavour decays are discarded. All remaining electrons
with ∆R satisfying ∆R < min(0.04+(10 GeV)/pT, 0.4) of a jet are then removed
from the event. Here, the pT-dependent cone size is designed to reject low-pT
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heavy-flavour muons while preserving muons resulting from the decay of high-pT
particles, which are closely aligned with the other products of the decay.

• Muon-Jet: Identical to Electron-Jet.

• Photons: A photon is removed if it resides within ∆R = 0.4 of a baseline
electron or muon, and any jet within ∆R = 0.4 of any remaining photon is
discarded.



Chapter 6

Simulation of proton-proton
collisions

The advancements in particle physics rely on comparisons between observed data
and predictions from the theory. For the research conducted at the LHC, this
entails producing simulations of the pp collisions, down to the level of individual
particles, which are used as a detailed theoretical reference for the measurements
performed at the experiments. The task is tackled by using Monte Carlo (MC)
event generators which simulate the collisions in several steps.

This chapter first describes the various calculations necessary for the event simula-
tion and then presents the MC event generators relevant to the work presented in
this thesis. Finally, the simulation of the ATLAS detector and its response to the
pp collision products, as well as the modelling of pileup, is presented.

6.1 Event simulation

The phenomenology of a pp collision was described in Section 1.6 and involves
several physics processes at different energy scales. The hard interaction is typically
the main target of the physics analyses at the LHC, but the event structure is
significantly more complex and the description of the full final state necessitates
involved multi-particle calculations.

Hard-scatter interaction: Any collider simulation is built around the hard pri-
mary interaction which is specified by the user, and is generated using the matrix
element and according to the available phase space. The computation of higher
orders requires a choice of factorisation and renormalisation scales, typically set
around µF = µR ≈ 100 GeV. Both the factorisation scale and the renormalisation
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scale are non-physical parameters and any observable should not depend on them.
This would be true if the matrix element was computed from the entire perturba-
tion series, which in practice is impossible. However, the more terms of the series
that are included, the less the observable depends on the scales. Most MC event
generators available today compute the matrix element to next-to-leading order
(NLO). The computation takes experimentally measured PDFs as input to model
the initial momenta of the interacting partons. There are a number of PDF sets
available, all based on precision measurements at various energy scales.
Parton showering: The initial state radiation (ISR) and final state radiation
(FSR) can be treated perturbatively. A complete matrix element calculation using
all Feynman diagrams is however very difficult for higher orders [94]. Instead, the
parton shower approach is usually used, which simulates a successive emission of
quarks and gluons from the partons in the final or initial states. In this process the
partons successively lose energy [95]. For FSR, the partons are evolved from the
hard scatter through the parton showering until they are below the energy scale at
which the hadronisation process takes place. For the simulation of ISR, a backward
evolution is instead used from the initial high-energy scale of the hard scatter to
the final scale of the ancestor partons provided by the PDFs.
Fragmentation: When the partons have reached the hadronisation scale, the
confining nature of QCD takes over and colour neutral particles are formed. This
happens in the non-perturbative regime and the hadronisation, as well as the
hadron decays, are described by phenomenological models. The main models used
in the MC simulation are the Lund string model [96] and the cluster hadronisation
model [97].
Underlying event: The event also contains the beam remnants corresponding
to the remaining partons. These may interact and lead to the so-called underlying
event. The physics processes of the underlying event are driven by low-energy
phenomena and must therefore be simulated using phenomenological modes. The
employed models are characterised by tuneable parameters which are optimised by
dedicated measurements and comparisons to observed data in the experiments [98].

6.2 MC event generators

MC generators are computational algorithms that rely on repeated random sam-
pling to determine the probabilistic results of the calculations discussed above.
There are many different generators which all have different strengths. Some, so-
called general purpose generators can perform all of the steps, while other so-called
matrix element generators only perform the calculations related to the hard in-
teraction. These must be interfaced with separate parton shower generators in
order to provide the full functionality needed to simulate the events. There are
also several so-called afterburners which are run at the end of the event simulation,
supplementing the hadronisation step in order to improve its modelling.
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For each physics process of interest the generator which best describes the exper-
imental observation is typically selected for use in the analyses. Different physics
processes may therefore be simulated using different generators. In addition, the
generators can be tuned by varying parameters in the simulations to create outputs
that most closely match the experimental data.

The generators relevant to the various simulated samples used in this thesis are
MadGraph5 aMC@NLO [99, 100] and Powheg Box [101–103], which are ma-
trix element generators capable of calculating the matrix element to NLO, and
Pythia [104, 105] and Sherpa [106, 107] which are general purpose generators.
Pythia is mainly used a as a parton shower generator interfaced to one of the ma-
trix element generators, or to model so-called minimum bias interactions described
in Section 6.4. Sherpa on the other hand is used for the full event simulation,
with the matrix element calculated up to NLO. In addition to these generators, the
afterburner EvtGen [108] is used in some samples for the simulation of b-hadron
decays in the final state.

6.3 Detector simulation

The end result of the steps simulated by the MC event generators is a collection of
four-vectors corresponding to all stable particles after hadronisation. This collection
can be used to study physics processes in the pp collisions at so-called truth-level,
without the effects of the detector response and its geometric acceptance. The
simulations are however mainly used to make predictions for the data collected
in ATLAS, and must therefore be analysed after the full reconstruction process,
described in Chapter 5. To accomplish this, the interactions of the truth-level par-
ticles with the material in the various detector subsystems are simulated using a
model of the ATLAS detector in the Geant4 [109] software. The ATLAS model
contains all the active detector elements and the magnetic field, as well as any inac-
tive material such as support structures or cabling. In the software, the interaction
of the particles with the detector material is simulated and the energy deposition
in every part of the detector is calculated. New particles created in the material
interactions might also be appended to the simulated event. The simulated energy
depositions are eventually turned into hits using custom algorithms developed for
each of the ATLAS subdetectors. This step is referred to as digitisation and results
in simulated raw detector data that can be reconstructed using the same techniques
as used for the data.

6.4 Pileup simulation

The events in ATLAS contain both in-time and out-of-time pileup, as described in
Section 5.1.2, and these components must also be simulated. This is done separately
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by simulating so-called minimum bias events and overlaying them as additional en-
ergy deposits in the detector before the digitisation step. The minimum bias events
include all possible hard-scatter processes at a given collision energy. These are gen-
erated with parameters tuned to match the overall production of the LHC collisions
using datasets collected with the ATLAS Minimum Bias Triggers (MBTS) [110].
For the in-time pileup, a number of minimum bias events are overlaid based on a
sampling of the pileup distribution for a given data-taking period, shown in Fig-
ure 3.6. For out-of-time pileup, the effect of the additional interactions depends
strongly on the detector technology, and different time windows are used to include
the appropriate level of interactions in each detector.

6.5 The truth record

Both the truth-level information and the reconstructed-level information are useful
for the analyses in ATLAS. While the reconstructed objects only represent the
final state, the truth record from the generator contains all the particles that were
ever generated in the event. Every interaction in the truth record is encoded as
a list of incoming particles, an interaction vertex, and a list of outgoing particles.
The particles have kinematic properties as well as a so-called PDG ID [111] which
encodes the particle type, and the vertices have temporal and spatial properties
corresponding to when and where the interaction happened. In addition, both types
of objects have links to each other so that a particle can be traced to its production
or decay vertex, and further to the next linked particle. The full ancestry of any
particle in the truth record can therefore in principle be tracked all the way back
to the initial pp interaction.

All particles and vertices in the truth record have unique barcodes defining them.
These barcodes also contain information about where the particle was created, with
barcodes below 200,000 corresponding to particles from the generator and barcodes
above corresponding to particles from Geant4. This feature will be exploited
heavily by the analysis described in Chapter 10, where particles from material
interactions contribute substantially to the backgrounds.

In order to save disk space, the truth record stored in the final output files is typi-
cally reduced by applying requirements to the kinematic properties of the particles.
For primary particles from the hard-scatter interaction, these requirements are very
loose so that the truth objects corresponding to the reconstructed objects are al-
ways present. Stricter requirements are placed on secondary particles, such as the
decay products from hadronic interactions. For the minimum bias simulation used
to overlay pileup events on the hard scatter, the truth record is usually not stored
at all. This allows considerable disk space savings, as well as a reduction of CPU
time when reading the events from disk. However, it also entails that no truth-level
information about pileup particles is available. For studies which heavily depend
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on the physics of the pileup interactions, dedicated samples may be produced where
the full truth record is stored, including also the overlaid minimum bias events.

Several of the reconstructed objects have links to the truth particles from which
they are built. Of large importance for the work in this thesis are the links from the
ID tracks. Reconstructed tracks are matched to truth particles using a hit-based
track-to-truth particle association. Each of the hits in the ID is associated to the
truth particle which contributed the largest energy deposition to the hit in the
simulation. The hits are then weighted according to their importance in the track
reconstruction. If the hits are from the Pixel detector, the weight is set to 10, if
they are from the SCT, the weight is set to 5 and if they are from the TRT, the
weight is set to 1. A weighted matching probability is then defined using the ratio
of the number of hits which are common to a given track and the corresponding
truth particle, and the number of hits which form the track, according to

pmatch = 10 ·NPixel
common + 5 ·NSCT

common + 1 ·NTRT
common

10 ·NPixel
track + 5 ·NSCT

track + 1 ·NTRT
track

, (6.1)

where NPixel/SCT/TRT
common is the number of tracks common to the track and the respec-

tive truth particle in the Pixel, SCT, and TRT detectors and NPixel/SCT/TRT
track is the

number of hits which form the track.

Every track receives a link to the truth particle which contributes the most to the
truth match probability and is assigned the corresponding value of pmatch which
quantifies the quality of the match. If the truth particle is dropped from the truth
record, the link is marked as invalid. A track can thus have an invalid truth link even
if it has a non-zero match probability. For such tracks, it is not possible to study the
truth origin. The truth match probability is often used to identify fake tracks by
defining a threshold below which tracks are considered as fakes. Similarly, invalid
truth link are often used to identify tracks from pileup interactions in standard
samples which do not contain the full truth record.
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Part III

Luminosity measurement
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Chapter 7

ATLAS luminosity
measurement

While the instantaneous luminosity depends on the configuration and steering of
the LHC, it is up to each experiment to determine the delivered luminosity at a
particular interaction point. In principle all analyses at the ATLAS experiment
are dependent on the luminosity measurement, but the required precision varies
considerably from case to case. This chapter describes the strategy of the ATLAS
luminosity measurement, starting with a motivation for the needed precision. The
focus is on the measurement in the LHC Run 2, corresponding to the data used for
the studies in this thesis.

7.1 Importance of the luminosity measurement

A precise measurement of the luminosity is an essential part of most SM precision
measurements and in particular for direct cross-section measurements where the
luminosity in some cases even is the dominant uncertainty. For a precision test
of the SM, the experimental accuracy should match the uncertainty affecting the
theoretical predictions for the physical process under study. The precision of the
measured cross section is determined by the quantities in Eq. 3.3 which can be
rewritten as

σpp→O = Rpp→O
L

= dNpp→O
dt · 1

L
= Npp→O

L
. (7.1)

Here, the precision on the measured number of events Npp→O depends on the knowl-
edge of detector acceptances and biases, reconstruction efficiencies, and background
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subtraction. For analyses with very precise understanding of these experimental ef-
fects, the final precision of the cross-section measurement might be dominated by
the luminosity uncertainty. The precision on the theoretical cross section depends
on the partonic cross section and the PDFs, as explained in Section 1.6. The calcu-
lation of the partonic cross section is purely a theoretical issue where the inclusion
of higher orders of perturbation theory makes the prediction more accurate, while
the knowledge of the PDFs relies on both theory and experiment.

An example of a very precise measurement is the W and Z inclusive production
cross-section measurement in ATLAS with the 2011 7 TeV dataset [112]. The preci-
sion is limited by systematic uncertainties, and the total experimental uncertainty
is around 0.5 %, excluding the luminosity uncertainty of 1.8 %. At the same time,
the theoretical predictions are very precise with a dominant uncertainty associated
with the knowledge of the PDFs of a few percent. An absolute luminosity de-
termination with significantly better precision can therefore provide an important
test of the self-consistency of the SM as well as valuable constraints on the PDFs.
This kind of measurements drives the aim to obtain a luminosity estimate with an
uncertainty below a couple of percent.

In searches for new physics such as the Strong-2L and DV+jets analyses, the de-
livered luminosity has to be known in order to evaluate background levels and
determine the search sensitivity. The results from such analyses are however typi-
cally dominated by the statistical precision and the they only require a moderately
precise luminosity determination. Besides the use in physics analyses, the monitor-
ing of the real-time instantaneous luminosity is of great importance for the trigger
to set the prescales and for the accelerator diagnostics.

7.2 Overview of the luminosity measurement

The determination of the luminosity amounts to measuring the event rate Rpp→O
in Eq. 7.1. Selecting inelastic pp collisions as a the reference process, the luminosity
for each colliding bunch can be expressed as

Lb = µ · fr

σinel
, (7.2)

where fr is the bunch revolution frequency and σinel is the inelastic pp cross section.
The pileup parameter µ is the average number of inelastic interactions, and should
be understood as the mean of the Poisson probability distribution of the actual
number of interactions Nint per bunch crossing

P (Nint) = e−µ · µNint

Nint!
. (7.3)

Summing over the colliding crossings of proton bunches in the LHC ring, the re-
sulting luminosity can be expressed in terms of the average expected number of
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inelastic interactions per bunch crossing 〈µ〉 according to

L =
∑

BCIDs

µBCID · fr

σinel
= 〈µ〉 · fr · nb

σinel
, (7.4)

where nb is the number of filled BCIDs.

ATLAS has several detectors sensitive to the luminosity. These so-called luminome-
ters typically measure a fraction of all inelastic interactions per bunch crossing and
Eq. 7.2 can thus be rewritten as

Lb = εµfr

εσinel
= µvisfr

σvis
. (7.5)

Here, ε is the efficiency for one inelastic pp collision to be recorded by the lumi-
nometer and the visible interaction rate µvis is the average number of pp collisions
per bunch crossing measured by the luminometer. The visible cross section σvis is
the calibration constant that relates the measurable quantity µvis to the absolute
bunch luminosity Lb and is different for each luminometer.

The measurement of the visible interaction rate is referred to as the relative lumi-
nosity measurement and the determination of the visible cross section is referred
to as the calibration of the absolute luminosity scale. In ATLAS, the calibration
is done in so-called van der Meer (vdM) scans. The procedure determines the ab-
solute luminosity from the measurable parameters of the colliding bunches and is
performed in low-µ LHC fills with special optics settings. A calibration transfer
method is then used to port the calibration from low µ to high µ.

The luminometers provide either online or offline luminosity measurements, or
both. The online luminosity is the first measurement of the instantaneous luminos-
ity delivered to ATLAS. It is published in real time during data taking, indepen-
dently for every BCID and LB, and is reported back to the LHC. Each luminometer
typically provides several algorithms which correspond to different ways of measur-
ing the luminosity with the detector, for example using different PMTs in the case
of LUCID. The offline measurement corresponds to the final integrated luminosity
estimate used by the analyses in ATLAS. Its determination involves a more careful
treatment of the data from several different luminosity detectors and algorithms.

7.3 Luminometers in ATLAS

ATLAS employs a battery of different detectors and algorithms to measure the lu-
minosity. The redundancy is important for validation cross checks, monitoring of
the stability of the measurement over time, and for the estimate of the systematic
uncertainty on the integrated luminosity. The two primary luminometers are LU-
CID and BCM, described in Section 4.6. These both provide per-bunch, online and
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offline estimates based on the number of hits in the detectors. The measurement
provided by LUCID is used as the nominal ATLAS luminosity estimate in the LHC
Run 2.

ATLAS also uses the calorimeter system as well as the ID to measure the luminosity.
The calorimeter measurement is based on the currents drawn in the different parts
of the detectors. In particular, the PMT current drawn in the TileCal modules as
well as the current drawn across the LAr gaps in the EMEC and FCal modules,
is used for this purpose. These measurements provide the average particle rate
over longer time scales, and are therefore not on a per-bunch level. Nevertheless,
the techniques provide highly valuable online and offline luminosity monitoring
and is totally independent from the LUCID and BCM measurements. The ID
measurements are based on a counting of objects such as tracks, vertices, and hits
in the Pixel detector. This method is not suitable as an online luminometer because
it relies on events recorded at a finite trigger rate. Track counting is however of
large importance for the offline measurement and is the main topic of Chapter 8.

7.4 Relative luminosity measurement

The relative luminosity measurements amounts to determining the visible inter-
action rate µvis, which is proportional to the luminosity up to an overall scale
factor according to Eq. 7.5. The algorithms used in ATLAS to estimate µvis can
be grouped into event-based, hit-based, and rate-based algorithms.

Event-counting algorithms determine the fraction of bunch crossings in which a
certain detector registers an event satisfying a given selection requirement. For
instance, a bunch crossing might be counted as an event when there is at least one
hit in the detector. Using Poisson statistics, the rate of bunch crossings containing
an event can be used to obtain an estimate of µvis. The Poisson probability for
observing no event in a given bunch crossing is P0(µvis) = e−µvis , and the probability
of observing an event is thus

Pevt(µvis) = Nevt

NBC
= 1− P0(µvis) = 1− e−µvis , (7.6)

where the raw event count Nevt is the number of bunch crossings during a given
time interval in which at least one hit is recorded, and NBC is the total number of
bunch crossings during the same interval. This equation can be solved for µvis to
obtain

µvis = − ln
(

1− Nevt

NBC

)
. (7.7)

The event-based counting is applicable mainly in the regime where Nevt is small.
With increasing µvis, the probability to have no signal in the detector decreases and
the fraction of no-signal events approaches zero. In the limit where Nevt/NBC ≈ 1,
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the algorithm completely loses sensitivity, which is is referred to as saturation. The
issue can be mitigated by limiting the acceptance of the detector, for example by
restricting the measurement to only one or a few of the LUCID PMTs.

To continue beyond the limit where event-based algorithms saturate, it is necessary
to move to hit-based algorithms, where the number of hits in a given detector is
counted. In this case the expression for µvis becomes

µvis = − ln
(

1− Nhit

NBCNch

)
, (7.8)

where Nhit and NBC are the total numbers of hits and bunch crossings during a
time interval, and Nch is the number of detector channels [113]. This provides
more information about the interaction rate, and increases the luminosity value at
which the algorithm saturates [58]. However, hit-counting algorithms are typically
more sensitive than event-counting methods to instrumental imperfections such as
threshold effects and instrumental noise.

LUCID and BCM provide both event-based and hit-based luminosity measurements
with several algorithms corresponding to different counting conditions. In an Even-
tOR algorithm, a bunch crossing is counted as containing an event if there is at
least one hit on either the A side or the C side of the detector. This corresponds to
the expression in Eq. 7.7. For an EventAND algorithm, a bunch crossing is counted
if there is at least one hit in each of the detector sides. This coincidence condition
can be satisfied either from a single pp interaction or from individual hits on either
side of the detector from different pp interactions in the same bunch crossing. The
expression for µvis then becomes more complicated [58]. For each data-taking year,
the most stable algorithm is chosen as the nominal algorithm, while the others are
used for cross checks and evaluation of systematic uncertainties. Table 7.1 shows
the nominal LUCID algorithms used for the luminosity measurement in Run 2.
The 2015 and 2018 algorithms correspond to event counting with a single PMT on
the C side, while the BiHitOr algorithms used in 2016 and 2017 correspond to hit
counting using bismuth-calibrated PMTs on both the A side and C side of LUCID.

The formulae in Eqs. 7.7 and 7.8 based on Poisson statistics are inherently non-
linear with the measured quantities Nevt or Nhit. Therefore, it is not possible to
sum up the measurement over several BCIDs and then compute µvis, unless the
value is the same for all BCIDs. At the LHC the intensity and emittance can vary
between 10-20 % from bunch to bunch [58]. It is therefore essential that the LUCID
and BCM detectors can provide bunch-by-bunch measurements of the number of
hits.

The track-counting and calorimeter luminosity measurements are based on the
proportionality between the rate of a given process and µvis. The track-counting
method relies on data collected at a finite trigger rate and typically does not provide
the luminosity per bunch crossing. The calorimeters do not have the possibility to
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Table 7.1: LUCID algorithms used for the baseline luminosity determination in
each year of Run 2 data taking, together with the visible cross sections σvis deter-
mined from the absolute vdM calibration (see Section 7.5), the peak 〈µ〉 value, and
the fraction of bunch crossings fno-hit which do not have a hit in any of the consid-
ered PMTs at this 〈µ〉 value. For the HitOR algorithms, this fraction represents an
average over all the contributing PMTs.

Year Algorithm σvis (mb) Peak 〈µ〉 fno-hit

2015 PMT C9 6.540 16 0.270
2016 BiHitOR 6.525 41 0.035
2017 BiHitOR 6.706 60 0.006
2018 PMT C12 6.860 55 0.009

resolve individual bunch crossings and therefore also measure the bunch-averaged
luminosity. Both methods are intrinsically linear in µ, and so the averaging does
not introduce any bias.

7.5 Absolute calibration of the luminosity scale

In ATLAS, the calibration of the absolute luminosity scale is performed with the use
of vdM beam-separation scans [58,114] in specific LHC fills. The scan is performed
separately in the x and y directions, in discrete steps with increasing separation.
For each scan point, the value of µvis is measured by the dedicated luminosity
detectors and the resulting scan curve is used to determine σvis. Figure 7.1 shows
an example scan curve measured with LUCID in a vdM session in July 2017.

For beams colliding at zero crossing angle, the bunch instantaneous luminosity for
two colliding beams can be expressed as

Lb = frn1n2

∫
ρ1(x, y)ρ2(x, y)dxdy, (7.9)

where fr is the machine revolution frequency, n1n2 is the bunch-population product,
and ρi(x, y) is the normalised particle density in the transverse plane of each beam
at the interaction point. The main assumption of the vdM method at the LHC is
that the proton densities can be factorised into independent horizontal and vertical
components such that

ρ(x, y) = ρx(x)ρy(y). (7.10)

Under this assumption the bunch luminosity can be rewritten as

Lb = frn1n2

2πΣxΣy
, (7.11)
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Figure 7.1: Visible interaction rate µvis per unit bunch population product n1n2,
as a function of the beam separation ∆x in the horizontal plane, as measured
by the LUCID BiHitOR algorithm for BCID 1112 in a vdM scan performed in
July 2017 [3]. The points correspond to the scan points. At zero separation, the
beams are fully overlapping, and the µvis is maximal. With increasing separation
the luminosity decreases because the overlapping area gets smaller. The blue and
green triangles show the constant background from e.g. the radioactive bismuth
decays and beam halo.
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where the effective width of the beam overlap region is given by

1
Σx

=
√

2π
∫
ρ1x(x)ρ2x(x)dx, (7.12)

and equivalently for Σy. In the vdM scan these quantities are measured from the
scan curve according to

Σx = 1√
2π

∫
R(∆x)d∆x
R (∆xmax) , (7.13)

where R(∆x) is the luminosity in arbitrary units, measured during a horizontal scan
when the two beams are separated by the distance ∆x. The instantaneous lumi-
nosity R (∆xmax) corresponds to the peak of the scan curve which is at ∆xmax ≈ 0.
If the form of R(∆x) is Gaussian, Σx is equal to the standard deviation of the
distribution, but the method is valid for any functional form of R(∆x). The nor-
malisation of R(∆x) cancels out in Eq. 7.13 and any quantity proportional to the
luminosity can therefore be used to determine the scan curve.

The calibration of a given algorithm is given by equating Eqs. 7.5 and 7.11 resulting
in an expression for the visible cross section according to

σvis = µmax
vis

2πΣxΣy
n1n2

, (7.14)

where the visible interaction rate µmax
vis corresponds to the peak of the scan curve,

and the bunch population product n1n2 is measured by the accelerator instrumen-
tation [115]. Since the quantities entering Eq. 7.14 are different for each colliding
bunch pair, it is essential to perform a bunch-by-bunch analysis to determine σvis,
in practice limiting the vdM absolute calibration in ATLAS to the LUCID and
BCM luminosity algorithms. All other luminometers are calibrated by normalising
the measurement to the LUCID luminosity.

In order to limit the systematic uncertainties associated to the method, the vdM
scan is performed with special beam conditions optimised for the purpose. Com-
pared to normal physics running, the β∗ and beam emittances are increased and
special care is taken in the LHC injector chain to produce beams with Gaussian-like
transverse profiles in x and y to minimise non-factorisation effects in the scans. In
addition, the beams are collided with zero crossing angle and filling schemes with
few and widely spaced colliding bunch pairs are used to avoid collisions between in-
coming and outgoing bunches away from the interaction point. Furthermore, lower
bunch densities are used in order to minimise beam-beam effects. These conditions
typically result in a pileup of 〈µ〉 ≈ 0.5. During the LHC Run 2, up to three vdM
scans were performed for each data-taking year.
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7.6 Calibration transfer

The calibration of LUCID in vdM conditions needs to be transferred from low to
high µ. LUCID suffers from significant non-linearity with µ, and requires a correc-
tion of O(10%) in the physics data-taking regime. The non-linearity arises when
many small signals from secondary particles combine to form a signal in one tube
above the PMT threshold. When the number of interactions per bunch crossing
increases, the probability also increases that two or more secondary particles will
give a combined signal that is above the threshold value. While saturation effects
tend to underestimate the value of µ, this effect tends to overestimate it.

The non-linearity is measured by comparing the LUCID luminosity measurement to
the track-counting measurement in a long physics run with a significant reduction
in 〈µ〉 over time. This run should ideally happen close in time to the vdM scan in
order to limit the impact of changing data-taking conditions. Figure 7.2 shows, in
red, the ratio of the track-counting and LUCID BCID-integrated measurements for
the 2016 run selected for the calibration transfer, as a function of the uncorrected
LUCID value. The ratio is parametrised by a first order polynomial and the fitted
parameters are used to correct the LUCID measurement in all other runs according
to

〈µcorr〉 = p0 〈µuncorr〉+ p1 (〈µuncorr〉)2
. (7.15)

In this expression, µuncorr is the uncorrected and µcorr the corrected LUCID µ value
and the factors p0 and p1 correspond to the parameters obtained from the linear
fit to the ratio.

The calibration transfer procedure implicitly assumes that track counting suf-
fers from no significant non-linearity between the low-luminosity vdM and high-
luminosity physics regimes. This assumption is probed using both internal studies
comparing track-counting results with different track selections, and external stud-
ies comparing track counting to independent detectors. Figure 7.2 shows, in black,
the ratio of 〈µ〉 between track counting and TileCal. The ratio is flat which in-
dicates that the non-linearity seen in the ratio to LUCID does not originate from
track counting. A systematic uncertainty associated to the calibration transfer is
evaluated from the ratio between the TileCal and track-counting luminosity mea-
surements in the vdM run and a close-in-time high-luminosity physics fill. A differ-
ence in the ratio observed in the two regimes indicates a non-linearity between their
relative responses, which is assigned as a systematic uncertainty on the correction
applied to LUCID at high luminosity [3].

7.7 Long-term stability

The vdM calibration, followed by the calibration transfer to the physics regime,
determines the absolute LUCID luminosity scale at any point during the data-
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Figure 7.2: Ratios of instantaneous luminosities measured by track counting and
LUCID (red), and track counting and TileCal (black), as a function of the 〈µ〉
measured by LUCID or TileCal, in LHC fill 5163 in 2016 [3]. The lines show linear
fits to the points. The TILE integrated luminosity agrees well with track counting
and the ratio is close to one. The LUCID integrated luminosity shows an increasing
deviation from track counting and the ratio is around 0.92 at µ = 35.

taking year. To quantify any possible drifts over the year, the LUCID integrated
luminosity estimates, corrected for the µ dependence, are compared for each physics
run with those from other subdetectors. In this comparison, all luminosity estimates
are normalised to agree with LUCID in a long reference run close to the vdM scan.

As an example, Figure 7.3 shows fractional differences between the run-integrated
luminosities measured from track counting, EMEC, FCal, and TileCal with re-
spect to the baseline LUCID algorithm chosen for 2018. The values for each run
are shown as a function of the cumulative delivered luminosity fraction, ranging
from zero at the start of the year to one at the end. The run-to-run agreement
between the various luminosity measurements is generally at the percent level or
better for the bulk of the data. Various short- and long-term trends are visible
but all ratios are in agreement, meaning that the variation can be attributed to
the LUCID measurement. At the start of the data-taking year LUCID systemati-
cally underestimates the luminosity compared to the other detectors. Part of this
is attributed to dependencies on the number of colliding-bunch pairs which was
increased gradually over a period of weeks in the beginning of the year. However,
the integrated luminosity fraction affected by the problems is only a few percent of
the total. A long-term stability uncertainty is evaluated conservatively from these
studies by considering a stability band which encloses the bulk of the differences
between LUCID and any of the other luminosity measurements [3].
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Figure 7.3: Fractional differences in run-integrated luminosity between LUCID and
the track-counting, TileCal, EMEC, and FCal measurements, plotted as a func-
tion of the cumulative delivered luminosity normalised to the 2018 total integrated
luminosity [3]. The luminosity measurements from the other detectors have been
normalised to that of LUCID in the reference run indicated by the red arrow. The
assigned long-term stability uncertainty is shown by the yellow band.

7.8 Uncertainties in the luminosity measurement

In addition to the systematic uncertainties associated to the calibration transfer
and the long-term stability, the offline luminosity measurement also needs to ac-
count for uncertainties related to the LUCID measurement itself as well as the vdM
calibration. The LUCID measurement needs to be corrected for background con-
tributions related to afterglow and beam-halo interactions. The afterglow is caused
by photons from nuclear de-excitation, which is induced by the hadronic cascades
initiated by pp collision products. A corresponding correction can be derived by
studying the luminosity signal in the BCID immediately preceding a colliding bunch
pair [113]. The beam-halo background is a combination of beam-gas interactions
and halo particles recorded by LUCID in time with the main beam. This back-
ground can be estimated from the luminosity signal in un-paired bunch crossings
where only one beam is filled [113].

For the vdM scan a number of additional effects need to be taken into account
compared to description in section 7.5, leading to corrections and additional un-
certainties. Some of the dominant uncertainties are due to beam-beam effects, de-
termination of the length scale, non-factorisation effects, and the bunch-to-bunch
and scan-to-scan consistency [3]. Beam-beam effects are caused by electromagnetic
interactions between the two beams which lead to a non-linear distortion of the
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intended beam separation. The beam-beam deflection at each scan point, and its
impact on the corresponding beam separation, can be calculated analytically from
the measured bunch currents and beam widths [116]1. Beam-beam deflections are
taken into account on a bunch-by-bunch basis, by correcting the nominal separation
at each scan step by the predicted displacement.

The vdM formalism assumes that the particle densities in each bunch can be fac-
torised into independent horizontal and vertical components. Non-factorisation
corrections are evaluated in each scan session from a combined fit to the beam-
separation dependence of the LUCID luminosity and the position and shape of the
beamspot. The beamspot is also used to measure the length scale which dictates
the actual beam separation produced by a particular setting of the steering mag-
nets. This is measured in a dedicated scan by displacing both beams transversely
keeping the beams well centred on each other in the scanning plane, and measuring
the actual displacement of the beamspot.

The final uncertainties relate to the consistency of the calibration between different
scans and different bunches. Every year, typically two vdM sessions are held with a
few scans in each plane. Results from the different scans in one year are compared
to set a scan-to-scan uncertainty. The relative spread of σvis values from bunch
to bunch within one scan is also used to set a bunch-by-bunch σvis consistency
uncertainty.

7.9 Run 2 luminosity results

The final Run 2 luminosity measurements per year, including the uncertainties, are
listed in Table 7.2. Most ATLAS physics analyses include the full Run 2 dataset and
therefore only require the luminosity uncertainty on the four years combined. This
is measured to be in total 139 fb−1 with an uncertainty of 1.7 %. Since some of the
uncertainty sources are correlated between all years, some are correlated between
a subset of years, and some are uncorrelated, the relative error on the total is not
simply a weighted sum of the relative errors on the individual years.

The measured average number of interactions per bunch crossing as a function of
date in Run 2 is shown in Figure 7.4. In 2015, the 〈µ〉 is rather stable at around 15,
and in 2016 there is a slow increase from around 〈µ〉 = 20 at the start of the year
to 〈µ〉 = 30 at the end of the data taking. This follows along with improvements
in the beam parameters from the accelerator. The 〈µ〉 for 2017 is generally higher
than for 2015 and 2016, with 〈µ〉 ≈ 35 at the start of the year, and is increased in a
step to 〈µ〉 ≈ 50 at the end of September. This increase is associated to the switch
from standard 25 ns trains to 8b4e running, discussed in Section 3.3. In 2018, the

1In the preliminary Run 2 luminosity measurement [3], the corrections are computed from
simulations [117].
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Table 7.2: Summary of the integrated luminosities and uncertainties for each in-
dividual year of the Run 2 pp data sample at

√
s = 13 TeV (with 2015 and 2016

combined). Table adapted from [3].

Data sample 2015+2016 2017 2018
Integrated luminosity (fb−1) 36.2 44.3 58.5
Total uncertainty (fb−1) 0.8 1.0 1.2

Uncertainty contributions (%):
vdM calibration 1.1 1.5 1.2
Calibration transfer 1.6 1.3 1.3
After-glow and beam-halo subtraction 0.1 0.1 0.1
Long-term stability 0.7 1.3 0.8
Tracking efficiency time-dependence 0.6 0.0 0.0
Total uncertainty (%) 2.1 2.4 2.0

pileup is rather stable at 〈µ〉 ≈ 45, with slightly higher values in the first few weeks
of data taking.
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Figure 7.4: Average number of interactions per bunch crossing per run throughout
2015 (a), 2016 (b), 2017 (c), and 2018 (d). The measurements are based on the
LUCID detector, using the preferred algorithm for each year.



Chapter 8

Track-counting luminosity
measurement

Track counting is a central component in the ATLAS offline luminosity measure-
ment, where it is used to determine the calibration transfer and the long-term
stability. The measurement is based on the proportionality between the average
number of reconstructed charged particle tracks per bunch crossing and the pileup
parameter µ. This chapter discusses the methodology and presents results from the
Run 2 track-counting measurement. An overview of the measurement strategy and
the detailed studies presented in the chapter is given in the first section.

8.1 Overview of track counting

The relative luminosity measurement amounts to measuring the visible interaction
rate µvis, as described in Section 7.2. In track counting, it is calculated from the
average number of tracks in events selected using a random trigger. For such an
event selection, the average number of tracks is in theory proportional to µ. The
linearity of the track-counting measurement is illustrated using a toy simulation
model in Section 8.2. In practice, the linearity is affected by the tracking efficiency
and the presence of fake tracks, that may vary as a function of the pileup. These
effects are studied as a function of pileup in fully simulated samples in Section 8.4,
and as a function of the bunch-train structure in Section 8.6. The tracks used for
the measurement are selected using requirements on the track quality, optimised
for a high selection efficiency and to reduce the non-linear effects. Section 8.1.1
describes the event and track selections further.

The track-counting measurement is calibrated to an absolute luminosity scale by
normalising to the LUCID luminosity in a process referred to as anchoring. This

107
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is described in Section 8.1.3. The final deliverable consists of text files listing the
measured track-counting luminosity in each LB, which are used in the ATLAS offline
luminosity analysis to determine the calibration transfer and the long-term stability.
In this procedure, the uncertainty related to the track-counting measurement is
determined by the comparison to other luminometers. Internal monitoring tools are
also in place to study and ensure the stability of the track-counting measurement
and are described in Section 8.5. In addition, studies are performed in order to
assess the statistical and systematic errors associated to track counting. These are
presented in Sections 8.3 and 8.7 respectively.

8.1.1 Data acquisition and track reconstruction

A central part of track counting is the selection of events and tracks for the mea-
surement. The event selection must include colliding-bunch crossings where no pp
interaction takes place, so-called empty bunch crossings, as the measurement oth-
erwise will be biased towards high luminosity. This excludes the use of normal
physics triggers that select events based on the presence of high-pT objects. The
data used for the track-counting measurement is instead recorded with a trigger
that randomly accepts events from colliding-bunch crossings, providing an unbi-
ased sampling. For each triggered event, the information from the IBL, Pixel, and
SCT detectors is read out and saved for further reconstruction. All other ATLAS
sub-detectors are ignored. This partial read-out mode is chosen to reduce the disk
footprint in order to allow for a high read-out rate. In Run 2, the rate was typically
at 200 Hz during normal physics data taking and several kHz during vdM scans.

The partial read-out mode requires the tracks to be reconstructed using hits from
the IBL, Pixel, and SCT detectors only. Tracks used in the track-counting lumi-
nosity measurement are therefore reconstructed with special settings without any
dependence on TRT hits. In the standard track reconstruction, the TRT hits are
most important for the outside-in tracking pass that serves to reconstruct secondary
particles. The luminosity measurement counts primary particles and the removal
of the TRT hits is therefore not an issue. Another difference compared to standard
tracking is that the minimum pT requirement is raised to 900 MeV.

After reconstruction, the tracks are subject to a selection for good track quality.
Various working points (WPs), corresponding to different sets of selection require-
ments, are studied for the track-counting measurement. The first WP, Tight, is
the ATLAS standard track selection TightPrimary described in Section 5.1.3, with
the modified pT requirement. Based on Tight, three other track selections are
studied; TightLumi, TightModLumi, and TightModSiPlusLumi. These all contain
a requirement on the maximum d0-significance, which serves to reduce the rate of
fake tracks. TightModLumi and TightModSiPlusLumi restrict the acceptance to
|η| < 1 and allow for one hole per track in the Pixel detector. In TightModSiPlus-
Lumi, the requirement on the number of Silicon hits is further tightened compared
to the other WPs. Table 8.1 lists the criteria applied for each of the WPs. The
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Table 8.1: List of track selection criteria applied for the Tight, TightLumi, Tight-
ModLumi, and TightModSiPlusLumi WPs. Criteria marked in gray are the same
as in the standard TightPrimary selection.

Criterion Tight TightLumi TightModLumi TightModSiPlusLumi

|η| < 2.5 < 2.5 < 1.0 < 1.0
NSi

hits ≥ 9 if |η| ≤ 1.65 ≥ 9 if |η| ≤ 1.65 ≥ 9 ≥ 10
≥ 11 if |η| > 1.65 ≥ 11 if |η| > 1.65

NPix
holes =0 =0 ≤ 1 ≤ 1
|d0| /σd0 – < 7 < 7 < 7

nominal WP used for the Run 2 track-counting measurement is TightModLumi and
the other selections are primarily used for studies of systematic uncertainties and
long-term stability. Section 8.4 discusses the implications on the tracking efficiency
and the fake rate of each track selection requirement.

The track-counting results presented in this chapter correspond to the full Run 2
dataset of 139 fb−1. In addition, a number of special data sets, recorded at lower
values of µ and with varying beam conditions, are used for dedicated studies, and
will be presented in the text.

8.1.2 Relative luminosity measurement

In track counting, the visible interaction rate is calculated from the average number
of tracks per event, with the average computed over all filled and colliding BCIDs in
each LB. The bunch-integrated track-counting visible interaction rate is thus given
by

〈µ〉TC
vis = 〈Ntrk〉LB = NLB

trk
NLB

evt
=

NLB
evt∑
i=1

N i
trk

NLB
evt

, (8.1)

where N i
trk is the number of reconstructed tracks in each event, NLB

trk the total
number of tracks in the LB, and NLB

evt the total number of events recorded in
the LB. The track-counting measurement can in principle also be performed for
each BCID separately. Bunch-specific measurements are however only produced
for special studies.

The statistical error on the measurement is taken as the standard error on the mean
according to

∆〈µ〉TC
vis =

σ
(
NLB

trk
)√

NLB
evt

, (8.2)
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where the standard deviation is given by

σ
(
NLB

trk
)

=

√√√√√ 1
NLB

evt

NLB
evt∑
i=1

(
N i

trk
)2 −

 1
NLB

evt

NLB
evt∑
i=1

N i
trk

2

. (8.3)

8.1.3 Calibration of the absolute scale

The relative measurement, given by 〈µ〉TC
vis , must be calibrated to obtain the abso-

lute luminosity scale. While the vdM method, described in Section 7.5, in theory
could be used for the track-counting measurement, it is in practice limited by the
read-out rate of the tracking data. In the tails of the vdM scans, where µ � 1,
very few bunch crossings will contain inelastic collisions. Calibrating track count-
ing with the vdM method would therefore require a random trigger with sufficient
rate to capture enough tracks for a statistically meaningful measurement. This
has not been attempted in Run 2. Instead, the absolute scale of the track-counting
luminosity is determined by normalising the measurement to the calibrated LUCID
value. Adopting the same notation as in Eq. 7.5, the track-counting luminosity can
be expressed as

LTC = 〈µ〉
TC
vis · fr · nb

σTC
vis

= 〈µ〉
TC
vis · fr · nb

nTC · σinel
= L

TC
uncalib
nTC , (8.4)

where the anchor factor nTC is given by

nTC = 〈µ〉
TC
vis
〈µ〉

= σTC
vis
σinel

= L
TC
uncalib
LTC , (8.5)

and the uncalibrated track-counting luminosity by

LTC
uncalib = 〈µ〉

TC
vis · fr · nb

σinel
. (8.6)

The anchor factor is the parameter needed to determine the absolute scale of the
track-counting measurement and must be measured with suitable data. In the vdM
runs, the scanning periods are typically interleaved with periods where the beams
collide head-on at a low and constant µ. These so-called quiescent periods provide
an ideal dataset to transfer the absolute calibration of LUCID to track counting,
since it can be assumed that the data-taking conditions between the scanning and
head-on periods remain the same. In this dataset, the denominator in Eq. 8.5 can
thus be set to the calibrated LUCID luminosity. To increase the statistical precision,
the anchor factor is determined based on the track-counting measurement and the
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Table 8.2: Track-counting anchor factors for 2018 data, including the statistical
error.

Working point Anchor factor
Tight 3.86± 0.14
TightLumi 3.70± 0.13
TightModLumi 1.69± 0.06
TightModSiPlusLumi 1.67± 0.06

calibrated LUCID luminosity integrated over all LBs in the quiescent periods of the
vdM runs according to

nTC = LTC
uncalib(vdM)

LLUCID(vdM) . (8.7)

Once the calibration factor is known, it can be used in any other ATLAS run to
convert 〈µ〉TC

vis to a calibrated luminosity value according to Eq. 8.4, and hence
provide a luminosity estimate from track counting. Similarly, the average number
of pp interactions as measured by track counting can be computed from Eq. 8.5.
One anchor factor is determined for each WP for each year. Table 8.2 lists the
factors measured in the quiescent periods in the 2018 vdM run. The anchor factors
measured in the other Run 2 data-taking years are very similar and agree within
the statistical uncertainties.

Figure 8.1 shows the ratio of the luminosity measured by LUCID and the different
track-counting WPs divided by the luminosity obtained from TightModLumi as a
function of LB in the quiescent periods of the 2018 vdM run. All track WPs are
corrected to LUCID by one anchor factor each, determined from the integrated
luminosity ratios. Deviations in the luminosity ratios from one throughout the run
could indicate changing detector conditions, and complicate the anchoring using
the integrated quantities. The ratio in Figure 8.1 is however stable as a function of
LB, and track counting can safely be anchored to LUCID.

8.2 Basic principle of track counting

The basic principle of the track-counting measurement is the linear relationship
between the average number of tracks and the average number of inelastic pp in-
teractions, µ, per bunch crossing. In what follows, a toy simulation method is
used to illustrate the linearity. The model is based on the normalised distribution
of the number of tracks per pp interaction. This can be thought of as the track-
multiplicity probability density function (pdf) and is shown in Figure 8.2 for the
TightLumi and TightModLumi WPs. The distributions are extracted from a MC
sample containing minimum bias events with exactly one pp interaction per bunch
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Figure 8.1: Ratios of LUCID, TightLumi, and TightModSiPlusLumi to TightMod-
Lumi, as a function of LB in the quiescent periods of the 2018 vdM run.

crossing. The sample is simulated using Pythia8.186 [104] with the NNPDF2.3lo
set of PDFs [25], and the A3 tune [118]. A total of one million events are simu-
lated. The tracks in the MC sample are reconstructed using information from all
the ID subdetectors, including the TRT, and therefore differ from the tracks in the
data. This was the only suitable MC sample available in ATLAS at the time of
the studies. The extra secondaries resulting from the TRT tracking will however
be efficiently removed by the d0-significance requirement.

The number of tracks measured in a given bunch crossing is a random variable
described by the product of the probability distributions for the number of pp
interactions per bunch crossing and the number of tracks per pp interaction. The
former is described by a Poisson distribution, and the latter is described by the
track-multiplicity pdf. A bunch crossing at a given value of µ is thus simulated by
sampling a random number of pp interactions from a Poisson distribution with a
mean equal to µ. For each pp interaction, a number of tracks is then generated
randomly based on the the track-multiplicity pdf. Figure 8.3 shows the average
number of tracks as a function of µ in bunch crossings generated with the toy
simulation model, for the TightLumi and TightModLumi WPs. The points are well
described by a straight line, with the slope being in agreement with the mean value
of the track-multiplicity pdf. This is the average number of tracks per pp interaction
measured with a specific track selection, and corresponds to the proportionality
constant between the average number of tracks and µ. The equivalent quantity
in data is the anchor factor used to calibrate the track-counting measurement.
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Figure 8.2: Normalised track-multiplicity distributions in the minimum bias MC
with one pp interaction per bunch crossing, in linear (a) and logarithmic (b) scale,
for the TightLumi and TightModLumi WPs.

Table 8.3: Mean values of the track-multiplicity pdfs measured in minimum bias
MC, together with the anchor factors repeated from Table 8.2.

Working point Track pdf mean Anchor factor
Tight 3.916± 0.002 3.86± 0.14
TightLumi 3.763± 0.002 3.70± 0.13
TightModLumi 1.715± 0.001 1.69± 0.06

Table 8.3 summarises the mean values of the track-multiplicity pdfs for the Tight,
TightLumi, and TightModLumi WPs, together with the anchor factors repeated
from Table 8.2. The values are very close to the anchor factors, suggesting a good
modelling of the track-multiplicity.

The differences between the mean values of the different WPs can be understood
by considering the details of the track selections. TightModLumi applies looser
quality requirements on the reconstructed tracks but restricts the acceptance to
|η| < 1. This leads to fewer reconstructed tracks in each pp interaction compared
to the TightLumi selection, despite the looser tracking requirements.
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Figure 8.3: Mean number of tracks per bunch crossing as a function of µ in the toy
simulation model using the Tight, TightLumi or TightModLumi track-multiplicity
pdf. For each value of µ, 100,000 toy bunch crossings are simulated and used to
compute the average number of tracks. A first order polynomial is fitted to the
simulated points.

8.2.1 Validation of the track-multiplicity pdf in data

The procedure to derive the data track-multiplicity pdf is more involved, since it is
not possible to select bunch crossings with only one pp interaction at event level.
Instead, a dataset with µ� 1 is used to ensure that the probability for an event to
contain two or more pp interactions is negligible. The data is taken from an LHC
µ scan performed in 2018, in which the beams are separated similarly to the vdM
scans, but where beam parameters similar to those of physics data-taking are used.
Three LBs with 〈µ〉 = 0.0086, as determined by LUCID, are selected for the study.
Figure 8.4 shows the distribution of the number of tracks in the selected LBs for
the TightModLumi WP in light blue. For 〈µ〉 = 0.0086, the Poisson probabilities
to observe zero, one, and two pp interactions are 0.99144, 0.00853 and 0.00004
respectively. The high probability of zero interactions explains why the zero-track
bin dominates the track distribution. Furthermore, the ratio of the probabilities of
two and one interactions is 0.00004/0.00853 = 0.0047. In the track distribution, the
bins containing one or more tracks will therefore almost exclusively be populated
by events with one pp interaction, with a contamination from events with two
interactions of approximately 0.5%.

The zero-track bin is populated by events containing zero pp interactions and events



8.3. Study of the statistical error 115

containing one or more interactions with zero reconstructed tracks. In order to de-
rive a track-multiplicity pdf, only the events containing one pp interaction should
be kept. The contribution from events with zero interactions must therefore be
removed from the zero-track bin. This is done using the 〈µ〉 value measured by LU-
CID, computing the Poisson probability for zero interactions and then subtracting
the corresponding fraction of events from the zero track bin according to

N corr
0 = N0 − P ·Nevt = N0 − P · (N0 +N>0) = (1− P ) ·N0 − P ·N>0, (8.8)

where P = P (Nint = 0|〈µ〉) is the Poisson probability for zero interactions given the
〈µ〉 of the data, N0 is number of events containing zero tracks, N>0 is the number
of events containing one or more tracks and Nevt is the total number of events in
the LB.

The uncertainty on the LUCID 〈µ〉 measurement is also accounted for by repeating
the procedure above but varying the 〈µ〉 value up and down by its uncertainty
to compute an upper and lower estimate. The uncertainty used in computing the
correction error is 1.4 % and considers the statistical LUCID uncertainty as well as
the uncertainty on the luminosity calibration in the vdM scan. Figure 8.4 shows
the corrected zero-track bin content overlaid on the original track distribution, for
the TightModLumi WP.

In order to achieve the final track-multiplicity pdf, the corrected track distribution
must be normalised. The systematic error assigned to the corrected zero-track bin is
propagated to the normalised distribution by computing a maximum and minimum
normalisation factor. Figure 8.5 shows a comparison between the resulting data
track-multiplicity pdfs and the MC pdfs for the TightModLumi WP. The overall
shape of the pdf is in agreement between data and MC, meaning that the track-
multiplicity per pp interaction is well modelled. This motivates the use of the
minimum bias events simulated by Pythia8 for further track-counting studies.

8.3 Study of the statistical error

In the track-counting measurement, the average number of tracks is computed over
all events in one LB according to Eq. 8.1 and the statistical uncertainty is taken as
the standard error on the mean according to Eq. 8.2. This is a symmetric error and
assumes that the average number of tracks is distributed according to a Gaussian
distribution. The statistical error is mainly important for the calibration transfer
and long-term stability studies of the offline luminosity measurement, where track
counting is compared to other luminometers. The measured values of µTC

vis in all
LBs at the same µ or in the same run are then combined using either an unweighted
average or a weighted average which takes the uncertainties into account. Provided
that the uncertainties are properly estimated, the two methods should give con-
sistent results. In what follows, the toy simulation model described in Section 8.2
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Figure 8.4: Number of tracks per event in 2018 data with 〈µ〉 = 0.0086, using
the TightModLumi WP [2]. The raw data distribution (light blue cross) is shown
together with the corrected distribution (filled blue circles). All points include
statistical errors, but the error bars are smaller than the symbol size. The corrected
distribution is equal to the raw data in all bins except for the first, where the fraction
of events with zero pp interactions is subtracted.

is used to assess the validity of the symmetric error, and to test the weighted and
unweighted average approaches.

The model is first used to generate toy LBs containing a fixed number of events
Nevt at a given value of µ, and computing the average number of tracks in each
LB. Example distributions of the average number of tracks for varying values of µ
and Nevt in the toy LBs are shown in Figure 8.6 for the TightModLumi WP. While
the mean value is kept constant within the statistical uncertainty for a fixed value
of µ, the shape of the distribution varies with both Nevt and µ. The product of µ
and Nevt corresponds on average to the total number of pp interactions Nint in the
LB. This in turn dictates the number of tracks used to compute the average and
steers the shape of the distribution. The track distribution is highly asymmetric for
small values of µ and Nevt, corresponding to a small value of Nint, and approaches
a Gaussian distribution for higher values.

In order to quantify the statistics needed for the symmetric errors to be applicable,
the weighted and unweighted averages are studied as a function of the number of
pp interactions. For each value of Nint, a large ensemble of NLB toy LBs containing
exactly Nint interactions each is generated. For each interaction in each toy LB, the
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pp interaction per bunch crossing for the TightModLumi WP [2]. The shaded error
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number of tracks is sampled from the TightModLumi track-multiplicity pdf and the
average is then computed from the total number of tracks in each LB. Finally, all
LBs in the ensemble are combined using either the unweighted or weighted average,
and the result is divided by the number of interactions. Figure 8.7 shows the
weighted and unweighted LB averages as a function of the number of pp interactions
in each LB. Each point corresponds to one ensemble of LBs described above. The
unweighted average is centred at 1.71 which corresponds to the expected average
number of tracks per event for the TightModLumi WP according to Table 8.3. It
is thus an unbiased estimate. The weighted average is biased for low values of Nint,
but approaches the unweighted value for higher values.

The tools for the luminosity measurement in ATLAS are not built to handle an
asymmetric error. Switching to a new error definition for track counting is therefore
not feasible. The unweighted mean is always an unbiased estimate and any potential
error in the definition of the statistical uncertainty therefore does not pose a direct
problem to the offline luminosity analysis. In addition, the results above can be
used to estimate the number of tracks necessary for the symmetric uncertainty
to be representative of the underlying distribution of the number of tracks. In
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Figure 8.6: Toy simulation distributions of the average number of tracks, for µ = 1,
10 and 50, for Nevt = 1 (a - c), Nevt = 10 (d - f) and Nevt = 100 (g - i). Each figure
contains 100,000 toy LBs. Here, the TightModLumi WP track-multiplicity pdf is
used as input to the toy simulation model.
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Figure 8.7: Weighted and unweighted average of µTC
vis /Nint as a function of the

number of pp interactions in the LB. Here, the TightModLumi track-multiplicity
pdf is used to sample the number of tracks per pp interaction. The lower panel
shows the difference between the averages and the mean of the track-multiplicity
pdf.

Figure 8.7, the bias in the weighted mean is less than one per mille for Nint > 4500.
Compared to the offline luminosity uncertainty which is at the percent level, this is
an acceptable bias. Using the expected average number of tracks, the requirement
on the number of pp interactions per LB can be converted into a requirement of
a minimum of 1.7 · 4500 ≈ 8000 tracks per LB. In principle all LBs in standard
physics data-taking are well above this requirement, where the uncertainty on the
track-counting measurement, computed according to Eq. 8.2, gives an accurate
representation of the confidence interval for the average number of tracks.

8.4 Study of non-linear effects

The toy simulation studies illustrate the proportionality between the average num-
ber of tracks and µ in the absence of any non-linear effects introduced by pileup-
dependent tracking effects. In reality, the efficiency of track reconstruction, the
selection, and the probability for fake tracks to be reconstructed from random com-
binations of hits, may vary with µ. The number of tracks measured in an event can
be expressed as

Ntrk(µ) = Ntrue(µ) · εr×s(µ) +N fake
trk (µ), (8.9)
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where Ntrue is the true number of charged primary particles produced in the event,
εr×s is the combined track reconstruction and selection efficiency and Nfake is the
number of fake tracks. In this expression, the number of true charged particles
per pp interaction is linear with µ. The tracking efficiency and the number of fake
tracks vary slightly with µ however, and introduce non-linearities into the track-
counting measurement. A fully simulated sample, which takes the correlations
between various pp interactions into account, is used to study these non-linear
effects.

8.4.1 MC sample

The non-linearity studies are based on a MC sample, produced specifically for the
track-counting studies, where the hard-scatter process is overlaid with minimum
bias events with a flat µ distribution covering the range from 0 to 100. The sample
is reconstructed with the special tracking configuration without TRT hits and is
produced and stored keeping the full truth record as described in Section 6.5. A
total of 60 million events are simulated.

Technically for the MC generation, a hard-scatter event must be present in every
event and for this sample it is chosen to be Z → µµ. However, the studies pre-
sented in this thesis only make use of the overlaid minimum bias events and ignores
the hard scatter. These inelastic pp events are generated with Pythia8.186 [104]
using the NNPDF2.3lo set of parton distribution functions (PDFs) [25] and the A3
tune [118]. The section below provides further details on the truth record in the
sample and explains how it can be used to estimate the tracking efficiency and the
rate of fake tracks.

8.4.2 Classification of truth particles and tracks

The truth record is used to categorise truth particles and reconstructed tracks in
the Z → µµ MC sample. The studies rely on charged primary particles, selected by
requiring the barcode to be below 200,000. The particles are furthermore subject
to truth-level requirements corresponding to the selection of reconstructed tracks
in the WPs, according to Table 8.4. All reconstructed tracks in the sample are
classified as primary or fake by means of the truth match probabilities and truth
links. Figure 8.8 shows the truth match probability of tracks in the Z → µµ sample
for tracks selected with the Tight WP, as well as the fractions of tracks with and
without a valid truth link. Primary tracks are those with a truth match probability
above 0.5 and a valid truth link to a charged particle. Fake tracks are those with
a truth match probability below 0.5, without any requirement on the validity of
the truth link. It should be noted that the sum of the two categories does not
correspond to all tracks in the event. Table 8.5 summarises the track categories.
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Figure 8.8: Distribution of the truth match probability (a) and fraction of tracks
without and with a valid truth link (b), for tracks selected with the Tight WP, in
the Z → µµ MC sample.

Table 8.4: Charged truth primary particle selection, based on information in the
truth record of the Z → µµ MC sample.

Property Requirement

Status 1, i.e. final state particle
Barcode ≤ 200000, i.e. reject Geant4 particles
pT ≥ 900 MeV
|η| ≤ 2.5 (≤ 1.0 for TightModLumi and TightModSiPlusLumi)
Charge ≥ 1

The truth information in the sample contains information of the type of process that
generated a given particle. For each track with a truth link, it is therefore possible
to check if it is linked to the hard-scatter process or to a pileup interaction. The
number of tracks, efficiencies, and fake rates are computed excluding the tracks from
the hard scatter and are studied as functions of µtruth which is the mean number
of overlaid pileup interactions per event, excluding the hard-scatter interaction.

In the fake-track category, tracks without a valid truth link are included. For these
tracks it is not possible to check the origin and thus reject the ones linked to the hard
scatter. As a result, there will be in a small contamination of tracks originating from
the hard scatter in the fake category. The size of the contamination is estimated
by measuring the average number of fake-classified tracks in events with µtruth = 0.
The obtained values are 0.14× 10−3, 0.08× 10−3, 0.02× 10−3, and 0.005× 10−3

for Tight, TightLumi, TightModLumi, and TightModSiPlusLumi respectively. This
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Table 8.5: Definition of track categories, based on the truth match probability
pmatch, and the truth links of tracks in the Z → µµ MC sample.

Category pmatch Truth Link
All tracks - -
Primary track ≥ 0.5 Valid link to charged truth particle
Fake track < 0.5 -

correction factor is subtracted from the measured average number of tracks for each
µ value.

8.4.3 Non-linear effects

Figure 8.9 shows the average number of tracks per event, selected with the various
WPs, as a function of µtruth in the MC sample. The distributions are fitted with
a straight line in the low-µ range. For all WPs, good linearity is observed over the
fitted µ range and the slopes are in agreement with the slopes in the toy simulation
studies. For larger µ values, deviations from linearity are visible for all WPs. These
non-linearities will be assessed in the following sections.

Tracking efficiency

The track reconstruction times selection efficiency is measured in MC according to

εr×s = Nprimary
trk
Ntrue

, (8.10)

where Ntrue is the number of true charged primary particles and Nprimary
trk is the

number of primary tracks selected with a given WP.

Figure 8.10 shows the track reconstruction times selection efficiency for the various
WPs, together with a fitted constant in the range 0 ≤ µtruth ≤ 20. TightModLumi
and TightModSiPlusLumi exhibit a larger overall efficiency which is the result of
the restriction to |η| below 1.0 where only nine Silicon hits are required. TightMod-
Lumi also shows a reduced µ-dependence which can be understood by studying the
efficiencies as a function of the position in the bunch train. TightModLumi exhibits
the highest and flattest efficiency as a function of µ, which is the main motivation
for using it as the nominal track selection for the track-counting measurement in
Run 2.
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Figure 8.9: Average number of tracks per event as a function of µtruth, for the
various WPs, measured for the minimum bias events in the Z → µµ MC sample.
The points are fitted with a linear function over the range 0 ≤ µtruth ≤ 20 and the
slope of the fit and the χ2/ndof are indicated in the legend. The lower panel shows
the ratio of the MC with respect to the fit.

Fake-track probability

The fake-track probability, or fake fraction, is defined as

ffake = N fake
trk
Ntrk

, (8.11)

where Ntrk is all tracks selected with a given WP and N fake
trk is the number of fake

tracks passing the same WP selection.

Figure 8.11 shows the fake-track probability for the various WPs. All WPs show a
reduced fake-track probability compared to the Tight selection, as a result of the
additional requirement on the d0-significance. The nominal WP, TightModLumi,
shows a higher fake probability compared to TightLumi, due to the relaxed Pixel
hole requirement. As a result of the requirement of an additional silicon hit, Tight-
ModSiPlusLumi exhibits the smallest fake probability. The fake-track contribution
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to the TightModLumi measurement may become an important factor at µ values
above 60 and require a dedicated treatment. However, in Run 2 most of the data
was recorded at µ ≈ 40, where the fake probabilities only differ by 10-20 % between
TightModLumi and TightLumi. The benefits of a higher and flatter efficiency for
TightModLumi outweigh the drawbacks of the marginally higher fake-track contri-
bution.

8.5 Performance of track counting

An essential asset of a good luminometer is the stability of the measurement over
a long time during the data-taking year. One way to monitor the stability is to in-
vestigate luminosity ratios, either internally between several algorithms of the same
luminometer, or with respect to external luminometers, that rely on completely dif-
ferent detector components. The sections below first discuss tools to monitor the
detector conditions affecting the track reconstruction and then present the internal
track-counting stability comparisons.
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8.5.1 Inner Detector monitoring

For each run analysed for track counting, a number of control distributions are
produced to assess the quality of the track reconstruction. These monitor the
number of tracks as a function of η and φ and provide a tool to discover changes
in the ID detector conditions leading to tracking inefficiencies. As an example,
Figure 8.12 shows the η-φ maps for tracks selected with the TightLumi WP for
two runs taken in April and September 2018. The map from the beginning of the
data-taking period shows several regions with reduced number of tracks. This was
found to be a problem with inactive modules not being properly marked in the
reconstruction software, meaning that more holes were recorded than should have
been present. The issue was corrected in May, and the map from the end of the
year shows a much smoother behaviour.

8.5.2 Tracking efficiency monitoring

Another tool used to monitor the performance of the track-counting measurement
is data containing Z → µµ decays. Muons are reconstructed with a high efficiency
and high purity and are therefore suitable to isolate the effect of the track selection
only. The muons used for the measurement are reconstructed as combined muons,
with matched tracks in the ID and Muon Spectrometer, and are required to have pT
above 20 GeV. Muons are kept they can be paired with another muon in the event
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Figure 8.12: Distribution in η and φ of the number of tracks selected with the
TightLumi WP, normalised by the total number of tracks, for the 2018 runs 348609
(a) taken in April and 361795 (b) taken in September.

to form an invariant mass within 20 GeV of the nominal Z-boson mass. In addition,
the tracks are required to pass the Loose selection, as was listed in Table 5.1. The
fraction of ID tracks associated with these muons that also pass the track-counting
WPs gives a measure of the track selection efficiency.

Figures 8.13 and 8.14 show the efficiency measured in Z → µµ events for each
Run 2 data-taking year, as a function of pileup and data-taking date respectively.
TightModLumi and TightModSiPlusLumi show a relatively flat behaviour as a
function of pileup while the TightLumi WP shows a reduction in the efficiency
with increasing 〈µ〉. The same observations are made in the MC simulation studies
and the reason for the drop in efficiency is discussed in Section 8.6. The Z →
µµ efficiencies measured for TightModLumi show excellent stability over time in
all years, another motivation for selecting it as the nominal WP for the Run 2
luminosity measurement. For TightLumi, larger variations from run to run can be
observed. This is expected since the pileup changes between runs, and the efficiency
for TightLumi has the largest dependency on 〈µ〉. The TightLumi 2016 efficiency as
a function of date shows a steady decrease. This is correlated with the increase in
pileup throughout the data-taking year and the pileup dependence of the efficiency.
In 2017, the TightLumi WP shows a decrease in efficiency at the end of the data-
taking year. This coincides with the introduction of the 8b4e filling scheme which
involved higher pileup values, as discussed in Section 7.9. In 2018, the TightLumi
WP exhibits a clear trend, with lower efficiency in the first part of the data-taking
year. This is due to the issue with inactive Pixel modules. TightModLumi and
TightModSiPlusLumi are insensitive to the issue thanks to the relaxed Pixel hole
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veto, and hence show no effect in the efficiency.
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Figure 8.13: Track selection efficiency for TightLumi, TightModLumi, and Tight-
ModSiPlusLumi, measured in Z → µµ events, as a function of 〈µ〉 in 2015 (a), 2016
(b), 2017 (c), and 2018 (d). The value of 〈µ〉 is determined from the offline LUCID
measurement.

8.5.3 Internal long-term stability

The track-counting stability is monitored internally from ratios of the various WPs
as functions of the data-taking date. These ratios will be sensitive to changes in
the detector conditions that affect the WPs differently over time. The internal
track-counting stability is shown in Figure 8.15 with TightModLumi as reference.
For 2015 and 2016, the ratios are rather stable throughout the year with the same
decrease in the TightLumi ratio for 2016 as observed in the Z efficiencies. Similarly,
the 2017 and 2018 ratios exhibit drops in the TightLumi ratio in the end and
beginning of the years, for the same reasons as the drops in the Z efficiency.
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Figure 8.14: Track selection efficiency for TightLumi, TightModLumi, and Tight-
ModSiPlusLumi, measured in Z → µµ events, as a function of data-taking date in
2015 (a), 2016 (b), 2017 (c), and 2018 (d). The value of 〈µ〉 is determined from the
offline LUCID measurement.
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Figure 8.15: Ratio of TightLumi and TightModSiPlusLumi to TightModLumi for
track-counting data as a function of data-taking date throughout 2015 (a), 2016
(b), 2017 (c), and 2018 (d). The WPs are normalised to TightModLumi in one
selected run which is indicated by the arrow in each figure.

8.6 Bunch-train effects

Several of the effects seen in the tracking efficiencies and fake rates are related to
the performance of track counting as a function of the position in the bunch train.
The Z → µµ MC sample simulates 25 ns bunch trains with 48 consecutive bunches.
Figure 8.16 displays the average tracking efficiencies for the track-counting WPs as
a function of the position in the train. A clear drop can be seen over the first two
bunches, before the efficiency stabilises at a constant value. In order to understand
this behaviour, the tracking efficiency is studied as a function of µtruth for different
positions in the bunch train. The result is shown in Figure 8.17 for TightLumi
and TightModLumi. For both WPs, the efficiency for the first bunch increases
with µtruth. This is the result of a combination of reconstruction and selection
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effects. In the reconstruction, the likelihood that a random hit fills up a hole in
a track increases with pileup. If the resulting track still has a high truth match
probability it will be counted as a primary track and lead to an increase in the
measured efficiency. For the track selection, various effects may affect the efficiency
as a function of pileup. Figure 8.18 shows the number of hits and inactive sensors
per track in the Pixel detector and SCT as a function of µtruth. The number of
inactive sensors is seen to increase with µtruth, meaning that the the track is more
likely to pass the requirement on the number of Silicon hits which includes the
number of inactive sensors.
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Figure 8.16: Track reconstruction times selection efficiency for tracks passing the
track-counting WPs, integrated over µtruth, as a function of the position in the
bunch train. The efficiency is measured for the minimum bias events in the Z → µµ
MC sample.

The second bunch in the train shows a flatter behaviour while later bunches show
a clear drop in the efficiency with increasing µtruth, and are all in agreement with
each other. This reduction can be partly explained by the read-out mode of the
SCT in the Run 2 data taking [119], where channels which exhibit a signal above
threshold in the current bunch crossing are only read out if they have no hit in the
preceding bunch crossing. For increasing pileup, the probability to have SCT hits
in the same channel in consecutive bunch crossings increases. The read-out mode
can then lead to a rejection of SCT hits, resulting in an increase of the number of
SCT holes on a track. In the case of bunch trains, the first bunch has no probability
for a preceding hit, so the read-out efficiency is not reduced. The second bunch
has a non-negligible probability for a preceding hit, as do the following bunches.
Starting from the second bunch, the SCT read-out effect therefore counteracts the
increase with µtruth seen in the first bunch. Figure 8.19 shows the average number
of Pixel and SCT hits per track in the MC sample, as a function of the bunch-train
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Figure 8.17: Track reconstruction times selection efficiency for tracks passing the
TightLumi (a) or TightModLumi (b) WPs, as a function of µtruth, for different
positions in the bunch train. The efficiency is measured for the minimum bias
events in the Z → µµ MC sample.

position, for tracks selected with the TightModLumi WP. The number of Pixel
hits is approximately flat as a function of µtruth, while the number of SCT hits
decreases, clearly showing the SCT read-out effect.

Figure 8.20 shows the average fake-track probability as a function of the bunch-
train position and Figure 8.21 displays the fake rate as a function of pileup for
different positions in a bunch train. For all WPs, the first bunch in the train shows
a smaller fake probability compared to other positions in the train due to the SCT
read-out mode.

The bunch-train dependence in data is studied with the same Z-boson events as
were used for the efficiency measurement described in Section 8.5.2. In the 2018
physics data taking, the LHC operated with 25 ns bunch trains with 48 bunches
in each train, similar to the simulated structure in the Z → µµ MC sample. Fig-
ure 8.22a shows the muon track selection efficiency for the TightLumi, TightMod-
Lumi and TightModSiPlusLumi WPs, as a function of the bunch-train position
in three different trains for a subset of the 2018 dataset. For TightModLumi and
TightModSiPlusLumi, the trends are in agreement with the MC efficiencies in Fig-
ure 8.16, with a drop over the first couple of bunches. Figure 8.22b shows the
Z-boson efficiencies measured for a subset of the 2017 dataset, corresponding to
the 8b4e filling scheme, which exhibits the same behaviour.

For TightLumi, the reduction in the efficiency continues throughout the train in
data, while it is flat after the first two bunches in MC. This difference is understood
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Figure 8.18: Number of hits and inactive sensors per track in the Pixel detector
(a,b) and in the SCT (c,d), for tracks selected with the Tight WP, as a function
of µtruth. The numbers are measured for the minimum bias events in the Z → µµ
MC sample.

to be related to the pixel hole veto in combination with the so-called time-over-
threshold (ToT) effect in the Pixel detector. When a pixel is hit twice in a row,
with the second hit arriving when the signal is still over threshold, the second hit
will not be registered. Instead, a hole will be attributed to the corresponding track.
Within a bunch train of consecutive filled bunches, the probability that a pixel
has been hit in the preceding bunch crossings, and is over threshold, increases.
Saturation of this effect is reached when the time between the start of the train and
a considered bunch crossing is larger than the ToT and some pixels have recovered.
The resulting effect on the track selection can be seen in the efficiency measured
for the TightLumi WP, which contains a veto against holes in the Pixel detector.
Based on the comparison between the MC and the data efficiencies, it is clear that
the SCT read-out effect is modelled in MC, while the ToT effect is missing. This
is an important observation for the comparison of the non-linearities between MC
and data, presented in Section 8.7.
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Figure 8.19: Average number of hits in the Pixel (a) and SCT (b) detectors as
a function of the bunch-train position, for the various WPs. The numbers are
measured for the minimum bias events in the Z → µµ MC sample.

0 10 20 30 40 50

Position in bunch train

0

0.005

0.01

0.015

0.02

0.025

0.03

F
ak

e 
tr

ac
k 

pr
ob

ab
ili

ty

Tight
TightLumi
TightModLumi
TightModSiPlusLumi

 = 13 TeVs
Minimum bias MC events

Figure 8.20: Fake-track probability for tracks passing the various WPs, integrated
over µtruth, as a function of the position in the bunch train, measured for the
minimum bias events in the Z → µµ MC sample.
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Figure 8.21: Fake probability for tracks passing the TightLumi (a) or TightMod-
Lumi (b) WPs, as a function of µtruth, for different positions in the bunch train.
The fake-track probability is measured for the minimum bias events in the Z → µµ
MC sample.
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Figure 8.22: Track selection efficiency measured in Z → µµ events as a function
of position in the bunch train for a subset of the 2018 (a) and 2017 (b) datasets.
The 2018 data corresponds to the standard 25 ns running while the 2017 data
corresponds to the 8b4e running.
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8.7 Studies of fake tracks in data

All monitoring studies show that the track-counting measurement, using the Tight-
ModLumi WP, is stable and highly linear with µ in Run 2. The systematic uncer-
tainty assigned to the measurement is to date estimated entirely based on external
comparisons to other luminometers in the offline luminosity analysis. A goal for
the future is to derive a stand-alone uncertainty for the track-counting measure-
ment, to help reduce the overall uncertainty on the luminosity. Depending on the
pileup conditions in Run 3 it may also be necessary to correct for fake tracks in
the measurement. A stand-alone uncertainty estimate and a potential fake-track
correction require a detailed understanding of the various effects that impact the
track-counting measurement and its pileup dependence. Some uncertainties are
already determined independently by the tracking conditions monitoring and the
Z → µµ track selection efficiencies. A dedicated measurement of the fake-track
probability has however not yet been performed on data.

An approximate estimate of the fake-track probability can be achieved by studying
the non-linearity in the average number of tracks as a function µ, similar to the
MC study shown in Figure 8.9. Based on the findings of the MC studies, this must
however be done in a µ range well above 50 in order for the fake tracks to dominate
the non-linearity in the measurement. In addition, the data must correspond to
a wide range of µ values in order to fully capture the pileup dependence. Most
efficiency non-linearities are caused by various bunch-train effects. In order to limit
such dependencies, only runs with individual bunches or alternatively runs with
trains, where only the first bunch in the train is used, are suitable for the studies.
A few runs from the Run 2 dataset fulfil these requirements. The first selected
run corresponds to the 2018 µ scan, described in Section 8.2.1, which used a filling
scheme with individual bunches and in which the 〈µ〉 varied between 0.001-50. The
second run was taken in 2016 and corresponds to a special LHC filling scheme
with three individual bunches and two 25 ns trains with 48 bunches each. For the
individual bunches, a pileup of 130 was achieved, while a pileup of around 50 was
achieved for the trains.

In MC, the measured average number of tracks can be studied as a function of
the true µ. In data, the situation is more complicated and 〈µ〉TC

vis must be studied
as a function of a measured µ value, which in turn also incorporates any non-
linearity. A possible solution is to study ratios of the various WPs with respect to
TightModLumi, as a function of µ measured with TightModLumi. The WP ratios
for the 2018 and 2016 special runs are shown in Figures 8.23a and 8.23b. The ratios
are normalised to one at low µ. Figure 8.24 shows the corresponding ratios of WPs
measured in the Z → µµ sample, put on the same scale as the data, to allow for
a comparison. The MC ratios are also expressed with respect to the 〈µ〉 measured
with the TightModLumi WP in MC. The comparison between the data and the MC
suggests that the fake-track probability is underestimated in MC. From these ratios
it is however not possible to deduce the exact normalisation and shape differences,
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as the non-linearity depends on the interplay between the efficiencies and fake-track
probabilities between the various WPs.
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Figure 8.23: Ratio of 〈µ〉 measured in data with various WPs to TightModLumi,
as a function of 〈µ〉 measured with TightModLumi. The data corresponds to the
LHC fill 6847 in which a µ scan took place (a) and to the LHC fill 5412 using only
BCIDs corresponding to individual bunches and the first bunch in each train (b).
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Figure 8.24: Ratio of 〈µ〉 measured in MC with various WPs to TightModLumi, as
a function of 〈µ〉 measured with TightModLumi. The x axis is restricted to 50 (a)
and 140 (b) to allow for a comparison to data.
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Chapter 9

Search for squarks and
gluinos in a dilepton final
state

Searches for SUSY particles at the LHC are motivated by the naturalness limit,
which constrains the masses of the sparticles to be at the TeV scale. This chapter
focuses on the search for sparticles predicted by R-parity conserving SUSY. In such
models, the sparticles are produced in pairs in the pp collisions and the LSP is
stable and escapes detection, resulting in final states with SM particles and large
missing transverse momentum.

The production mechanisms for SUSY particles at the LHC were discussed in Sec-
tion 2.2 and the predicted cross sections for pair-production of various SUSY parti-
cles were shown in Figure 2.5. Production via the strong force has the largest cross
section and gluino and squark pairs are therefore expected to be the most abun-
dantly produced SUSY particles at the LHC. Final states for such processes contain
energetic jets, Emiss

T and sometimes leptons. Electroweak SUSY production has a
much smaller cross section and is typically characterised by multi-lepton and Emiss

T
final states. In ATLAS, the SUSY searches are grouped around the different pro-
duction modes and decay topologies. The Strong-2L analysis searches for signs of
squark or gluino production in events containing two same-flavour opposite-charge
leptons, jets, and Emiss

T , and uses the 36.1 fb−1 pp dataset collected by ATLAS in
2015 and 20161.

1The Strong-2L analysis was conducted in 2017 and used preliminary luminosity values. The
final Run 2 offline luminosity analysis presented in Chapter 7 estimates the 2015+2016 dataset to
be 36.2 fb−1.
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Figure 9.1: The results at the beginning of Run 2, showing 95 % CL exclusion limits
in the (mg̃,mχ̃0

1
) plane for a simplified model of gluino pair production with a two-

step decay into jets, leptons, and missing transverse momentum via sleptons [120].
The solid red line and the dashed red line show respectively the combined observed
and expected exclusion limits. Observed and expected limits from the individual
searches are also shown for comparison.

The sensitivity to a given SUSY model depends on the production cross section as
well as the integrated luminosity of the analysed dataset. Figure 9.1 shows exclusion
limits on gluino and neutralino masses in a simplified SUSY model, set by several
8 TeV ATLAS Run 1 searches. This illustrates the knowledge at the start of the LHC
Run 2, with gluino masses up to almost 1.4 TeV excluded by the combined result.
When moving to the Run 2 centre-of-mass energy of 13 TeV, the gluino production
cross section is predicted to increase by over an order of magnitude. Even just a
small part of the Run 2 dataset is therefore enough to reach sensitivities well above
those of Run 1 with similar search strategies and background rates. This is an
important motivation for the Strong-2L analysis which was one of the first Run 2
searches for strongly produced SUSY.

9.1 Analysis overview

The SUSY scenarios targeted by the Strong-2L analysis are shown in Figures 9.2
and 9.3. All models involve pair-produced squarks or gluinos decaying into the
second lightest neutralino which further decays into two same-flavour opposite-
charge leptons and the lightest neutralino. The kinematics of the leptons in the
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final state depend on the mass difference between the two neutralinos, and their
invariant mass spectrum is therefore used to characterise the various signal models.
Two complementary search strategies are defined; the On-Z search and the Edge
search.

The On-Z search targets the signal scenarios shown in Figure 9.2 where the neu-
tralino mass difference is larger than the mass of the Z boson. In this case, the
same-flavour opposite-charge lepton pair can be produced from an on-shell Z boson
in the decay

χ̃0
2 → Zχ̃0

1 → `+`−χ̃0
1. (9.1)

The process is characterised by a peak in the dilepton invariant mass distribution
at the Z-boson mass. The Edge search considers the two signal models shown
in Figures 9.3a and 9.3b, which are referred to as the Z∗ and Slepton models
respectively. In the Z∗ model, the neutralino mass difference is smaller than the
Z-boson mass. The same-flavour opposite-charge lepton pair is then produced via
an off-shell Z boson in the decay

χ̃0
2 → Z∗χ̃0

1 → `+`−χ̃0
1. (9.2)

This process leads to a dilepton invariant mass spectrum that is rising up to a
kinematic endpoint, given by

mmax
`` = mχ̃0

2
−mχ̃0

1
, (9.3)

that occurs below the Z-boson mass. Finally, the Slepton model considers the
production of sleptons through the decay chain

χ̃0
2 → ˜̀±`∓ → `+`−χ̃0

1. (9.4)

Such decays are allowed if the masses of the sleptons are lower than the χ̃0
2 mass

and lead to an invariant mass spectrum with a kinematic endpoint given by

mmax
`` =

√
(m2

χ̃0
2
−m2

˜̀)(m2
˜̀−m2

χ̃0
1
)/m2

˜̀, (9.5)

that may occur at any mass. Typical shapes of the dilepton invariant mass spectra
for the On-Z and two Edge signal scenarios are shown in Figure 9.4.

All considered models are expected to contain at least two jets initiated by the
quarks in the two χ̃0

2 decays. The χ̃0
1 is the LSP and escapes the ATLAS detector

leaving Emiss
T in the final state. Since the SUSY particles are expected to be heavy,

both the jet energies and the Emiss
T are expected to be large compared to SM

processes. Events selected in this analysis are therefore required to contain an
opposite-charge electron or muon pair, two or more highly energetic jets and large
Emiss

T in the final state. The On-Z search is performed as a counting analysis in
a window around the Z-boson mass whereas the Edge search is carried out across
the full invariant dilepton mass spectrum.
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Figure 9.2: Decay topologies for the signal scenarios involving squark (a) and
gluino (b) pair production considered for the On-Z search.
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Figure 9.3: Decay topologies for the Z∗ (a) and Slepton (b) signal scenarios con-
sidered for the Edge search.
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There are several SM processes that can mimic the signals targeted by the analysis.
The largest backgrounds result from production of top-antitop quark pairs (tt̄), di-
boson production (WZ/ZZ/WW ), and Drell-Yan processes in which a quark and
an antiquark annihilate to produce a virtual photon or Z boson (Z/γ∗). Other pro-
cesses contributing to the SM background at lower rates are single top production
(Wt), and the associated productions tt̄ + W , tt̄ + Z and tt̄ + WW . The analysis
event selection is optimised to reject as much as possible of these backgrounds while
keeping a high acceptance for the considered signals.

Searches for SUSY in final states with a same-flavour opposite-charge lepton pair
have previously been performed by ATLAS [5,121] and CMS [122–124] at 8 TeV and
with the very first part of the 13 TeV dataset. The ATLAS Edge search performed
at 8 TeV showed no significant excess above the predicted SM background, and
exclusion limits were set on the gluino and neutralino masses in the Slepton model.
These limits are included in the combined result in Figure 9.1. The On-Z search
at 8 TeV however observed an excess of events above the SM background with a
significance of 3σ [121]. In order to further assess the excess, the event selection
criteria were kept almost identical when the search was repeated with the first
14.7 fb−1 of 13 TeV Run 2 data [5]. In CMS, the searches have a similar history,
with a slight excess in the 8 TeV analysis [122], and another iteration with the
very first 13 TeV data using the same strategy [123]. The excess seen by CMS
was however in the Edge search, and neither of the excesses were confirmed in the
initial 13 TeV dataset. The analysis presented in this chapter is performed on a
larger 13 TeV dataset and has been reoptimised to increase the sensitivity to the
signal models at the Run 2 centre-of-mass energy.

9.2 Data and MC samples

The analysis is performed on 36.1 fb−1 of 13 TeV pp collision data recorded during
2015 and 2016 by the ATLAS detector. Events are collected using a combination of
lepton triggers which are further discussed in Section 9.4.1. Simulated samples are
used to define the analysis strategy, for the interpretation of the analysis results,
and for the estimation of some of the SM backgrounds. Table 9.1 lists the signal
and background samples. All samples are overlaid with pileup simulated with
Pythia 8.186 [104] with the A2 underlying event tune [125] and the MSTW 2008
PDF set [126].

The signal scenarios shown in Figures 9.2 and 9.3 represent SUSY-inspired simpli-
fied models. Signal grids are generated by varying the gluino or squark mass and
either of the χ̃0

1 or χ̃0
2 masses. For the On-Z search, three different signal grids

are considered. Two of the grids, one with gluino-pair and one with squark-pair
production, have the χ̃0

1 mass fixed to 1 GeV and vary the gluino or squark mass
and the χ̃0

2 mass. In the third grid, the χ̃0
2 mass is fixed to 100 GeV above the χ̃0

1
mass in order to target scenarios with higher-mass LSPs while still allowing decays
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Table 9.1: Simulated samples used in the Strong-2L analysis, with the correspond-
ing matrix element and parton shower generators, cross-section calculation order,
set of tuned parameters, and PDF set. Table adapted from Ref. [4].

Process Generator Parton
shower Cross section Tune PDF set

Signal MG5 aMC@NLO [99] Pythia 8.186 [104] NLO+NLL [127–131] A14 [132] NNPDF2.3LO [25]

tt̄+W , tt̄+ Z MG5 aMC@NLO Pythia 8.186 NLO [133,134] A14 NNPDF2.3LO
tt̄+WW MG5 aMC@NLO Pythia 8.186 LO [99] A14 NNPDF2.3LO
tt̄ Powheg Box v2 [101–103] Pythia 6.428 [94] NNLO+NNLL [135,136] Perugia2012 [137] NLO CT10 [138]
Wt Powheg Box v2 Pythia 6.428 Approx. NNLO [139] Perugia2012 NLO CT10
WW , WZ, ZZ Sherpa 2.2.1 [107] Sherpa 2.2.1 NLO [140] Sherpa default NNPDF3.0nnlo [141]
Z/γ∗ Sherpa 2.2.1 Sherpa 2.2.1 NNLO [142] Sherpa default NNPDF3.0nnlo

into on-shell Z bosons. The grid is generated by varying the gluino and χ̃0
1 masses.

For the two Edge models, the mass of the χ̃0
2 is fixed to the average of the gluino

and χ̃0
1 masses which vary in the grid. This mass splitting is chosen to enhance the

topological differences between the considered models and other simplified models
with only one intermediate particle between the gluino and the LSP [143]. The
Z∗ model can result in either on-shell or off-shell Z bosons depending on the mass
splitting between the neutralinos in the decay. Table 9.2 summarises the various
signal grids used in the analysis.

Table 9.2: Summary of the signal grids used in the analysis. The symbols x and
y denote the x-y plane across which the sparticle masses are varied to construct
the signal grid. For the Slepton model, the masses of the superpartners of the
left-handed leptons are given by [m(χ̃0

2) + m(χ̃0
1)]/2, while the superpartners of

the right-handed leptons are decoupled. The three slepton flavours are taken to be
mass-degenerate. For the gluino or squark decays, the models have equal branching
fractions for the quark flavours listed. Table adapted from Ref. [4].

Model Production Quark flavours m(g̃/q̃) m(χ̃0
2) m(χ̃0

1)

On-shell g̃-χ̃0
1 g̃g̃ u, d, c, s x m(χ̃0

1) + 100 GeV y

On-shell g̃-χ̃0
2 g̃g̃ u, d, c, s x y 1 GeV

On-shell q̃-χ̃0
2 q̃q̃ u, d, c, s x y 1 GeV

Z∗ g̃g̃ u, d, c, s, b x [m(g̃) +m(χ̃0
1)]/2 y

Slepton g̃g̃ u, d, c, s, b x [m(g̃) +m(χ̃0
1)]/2 y

9.3 Identification and selection of physics objects

The physics objects used in the analysis are electrons, muons, jets, and photons,
for which the identification and reconstruction is described in Section 5.2. All
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analysis objects are first required to pass a baseline selection which is used for the
calculation of Emiss

T and for the overlap removal procedure. The requirements are
then tightened for the final signal objects used in the analysis.

All baseline electrons are required to reside within |η| < 2.47, have pT > 10 GeV
and satisfy the Loose likelihood quality criteria described in Ref. [88]. The re-
quirement on pseudorapidity ensures that all tracks are within the acceptance of
the ID and that the associated clusters are within the high-granularity portion of
the calorimeter. Signal electrons must have pT > 25 GeV and pass the Medium
likelihood quality criteria, as well as the 95 % efficient isolation requirements de-
scribed in Ref. [88]. The associated tracks are further required to point to the PV
by imposing |d0| /σd0 < 5 and |z0 sin θ| < 0.5 mm.

All baseline muons are required to have pT > 10 GeV, pass the Medium likelihood
quality requirements described in Ref. [89], and reside within |η| < 2.5, which
corresponds to the acceptance region of the ID. Signal muons must have pT >
25 GeV, and the tracks should satisfy |d0| /σd0 < 3 and |z0 sin θ| < 0.5 mm. The
95 % efficient isolation criteria described in Ref. [89] are also applied to the muons.

All baseline-level jets are required to have pT > 20 GeV and reside within |η| < 4.5.
Signal jets are further required to reside within |η| < 2.5 and have pT > 30 GeV.
The tightened requirement on the pseudorapidity allows for the use of tracking
information to select jets associated to the PV by means of the JVT [93].

Photon candidates are required to satisfy the Tight selection criteria described in
Ref. [144], have pT > 25 GeV and reside within the region |η| < 2.37. Signal
photons are further required to have pT > 50 GeV and to be isolated from other
objects in the event, according to pT-dependent requirements on both track-based
and calorimeter-based isolation. Photons are only used in the analysis to estimate
the Drell-Yan background and for the calculation of the Emiss

T .

All MC samples have MC-to-data corrections applied to take into account small
differences between data and MC simulation in identification, reconstruction and
trigger efficiencies. The pT values of leptons in the MC samples are additionally
smeared to match the momentum resolution in data. All MC correction factors are
derived centrally in ATLAS by the Combined Performance groups.

9.4 Event selection

The searches are performed in signal regions (SRs) designed to maximise the se-
lection efficiency of signal events and minimise the SM backgrounds. In addition,
several control regions (CRs) are used for the estimation of the SM backgrounds.
These regions are designed to be enriched in the SM process of interest and to have
a low signal contamination. Dedicated validation regions (VRs) are then used to
validate the background estimates. These are designed to be kinematically close



9.4. Event selection 147

to the SRs and CRs. The following sections present the trigger strategy, the pre-
selection of events, and the discriminating variables that are used to suppress the
background and divide preselected events into the various analysis regions.

9.4.1 Trigger strategy

Data events are collected using a combination of triggers chosen to provide a good
efficiency in each of the SRs, VRs, and CRs. The analysis primarily depends on
triggers on leptons. In order to simplify the application of the trigger scale factors,
which correct the MC to match the data efficiencies for a given trigger, the events
are split into a series of kinematic ranges, with designated triggers. The regions
are listed in Table 9.3 together with the details of the corresponding triggers. A
combination of unprescaled single- and dilepton triggers is employed. The dilepton
triggers select ee, µµ, or eµ events and have lower lepton-pT thresholds than the
single electron and muon triggers. In kinematic regions where single-lepton triggers
are fully efficient, they are preferentially used in order to increase the efficiency
for high-pT leptons. The dilepton triggers are used in lower-pT ranges. For the
selection of eµ events at high pT, the electron triggers are used preferentially since
their efficiency is higher than the muon triggers. The trigger menu in ATLAS
changed between 2015 and 2016 in order to cope with the increase in instantaneous
luminosity and pileup. Events are therefore treated differently depending on the
year they were recorded.

An additional control sample of events containing photons is collected using a set
of single-photon triggers with pT thresholds in the range 45-140 GeV. Most of
the employed photon triggers are prescaled, meaning that only a subset of events
satisfying the trigger requirements are retained.

9.4.2 Preselection of events

Triggered events are preselected for analysis if they pass the trigger strategy and
contain at least two signal leptons and at least two signal jets. The two leptons with
the highest pT, referred to as the leading and subleading leptons, are required to
be oppositely charged and to geometrically match the triggered objects in ∆R. In
events selected with a dilepton trigger both leptons must be matched to the trigger
objects, and in events selected with a single-lepton trigger one of them must be
matched. The leading lepton in the event must fulfil the requirement pT > 50 GeV
which is seen to efficiently remove background from fake leptons. The subleading
lepton must have pT > 25 GeV, to ensure that it is well above the thresholds of
the dilepton triggers. Events where the invariant mass of the two leading leptons
is below 12 GeV are vetoed in order to reject low-mass Drell-Yan processes and
low-mass hadron decays. In the photon-triggered sample, the events are required
to contain a signal photon with pT > 50 GeV.
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Table 9.3: Lepton offline pT requirements and HLT triggers [145, 146] used for the
analysis in different regions of lepton-pT phase space. The trigger names 1e, 1µ
encode single-electron and single-muon triggers, and 2e, 2µ, 2L encode dielectron,
dimuon, and dilepton triggers. The numbers quoted for the triggers correspond to
the trigger lepton-pT thresholds. All triggers are unprescaled.

Offline pT requirement 2015 HLT trigger 2016 HLT trigger

Dielectron channel

pT(e) > 65 GeV 1e, 60 GeV 1e, 60 GeV
pT(e) ≤ 65 GeV 2e, 12 GeV, 12 GeV 2e, 17 GeV, 17 GeV

Dimuon channel

pT(µ) > 52.5 GeV 1µ, 50 GeV 1µ, 50 GeV
pT(µ) ≤ 52.5 GeV 2µ, 18 GeV, 8 GeV 2µ, 22 GeV, 8 GeV

Electron-muon channel

pT(e) > 65 GeV 1e, 60 GeV 1e, 60 GeV
pT(e) ≤ 65 GeV, pT(µ) > 52.5 GeV 1µ, 50 GeV 1µ, 50 GeV
pT(e) ≤ 65 GeV, pT(µ) ≤ 52.5 GeV, pT(e) < pT(µ) 2L, 7 GeV(e), 24 GeV(µ) 2L, 7 GeV(e), 24 GeV(µ)
pT(e) ≤ 65 GeV, pT(µ) ≤ 52.5 GeV, pT(e) > pT(µ) 2L, 17 GeV(e), 14 GeV(µ) 2L, 17 GeV(e), 14 GeV(µ)

9.4.3 Discriminating variables

Three variables are used in the analysis to discriminate between the signal and the
SM backgrounds:

• The missing transverse momentum, Emiss
T , is used as proxy for the energy

of the LSPs in the final state. It is computed using all baseline electrons,
muons, photons, and jets and includes a track-based soft term. Signal events
are expected to contain a significantly higher Emiss

T compared to the SM
backgrounds, due to the high-mass nature of the sparticles. For a fixed initial
squark or gluino mass, the magnitude of the Emiss

T in the signal depends on
the mass splitting between the two neutralinos in the decay chain.

• The scalar jet-pT sum, HT, is a measure of the total jet energy in the event,
and is measured from all signal jets. Just like the Emiss

T , signal events are
expected to exhibit a higher HT than the SM backgrounds. The magnitude
of the HT in the signal depends on the mass splitting between the gluino or
squark and the χ̃0

2, which steers the energy available for the jets.

• The stransverse mass, mT2 is an extension of the transverse mass given by

m2
T
(
pvis

T ,pmiss
T
)

= 2 ·
(
pvis

T · Emiss
T − pvis

T · pmiss
T
)
, (9.6)

which is often used as a proxy for the invariant mass in a two-body decay with
one invisible final-state particle. Here, pvis

T is the two-vector transverse mo-
mentum of the visible particle and pmiss

T and Emiss
T are the missing transverse
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momentum vector and magnitude associated to the invisible particle. The
quantity has a maximum value corresponding to the mass of the mother par-
ticle. In the stransverse mass this is generalised to the case where two invisible
particles are present in the final state. The variable is defined according to

mT2 = min
pmiss(1)

T +pmiss(2)
T =pmiss

T

[
max

(
m

(1)
T ,m

(2)
T

)]
, (9.7)

where pmiss(i)
T are trial vectors obtained by decomposing pmiss

T [147,148]. The
transverse massesm(i)

T are obtained by pairing either of these trial vectors with
one of the two visible objects, and the minimisation is performed over all trial
momenta satisfying the pmiss

T constraint. The quantity can be interpreted
as the minimum mother mass compatible with all pT and invariant mass
constraints in the decay chain. When building mT2 from the two selected
leptons its distribution exhibits a sharp decline around the mass of the W
boson for tt̄ events and is therefore well suited to suppress this background.

The distributions of the dilepton invariant mass and the three discriminating vari-
ables described above are shown in Figure 9.5 for data and background MC, using
preselected events with an electron or muon pair. Figure 9.6 shows the expected
Emiss

T , HT, and mT2 distributions for three points in the Slepton signal grid. A
comparison between the background and signal distributions illustrates the dis-
criminating power of the three variables. A minimum Emiss

T requirement at around
300 GeV and a minimum HT requirement at around 500 GeV removes a large por-
tion of the background while still retaining a high efficiency for all the grid points.
Similarly, a requirement on the minimum mT2 at around 30 GeV removes the peak
of the background distribution, while still maintaining most of the signal.

The Slepton grid points in Figure 9.6 are chosen to represent different mass split-
tings between the gluino and LSP masses. Since the χ̃0

2 mass is fixed to the average
of the gluino and LSP masses, the g̃-χ̃0

1 mass difference also steers the χ̃0
2-χ̃0

1 and
g̃-χ̃0

2 mass differences. This can be seen in Figure 9.6a where the Emiss
T is shifted to

larger values for the point with the greatest mass splitting, resulting in the largest
energy available for the LSP. The effect is also visible in Figure 9.6b, with a later
onset in HT for the same point, which provides the largest energy available for the
jets. In all figures the yield of MC events is scaled to 36.1 fb−1. The difference in
overall yield between the three signal points is a manifestation of the cross section
which decreases with gluino mass.

Figure 9.7 shows the same set of distributions for three points in the On-shell g̃-
χ̃0

2 model grid. This model has the χ̃0
1 mass fixed to 1 GeV and a large χ̃0

2 mass
thereby entails a large mass splitting between the two neutralinos. This is evident
in Figure 9.7a where the signal point with the largest χ̃0

2 mass exhibits the most
pronounced tail in Emiss

T . At the same time, this point corresponds to the smallest
splitting between the gluino and χ̃0

2 masses which explains the softerHT distribution
compared to the other models in Figure 9.7b.
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Figure 9.5: Distributions of m`` (a), Emiss
T (b), HT (c), and mT2 (d) for events

that pass the preselection and contain an electron or muon pair. The error band
includes only the statistical uncertainty on the MC samples.
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Figure 9.6: Distributions of Emiss
T (a), HT (b), and mT2 (c) in events that pass the

preselection and contain an electron or muon pair, for three points in the Slepton
model signal grid.
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Figure 9.7: Distributions of Emiss
T (a), HT (b), and mT2 (c) in events that pass the

preselection and contain an electron or muon pair, for three points in the On-shell
g̃-χ̃0

2 model signal grid.
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9.4.4 Signal, validation, and control regions

Three signal regions are defined for the Edge search; SR-Low, SR-Medium, and
SR-High, targeting low, medium, and high mass splittings between the gluino and
the χ̃0

1 in the Z∗ and Slepton models. Figure 9.8 shows a schematic drawing of the
regions including their Emiss

T , HT, and mT2 criteria.
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Figure 9.8: Schematic diagram of the main analysis SRs and VRs [4]. Regions
where hashed markings overlap indicate the overlap between various regions.

All the regions are binned in the dilepton invariant mass according to Figure 9.9. In
order to harmonise between the two searches, the On-Z SRs are designed to corre-
spond to the 81 < m`` < 101 GeV bin of the Edge regions. The Emiss

T requirement
in SR-High is lowered compared to SR-Low and SR-Medium to increase sensitivity
to On-Z models with small g̃-χ̃0

2 mass splitting. The m`` bins are used to make
model-dependent interpretations using the invariant mass shape in each SR. The
binning is chosen to ensure a sufficient number of events for a robust background
estimate in each bin and a high sensitivity to the analysis signal models. In addi-
tion, the bins are used to form 29 non-orthogonal m`` windows which are exploited
for a model-independent interpretation of the analysis results. These windows are
chosen to be sensitive to a broad range of potential kinematic edge positions.

Each SR is associated with a VR with the same HT and mT2 requirements but
a lower Emiss

T range. Several CRs for the background estimations are also de-
fined. The mT2 requirement is optimised to remove a significant fraction of the tt̄
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Figure 9.9: Schematic diagram showing the m`` binning used in the various SRs
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in the model-dependent interpretations. Each filled region underneath indicates
one of the m`` windows, formed of one or more m`` bins, used to derive model-
independent results for the given SR. In each case, the last m`` bin includes the
overflow.
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background in the SRs while retaining sufficient statistics to perform data-driven
estimates in the CRs. Table 9.4 lists the selection criteria for the analysis SRs, CRs,
and VRs. The regions denoted CR-FS are used for the data-driven estimate of the
tt̄ background and the regions denoted CRγ and CRZ are used for the data-driven
estimate of the Drell-Yann background. The regions denoted VR-WZ and VR-ZZ
are used to validate the diboson background estimate. For most regions, the open-
ing angle ∆φ(j1,2, Emiss

T ) between the two leading jets and the Emiss
T is required to

be above 0.4. This requirement reduces the number of events with Emiss
T from jet

mis-measurements and also suppresses tt̄ events with a large Lorentz boost factor.

Table 9.4: Overview of the main SRs, CRs and VRs used in the Strong-2L analysis.
All regions require at least two leptons, unless otherwise indicated in the Objects
column. The flavour combination of the dilepton pair is denoted as either SF
for same-flavour or DF for different-flavour. For CRγ, VR-WZ, and VR-ZZ the
number of leptons, rather than a specific flavour configuration, is indicated. The
regions VR-WZ, and VR-ZZ contain an additional veto against b-jets. The main
requirements that distinguish the CRs and VRs from the SRs are indicated in bold.
More details are given in the text. Table adapted from Ref. [4].

Regions Emiss
T HT njets m`` mT2 Objects ∆φ(jet,pmiss

T )
[GeV] [GeV] [GeV] [GeV]

Signal regions

SR-Low > 250 > 200 ≥ 2 > 12 > 70 SF > 0.4
SR-Medium > 400 > 400 ≥ 2 > 12 > 25 SF > 0.4
SR-High > 200 > 1200 ≥ 2 > 12 − SF > 0.4

Control regions

CR-FS-Low > 250 > 200 ≥ 2 > 12 > 70 DF > 0.4
CR-FS-Medium > 400 > 400 ≥ 2 > 12 > 25 DF > 0.4
CR-FS-High > 100 > 1100 ≥ 2 > 12 − DF > 0.4
CRγ-Low − > 200 ≥ 2 − − 0`, 1γ −
CRγ-Medium − > 400 ≥ 2 − − 0`, 1γ −
CRγ-High − > 1200 ≥ 2 − − 0`, 1γ −
CRZ-Low < 100 > 200 ≥ 2 > 12 > 70 SF −
CRZ-Medium < 100 > 400 ≥ 2 > 12 > 25 SF −
CRZ-High < 100 > 1200 ≥ 2 > 12 − SF −

Validation regions

VR-Low 100 − 200 > 200 ≥ 2 > 12 > 70 SF > 0.4
VR-Medium 100 − 200 > 400 ≥ 2 > 12 > 25 SF > 0.4
VR-High 100 − 200 > 1200 ≥ 2 > 12 − SF > 0.4
VR-WZ 100 − 200 > 200 ≥ 2 > 12 − 3` > 0.4
VR-ZZ < 50 > 100 ≥ 1 > 12 − 4` > 0.4
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9.5 Signal acceptance and efficiency

The acceptances and efficiencies for the signal are assessed for each analysis SR.
The acceptance is defined as the fraction of signal events that kinematically match
the SR. It is calculated by applying the SR kinematic requirements to truth-level
objects in the MC simulation, which do not suffer from identification inefficiencies
or measurement resolutions. The efficiency is defined as the fraction of accepted
events that are correctly reconstructed and identified in ATLAS, and is computed
using the truth links of the reconstructed objects. Figure 9.10 shows the acceptances
and efficiencies for the Slepton signal grid in the three SRs. Typical values of the
acceptance times efficiency are 1-25 % inclusively in m``, with a drop towards the
diagonal where mg̃ = mχ̃0

1
. Figure 9.11 shows the acceptance and efficiency for the

On-shell g̃-χ̃0
2 model in the On-Z bins of SR-Medium and SR-High. The acceptance

is small because the simplified model includes all possible Z-boson decays, and
only about 7 % of these result in an electron or muon pair. In these regions, the
acceptance times efficiency varies between 1-4 %. The On-Z bin in SR-Low is not
used in the analysis since it is found to not increase the sensitivity of the search.

All CRs and VRs are also checked for signal contamination using the same signal
models. At gluino masses above 1200 GeV and neutralino masses above 600 GeV
the contamination is negligible. For lower masses the contamination can be signif-
icant in some regions but such SUSY models are already excluded by the previous
analyses in the same final state.

9.6 Standard Model backgrounds

The main background processes for this analysis can be grouped into the flavour-
symmetric (FS), diboson, and Z/γ∗+ jets backgrounds. All SRs are dominated by
the FS background which mainly consists of tt̄ with smaller contributions from Wt
and WW , as well as production of Z bosons which decay as Z → ττ . An example
Feynman diagram for tt̄ production and decay is shown in Figure 9.12. The final
state contains two opposite-charge leptons, jets from the two b-quarks, and Emiss

T
from the neutrino. In all FS backgrounds the leptons in the final state result from
two independent W → `ν decays and their flavours are uncorrelated. The rate of
produced ee, µµ, and eµ events should therefore follow a 1 : 1 : 2 ratio.

The diboson background consists of WZ and ZZ processes, where the bosons de-
cay leptonically. These processes have smaller cross sections than tt̄ production and
constitute the second largest background in most analysis SRs. Two example Feyn-
man diagrams are shown in Figure 9.13. In both cases, the final state contains two
same-flavour opposite-charge leptons and at least one neutrino which provides the
Emiss

T . The diboson processes can mimic the signal if they are produced together
with jets from ISR where one of the partons radiates a gluon before interacting.
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Figure 9.10: Signal region acceptance and efficiency across the Slepton signal model
grid in SR-Low (a,b), SR-Medium (c,d) and SR-High (e,f) [4].
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Figure 9.11: Signal region acceptance and efficiency across the On-shell g̃-χ̃0
2 signal

model grid in the On-Z SR bin of SR-Medium (a,b) and SR-High (c,d) [4].
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The Z/γ∗ + jets background results from Drell-Yan processes with jets from ISR
as shown in Figure 9.14. Drell-Yann processes have a relatively large cross section,
but the final state does not contain any natural Emiss

T . Events where the Z boson
or photon decays into two electrons or muons can however mimic the signal if they
contain Emiss

T resulting from instrumental effects or from neutrinos in jets. This
background is particularly important for the On-Z search as it peaks in the Z-boson
mass window.

t̄

t

W−

W+

q̄

q

ν̄`

`−

b̄
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b

Figure 9.12: Example Feynman diagram for tt̄ production and decay.
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Figure 9.13: Example Feynman diagrams for ZZ (a) and WZ (b) production and
decay.

Other processes can contribute at lower rates. The associated production of tt̄+W ,
tt̄+Z and tt̄+WW give signatures that mimic the signal and are referred to as rare-
top backgrounds. These are estimated directly from MC simulation. Production
of tt̄ where only one of the top quarks decays leptonically can pass the dilepton
selection through lepton fakes, primarily from the decays of b-hadrons. The fake
background contribution to the SRs is studied in MC and is found to be negligible.



160 Chapter 9. Strong-2L analysis

g

Z/γ∗

q

q̄

q̄

q

`+

`−

Figure 9.14: Example Feynman diagram for Z/γ∗ + jets production and decay.

The distributions shown in Figure 9.5 can be used to assess the modelling of the FS,
diboson, and Z/γ∗ + jets backgrounds. A 10 % normalisation difference between
data and MC can be noted around the Z-boson mass in the m`` distribution, sug-
gesting an imperfect modelling of the Z/γ∗ background. Furthermore, the Emiss

T
and HT distributions exhibit data-MC differences in the shape, with a slight under-
estimation at low values and an overestimation at high values in MC. These issues
motivate the choice to primarily use data-driven techniques to estimate the main
backgrounds. While the FS and Z/γ∗ + jets backgrounds are estimated entirely
from data, the diboson estimate is taken from MC but is carefully validated in
dedicated VRs. The background estimates are described in the following sections.

9.6.1 Flavour-symmetric background

The FS background estimation method relies on data in CR-FS-Low, CR-FS-
Medium and CR-FS-High introduced in Table 9.4. These regions have the same
kinematic requirements and m`` binning as the corresponding SRs, but use a
different-flavour selection which makes them orthogonal to the SRs. The CRs have
a purity in the FS processes tt̄, Wt, WW , and Z → ττ greater than 95 %, as mea-
sured using the background MC samples. Other non-FS processes that contribute
to the regions are WZ, ZZ, and rare-top production. The event yields in data in
the CRs are 87 for CR-FS-Low, 30 for CR-FS-Medium, and 64 for CR-FS-High.

The FS background is estimated by exploiting the 1:1:2 ratio between produced ee,
µµ, and eµ final states. This ratio can however not be applied directly to the events
in CR-FS to estimate the SR yield, since the measured rates may be affected by
difference in the trigger and identification efficiencies between electrons and muons.
Each eµ event in CR-FS is therefore corrected with two factors accounting for
such efficiency differences. The small contribution from non-FS processes is also
accounted for by estimating the contamination in MC and subtracting from the
data. For a given SR, the combined ee+ µµ yield is estimated according to
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N est
ee+µµ = fSR

2 ·
[Ndata

eµ∑
i

(
ke(pi,µT , ηi,µ) + kµ(pi,eT , ηi,e)

)
· α(pi,l1T , ηi,l1)

−
NMC
eµ∑
i

(
ke(pi,µT , ηi,µ) + kµ(pi,eT , ηi,e)

)
· α(pi,l1T , ηi,l1)

]
, (9.8)

where the first sum spans over all data events and the second sum spans over all
non-FS MC events in the corresponding CR-FS. Each component is this equation
is described in detail below.

Trigger and identification efficiency correction factors

The ke, kµ, and α factors in Eq. 9.8 are combinations of the trigger efficiencies
εtrigee , εtrigµµ , and εtrigeµ for ee, µµ, and eµ events, and the identification efficiencies
εide and εidµ for electrons and muons. They are measured using data in a loose
region similar to the analysis preselection. Events are required to pass the analysis
trigger requirements, contain two opposite-charge leptons and two or more jets,
have leading and subleading lepton pT above 25 GeV, and have a dilepton invariant
mass inside the Z-boson mass window 81 < m`` < 101 GeV. The requirement on
the invariant mass lowers the statistics available to measure the efficiencies but
ensures a pure sample with a minimal contribution from fake leptons.

The definitions of the ke and kµ factors are given in Eqs. 9.9 and 9.10, and the
definition of the α factor is given in Eq. 9.11.

ke =

√
N id+trig
ee

N id+trig
µµ

=

√√√√ εidee · ε
trig
ee

εidµµ · ε
trig
µµ

(9.9)

kµ = 1
ke

=

√
N id+trig
µµ

N id+trig
ee

=

√
εidµµ · ε

trig
µµ

εidee · ε
trig
ee

(9.10)

α =

√
N id+trig
ee

N id
ee
· N

id+trig
µµ

N id
µµ

N id+trig
eµ

N id
eµ

=

√
εtrigee · εtrigµµ

εtrigeµ

(9.11)

The first expression in these equations explain how the factors are measured using
the events in the inclusive On-Z selection. Here, N id

ee (N id+trig
ee ), N id

µµ (N id+trig
µµ ), and

N id
eµ (N id+trig

eµ ) are the numbers of ee, µµ and eµ events before (after) the trigger
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requirement. When keµ and α are combined, each event is corrected for the trigger
and efficiency differences between ee, µµ and eµ events according to

α · ke = εtrigee

εtrigeµ

·

√
εidee
εidµµ

, (9.12)

α · kµ =
εtrigµµ

εtrigeµ

·

√
εidµµ
εidee

. (9.13)

Here, the first combination is used to transform an FS eµ event into an ee event
and the second to transform an eµ event into a µµ event. Assuming that the two
leptons have similar efficiencies, the square root gives the efficiency εide or εidµ for a
single lepton.

The ke and kµ factors are calculated separately for each year for the leading and
subleading lepton and are binned in the lepton η and pT. When the factors are
applied to the eµ event in CR-FS the appropriate ke or kµ factor is selected de-
pending on the year, whether the lepton to be replaced is leading or subleading and
based on its pT and η. Figure 9.15 shows the measured ke factor for the leading
and subleading lepton as a function of pT and η for data collected in 2015 and
2016 respectively. The Muon Spectrometer lacks coverage for |η| < 0.1 which re-
sults in a lower efficiency for detecting muons and a large ke factor in this region.
Furthermore, electrons are accepted up to |η| = 2.47 while muons are accepted up
to |η| = 2.5. This difference explains the low values of ke in the region |η| > 2.4.
The increase with pT can be explained by the single muon trigger, used at high pT,
which only covers the region up to |η| = 2.4. In the other regions the correction
factor is relatively flat and within 10 % from unity.

The main purpose of the α factor is to correct for the trigger efficiency difference,
and to cancel the trigger dependence in the ke and kµ factors. The calculation of
the α factor is complicated because the trigger used to select the events depends
on the pT of the leptons. Each of the efficiencies εtrigee , εtrigµµ and εtrigeµ in the α factor
are therefore computed separately for the different triggers in Table 9.4 and are
binned in the pT and η of the leading lepton. When correcting an eµ event in
CR-FS the εtrigeµ is selected based on the year and the pT and η of the leading lepton
in the event. Similarly, the εtrigee and εtrigµµ are selected based on the leading lepton
properties and the trigger that would have been used to select a corresponding ee
or µµ event. Figure 9.16 shows the α factor for data collected in 2015 and 2016 as
a function of pT and η. Here, the trigger efficiencies εtrigee , εtrigµµ and εtrigeµ that enter
α are averaged over the triggers in the analysis. For 2015 there are no triggered eµ
events above pT = 300 GeV and α can therefore not be computed.
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Figure 9.15: The ke correction factor as a function of η and pT derived for the
leading and subleading leptons with data from 2015 (a,b) and 2016 (c,d). The
uncertainties on the points correspond to the statistical uncertainty.

Extrapolation

For SR-High, the corresponding CR-FS-High is expanded by relaxing the Emiss
T

and HT requirements to 100 GeV and 1100 GeV respectively. Figure 9.17 shows
the invariant mass distribution of eµ events in the nominal selection compared to
the relaxed selection. In addition to the increase in statistics, the relaxed selec-
tion also removes the downward fluctuation seen in the distribution around the
Z-boson mass for the nominal selection. This fluctuation would otherwise lead to
an underestimated FS contribution in the On-Z bin in SR-High.

The extrapolation factor fSR is derived from a MC sample including the FS pro-
cesses tt̄, Wt, WW , and Z → ττ . It is computed as the fraction of observed eµ
events in CR-FS-High that fall into the nominal Emiss

T and HT selection according
to:
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Figure 9.16: The α correction factor as a function of η and pT derived from 2015 (a)
and 2016 (b) data. The uncertainties on the points correspond to the statistical
uncertainty.

fSR =
NCR-FS-High
eµ (Emiss

T > 200 GeV, HT > 1200 GeV)
NCR-FS-High
eµ (Emiss

T > 100 GeV, HT > 1100 GeV)
. (9.14)

Figure 9.18 shows the extrapolation factor as a function of m``. The factor is
approximately flat in m``, and therefore an overall factor of fSR = 0.40 ± 0.01 is
used for all bins. For SR-Medium and SR-Low the same selections are used for the
CR-FS and the SR, and the extrapolation factor in Eq. 9.8 is fSR = 1.

Subtraction of non-flavour-symmetric events

The contamination in CR-FS from WZ, ZZ, and rare top is estimated using MC
simulation. All MC events in these samples entering CR-FS are corrected using the
ke, kµ, and α factors and are then subtracted from the number of corrected data
events. This corresponds to the last term in Eq. 9.8 and represents around 5 % of
the total estimate in each region.

MC validation

The ke, kµ, and α factors are validated in a MC closure test where the ee + µµ
yields predicted by the FS method are compared to the actual number of MC
events in each SR. Figure 9.19 shows the results of the test for each SR. The
m`` distribution is seen to be well modelled after applying the FS method to the
eµ MC events. This is true in particular in SR-High, where the Emiss

T - and HT-
based extrapolation is applied. The small differences between the predictions and
the observed distributions are used to assign a MC non-closure uncertainty to the
estimate.
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Figure 9.17: Invariant mass shape in CR-FS-High with the nominal SR-High Emiss
T

and HT selections (black) and the relaxed selection (red).
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Figure 9.18: Extrapolation factor from the relaxed CR-FS-High selection to the
nominal selection, computed in MC as a function of m``.
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Figure 9.19: MC closure test for SR-Low (a), SR-Medium (b) and SR-High (c).
The FS estimate is shown with its statistical uncertainty as black points and the
actual ee + µµ yield for each FS background is shown by the stacked histograms.
The hashed uncertainty band corresponds to the statistical uncertainty on the raw
ee+ µµ yield. The lower panel shows the ratio of the actual and predicted yields.

Systematic uncertainties on the FS estimate

The systematic uncertainties assigned to the FS estimate are associated with the
statistics in the CRs, the MC non-closure, and the efficiency correction factors.
Each uncertainty is described below and the relative contributions to the total
uncertainty on the FS estimate are shown in Figure 9.20.
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Figure 9.20: Relative systematic uncertainties on the estimated FS yields in SR-
Low (a), SR-Medium (b) and SR-High (c). The total uncertainty is broken down
into statistical uncertainty from the number of CR-FS events, MC non-closure
uncertainty, uncertainty from the statistical error on the ke/µ and α factors, un-
certainty from the comparison of skimmed and unskimmed data samples, and the
extrapolation uncertainty for SR-High

The statistical uncertainty from the limited number of data events in CR-FS makes
up the dominant uncertainty on the estimate. Also included is a smaller contribu-
tion from the statistical uncertainty on the number of non-FS MC events subtracted
from the data in each CR-FS. The second-to-largest uncertainty comes from the
MC non-closure. To make a conservative estimate, the difference between the esti-
mated and actual ee+ µµ yields in the MC is compared to the sum in quadrature
of the statistical uncertainties, and the largest value is retained. The MC statis-
tical uncertainties tend to be larger than the non-closure, and dominate the final
uncertainty.

The first uncertainty from the efficiency correction factors considers their precision.
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Here, the factors are varied by their statistical uncertainties to derive a maximum
and minimum FS prediction. The symmetrised difference from the nominal predic-
tion in each m`` bin is taken as a systematic uncertainty on the FS estimate.

The second uncertainty from the efficiency correction factors considers a potential
bias in the way the α factor is calculated. The trigger efficiencies εtrigee , εtrigµµ and
εtrigeµ that enter α in Eq. 9.11 are taken as the ratio of events passing the analysis
specific trigger requirements to the total number of events in each channel. Since
the factors are taken from data, the events that enter the denominator in these
efficiencies do not actually correspond to all possible events but rather to all events
passing the triggers used in the data collection. As a consequence the measured
trigger efficiency might be artificially high. In order to assess this bias, the trigger
efficiencies that enter α are computed with an additional trigger requirement applied
to both the numerator and denominator. The extra trigger is based on the Emiss

T in
the event and is completely orthogonal to the analysis specific triggers, and thereby
isolates their effect on the measured efficiencies. In this test, a relative difference
to the nominal α below 1 % is observed.

The data files used in the analysis are filtered based on a set of triggers required
by the Strong-2L and various other ATLAS SUSY analyses. This process is called
skimming and also affects the denominator in the trigger efficiencies. The bias re-
sulting from the data format is assessed in MC using the nominal analysis tt̄ sample
stored in a different format where no skimming is applied. FS estimates are then
derived in tt̄ MC using both the skimmed and the unskimmed sample. Figure 9.21
shows the α factor as a function of Emiss

T for data, the tt̄ MC sample, and the
unskimmed tt̄ MC sample for 2015 and 2016. Here, the factor is averaged over all η
and pT bins. There is a relative difference below 1 % between the skimmed and un-
skimmed values, which is assigned as a systematic uncertainty on the measurement
in data to account for the effect of skimming.

For the estimate in SR-High, an additional uncertainty is assigned for the extrap-
olation from the relaxed CR-FS-High selection. It is taken from the difference
between the nominal extrapolation factor computed in MC and an extrapolation
factor computed in data. Also included is the statistical uncertainty on the ex-
trapolation factor in MC. Since an overall scale factor is used for all m`` bins in
CR-FS-High, the uncertainty is flat across the m`` spectrum.

9.6.2 Z/γ∗ + jets background

The Z/γ∗ + jets background is challenging to model in simulation since the Emiss
T

in the events results mainly from jet mis-measurements. A data-driven method is
therefore used to estimate the background, based on the Emiss

T spectrum is γ +
jets events. This is as suitable control sample as the two processes have similar
topologies with one well-measured boson recoiling against jets. Both processes also
have Emiss

T originating mostly from instrumental effects. The estimate uses the
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Figure 9.21: The α correction factor as a function of Emiss
T derived from 2015 (a)

and 2016 (b) data and skimmed and unskimmed tt̄ MC. The factor is averaged
over η and pT and the uncertainties on the points correspond to the statistical
uncertainty. The data is blinded above Emiss

T = 200 GeV.

photon-triggered data sample, and selects events in CRγ-Low, CRγ-Medium and
CRγ-High, detailed in Table 9.4. These regions veto leptons and have the same
kinematic selection as the SRs, but impose no Emiss

T or ∆φ(jet,pmiss
T ) requirements.

The photon events must be corrected for kinematic differences between the Z/γ∗+
jets and γ + jets processes. In contrast to the Z boson the photon is massless and
must be produced in association with jets in order to conserve energy and momen-
tum. The production of photons also requires less energy. As a consequence, several
kinematic variables including jet energies and jet multiplicities differ between the
two processes. To mitigate the differences, the boson pT distribution in the γ+ jets
data sample is reweighted to match the distribution in Z/γ∗ + jets in CRZ-Low,
CRZ-Medium and CRZ-High. These CRs, detailed in Table 9.4, are similar to the
SRs but require the Emiss

T to be below 100 GeV, making them orthogonal. The
boson pT is used as a proxy for the energy scale of the event but the reweighting
can also be performed in other representative variables. A systematic uncertainty
is assigned to the procedure by comparing the pT reweighting to a reweighting in
the HT distribution.

All γ + jets events must also be corrected for experimental differences between
photons and Z bosons. The photon is stable while the Z boson rapidly decays in
the detector and is measured from its decay products. Electrons and photons are
both measured in the electromagnetic calorimeter with the same energy resolution
but small differences can result from the overlap removal procedure. Muons are
measured using tracks for which the momentum resolution degrades at high pT
making it significantly different from the photon resolution. The differences in
momentum resolution are corrected for by smearing the photon pT according to a
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Z → ee or Z → µµ resolution function. This smearing function is derived from data
in a 1-jet CR by comparing the pmiss

T -projection Emiss
T,‖ along the boson momentum

in Z/γ∗+ jets and γ + jets MC events. A deconvolution procedure is used to avoid
including the photon resolution in the Z-boson pT resolution function. For each
event, a photon pT smearing ∆pT is obtained by sampling the smearing function.
The photon pT is shifted by ∆pT, with the parallel component of the pmiss

T vector
being correspondingly adjusted by −∆pT.

After the smearing and reweighting procedures the Emiss
T in each γ + jets event

is recalculated, and the final Emiss
T distribution is obtained after applying the

∆φ(jet,pmiss
T ) > 0.4 requirement. The resulting Emiss

T distribution is normalised
to data in CRZ-Low, CRZ-Medium and CRZ-High, before the Emiss

T requirement
of the SR is applied. In order to estimate the final SR yields, the requirement on
mT2 and the binning in m`` must also be applied. Since the γ + jets events do
not naturally contain any leptons, the final steps in the background estimation are
dedicated to the modelling of these two distributions. The dilepton mass distri-
bution is modelled from MC by parametrising the m`` spectrum in Emiss

T,‖ . Each
γ + jets event is assigned an m`` value by randomly sampling from the MC distri-
bution. The parametrisation in Emiss

T,‖ takes the correlation between the momentum
measurement and the invariant mass into account. For the modelling of the mT2
variable, each photon is split into two imaginary leptons. The system is boosted
to the rest frame of the boson where the two imaginary leptons are assigned ran-
domly selected θ and φ directions and half of the m`` in the event as momentum.
After boosting back to the lab frame the final four-momenta of the two leptons is
computed and the mT2 variable is calculated.

Finally, the production of photons together with a W or Z boson results in events
with real Emiss

T . Such V γ events can contaminate the photon data sample used to
estimate the Z/γ∗+ jets background. The full procedure is therefore applied to V γ
events in MC and the estimate is subtracted from the data estimate. A systematic
uncertainty on the normalisation of the V γ MC sample is derived from a data-to-
MC comparison in a V γ enriched region and is applied to the final estimate.

In addition to the uncertainties from the reweighting, smearing, and V γ subtraction,
the statistical uncertainty on the γ + jets data enters as a systematic uncertainty
on the final estimate. A validation of the estimation technique is also performed by
applying the full method to MC. The estimated Emiss

T distribution is compared to
the raw Z/γ∗+ jets distribution in MC and the difference is taken as an additional
systematic uncertainty. Results from this closure test are shown in Figure 9.22.
The total uncertainty associated to the method varies from 10-100 % depending on
the m`` range, and is dominated by the smearing and reweighting uncertainties.



9.6. Standard Model backgrounds 171

 [GeV]
miss

T
E

0 100 200 300 400 500

+
je

ts
 e

s
t.

γ
Z

 M
C

/ 0.5

1

1.50 100 200 300 400 500

E
v
e

n
ts

 /
 2

0
 G

e
V

1−10

1

10

210

3
10

410

5
10

*+jets MCγZ/

+jets MC)γ*+jets (from γZ/

­1
 = 13 TeV, 36.1 fbs

µµSR­low ee+

ATLAS Simulation

(a)

 [GeV]
miss

T
E

0 100 200 300 400 500

+
je

ts
 e

s
t.

γ
Z

 M
C

/ 0.5

1

1.50 100 200 300 400 500

E
v
e

n
ts

 /
 2

0
 G

e
V

1−10

1

10

210

3
10

410

5
10

*+jets MCγZ/

+jets MC)γ*+jets (from γZ/

­1
 = 13 TeV, 36.1 fbs

µµSR­medium ee+

ATLAS Simulation

(b)

 [GeV]
miss

T
E

0 100 200 300 400 500

+
je

ts
 e

s
t.

γ
Z

 M
C

/ 0.5

1

1.50 100 200 300 400 500

E
v
e

n
ts

 /
 2

0
 G

e
V

1−10

1

10

210

3
10

410

*+jets MCγZ/

+jets MC)γ*+jets (from γZ/

­1
 = 13 TeV, 36.1 fbs

µµSR­high ee+

ATLAS Simulation

(c)

Figure 9.22: The Emiss
T spectrum in Z/γ∗ + jets MC simulation compared to that

of the γ + jets method applied to γ + jets MC simulation in SR-Low (a), SR-
medium (b) and SR-high (c) [4]. The error bars on the points indicate the statistical
uncertainty of the Z/γ∗ + jets MC simulation, and the hashed uncertainty bands
indicate the statistical and reweighting systematic uncertainties of the γ + jets
background method. The lower panel shows the ratio of the observed and predicted
yields.
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9.6.3 Diboson background

The diboson background is taken directly from MC simulation and the accuracy
of the WZ and ZZ modelling is assessed in the two regions VR-WZ and VR-ZZ
detailed in Table 9.4. VR-WZ uses a three-lepton selection to create a region dom-
inated by the process WZ → ```ν. VR-ZZ applies a four-lepton selection to isolate
the process ZZ → ````, which is very similar to the ZZ → ``νν in the MC simula-
tion. Both VRs use a b-jet veto to reduce the tt̄ background. Additional kinematic
selections are applied to take the regions closer to the SRs while still retaining
sufficient statistics to assess the modelling. Figure 9.23 shows the invariant mass
distributions in VR-WZ and VR-ZZ in data and simulation. Both the yields and
the shapes of the distributions are observed to be well-modelled by the simulation
in the VRs.
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Figure 9.23: The invariant mass distribution in VR-WZ (a) and VR-ZZ (b) in data
and simulation. Only statistical uncertainties are applied to the simulation. The
bottom panel shows the ratio between the yields observed in data and MC.

9.7 Systematic uncertainties

For the final interpretation of the analysis results, systematic uncertainties must
be taken into account on the estimated background yields as well as the signal
model yields in the SRs. The uncertainties associated with the data-driven FS and
Z/γ∗ + jets estimates were discussed in Sections 9.6.1 and 9.6.2 respectively, and
are the dominant uncertainties on the total background estimate.
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The MC-based estimates and the signal are assigned experimental and theoretical
uncertainties on the simulation. All samples are normalised to the integrated lu-
minosity of the dataset used for the analysis, for which an uncertainty of 2.1 % is
assigned. Other experimental uncertainties include the jet energy scale and resolu-
tion [149], the Emiss

T soft-term resolution and scale [150], lepton energy scales and
resolutions, and uncertainties on lepton trigger, reconstruction and identification
efficiencies [88, 89]. All these uncertainties are derived centrally in ATLAS by the
Combined Performance groups from comparisons between simulation and data.

The theoretical uncertainties correspond to all assumptions made in the MC simu-
lation. They include uncertainties on the renormalisation and factorisation scales,
cross section, and PDF set. For the diboson background, the uncertainties on the
scales are computed by varying the nominal scale values up and down by a factor of
two in the simulation. Additional uncertainties are also derived from a comparison
between the nominal Sherpa sample and a Powheg sample, as well as a varia-
tion of parton showering schemes. The generator comparison dominates the total
uncertainty, which is generally below 20 %. For rare-top processes, a total uncer-
tainty of 26 % is assigned to the cross section [99,151–153]. The signal models have
both the central value and uncertainty on cross sections taken from an envelope of
predictions using different scales and PDF sets [127].

9.8 Validation of background estimates

The combined background estimate is validated in VR-Low, VR-Medium, and VR-
High, detailed in Table 9.4. These regions include all kinematic selections of the
SRs, but require the Emiss

T to be between 100-200 GeV, making them orthogonal
to the SRs. The full FS procedure is applied to data in three analogous different-
flavour regions, while the Z/γ∗+jets estimate simply changes the final requirement
on the modelled Emiss

T spectrum. Figure 9.24 shows the estimated background com-
pared to the observed data in all m`` bins with all systematic uncertainties applied.
The estimates are seen to model the observed data well within the uncertainties.

9.9 Results

Expected and observed numbers of events in the Edge and On-Z searches are shown
in Table 9.5, integrated over all m`` bins and for the On-Z bins separately, for
each SR. The uncertainties are partially correlated, resulting in a final uncertainty
which does not correspond to a simple addition in quadrature of each background
uncertainty. Figure 9.25 shows the observed and expected yields for the full m``

distribution. No significant excess of data above the SM expectation is observed.
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Figure 9.24: Observed and expected yields in all m`` bins in VR-Low (a), VR-
Medium (b) and VR-High (c) [4]. The lower panels show the ratio between the
data and the background prediction. The hashed bands include all statistical and
systematic uncertainties.
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Figure 9.25: Observed and expected yields in all m`` bins in SR-Low (a), SR-
Medium (b) and SR-High (c) [4]. The hashed bands includes all statistical and
systematic uncertainties. Two example signal models from the Slepton and On-
shell g̃-χ̃0

2 grids are overlaid. For the Slepton model, the numbers in parentheses
in the legend indicate the gluino and χ̃0

1 masses of the example model point. In
the case of the On-Z model, the numbers in parentheses indicate the gluino and χ̃0

2
masses
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Table 9.5: Breakdown of the expected background and observed data yields for the
analysis SRs. The quoted uncertainties include statistical and systematic contribu-
tions.

SR-Low SR-Medium SR-High SR-Medium SR-High
On-Z On-Z

Observed events 134 40 72 5 11

Expected background events 144± 22 40± 10 83± 9 10.3± 3.4 9.6± 2.1

FS events 86± 12 29± 9 75± 8 2.0± 1.6 5.5± 1.7
Z/γ∗ + jets events 9+13

−9 0.2+0.8
−0.2 2.0± 1.2 0.3+0.9

−0.3 0.95+1.9
−1.0

WZ/ZZ events 43± 12 9.8± 3.2 4.1± 1.2 7.6± 2.9 2.7± 1.0
Rare top events 6.7± 1.8 1.20± 0.35 1.8± 0.5 0.54± 0.14 0.3± 0.1

9.10 Interpretation

Given that the observed data is in agreement with the SM model expectation, the
results can be used to set exclusion limits on the targeted signal models. The
limits are constructed with the CLs technique [154, 155] which uses a maximum
likelihood fit [156] based on the expected signal and backgrounds in the SR as well
as the observed data. In the fit, the signal strength is given by the parameter µ,
and subsequent fits are performed at discrete µ values to determine the relative
likelihood of each value. Using the likelihood, the probability of a background-only
hypothesis pb can be determined by setting µ = 0, and the probability of a signal
plus background hypothesis ps+b can be obtained by setting µ = 1. The confidence
limit is constructed as the ratio

CLs = ps+b

1− pb
, (9.15)

which considers both the agreement with the signal plus background hypothesis and
the agreement with the background-only hypothesis. An observation that agrees
with neither hypothesis will have a weakened exclusion on the signal plus back-
ground hypothesis. Strong exclusions are therefore only achieved if the backgrounds
are well understood and agree with the observed data. If CLs falls below 5 %, the
signal plus background hypothesis can be excluded at 95 %.

The analysis results are used to derive both expected and observed limits. All
statistical and systematic uncertainties are treated as nuisance parameters in these
fits. Gaussian models for the nuisance parameters are used for all signal and back-
ground uncertainties, except for the statistical uncertainties on the background
estimates, which are interpreted as Poissonian. Expected exclusion limits are con-
structed by assuming that the observed data precisely matches the prediction, and
1σ uncertainty bands are derived from the shape of the likelihood curve around the
minimum. The observed limit uses the actual observation of data in the SR to set
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exclusion limits. Any excess above the expected background will result in weaker
limits than expected, and any deficit will result in stronger limits. The observed
exclusion is displayed with error bands that represent a 1σ variation in the cross
section of the signal models.

For the Edge search, a profile likelihood shape fit [156] is performed on each of the
binned m`` distributions in Figure 9.25 to derive the limits. The resulting exclusion
contours for the Slepton model are shown in Figure 9.26a, where the limit from the
SR with the best expected exclusion is selected for each grid point. In addition,
the contours include limits from a complementary ATLAS low lepton-pT search [4]
which is optimised for a compressed scenario with a small neutralino mass difference.
The region where the low lepton-pT search starts to dominate the combination can
be seen close to the mg̃ = mχ̃0

1
diagonal, where there is a kink in the contour around

mg̃ = 1400 GeV. For higher mass splittings, the results of the Strong-2L analysis
completely dominate the contour. Around a gluino mass of 1.85 TeV, the observed
limit drops below the expected limit by 200 GeV. This is caused by a slight excess
in the highest m`` bin in SR-Low. Figure 9.26b shows the exclusion contours for the
Z∗ model, where similar trends can be observed. Here, the result in SR-Medium
provides the strongest constraint at high gluino mass, reaching beyond 1.6 TeV.
Overlaid on the figure is the observed limit from the previous Run 2 Strong-2L
analysis using the 14.7 fb−1 [5] dataset. The large improvements in the sensitivity
result partly from the reoptimisation of the analysis and partly from the increased
dataset.

Figure 9.27 shows the limits resulting from the likelihood fit using only the On-
Z bins in the SRs for the On-shell g̃-χ̃0

2 and q̃-χ̃0
2 models. The limits correspond

to a combination of the results in SR-Medium and SR-High, with SR-Medium
providing the strongest constraint close to the mg̃ = mχ̃0

1
diagonal. A kink can be

seen in the observed limit contour at the point at which the SR with the best-
expected sensitivity changes from SR-Medium to SR-High. Gluinos with a mass
below 1.65 TeV for a χ̃0

2 mass of 1.2 TeV and squarks with masses below 1.26 TeV
for a χ̃0

2 mass of 900 GeV are excluded.

The limits for the On-shell g̃-χ̃0
1 model are shown in Figure 9.28, where a similar

kink when the best limit changes from SR-Medium to SR-High can be observed.
Gluino masses are excluded up to 1.6 TeV for a χ̃0

1 mass of 200 GeV. The large
improvement in sensitivity at large gluino mass compared to the previous analysis
is mainly due to the reoptimisation with the low Emiss

T requirement in SR-High.

In the two grids displayed in Figure 9.27, the exclusion extends all the way to the
mg̃ = mχ̃0

1
diagonal, where the χ̃0

2 is produced with a very small pT. Since the
mass of the χ̃0

1 is fixed to 1 GeV, the neutralino mass difference is large and there
is enough energy in the system to produce a Z boson and a χ̃0

1 with significant
pT, leading to high Emiss

T and lepton pT. In the grid shown in Figure 9.28 the
neutralino mass difference is fixed to 100 GeV. A χ̃0

2 produced at rest therefore has
just enough energy to decay to a Z boson and a χ̃0

1, and neither decay product has
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significant pT. In this case, there is very little Emiss
T and the the leptons will have

lower pT values. The SRs are therefore not sensitive to the signal and the limit
does not reach all the way up to the mg̃ = mχ̃0

1
diagonal.
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Figure 9.26: Expected and observed limits for the Slepton model (a) and the Z∗
model (b) derived from the combination of the results in SR-Low, SR-Medium and
SR-High [4].
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Figure 9.27: Expected and observed limits for the On-shell g̃-χ̃0
2 (a) and q̃-χ̃0

2 (b)
signal models derived from the combination of the results in the On-Z bins of SR-
Medium and SR-High [4].

A model-independent interpretation of the results is performed by deriving upper
limits at 95 % CL on the number of observed events that could be attributed to non-
SM processes based on the predicted backgrounds. The overlapping m`` windows
are used for this purpose. In cases where an edge-like signal stretches over a large
m`` range, the exclusive bins used in the shape fit may truncate the lower-m``

tail, making them less sensitive. In addition, the windows with m`` < 81 GeV are
sensitive to generic models without sleptons, with neutralino mass splittings below
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Figure 9.28: Expected and observed limits for the On-shell g̃-χ̃0
1 signal models

derived from the combination of the results in the On-Z bins of SR-Medium and
SR-High [4].

the Z-boson mass, and the window with 81 < m`` < 101 GeV is sensitive to models
with mass splittings above the Z-boson mass. Figure 9.29 shows the observed
data and expected background in all windows. The largest excess, with a local
significance of 2σ, is observed in SR-Medium in the 101 < m`` < 201 GeV window.
The various m`` windows exclude signals with visible cross sections between 0.12-
1.56 fb, where the visible cross section includes the acceptances and efficiencies of
the SRs.
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Figure 9.29: Observed and expected yields in the overlapping m`` windows in SR-
Low, SR-Medium and SR-High [4]. The hashed band includes all statistical and
systematic uncertainties. The lower panel shows the significance of the difference
between the observed data and the predicted background.



Chapter 10

Search for displaced vertices
in multijet events

The standard ATLAS event reconstruction techniques are designed to reconstruct
particles that originate from the pp interaction point. Searches for BSM physics
based on the standard physics objects, like the Strong-2L analysis, are therefore
largely insensitive to models which predict LLPs. Such models were introduced in
Section 2.3 and may include anything from BSM particles decaying shortly after
the hard-scatter interaction, whose decay products can be used to point to an origin
that is not the PV, to particles that have a sufficient lifetime to pass through the
ATLAS detector without decaying. In order to regain sensitivity to these scenarios,
it is important to perform dedicated searches using non-standard reconstruction
techniques.

Several analyses targeting various LLP models are performed by the experiments
at the LHC and correspond to either direct or indirect searches. The first category
uses experimental signatures arising from direct interaction of the LLP with the
detector. Examples include searches for heavy, slow-moving LLPs that give rise
to delayed detector signals or a high ionisation energy loss signature [157–160], as
well as searches for charged LLPs decaying partway through the tracking detectors
giving rise to disappearing tracks [161–164]. The second category indirectly searches
for LLPs by attempting to reconstruct their decays into SM particles. This includes
searches for jets with unusual or delayed calorimeter deposits [165–167] and searches
for tracks or vertices which are displaced from the pp interaction point [168–174].
The DV+jets analysis described in this chapter uses the displaced vertex signature
to search for LLPs decaying within the ATLAS ID in events with multiple highly
energetic jets.

181
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Figure 10.1: The strong production (a) and electroweak production (b) signal mod-
els used for the interpretation of the DV+jets analysis.

10.1 Analysis overview

The DV+jets analysis is a signature-driven search and it is therefore sensitive to
many different BSM models. Limits are set on two specific SUSY scenarios which
contain the same long-lived neutralino that decays to three SM quarks via the RPV
baryon-number-violating coupling λ′′. The first scenario is shown in Figure 10.1a
and involves gluino pair production where the gluinos decay promptly to two quarks
and the long-lived neutralino. This model, which will be referred to as the strong
production model, results in events with two displaced decays and ten jets. The
second scenario, shown in Figure 10.1b, involves direct production of neutralinos
and charginos that are long lived due to the same RPV coupling. This model
is referred to as the electroweak production model and results in events with two
displaced decays and six jets.

In the signal models, several charged particles are created in the jet fragmentation
of the three quarks produced from the neutralino decay. Figure 10.2a shows the
multiplicity of charged particles for a few different neutralino masses. On average,
a 50 GeV neutralino produces around 10 charged particles while a 2050 GeV neu-
tralino produces around 70 charged particles. Figure 10.2b shows the combined
invariant mass of all charged particles with pT > 1 GeV. This distribution peaks at
around half of the neutralino mass, as expected if approximately half of the decay
products are charged. The corresponding reconstructed quantity is the visible DV
mass mDV, defined as the invariant mass of all tracks associated to the DV. As the
neutralino is expected to be more massive than SM particles, the DVs selected for
the analysis are required to have a large track multiplicity and a large visible mass.
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Figure 10.2: Characteristics of the neutralino decay for different neutralino masses
in the strong production model. (a): Number of charged particles resulting from
the decay, inclusive in the pT and limiting to pT > 1 GeV, (b): Invariant mass of
all charged particles with pT > 1 GeV resulting from the decay.

The reconstruction of DVs relies on event processing with LRT and secondary ver-
texing, described in Sections 5.1.5 and 5.1.6. The performance of these algorithms
vary with the radius in the detector, and the sensitivity to a given model is there-
fore largely determined by the LLP decay position. For neutralino decays, the
secondary vertex efficiency, shown in Figure 5.8, is above 70 % up to a radius of
around 300 mm after which it quickly decreases. The sensitivity is therefore high-
est for decays within this volume. Figure 10.3a shows the radius of the neutralino
decay for a few different mean proper lifetimes τ . For the two shortest neutralino
lifetimes, 0.01 ns and 0.1 ns, all decays are contained within 300 mm. The measured
decay length however also depends on the Lorentz boost factor of the neutralino.
For a particle with mean proper lifetime τ , the average measured decay length is
given by βγcτ where β = v/c and γ = E/m is the Lorentz factor. The effect of the
Lorentz boost is visible in Figure 10.3b which shows the decay radius for τ = 0.1 ns
neutralinos with different masses in the strong production model. The sample with
the smallest neutralino mass is produced with the highest Lorentz factor, and the
decay radius distribution therefore extends towards the largest values.

The main sources of background in the analysis stem from hadronic interactions
where primary particles interact with the material in the detector, and from in-
strumental effects where unrelated DVs or tracks are merged in the reconstruction
algorithms. Small contributions can result from decays of long-lived SM particles,
but most such processes are efficiently removed by requiring high visible DV masses
and track multiplicities.

The analysis is influenced by a number of previous ATLAS LLP searches for DVs in
combination with an additional signature used to trigger and select the events. One
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Figure 10.3: Radius of the neutralino decay in the strong production model with
varying mean proper neutralino lifetime (a) and varying neutralino mass (b).

example is the DV+Emiss
T analysis [168] which searches for a DV in combination

with large missing transverse momentum and is performed with 32.8 fb−1 of Run 2
pp collision data. Another example is the DV+muon analysis [169] which searches
for events with a DV together with a displaced muon and exploits 136 fb−1 of the
Run 2 dataset. These analyses use similar reconstruction techniques and analysis
strategies and interpret the results in terms of various SUSY models. Both searches
are in principle free from background, with expected event yields below one, and
show no significant excess in the observed number of events. Figure 10.4 shows
lower mass limits set for long-lived gluinos by several analyses performed by the
ATLAS collaboration, including the Run 2 DV+Emiss

T search. For gluinos decaying
within the ID the DV search provides the best sensitivity to the signal model. This
is a result of a high vertex reconstruction efficiency in combination with the low
background, and demonstrates the power of the DV signature in searches for LLPs.

10.2 Data and MC samples

The DV+jets analysis is performed on the full Run 2 dataset corresponding to
139 fb−1 of

√
s = 13 TeV pp collision data. Events are collected using a combination

of multijet triggers which are further described in Section 5.1.5. Simulated samples
are used to model the signal scenarios, to study the backgrounds, and to validate
the background estimate.

The signal scenarios shown in Figure 10.1 represent simplified SUSY models. Events
are generated at NLO in MadGraph5 aMC@NLO 2.6.2 (strong production) or
MadGraph5 aMC@NLO 2.8.1 (electroweak production) [99] and are passed to
Pythia 8.240 (strong production) or Pythia 8.244 (electroweak production) [105]
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with a long-lived gluino [175]. The solid lines indicate the observed limits, while
the dashed lines indicate the expected limits. The dots represent results for which
the particle is assumed to decay promptly or be stable on the scale of the detector.



186 Chapter 10. DV+jets analysis

using the A14 tune [132] and NNPDF2.3lo PDF set [25], to model showering, hadro-
nisation, and the underlying event. EvtGen 1.6.0 [108] is used to simulate the
decay of heavy-flavour particles.

In the strong production model, the pp interaction produces a pair of gluinos, which
promptly decay with a 100 % branching ratio to the long-lived neutralino and a SM
qq̄ pair. The neutralino then decays to three SM quarks or antiquarks via the
λ′′ coupling. All other RPV couplings are assumed to be zero. The model has
three free parameters; the neutralino mass mχ̃0

1
, the gluino mass mg̃, and the mean

proper neutralino lifetime τ . A signal grid is generated with mχ̃0
1

varying between
10-2500 GeV, mg̃ between 1600-2600 GeV, and lifetimes between 0.01-10 ns. For
the electroweak production model, the pp interaction produces two neutralinos or
charginos in pure higgsino states. The possible combinations are χ̃0

2 χ̃
0
1, χ̃±1 χ̃0

1, χ̃±1
χ̃±1 and χ̃±1 χ̃0

2. The neutralinos and charginos decay directly to three SM quarks
or antiquarks via the same λ′′ coupling. A nearly mass-degenerate spectrum is
assumed, with a mass difference of 1 GeV between the lightest neutralino and the
other neutralinos and charginos. This ensures that all the electroweakinos decay
through the λ′′ coupling. The model has two free parameters; the neutralino mass
and the mean neutralino lifetime. A grid is generated with mχ̃0

1
varying between

100-1700 GeV and lifetimes between 0.01-10 ns.

The background is studied in a simulated dijet sample where a pair of quarks is
produced in the hard-scatter interaction. The process is simulated at LO with
Pythia 8.235 [104] using the A14 tune [132] and the NNPDF2.3lo PDF set [25].
EvtGen 1.6.0 [108] is used to simulate the decay of heavy-flavour particles. The
ATLAS dijet MC samples are split into several slices, depending on the pT of the
leading parton in the pp interaction. Only the slice corresponding to a partonic pT
between 400 GeV and 800 GeV is reconstructed with LRT for use in this analysis.

All MC samples include the effects of pileup, modeled by overlaying minimum bias
pp events generated with Pythia 8.210 [104], using the NNPDF2.3lo [25] PDF set
and the A3 tune [118]. Both the signal and the background samples are produced
in three versions, with pileup profiles corresponding to 2015-2016, 2017 and 2018
data respectively. For the signal samples, 10k events are generated for each signal
point and each pileup profile. For the dijet sample, 13M events are generated for
the 2018 pileup profile, while 1M events are generated for each of the 2015-2016
and 2017 profiles.

10.3 Identification of physics objects

The main physics objects used are jets, tracks, and secondary vertices. Tracks are
reconstructed using the the standard tracking and LRT, described in Sections 5.1.1
and 5.1.5, and secondary vertices are reconstructed using the algorithm described
in Section 5.1.6. The jets are used to trigger on the events and are reconstructed
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using the algorithms described in Section 5.2.3. No JVT selection is applied, since
this would reject almost all displaced jets. The background estimate relies on so-
called track jets, which are constructed with the anti-kt algorithm, using standard
tracks which pass the Loose track selection as input. The jet algorithm is run once
for each primary vertex in the event, selecting only the tracks associated to that
vertex by requiring |d0| < 2 mm and |z0| /σz0 < 3. This prevents tracks associated
to different PVs to be clustered together in the same track jet. Only tracks with
pT > 1 GeV are used to build the jets.

10.4 Event selection

The event selection consists of several steps, with requirements applied either at
event or DV level. Events are first selected using multijet triggers, and are filtered
out for event processing with LRT using jet information from the HLT trigger.
After reconstruction, events are subject to a preselection based on the offline jet
information to ensure consistency with the trigger. These first selections are mo-
tivated by the need for LRT and the jet requirements are designed to reduce the
rate of events to a manageable level.

The jet selections are followed by a set of baseline requirements on the DVs in
the events. These are designed specifically for the analysis to ensure high-quality
measurements of the DV properties and to reduce the rate of background DVs.
Events with at least one DV passing the baseline selections are considered for further
analysis. The baseline DVs are also subject to a track cleaning to reject tracks
that are incorrectly associated to the DV in the secondary vertexing. Finally, two
signal regions (SRs) are defined with requirements on the track multiplicity and
the visible DV mass, to reduce the background from SM processes. Orthogonal
validation regions (VRs) dedicated to the background estimates are also defined
using similar requirements.

10.4.1 Trigger and event filter

Events are collected with a combination of unprescaled multijet triggers, each re-
quiring between four to seven jets with various pT thresholds, as summarised in
Table 10.1. Figures 10.5 and 10.6 display the multiplicity of jets and the pT spec-
tra of the leading and subleading jets in events from the two signal models. The
electroweak production model results in fewer and lower-pT jets compared to the
gluino model, as expected from the number of final-state quarks in the diagrams
shown in Figure 10.1. In both cases, the trigger strategy is highly efficient to select
events from the signal.

Two different filters are used to select events for processing with LRT; the High-pT
filter and the Trackless filter. The jet multiplicity and pT requirements of the filters
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Table 10.1: Jet multiplicity and pT requirements for the lowest-pT Run 2 un-
prescaled HLT multijet triggers, by year [145,146,176,177].

Jet Jet pT threshold [GeV]
multiplicity 2015 2016 2017 2018

4 100 100 100 120
5 60 70 70 85
6 45 60 60 70
7 - 45 45 45

Table 10.2: Jet multiplicity and pT requirements for the Trackless jet and High-pT
parts of the event filter.

Jet Jet pT threshold [GeV]
multiplicity Trackless filter High-pT filter

4 100 220
5 75 170
6 50 100
7 45 75

are listed in Table 10.2. The High-pT filter is primarily designed to target the strong
production model while the Trackless filter has reduced jet-pT thresholds to retain
sensitivity to the electroweak production model. In order to keep the event rate
down, the filter is complemented by a trackless jet requirement. A jet is considered
trackless if the sum of the pT of all tracks passing the Loose track selection inside
the jet is less than 5 GeV. Events are required to have at least one trackless jet with
pT ≥ 70 GeV, or at least two trackless jets with pT ≥ 50 GeV to pass the Trackless
jet selection.

10.4.2 Baseline jet selections

The minimum jet-pT requirements are increased at the analysis level to ensure that
the trigger is fully efficient for the selected events and to be above the minimum
jet-pT threshold in all data-taking years. Two baseline jet selections are defined,
corresponding to the High-pT and Trackless filters, with jet multiplicity and pT re-
quirements listed in Table 10.3. In order to pass the Trackless baseline jet selection,
events are also required to have one trackless jet with pT > 78 GeV or two trackless
jets with pT > 56 GeV.
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Figure 10.5: Multiplicity of jets fulfilling pT > 50 GeV in events corresponding to
a selection of points in the strong production (a) and electroweak production (b)
model grids. No event selection is applied.

Table 10.3: Jet multiplicity and pT requirements for the Trackless and High-pT
baseline jet selections.

Jet Jet pT threshold [GeV]
multiplicity Trackless selection High-pT selection

4 137 250
5 101 195
6 83 116
7 55 90
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Figure 10.6: Jet pT for the leading and subleading jets in events corresponding to a
selection of points in the strong production (a,b) and electroweak production (c,d)
model grids. No event selection is applied.
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(a) (b)

Figure 10.7: The positions in the x-y plane (a) and r-z plane (b) of reconstructed
DVs that fail the material map veto in the inclusive data sample used for the
construction of the map [169]. The latter figure is restricted to positive z values
only for presentation.

10.4.3 Baseline DV selections

Events passing the baseline jet selections are retained for analysis if they contain
at least one DV satisfying the baseline DV selections in Table 10.4. The DVs are
required to be within the fiducial region, given by R < 300 mm and |z| < 300 mm,
which corresponds to the detector volume where the secondary vertexing performs
well. In addition, the DVs are required to be at least 4 mm from any primary vertex
in the event, to reduce the background from decays of heavy-flavour particles. A
goodness-of-fit criterion is also applied to ensure well-measured DV properties.

The final requirement vetoes DVs which are reconstructed within material-dense
regions of the detector. This criterion is set to reduce the contribution of DVs
created from hadronic interactions, which otherwise constitute a major background
to the analysis. The veto is imposed via a three-dimensional map of detector
material that is constructed from measured positions of low-mass vertices in an
inclusive data sample. Figure 10.7 shows the material map. Regions corresponding
to inside material and outside material are defined by a threshold on the minimum
and maximum number of DVs in the map respectively. DVs are rejected if their
position corresponds to an inside-material region, which effectively removes 48 % of
the fiducial volume. Part of the inside-material region is used for some of the VRs,
excluding the edges closest to the outside-material region, and corresponds to 42 %
of the fiducial volume.



192 Chapter 10. DV+jets analysis

0 50 100 150 200 250 300 350

DV R [mm]

0

500

1000

1500

2000

2500
N

um
be

r 
of

 D
V

s
w/o baseline DV sel.

w/ baseline DV sel.

-1 = 13 TeV, 139 fbs

2015-2018 Data

Baseline jet selection

 + Trackless
T

High p

Figure 10.8: Radial positions of all DVs (light green) and of those passing the
baseline DV selection (dark green) in events passing the High-pT or the Trackless
baseline jet selections.

Figure 10.8 shows the radial position of DVs in events passing the High-pT or Track-
less event selection, before and after the baseline DV selections are applied. The
reduction seen close to zero radius results from the requirement on the distance
to primary vertices and the lack of DVs above 300 mm from the fiducial region
requirement. Before the baseline DV selection, clear peaks corresponding to mate-
rial layers and support structures in the ID can be observed. These are effectively
removed by the material map veto, resulting in the dips in the distribution after
the baseline DV selection. The range 150 < R < 200 mm, does not contain any
material but still shows a reduction resulting from the goodness-of-fit requirement.

10.4.4 Track cleaning

All DVs passing the baseline selection are subject to a track cleaning with require-
ments optimised in the dijet and signal MC to reduce background DVs while still
keeping a high efficiency for the two signal models. A summary of the DV-track
cleaning is presented in Table 10.5 and tracks satisfying any rejection criteria are re-
moved from the DVs. The criteria are based on the track pT and the d0-significance
with respect to the PV, the crossing angle αcross, and on the hit pattern. The cross-
ing angle is defined as the angle in the transverse plane between the track at the
point of closest approach to the DV and the vector from the PV to the DV. The
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Table 10.4: Summary of the baseline DV selections.

Selection type Criteria

Fiducial volume RDV < 300 mm
|zDV| < 300 mm

Distance to primary vertices rDV−PV > 4 mm
Vertex fit quality χ2/NDoF < 5
Outside material Material map veto

Table 10.5: Summary of the track cleaning criteria.

Cleaning type Track type DV radius Track rejection criteria

Hit pattern All - Hits before the DV radius

Crossing angle Attached - αcross > π/2
All Outside beampipe αcross < 0.2 and pT > 4 GeV

pT

All - pT < 2 GeV
Attached Outside beampipe pT < 3 GeV
Attached Outside last pixel layer pT < 4 GeV

d0-significance
All Within beam pipe |d0| /σd0 < 10
Attached Within last pixel layer |d0| /σd0 < 15
Selected Outside last pixel layer |d0| /σd0 < 10

restriction on this angle serves to reject tracks which travel backwards from the
DV and the hit pattern requirement serves to remove tracks which have hits both
before and after the DV in radius.

The nature of the background is seen to change as a function of radius, and the
requirements on the tracks therefore vary depending on the radial region of the DV.
In addition, DVs may contain both selected and attached tracks which correspond
to tighter and looser criteria on the track quality and the compatibility with the
DV, as described in Section 5.1.6. Some requirements in the track cleaning are
only applied to one type of tracks and some are applied to both. To be considered
further in the analysis, an event must contain at least one DV with at least two
selected tracks passing the DV-track cleaning.
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Figure 10.9: Visible DV mass (a) and DV track multiplicity (b), as measured for a
selection of points in the strong production signal model grid and in the dijet MC
sample. The baseline High-pT jet selection, baseline DV selection, and the track
cleaning is applied to the events.

Table 10.6: Summary of the analysis SRs. The baseline jet selections are defined
in Table 10.3. The events must contain at least one DV fulfilling the nDV

trk and mDV
requirements in the last two columns in order to be selected for a given region.

Region Baseline jet selection nDV
trk mDV

High-pT Pass High-pT ≥ 5 > 10 GeV

Trackless
Pass Trackless

≥ 5 > 10 GeV
Fail High-pT

10.4.5 Signal and validation regions

The final selection of SR events applies requirements on the track multiplicity and
the visible DV mass computed with all tracks remaining after the DV-track cleaning.
Figure 10.9 shows the distributions in these two variables for a few points in the
strong production model grid together with the dijet background sample. For all
but the lowest neutralino mass, the variables have a high discrimination power
and can efficiently remove all background while keeping most of the signal. Two
mutually exclusive SRs are defined as listed in Table 10.6 based on the baseline jet
selections, and apply the same nDV

trk ≥ 5 and mDV > 10 GeV requirements. The VRs
utilise the sideband regions to select events with at least one DV with lower track
multiplicity or lower visible mass, and also the inside-material region. The VRs are
summarised in Table 10.7.
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Table 10.7: Summary of the analysis VRs. The events must contain at least one
DV fulfilling the material region, nDV

trk , and mDV requirements in the last three
columns in order to be selected for a given VR. For each definition, two VRs are
defined, corresponding to the two SR baseline jet selections detailed in Table 10.6.
The inside material region is introduced in Section 10.4.3. The requirement that
distinguishes the VR from the SR is indicated in bold.

Region Material nDV
trk mDV

Low-nDV
trk Sideband Outside = 4 > 10 GeV

Low-mDV Sideband Outside ≥ 5 <10 GeV
Inside Material Inside ≥ 5 > 10 GeV

10.5 Signal efficiency

The efficiency for the signal to pass each of the jet and DV selections is shown
in Figures 10.10 and 10.11 for a few selected points in the strong and electroweak
production signal grids. For the strong production model, the High-pT event filter
and baseline jet selection are highly efficient and retain more than 90 % of the
signal. The first baseline DV selections are also highly efficient, with a maximum
decrease in efficiency for the lowest neutralino mass from 90 % to 70 %. All grid
points are however affected by the material map veto. The requirements on the DV-
track multiplicity and visible mass have a minimal effect on the highest neutralino
masses but reduce the sensitivity to the lowest neutralino masses where it is very
difficult to discriminate between signal and background. Since the Trackless jet
selection is orthogonal to the very efficient High-pT selection, the Trackless SR has
in principle no sensitivity to the strong production signal and will not be used for
the interpretation. For the electroweak production signal model, the two SRs have
complementary sensitivity. The High-pT SR is sensitive to large neutralino masses
which have enough high-momentum jets to pass the high jet-pT thresholds, and the
trackless SR recovers sensitivity to lower neutralino masses. Figures 10.12 and 10.13
show the final SR efficiencies after applying all jet and DV selections, for the two
production modes. The highest sensitivity is achieved for lifetimes of approximately
0.1 ns, where the vast majority of neutralinos decay inside the fiducial volume with
a decay length long enough to pass the displacement requirement.
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Figure 10.10: Signal selection efficiency for each requirement in the jet and DV
selection in the High-pT SR (a) and the Trackless SR (b), for a few selected points
in the strong production model grid. The gluino mass is fixed to 2400 GeV, the
neutralino lifetime to 0.1 ns, and the neutralino mass is varied.
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Figure 10.11: Signal selection efficiency for each requirement in the jet and DV
selection in the High-pT SR (a) and the Trackless SR (b), for a few selected points
in the electroweak production model grid. The neutralino lifetime is fixed to 0.1 ns
and its mass is varied.
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Figure 10.12: High-pT SR selection efficiency for the strong production signal model
as a function of neutralino mass and lifetime. The gluino mass is fixed to 2400 GeV.
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Figure 10.13: High-pT SR (a) and Trackless SR (b) selection efficiency for the
electroweak production signal model as a function of neutralino mass and lifetime.
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10.6 Backgrounds

Searches for displaced, multi-track vertices benefit from a small background which
is caused predominantly by material interactions or other instrumental effects. The
three main sources of background-DV formation are listed below.

Hadronic interactions occur when hadrons produced in the event interact with
the nuclei of detector material or gas. These interactions can produce multi-track
vertices that may pass the SR selection if the mass is high. The majority of this
background is removed by the material map veto. Residual background can how-
ever result from interactions with gas outside of the material, imperfections in the
material map, or the resolution of the reconstructed hadronic-interaction DVs which
may cause their positions to fall outside the material in the map.

Accidental crossings refer to any low-mass DV that by itself would not satisfy
the SR selections, but is promoted to a higher mass and track multiplicity by an
unrelated track passing close enough to be associated to the vertex.

Merged vertices occur when displaced, low-mass DVs from SM processes, such
as K0

S meson decays, are in close proximity and are merged in the secondary vertex
algorithm thereby forming a higher-mass vertex.

The characteristics of the three background sources are studied in detail using the
truth record in the dijet MC sample. The studies are described in Section 10.6.1
and the findings are important for the design and validation of the background
estimation techniques. Two data-driven approaches are used for the background
estimation; an inclusive method where all backgrounds are estimated simultane-
ously, and individual methods where the three sources of background are estimated
separately. The inclusive method is used for the nominal background estimate and
it is described in Section 10.6.2. It is based on the assumption that, in a multijet
final state, the production of DVs is correlated with the presence of jets. The indi-
vidual background estimates are based on the different mechanisms of background
DV formation and they are discussed briefly in Section 10.6.3. Each estimation
method requires independent CRs and VRs and introduces new systematic uncer-
tainties to the total background estimate. The individual estimates are only used
to cross check the nominal estimate.

10.6.1 Background studies in simulation

The dijet MC sample is used to classify DVs as hadronic interactions, accidental
crossings, or merged vertices, based on the truth origin of the tracks attached to
the vertices. Figure 10.14 illustrates how the origins of all tracks in a DV can be
used to determine the type of process that gave rise to the vertex. In a hadronic
interaction vertex, all tracks share the same origin whereas accidental crossing DVs
or merged vertices contain tracks from multiple origins. A vertex from a long-lived
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SM particle decaying in flight through its natural decay mode resembles a hadronic
interaction, with all tracks sharing the same origin, but is as probable inside as
outside detector material.

MC event selection

The simulation studies are performed using the three dijet MC samples described
in Section 10.2, corresponding to the 2015-2016, 2017, and 2018 pileup profiles.
All MC events are subject to the baseline DV selections and the track cleaning
detailed in Sections 10.4.3 and 10.4.4, with the exception of the material veto. A
map derived from MC, based on the location of detector material in the Geant4
ATLAS model, is instead used to classify DVs as being inside or outside material.
In order to increase the number of DVs available for the study, the baseline jet
selection is not applied, as it otherwise would remove the majority of the available
dijet events.

Classification of tracks and DVs in MC

The dijet MC is a standard sample which only contains the truth information about
the hard-scatter process. A track associated to the hard scatter will therefore have
a valid truth link to a charged truth particle in the sample, while a track associated
to the overlaid pileup interactions will have an invalid truth link.

Tracks are therefore first classified as either hard scatter or pileup. Tracks with
a truth match probability pmatch above 0.5 and a valid truth link belong to the
hard-scatter category and all remaining tracks to the pileup category. For each
hard-scatter track, the truth link is used to retrieve the associated truth particle
and access its barcode. Depending on the value, the track is then classified as either
Geant4 or generator. The track categories are summarised in Table 10.8.

Table 10.8: Definition of track categories, based on information in the truth record
in the dijet MC sample.

Track category pmatch Truth Link

Hard scatter ≥ 0.5 Valid truth link
Hard scatter Geant4 ≥ 0.5 Valid truth link to particle with barcode > 200, 000
Hard scatter Generator ≥ 0.5 Valid truth link to particle with barcode < 200, 000

Pileup
< 0.5 Valid or invalid truth link
OR
Any Invalid truth link
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(a) (b)

(c) (d)

Figure 10.14: Schematic drawing of a background DV resulting from a long-lived
SM particle decay (a), a hadronic interaction (b), an accidental crossing (c), and
two merged vertices (d). The green oval represents the beamspot, the dashed lines
and blue points the trajectories and decay positions of truth particles, the pink
circle the reconstructed DV, and the solid lines the DV tracks.
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The key to determine the nature of a given DV is to understand, for each of its
tracks, which displaced decay it originates from. This is however complicated by
the fact that the vertices, represented by the blue points in the schematic in Fig-
ure 10.14, may contain chains of intermediate particles that are created in the
simulation of the decay. In order to find the long-lived parent of the track it is
therefore necessary to trace its full ancestry in the truth record. Figure 10.15
shows the radial production and decay positions of all truth particles in the dijet
sample. Two distinct populations can be seen with a boundary at r ≈ 1 mm. Based
on this, the original parent is defined as the truth particle in the ancestry which
crosses the 1 mm boundary, meaning that it is produced before r = 1 mm and de-
cays after r = 1 mm. A few alternative definitions, varying the boundary within
the region between the two populations, are tested and show negligible differences
in the final results.
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Figure 10.15: Two-dimensional distributions of the radial production and decay
positions of all truth particles in the dijet MC sample.

Based on the track categories and original parents of all associated hard-scatter
tracks, each DV is categorised according to the DV classes in Table 10.9. In this
classification, the Single Origin DVs correspond to hadronic interactions and long-
lived SM decays. The Single Origin DV + Track and Mixed Origin DVs correspond
to accidental crossings and merged vertices, but the distinction between the two
is ambiguous. A vertex that appears to be an accidental crossing can also be two
merged vertices where only one track passes the DV-track selections in one of them.
Similarly, two merged vertices might also be one vertex crossed by two tracks. These
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cases are not possible to distinguish because the vertex merging information is not
preserved in the truth record.

Table 10.9: Definition of DV categories, based on information in the truth record
in the dijet MC sample.

DV category Track setup

Single Origin DV All tracks share the same origin and belong to one of
the hard-scatter track categories.

Single Origin DV + Track All tracks, except one, are hard-scatter and share the
same origin. The remaining track may be either hard-
scatter or pileup.

Mixed Origin DV All tracks are hard-scatter and come from two different
origins.

Pileup DV All tracks are pileup.
Other DV Any other DV.

DV characteristics

The visible mass distribution for vertices with different track multiplicities pro-
duced inside material is shown in Figure 10.16. The Single Origin DVs dominate
the distribution at low mass while the Single Origin + Track category has a more
pronounced tail towards larger mass values. This behaviour can be understood by
considering the nature of the DVs. An accidentally crossing track can pass the DV
with a large crossing angle, thereby promoting it to a significantly higher visible
mass. The hadronic interactions are fixed-target processes without large angular
spread between the decay products. Figure 10.17 shows the same distributions,
but selecting DVs outside material. All categories, except the pileup DVs, decrease
in magnitude outside material. This observation is expected for the hadronic in-
teractions component and suggests that also the accidental crossings and merged
vertices predominantly involve vertices from material interactions.

Figure 10.18 shows the visible mass distribution for the nDV
trk = 4 Single Origin

category with a breakdown into DVs where all tracks come from either Geant4 or
the generator, or are a mixture of both. The all generator component is similar in
magnitude and shape inside and outside material, which is expected from natural
decays of SM particles. A study of the PDG IDs shows that these DVs mainly
correspond to b-hadrons. The component is localised at very low visible mass and
is therefore not an important background to the analysis.

In conclusion, the study suggests that the hadronic interactions are localised at low
DV mass, but that there may be some contribution in the SR above 10 GeV. The
accidental crossings component takes over at higher mass, and it is the dominant
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Figure 10.16: Invariant mass distributions for the various DV categories, inside
material, for nDV

trk = 4 (a), nDV
trk = 5 (b), and nDV

trk ≥ 6 (c).
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Figure 10.17: Invariant mass distributions for the various DV categories, outside
material, for nDV

trk = 4 (a), nDV
trk = 5 (b), and nDV

trk ≥ 6 (c).
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Figure 10.18: Invariant mass distributions for nDV
trk = 4 Single Origin DVs with all

track coming from Geant4, the generator, or from both, inside material (a) and
outside material (b).

background component in the SR. The merged vertex component appears to be
small and corresponding to small mDV. It is however not possible to fully separate
this component from the accidental crossings.

10.6.2 Inclusive background estimate

The data-driven inclusive background estimate relies on the assumption that in
a multijet final state, DV production is correlated to the presence of jets. This
assumption is made because all three sources of DV production are correlated with
the density of tracks which in turn is correlated with jets. In order to strengthen
the correlation between DVs and jets, the estimate is performed using the track jets
described in Section 10.3. The estimate proceeds in two steps. First, the probability
for a DV to be produced in proximity to a jet is calculated using jets and DVs in
a CR of photon-triggered data. Then, this jet-DV probability is applied to jets in
events passing the baseline jet selections to estimate the total number of expected
background DVs in the two SRs.

Control region

The CR is designed to have a similar composition of jets as the SRs, while having
a minimal contamination from the signal models. Events in the CR are selected
using a single-photon trigger with an ET threshold at 140 GeV and are further
required to fail the baseline jet requirements of both SRs. The events are also
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required to contain at least three track jets with pT > 20 GeV. DVs in the CR
which pass the baseline DV selections are used for the estimate, with their mDV
and nDV

trk computed after the track cleaning procedure. These DVs are referred to as
SR-like. Figure 10.19 shows the fraction of events in the CR which contain a SR-like
DV with mDV > 3 GeV and nDV

trk ≥ 3, as a function of the track-jet multiplicity. A
clear trend can be seen where events with more track jets are more likely to contain
a SR-like DV, displaying the correlation between jets and DV production.

D = 13 TeV, 13 fb 
Photon CR 
SR-like DV: m > 3 GeV, N > 2

-1

DV trk

s 139 fb-1

Figure 10.19: The fraction of events in the CR with an SR-like DV satisfying
mDV > 3 GeV and nDV

trk ≥ 3, as a function of the track-jet multiplicity.

As the background estimate is based on the presence of jets, it is important to assess
any differences in the multijet nature of events in the CR compared to events in the
SRs. Figure 10.20 shows the track-jet multiplicity distributions for events in the
three regions. The average jet multiplicity is lower in the CR, and any impact on the
estimate from the difference will be taken as a systematic uncertainty. Figure 10.21
shows the jet pT and the number of tracks in jets in the various regions. Events
passing the High-pT selection have track jets with higher pT and more tracks than
those in the CR and events passing the Trackless selection have jets with slightly
lower pT and fewer tracks. In order to take these differences into account, the
jet-DV probability is parametrised as a function of both variables.
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Figure 10.20: A comparison of the track-jet multiplicity in the CR and in events
passing the High-pT and Trackless baseline jet selections.
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Figure 10.21: A comparison of the track-jet pT (a) and track multiplicity (b) in the
CR and in events passing the High-pT and Trackless baseline jet selection.

Jet-DV probability

The jet-DV probability is calculated in the CR by first matching all SR-like DVs
to the closest track jet, and then computing the fraction of jets that have a DV
matched to them. The matching is based on the angular distance parameter ∆R
which is computed between all DVs and jets in the event. Each DV is matched
to the jet which corresponds to the minimum ∆R. The jet DV probability is then
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given by

P ( DV | jet) =
Nmatch

jets

Njets
, (10.1)

where Nmatch
jets is the number of jets with a matched DV and Njets is the total number

of jets in the CR. While this should ideally be computed with DVs restricted to the
SR requirements, the selection is loosened to nDV

trk ≥ 4 and mDV > 5 GeV in order
to have adequate statistics for the estimate. The number of such DVs in the CR is
shown in Figure 10.22a and the number of track jets is shown in Figure 10.22b. The
calculated jet-DV probability is shown in Figure 10.23 and is of the order 10−6. The
parametrisation in track-jet pT and multiplicity is developed using a looser track
cleaning procedure in order to increase the number of DVs in the CR. With more
statistics, clear trends are seen with increased jet-DV probability for higher jet pT
and jet multiplicities.
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Figure 10.22: Number of SR-like DVs satisfying nDV
trk ≥ 4 and mDV > 5 GeV (a)

and number of track jets (b) in the CR, as a function of the track-jet pT and track
multiplicity.

Application of jet-DV probability to SR jets

The number of background DVs expected in the SRs is calculated by weighting
each jet in the regions by the jet-DV probability in the corresponding pT and
track-multiplicity bin. The final estimate is given by the sum

NSR
Bkg = fSR ·

NSR
jet∑

i=0
P ( DV | jeti) , (10.2)

where fSR is a scale factor which extrapolates the estimate from the looser CR to
the mDV and nDV

trk requirements of the SRs. It is calculated from the fraction of CR
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Figure 10.23: The jet-DV probability of SR-like DVs satisfying nDV
trk ≥ 4 and mDV >

5 GeV in the CR, as a function of the track-jet pT and track multiplicity.

events with at least a DV fulfilling the SR requirements according to

fSR = NCR
Event(mDV > 10 GeV, nDV

trk ≥ 5)
NCR

Event(mDV ≥ 5 GeV, nDV
trk ≥ 4)

= 3/80 = 0.0375. (10.3)

The total predicted background amounts to 0.49 DVs in the High-pT SR and 0.69
DVs in the Trackless SR. Given the small size of the jet-DV probability, there is
a negligible chance to have two DVs produced in the same event. The predicted
number of DVs therefore translates directly to a predicted number of events.

Validation of the estimate in data

The performance of the inclusive background estimate is tested in the VRs listed
in Table 10.7. For each VR, the full estimate is repeated, including the calculation
of the jet-DV probability, and compared to the observed number of events. The
results of the validation tests for the Low-nDV

trk and Low-mDV Sideband VRs are
shown in Figures 10.24 and 10.25 respectively. Agreement within the statistical
uncertainties is observed between the estimated event counts and the observed data
in all regions. The results of the validation tests in the Inside Material VRs are
shown in Figure 10.26. For events passing the Trackless jet selection, closure within
the statistical uncertainties is observed. In events passing the High-pT jet selection,
there is however a significant underestimation of the background for low visible DV
mass. In order to further test the closure, the validation tests are repeated in the
dijet MC sample.

Validation of the estimate in MC

The MC validation tests are performed in the same set of VRs as in data using jet-
DV probabilities derived from dijet events which pass a single-photon trigger and
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(a) (b)

Figure 10.24: Validation of the inclusive background estimate in the High-pT (a)
and Trackless (b) Low-nDV

trk Sideband VRs in data. Only the statistical uncertainties
propagated from the corresponding CRs are drawn.

(a) (b)

Figure 10.25: Validation of the inclusive background estimate in the High-pT (a)
and Trackless (b) Low-mDV Sideband VRs in data. Only the statistical uncertain-
ties propagated from the corresponding CRs are drawn. The estimate in the SR is
also included and is shown in the last bin, but the observed SR yield is blinded.

fail the High-pT and Trackless jet selections. The MC tests in the Inside Material
VRs are shown in Figure 10.27. For DVs with a high mass, there are not enough
events in the MC to compute the estimate and test the closure. At low mass there
is sufficient statistics, and an underestimation similar to the one observed in data,
is observed for events with mDV = 5− 10 GeV in the High-pT jet selection.

In order to further investigate the source of the non-closure inside material, the
validation test in MC is repeated using the DV truth classification described in
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(a) (b)

Figure 10.26: Validation of the inclusive background estimate in the High-pT (a)
and Trackless (b) Inside Material VRs in data. Only the statistical uncertainties
propagated from the corresponding CRs are drawn.

(a) (b)

Figure 10.27: Validation of the inclusive background estimate in the High-pT (a)
and Trackless (b) Inside Material VRs in the dijet MC sample. Only the statistical
uncertainties propagated from the corresponding CRs are drawn.

Section 10.6.1. The estimate is performed separately for the Single Origin DV and
Single Origin DV + Track categories. The results of the test are shown for the
Inside Material VRs in Figure 10.28 with events passing the High-pT jet selection,
and DVs with mDV = 5 − 10 GeV. The non-closure is seen to be caused by the
Single Origin class of DVs.
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(a) (b)

Figure 10.28: Validation of the inclusive background estimate in the High-pT Inside
Material VRs in the dijet MC sample, for Single Origin DV (a) and Single Origin
DV + Track (b) categories. Only the statistical uncertainties propagated from the
corresponding CRs are drawn.

Systematic uncertainties

Three sources of uncertainty are quantified for the background estimate; a statisti-
cal uncertainty from the number of SR-like DVs in the CR, a systematic uncertainty
to account for differences in the jet multiplicity between the CR and the SRs, and
a non-closure uncertainty based on the validation of the method. The three uncer-
tainties are assumed to be uncorrelated and are added in quadrature to estimate
the total systematic uncertainty. The final background estimates in the SRs to-
gether with the associated uncertainties are listed in Table 10.10. The statistical
uncertainty amounts to 58 % and completely dominates the total.

The systematic uncertainty takes into account any residual dependence of the jet-
DV probability on the amount of jet activity in the event. It is calculated by
computing the background estimate as a function of the number of jets, assuming
the same shape in the jet multiplicity distribution in the SR as in the CR. This is
compared to the estimate using the actual distribution and the relative difference
is taken as a systematic uncertainty on the estimate. The resulting uncertainty is
0.10 % in the High-pT SR and 3.8 % in the Trackless SR.

The non-closure in the Inside Material regions at low visible DV mass stems from
the hadronic interactions component, which constitutes a very small fraction of the
DVs in the SRs. The non-closure observed in the Inside Material VRs is therefore
not translated directly into a systematic uncertainty but is scaled by the fraction
of hadronic interactions in the SR. This results in a 4 % uncertainty assigned to the
background estimate in the High-pT SR. A similar uncertainty calculated for the
Trackless SR is negligible and therefore not included.
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Table 10.10: Event yields predicted by the inclusive background estimate in the
High-pT and Trackless SRs. The CR statistical uncertainty refers to the propagation
of the statistical variations of the CR to the estimate, while the non-linearity un-
certainty refers to the residual dependence of the jet-DV probability on the amount
of jet activity in the event.

High-pT SR Trackless SR

Estimated event yield 0.49± 0.28 0.7± 0.4
Total relative uncertainty 58 % 58 %
CR statistical uncertainty 58 % 58 %
Non-linearity 0.10 % 3.8 %
VR non-closure 4 % -

10.6.3 Individual background estimates

In addition to the inclusive estimate, all three background sources are estimated
individually using data-driven methods. The individual estimates are combined
and compared to the inclusive estimate, providing an important cross check of the
predicted background.

Hadronic interactions

The hadronic-interactions estimate builds on the findings from the MC background
studies in Section 10.6.1. The low-mass region of the mDV distribution is dominated
by hadronic interactions which then exhibit an approximate exponential decrease
as a function of increasing vertex mass. Therefore, to estimate this background
in the SR, the mDV distribution in the region mDV < 10 GeV in data is fit to an
exponential distribution and extrapolated to the SR with mDV > 10 GeV.

Merged vertices

The merged-vertex background is estimated based on the knowledge of the sec-
ondary vertexing algorithm, described in Section 5.1.6, where pairs of DVs with a
distance significance S < 10 are merged. The estimation method proceeds in two
steps. Firstly, the rate of vertex merging is computed by comparing the distance
distributions for pairs of DVs taken from the same event and from different events
where no merging can occur. Secondly, a mass template is produced by creating
pairs of DVs from different events which satisfy S < 10 and computing the visible
mass from all tracks associated to the DVs. The mass template is scaled by the
vertex merging rate and the integral above mDV = 10 GeV gives the estimated SR
yield.
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Table 10.11: Event yields in the High-pT and Trackless SRs, as predicted by the in-
clusive background estimate and the combination of the three individual estimates.

Estimate High-pT SR Trackless SR
Inclusive 0.49± 0.28 0.7± 0.4
Combined 1.1± 0.8 1.8± 1.3

Accidental crossings

Accidentally crossing tracks may be associated to secondary vertices in several steps
of the vertexing algorithm, making it harder to estimate the background purely
based on the mechanism that causes it. Instead, it is estimated using data events
with K0

S decays identified to have an accidentally crossing track. The method
proceeds in three steps with the first consisting in identifying all 3-track DVs where
two of the tracks have an invariant mass within 50 MeV of the K0

S mass. Such
DVs are considered to be K0

S decays with an accidentally crossing track which is
stored together with its kinematic properties in a track database. In the second
step, DV-mass templates are generated by attaching tracks from the database to
existing DVs and recomputing the visible DV mass including the extra track. The
final step of the estimate calculates the probability that an accidentally crossing
track is associated to a DV, to correctly normalise the mass templates. This is
computed by measuring the fraction of all K0

S decays reconstructed in data which
have an accidentally crossing track.

Combined background estimate

The combined predictions from the three individual background estimates in the
High-pT and Trackless SRs are shown in Table 10.11 together with the prediction
from the inclusive background estimate. The estimates from the two methods are
consistent, and the individual background estimates therefore provide a successful
cross check of the inclusive background estimate.

10.7 Systematic uncertainties

In addition to the systematic uncertainties assigned to the inclusive background es-
timate, various sources of uncertainty need to be taken into account for the signal
MC used in the interpretation of the analysis results. These correspond to either
theoretical uncertainties on the modelling, or experimental uncertainties that ac-
count for performance differences between data and MC.
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The strong production cross sections are calculated at approximate NNLO+NNLL
[127–130,178–180], and the electroweak production cross sections are computed at
NLO+NLL [181–185]. The nominal cross sections and their uncertainties are de-
rived using the PDF4LHC15 PDF set, following the recommendations of Ref. [186].
To exemplify, the cross section for gluino production ranges from (8.9±1.4)×10−3 pb
for a 1600 GeV gluino to (4.6 ± 1.4) × 10−5 pb, corresponding to a 15-25 % uncer-
tainty. For the electroweak production it ranges from 17.1 ± 0.7 pb for a 100 GeV
neutralino to (2.1 ± 0.4) × 10−5 pb for a 1700 GeV neutralino, corresponding to
uncertainties between 4-20 %.

The experimental uncertainties include the 1.7 % uncertainty on the luminosity
used to normalise the signal yield, as well as the uncertainties on the physics objects
used in the analysis provided by ATLAS Combined Performance groups. Since this
search uses unconventional objects, additional uncertainties need to be evaluated
specifically for the analysis to assess the impact of the displacement from the pp
interaction point. This applies to the tracks, vertices, and jets, and is described in
the following sections.

10.7.1 Tracking and vertexing uncertainties

The MC uncertainty related to the LRT is estimated from the yield of reconstructed
K0

S decays in different radial regions, using the full analysis dataset and the dijet MC
samples. The tracks originating from the K0

S decays at small radii are typically re-
constructed as standard tracks, which means that the reconstruction efficiency and
its uncertainty are well understood. Therefore, the K0

S yield in MC is normalised
to data in a small-radius region before the yields are compared at larger radius.
The MC is seen to overestimate the K0

S yield at large radius, pointing towards
inefficiencies in data which are not fully described in the simulation. The deviation
from unity of the ratio between data and MC is taken as a per-track systematic
uncertainty and is added in quadrature to the 1.7 % uncertainty from the standard
tracking prescription [82]. The uncertainty varies between 2-20 % depending on the
radius.

The tracking uncertainties are propagated to the SR selection efficiency by ran-
domly removing tracks from the DVs in signal MC with a probability equal to the
relative per-track uncertainty. Several DV samples are produced in this way, and
the average efficiency of these samples is calculated. The difference with respect to
the nominal efficiency is taken as the uncertainty on the signal yield. For low-mass
neutralinos, the uncertainty on the signal efficiency reaches a maximum of 15 %,
while it is negligible for high-mass neutralinos. This is because the high-mass neu-
tralinos are more likely to be reconstructed with higher track multiplicities, so that
the removal of one track does not exclude the DV from the SR.
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10.7.2 Jet uncertainties

Standard jet uncertainties

The standard jet uncertainties are assessed by varying the jet energy scale (JES)
and the jet energy resolution (JER) according to a set of systematic uncertainties
derived by the Combined Performance groups in ATLAS [187]. The signal efficiency
for each variation is compared to the nominal signal efficiency and the difference
is taken as the corresponding systematic uncertainty. For the strong production
signal grid, the JES and JER uncertainties are found to be negligible compared to
the statistical and cross-section uncertainties. In the electroweak production model,
the JES and JER uncertainties are comparable in size to the other uncertainties
and will be included in the statistical treatment. Figures 10.29 and 10.30 show the
JES and JER uncertainties for the electroweak model in the High-pT and Trackless
SRs respectively. The uncertainties are a few percent for most grid points, with
larger values resulting mainly from statistical fluctuations for points with very low
SR yields.
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Figure 10.29: Relative JES (a) and JER (b) uncertainties for the electroweak pro-
duction signal grid in the High-pT SR. Empty bins correspond to grid points with
zero observed events.

Jet uncertainties from displacement

The effect on the jet reconstruction of the displacement from the pp interaction
point is studied by measuring the so-called jet-pT response in signal MC. This is
defined as the pT ratio between a reconstructed jet and the corresponding truth-
level jet according to

RpT = preco
T

ptruth
T

. (10.4)
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Figure 10.30: Relative JES (a) and JER (b) uncertainties for the electroweak pro-
duction signal grid in the Trackless SR. Empty bins correspond to grid points with
zero observed events.

Well-measured jets are expected to a have response close to unity. The truth jets
are constructed with an R = 0.4 anti-kt algorithm using stable final-state particles
and are matched to reconstructed jets by means of ∆R. For the studies presented
here, the truth jets are also matched geometrically to individual truth particles in
order to determine the jet origin.

The jet-pT response is studied for the strong production model using an inclusive jet
selection where both the reconstructed and truth jets are required to reside within
|η| < 2.8. In addition, truth jets must have pT > 20 GeV and reconstructed jets
pT > 50 GeV, to ensure that their properties are well measured. Only one truth jet
is allowed to be present within a cone of ∆R = 1.0 and no additional reconstructed
jet within ∆R = 0.6.

Truth-jet origin In order to study the jet-pT response as a function of displace-
ment, the origin of each truth jet must be determined. This is accomplished by
matching the truth jets to the truth particles resulting from neutralino decays. The
closest truth particle within ∆R = 0.3 from the jet is taken as the match, and its
production vertex is used as the jet origin.

Truth-jet coordinates In MC, truth particles are stored with a four momentum
expressed in a local coordinate system. This means that the η and φ directions are
computed with respect to the origin of the truth particle instead of the beamspot,
as is the case for reconstructed objects. In most cases this is a reasonable way of
modeling the behaviour of particles, but for decay products of LLPs it can result
in difficulties when trying to match truth particles to reconstructed objects using
the angular coordinates. Figure 10.31 illustrates the difference between the local
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and global angular coordinates of a jet hitting the calorimeter surface at a given
position. In order to mitigate the difference between the truth and reconstructed
jets, a geometric correction is applied to the angular coordinates of the truth jets to
express them with respect to the beamspot. The correction, derived in Ref. [188],
ignores the effects of the magnetic field, and extrapolates the jet axis linearly to
the calorimeter surface from its truth origin. Figure 10.32 shows the minimum
∆R between truth jets and reconstructed jets in signal events, for grid points with
varying neutralino lifetime. As the lifetime increases, the truth and reconstructed
jet directions become less correlated, as seen by the flattened ∆R distribution, and
the correction becomes essential for studying the performance of jets produced from
decay products of LLPs.

N1

( N1, reco)

Figure 10.31: Illustration of the default axes for reconstructed and truth jets. The
truth jet is reconstructed from particles with four-momenta defined relative to the
DV at which the neutralino decays, whereas the reconstructed jet is initially treated
as being produced from the beamspot. Figure adapted from Ref. [189].
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Figure 10.32: The minimum ∆R between reconstructed and truth jets before and
after the geometric correction is applied to truth jets, for the strong production
model with mg̃ = 2600 GeV, mχ̃0

1
= 1250 GeV, and τ = 0.1 ns (a) or τ = 10 ns (b).

Jet response After the geometric correction is applied to all truth jets, each
reconstructed jet is matched to the closest truth jet fulfilling ∆R ≤ 0.4 and the
jet-pT response is computed. In order to assess the dependence of the response
on the decay topology, two sets of signal grid points are studied. The first set
includes grid points with a small mass splitting between the neutralino and the
gluino, and the second set includes grid points with a large mass splitting and a
small neutralino mass. All lifetimes are included in both sets. Figure 10.33 shows
the jet-pT response as a function of the matched neutralino decay position for the
small and large mass-splitting sets. For each bin in R and z, the jet-pT response is
fitted with a Gaussian to the core of the distribution. In the small mass-splitting
set, both the deviation from unity and the width of the jet-pT response increases
with the displacement of the jet origin, while the effect is negligible for the set with
a large mass splitting. The difference can be attributed to the Lorentz boost of
the neutralino. A large boost results in more collinear decay products and more
standard-like jets regardless of the displacement of the decay point. The fraction
of jets in each R and z bin is shown in Figure 10.34 for the small mass-splitting
set. 90 % of the jets originate from within 300 mm in radius and |z|. In this region
the mean jet pT response is consistent with unity also for this set. This implies
that the standard jet calibration performs well for the vast majority of the jets
considered in the analysis. No additional jet uncertainty is therefore considered for
the displacement.
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Figure 10.33: Jet-pT response as a function of the decay position R and z of the
neutralino matched to the truth jet, for the set of signal samples with small (a,b)
and large (c,d) gluino-neutralino mass splitting in the strong production model
grid. Each bin in R or z is fitted with a Gaussian to the core of the distribution
and the fitted mean is shown together with the width as black points. The samples
included in the small mass-splitting set have neutralino masses varying between
1250−2550 GeV and gluino masses varying between 1600−2600 GeV, corresponding
to a mass splitting between 50 − 350 GeV. The samples included in the large
mass-splitting set have neutralino masses varying between 10− 50 GeV and gluino
masses varying between 1600−2600 GeV, corresponding to a mass splitting between
1590− 2550 GeV
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Figure 10.34: Fraction of truth jets matched to reconstructed jets in each bin in
R (a) and z (b), for the set of signal samples with small gluino-neutralino mass
splitting in the strong production model grid.

10.8 Results

No events are observed in the Trackless SR where 0.7 ± 0.4 events are expected
in the absence of signal, while a single event is observed in the High-pT SR where
0.49 ± 0.28 events are expected. The observed event yields are in good agreement
with the background-only expectations. The single observed event belongs to the
2017 dataset, and contains one DV with mDV = 32.6 GeV, nDV

trk = 5, and is located
at R = 7.5 mm inside the beampipe. Figure 10.35 shows the DV mass and track
multiplicity distributions in events passing the baseline jet selection and containing
at least one baseline DV.

10.9 Interpretation

The High-pT SR is designed primarily to target the strong production signal. The
expected number of signal events for in the High-pT SR is shown in Figure 10.36a
for a fixed gluino mass of 2400 TeV as a function of the neutralino mass and lifetime.
Figure 10.36b shows the expected signal yields when fixing the neutralino lifetime
to 0.1 ns, corresponding to the maximum expected sensitivity, and varying the
gluino and neutralino masses. For the electroweak production signal, both SRs are
important and the expected signal yields are shown in Figure 10.37 as a function
of the mass and lifetime of the neutralino.
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Figure 10.35: Two-dimensional distributions of mDV and track multiplicity for base-
line DVs in events that satisfy all High-pT SR (a) and Trackless SR (b) event
selection criteria. The dashed line represents the boundary of the SR requirements.

In the absence of a statistically significant excess in the data, exclusion limits are
placed on the two signal models following the CLs prescription [154, 155], as de-
scribed in Section 9.10. For this analysis it is performed using a two-bin fit, where
the two bins correspond to the the High-pT and Trackless SRs. At the time of
writing, preliminary expected exclusion limits are derived including the systematic
uncertainty on the background and the evaluated signal uncertainties. The result-
ing limits are shown in the neutralino mass-lifetime plane in Figure 10.38 for the
strong production grid with the gluino mass fixed to either 2200 GeV or 2400 GeV.
The electroweak limits are shown in Figure 10.39. The observed limits will be close
to the expected ones, since no significant deviations from the predicted background
is seen. In the strong production model, the search thus excludes gluino masses up
to approximately 2400 TeV and neutralino lifetimes up to 10 ns for all but the low-
est neutralino masses. For the electroweak production, the limit on the neutralino
mass surpasses 1.3 TeV for all lifetimes in the range from 0.01 ns to 10 ns.
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Figure 10.36: Event yields in the High-pT SR for the strong production signal
grid as a function of neutralino mass and lifetime with the gluino mass fixed to
2400 GeV (a) and as a function of gluino and neutralino mass with the neutralino
lifetime fixed to 0.1 ns (b).
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Figure 10.37: Events yields in the High-pT SR (a) and Trackless SR (b) for the
electroweak production signal grid as a function of neutralino mass and lifetime.
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Figure 10.38: 95 % CLs exclusion limits varying χ̃0
1 lifetime and mass, for the strong

production grid with the gluino mass fixed to 2200 GeV (a) and to 2400 GeV (b).
The expected limits and their 1σ (green) and 2σ (yellow) bands are shown. The area
between the lines is the excluded parameter space. Image credit: Filip Backman.
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Concluding remarks

In this thesis I have presented my work on the ATLAS luminosity measurement and
on the search for new exotic particles. The work is performed with the pp collision
dataset recorded by the ATLAS experiment in the LHC Run 2, corresponding to
the years 2015-2018.

ATLAS luminosity measurement

A precise measurement of the luminosity is a key component of the ATLAS physics
programme. For cross-section measurements, the uncertainty in the luminosity is
often one of the main systematic uncertainties. Searches for physics beyond the
Standard Model also rely on an accurate luminosity measurement to predict the
sensitivity to the signal and to estimate background yields. ATLAS uses several
detectors and algorithms to determine the luminosity and the absolute calibration
is carried out in vdM scans with special beam conditions at low luminosity. The
nominal luminosity measurement is provided by the LUCID detector and the track-
counting measurement is used to determine the calibration transfer from the low-
luminosity regime to the high-luminosity conditions typical of standard physics data
taking. Track-counting is also used to monitor the long-term stability of the default
luminosity method. The luminosity of the Run 2 dataset suitable for analysis is
measured to be 139 fb−1 with an uncertainty of 1.7 %. This is well within the
precision needed to provide experimental cross-section measurements competitive
with current theoretical calculations. The uncertainty is comparable in size to the
uncertainties achieved for Run 1 which amounted to 1.8 % at

√
s = 7 TeV [113,190]

and 1.9 % at
√
s = 8 TeV [115]. A final Run 2 offline luminosty estimate is in

preparation. It is expected to reach an even higher precision, and to be competitive
with the recently published CMS measurement for the 2015 and 2016 datasets,
which reported uncertainties of 1.6 % and 1.2 % respectively for the two years [191].

The track-counting method measures the luminosity in ATLAS by counting the
number of Inner Detector tracks selected with specific quality criteria. At the
Run 2 data-taking conditions the average number of tracks is stable as a function
of time and highly linear with the average number of inelastic pp collisions and
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therefore provides a very reliable luminosity estimate. Studies in simulation and
data suggest however that the method may need to be adjusted for the future data-
taking periods when the LHC will operate with higher pileup values. In particular,
the contribution from fake tracks poses a major challenge for the estimate when the
instantaneous luminosity increases. The work shown in this thesis has presented
the first steps towards an estimate of the fake-track contribution, which can also
help to reduce the uncertainty on the overall luminosity measurement.

At the pileup values of the HL-LHC, the event- and hit-counting methods exploited
for the LUCID luminosity measurement will saturate and the existence of reliable
alternative methods is therefore crucial. As part of the ATLAS upgrade for HL-
LHC a new subdetector will be installed which is partly dedicated to the luminosity
measurement using silicon hits [191]. To prepare, a pixel-hit-counting method is
developed in ATLAS for Run 3, based on the tools and lessons learned from track-
counting. Pixel-hit counting is already in use in CMS and it is the main luminosity
method for the CMS Run 2 measurement [192].

Searches for new exotic particles

Two searches for new physics have been presented in this thesis and are both inter-
preted in terms of Supersymmetric signal models. The Strong-2L analysis searches
for squarks and gluinos in final states with two same-flavour opposite-charge lep-
tons, jets, and large missing transverse momentum. It is performed with the first
part of the Run 2 pp collision dataset corresponding to 36.1 fb−1 collected in 2015
and 2016. No significant excess is observed above the expected Standard Model
background, and the analysis results are used to set exclusion limits on squark and
gluino masses in terms of simplified Supersymmetry models. The analysis results
exclude gluinos and squarks with masses as large as 1.85 TeV and 1.3 TeV at 95 %
confidence level, respectively. The full Run 2 dataset has now been analysed with
a similar ATLAS search which does not see any evidence for Supersymmetry [193],
and the limits are therefore extended up to 2250 GeV and 1550 GeV. While these re-
sults appear to challenge the naturalness arguments for Supersymmetry, it should
be noted that the interpretations are performed under all the hypotheses of the
simplified models which correspond to very specific instantiations of the Minimal
Supersymmetric Standard Model. The stringent limits are however a clear moti-
vation for searches in less accessible regions of phase space, targeting for example
long-lived particles or compressed scenarios with final state particles with very low
momenta.

The DV+jets analysis searches for long-lived particles in events with displaced ver-
tices and multiple energetic jets. It exploits the full Run 2 pp collision dataset and
employs dedicated reconstruction techniques that significantly increase the sensi-
tivity to long-lived particle decays inside the ATLAS Inner Detector. The search
lacks irreducible Standard Model backgrounds but is sensitive to instrumental ef-
fects which merge unrelated vertices or tracks, as well as hadronic interactions in
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the detector material. These background sources are predicted in the two signal
regions with a data-driven method. The observed yields are one event in the first
signal region where 0.49± 0.28 events are expected, and zero events in the second
signal region where 0.7± 0.4 events are expected. The results are used to set lim-
its at 95 % confidence level on scenarios with pair-production of supersymmetric
particles with long-lived electroweakinos that decay via a small R-parity-violating
coupling into triplets of quarks. Electroweakly produced neutralinos with masses
up to 1.3 TeV are excluded for lifetimes between 0.01 ns to 10 ns. While the DV+jets
result is the first to be interpreted in in terms of this model, the result is comparable
to the exclusion limits on long-lived gluinos which are targeted by several ATLAS
analyses, and reach 2 TeV for the same lifetime range.

All ATLAS searches for long-lived particles in final states with a displaced vertex
are essentially free of backgrounds. This means that the sensitivity scales linearly
with the signal yield which in turn scales with the size of the analysed dataset. This
is in contrast to background-dominated searches, where the sensitivity is propor-
tional to the square root of the integrated luminosity. The increase in accumulated
luminosity during the next few years of Run 3 data taking can therefore bring large
sensitivity gains for long-lived particle searches even though the the centre-of-mass
energy remains approximately the same as in Run 2.
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