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SYNOPSIS

Theoretical calculations based on quantum chromodynamics (QCD) predict
that at high baryonic density and/or high temperature a deconfined quark and gluon
phase can be formed, in which chiral symmetry is restored. This phase of matter
is called the quark gluon plasma (QGP) and it exists for a short time and then the
process of hadronization takes place. The characterization of QGP is the main goal of
ultra-relativistic heavy-ion collision studies. The quarkonium (bound states of quark
and anti-quark) suppression is one of the most prominent probes used to investigate
and quantify the properties of the QGP. The in-medium dissociation probability of
the different quarkonium states could provide an estimate of the temperature of the
system since the dissociation is expected to take place when the medium reaches
or exceeds the critical temperature for the phase transition (7t), depending on the
binding energy of the quarkonium state. For charmonium (cc) states, the J/v is likely
to survive significantly above T (1.5 - 2 T¢) whereas y. and ¢ (2S) melt near T, (1.1 -
1.2 T.). At LHC energies, due to the large increase of the ¢ production cross-section
with the collision energy, there is a possibility of J /1) enhancement via recombination
of ¢ and ¢. Thus, this observation of J/¢ enhancement in nucleus-nucleus collisions
via recombination could also constitutes an evidence of QGP formation. On the other
hand, the ¥(2S) production has drawn considerable attention of both experimentalists
and theorists since the 1(2S) yield is less affected by higher mass charmonium decays
with respect to the J/¢. In addition, the [¢)(2S)/J/v] ratio is predicted to be very
sensitive to the QGP temperature and to the details of the recombination mechanism.
On the other hand, experimentally this ratio is interesting as most of the systematic
uncertainties cancel out and the systematic uncertainties are only due to signal

extraction and the efficiency evaluation.

The suppression or enhancement of charmonium production is obtained by



comparing the heavy-ion collision data with those obtained in pp collisions where
it is believed that the partonic medium is not created. In addition, charmonium
production in p-Pb collisions is also investigated in order to understand cold nuclear
matter (CNM) effects which is necessary to disentangle hot and cold nuclear matter
effects in Pb-Pb collisions. The name cold matter arises because these effects are
observed in proton-nucleus or deuteron-nucleus interactions where no hot or dense

matter effects are expected.

Thus, in order to characterize the matter created in ultra-relativistic heavy-
ion collisions, it is necessary to analyze the experimental data on pp, p-Pb and
Pb-Pb coliisions. These data are being analyzed by four experiments at the Large
Hadron Collider (LHC) namely, ALICE (A Large Ton Collider Experiment), ATLAS
(A Toroidal LHC Apparatus), CMS (Compact Muon Solenoid) and LHCb (LHC-
beauty). The results presented in this thesis are from the analysis of the data obtained
from the forward Muon Spectrometer of ALICE. The ALICE Muon Spectrometer is
designed to detect muons in the extreme forward angles from 6 = 171° to 178° which
corresponds to a rapidity range —4 < n < —2.5 and can measure a wide range of
transverse momentum down to pr = 0. The production of quarkonia, low mass vector
mesons, open heavy-flavours and weak bosons have been studied using the ALICE
Muon Spectrometer in pp, p-Pb and Pb-Pb collisions. It is the only detector at LHC

which is capable to study quarkonia at forward rapidities in Pb-Pb collisions.

The Muon Spectrometer consists of five distinct components, namely, (1) a
ten interaction length thick front absorber to absorb hadrons and photons from
the interaction vertex; (2) a high granularity tracking system of 10 tracking planes
with about 1.1 millions pad readout; (3) a 3 Tm dipole magnet; (4) four planes of
trigger chambers behind a passive muon filter wall of 1.2 m thick iron; (5) an inner
beam shield up to 2° to protect the tracking and trigger chambers from particles and

secondaries produced at very large rapidities. The Cathode Pad Chambers (CPC) are



used for tracking and have a position resolution ~70 pm for J/1 while the Resistive
Plate Chambers (RPC), used in streamer mode, are capable of providing single and
dimuon triggers with two different pr thresholds within ~25 ns.

The following important results will be reported in the thesis:

(A) Results from 2011 pp run at /s = 7 TeV:

e Production cross-section of J /1 and 1(2S) as a function of transverse

momentum, pr and rapidity y.
e The ratio of ¥(2S) to J/¢ production cross-section.

e Comparison of the cross-sections and the 1(2S)/J /¢ ratio with the

theoretical predictions.

(B) Results from 2013 p-Pb and Pb-p run at \/sxy = 5.02 TeV:
e Production cross-section of J/¢ and ¢(2S) as a function of pr and y.
e The double ratio [¢(2S)/J/¥]ppb/[¥(2S)/d/Y]pp-
e R,pp of J/1 and ¢(2S) as a function of pr and y.

e Comparison of the cross-sections and R,p;, with the theoretical

predictions.
(C) Results from 2011 Pb—Pb run at /syy = 2.76 TeV:

e Iractional double differential cross-section of J/¢ as a function of

rapidity.

The following numerical calculations based on the framework of NRQCD have
also been carried out during the course of this thesis work:

(D) Quarkonium production cross-section:



e Differential cross-section of charmonium as a function of pr.

e Differential cross-section of bottomonium as a function of pr.

The ALICE Muon Spectrometer has measured the inclusive production cross-
sections of J/i¢ and ¥(2S) at forward rapidity (2.5 < y < 4) in pp collisions
at a center of mass energy /s = 7 TeV. The analysis has been carried out on
a data sample corresponding to an integrated luminosity Ly, = 1.35 pb~!. The
inclusive cross-sections, integrated over transverse momentum (pr) and rapidity (y)
are: 0y, = 6.69 £ 0.04 £0.63 ub and oyps) = 1.13 £ 0.07 £ 0.19 ub, where the
first uncertainty is statistical and the second is systematic (assuming no quarkonium
polarization). Since these cross-sections have been measured with the same apparatus
and the same data set, it is possible to extract the (2S) to J/1¢ cross-section
ratio and the fraction of inclusive J/1¢ that comes from (2S) decay with reduced
systematic uncertainties. The values are: O‘¢(28)/0’J/¢ = 0.170 &+ 0.011 + 0.013 and
Y29 = 0.103 4 0.007 & 0.008, respectively. The J/+ and ¢(2S) differential cross-
sections as a function of pr and y have also been measured. The results have been
compared with the measurement performed by LHCb collaboration as shown in Fig.
This has been done since the results obtained by LHCDb is also in the same rapidity
range (2 < y < 4.5). The 9(2S) to J/1¢ cross-section ratio have also been measured
as a function of pr and y. The ratio as a function of pr has been compared with the
LHCb measurement as shown in Fig. 2] In all the cases, there is a good agreement
between the results from ALICE and LHCb. These results are also in good agreement
with the theoretical calculations from CSM and NRQCD framework.

In case of p-Pb and Pb-p collisions, the inclusive J /1 and ¢(2S) production was
measured with the ALICE Muon Spectrometer in the p-going (2.03 < yems < 3.53)
and Pb-going (—4.46 < Yems < —2.96) directions with the integrated luminosities for
the two data samples being LP'” = 5.01 nb~! and L' = 5.81 nb™, respectively.

int int

The production cross sections, the double ratios with respect to the J/¢ in p-Pb
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Figure 1: (Color online) Differential production cross-section of J/v (top) and 1(2S)
(bottom) as a function of pr (left) and y (right) compared to the LHCb measurements.

and pp ([0y(28)/T3/0)pPb/[0w(25)/03/6]pp) and the nuclear modification factors (Rypy)
were estimated. The results show that ¢ (2S) is significantly more suppressed than
J/1 in both rapidity regions and the R,py, for 1(2S) does not exhibit any significant
pr dependence. These observations imply that the initial state nuclear effects alone
cannot account for the modification of the 1/(2S) yields. This is confirmed by the poor
agreement of the 1(2S) R,p, with models based on shadowing and/or energy loss as
shown in Fig. |3l The final state effects, such as the pair break-up by interactions with
cold nuclear matter, might lead to the observed effect, but the extremely short crossing
times for the c¢ pair, in particular at forward rapidity, make such an explanation
unlikely. Thus, other final state effects should be considered, such as the interaction

of the c¢¢ pair with the final state hadronic system created in the proton-nucleus
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Figure 3: (Color online) The nuclear modification factor Rpp, of J/¢ and ¢(2S) as a
function of yems (top) and pr (bottom) compared to the theoretical models.



In case of inclusive Pb-Pb collisions at /sxy = 2.76 TeV, ALICE Muon
Spectrometer has reported the value of nuclear modification factor (Raa) to be
0.58 & 0.001 £ 0.09 integrated over centrality range corresponding to 90%. However,
at low transverse momentum (pr < 3 GeV/c), the value of Ry are significantly
higher compared to the measurements at lower energy at RHIC. This feature tends
to indicate a sizable contribution to the J /4 yield from charm quark recombination in
the deconfined partonic medium. Thus, it may be interesting to study the fractional
double differential cross-section in two pr bins, namely 0< pr <3 GeV/c and pr >3
GeV /c where the baseline behaviour is to be determined from the pp data. In this
study, the fractional double differential cross-section of J/1 integrated over centrality
has been measured as a function of y for two different pr bins, one is low pr bin (0 <
pr < 3 GeV/c) and other is high pr bin (pr > 3 GeV/c). Fig. [4]shows the ratio of the
fractional double differential cross-sections of J/¢ in Pb-Pb to that in pp. The two
distributions are similar for y > 3 but for 2.5 < y < 3, the distributions seems to be
distinct. It will be interesting to compare these results with theoretical predictions

in order to understand the reason for this difference.
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Figure 4: (Color online) Ratio of the fractional double differential cross-section of
J/1 in Pb-Pb to pp.

A systematic study of J /¢, ¥(2S), T(1S), T(2S) and Y(3S) production in pp

collisions at different LHC energies and at different rapidities using the leading order



(LO) non-relativistic QCD (NRQCD) model of heavy quarkonium production have
been performed. In these calculations, the feed-down contributions from x.; (J = 0,
1, 2) and 9(2S) decays to J/1¢ have been considered while for T(1S), the feed-down
from Y(2S), T(3S) and x,, has been taken into account. The calculated values have
been compared with the available data from the four experiments at LHC namely,
ALICE, ATLAS, CMS and LHCb. For ALICE data, the inclusive J/¢ and 1(2S)
cross-sections have been calculated by including the feed-down from B meson using
Fixed-Order Next-to-Leading Logarithm (FONLL) formalism. It has been found that
all the experimental cross-sections are well reproduced for pr > 4 GeV /¢ within the
theoretical uncertainties arising due to the choice of the factorization scale. The
transverse momentum distributions of J/¢ and 1(2S) both for the direct and feed-
down processes have been calculated at the upcoming LHC energies of /s = 5.1 TeV
and 13 TeV.

The thesis consists of eight chapters and these are as follows,

Chapter 1. Physics motivation :
In this chapter the general understanding of the QGP from the view point
of QCD and different probes of QGP will be discussed. The quarkonium

production mechanisms will also be discussed.

Chapter 2. ALICE Experiment at the LHC :
Different detectors of ALICE with specific emphasis on Muon Spectrometer
will be presented in this chapter. The detector layout, data taking and analysis

framework will be discussed.

Chapter 3. Experiment and data analysis :
In this chapter different types of data, trigger and their defination will be
discussed which were relevant for the first run period of LHC. The data statistics

and various set of cuts will also be discussed.



Chapter 4. J/¢ and ¢ (2S) production in pp collisions :
In this chapter the analysis of inclusive J/¢ and ¥(2S) production at forward
rapidity in pp collisions at /s = 7 TeV will be discussed. The integrated and
differential production cross-sections of J/v¢ and v(2S) and ¥(2S)/J /¢ cross-

section ratio as a function of pr and y, will be reported.

Chapter 5. (2S) production in p-Pb collisions :
In this chapter, the inclusive production cross-sections of J/¢ and ¢(2S), both
integrated and as a function of pr, for the two y.ns domains, will be presented.
The ratio of the production cross sections, as well as the double ratios between
p-Pb and pp collisions and the nuclear modification factor of J/¢ and 1(2S)

will be discussed.

Chapter 6. Fractional double differential cross-section of J/¢ in pp and Pb-Pb
collisions :
In this chapter, the fractional double differential cross-section of J/¢ in pp and
Pb-Pb collisions as a function of y in two pr domains integrated over centrality

will be reported.

Chapter 7. Quarkonium production cross-section calculation within the framework
of NRQCD :
In this chapter, the prompt and inclusive production cross-sections of J/1,
¥(2S), T(1S), Y(2S) and Y(3S) at different LHC energies and at different
rapidities have been calculated within the framework of LO NRQCD and
FONLL. The predictions of production cross-sections of J /¢ and 1(2S) at /s =
5.1 and 13 TeV will be presented.

Chapter 8. Summary :
In this chapter the summary of the thesis, and the future directions will be

discussed.
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Chapter 1

Physics Motivation

In this chapter the Standard Model of particle physics, quantum chromody-
namics (QCD) and Quark-Gluon Plasma (QGP) [I] will be described in brief. The
quarkonia as a probe to QGP will be discussed. Different kinds of effects in heavy-ion
collisions such Cold Nuclear Matter (CNM) effects and Hot Matter effects or QGP
related effects on the productions of quarkonia will be discussed in greater details.
The time evaluation of the matter produced in heavy-ion collisions and the kinematic

variables related to these collisions and used in this thesis will be described.

1.1 The Standard Model of Particle Physics

Particle physics is the branch of physics which aims to study the fundamental
constituents of matter and the forces which govern their interactions. To the present
knowledge, there are four fundamental forces or interactions as listed in Table[I.1I] The
Standard Model (SM) is the theory of the strong, the weak, and the electromagnetic

forces. The SM as we know it today has evolved over many years, beginning with the
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Chapter. Physics Motivation

unification of the electromagnetic and weak forces in the late 1960’s.

Force Relative Range Mediators Current Theory

Strengh [m]
strong 1038 10-15 gluon (g) Quantum Chromodynamics (QCD)
electromagnetic 1036 0 photon (7) Quantum Electrodynamics (QED)
weak 10%° 1078 Z0 Wt w- Electroweak Theory
gravity 1 00 graviton General Relativity (GR)

Table 1.1: The four fundamental forces and their effective strengths relative to gravity.

The SM is based on the framework of group theory and the overall symmetries
of the SM are given by the combined group SU(3)®SU(2)®U(1). Each group
corresponds to the symmetries of one of the three forces. U(1) represents the
electromagnetic, SU(2) represents the weak while the strong interaction is represented
by SU(3). Each force is mediated by a number of spin-1 gauge bosons. The photon
is the mediator for electromagnetic, the weak interaction has three mediating bosons
(the Z and W¥ bosons) and the eight gluons are mediators for the strong interaction.
These gauge bosons interact with the fermions and also with each other except for
the photon. There are two types of fundamental fermions: quarks and leptons. The
quarks make up the strongly-bound particles, called hadrons, like the proton and
neutron, and interact via all three forces. The leptons interact electromagnetically
and weakly, but not strongly. The only stable charged lepton is the electron, which
pairs up with protons and neutrons to make atoms. There are three generations of
fermions, and each one has identical properties, except that the masses are different.
For each lepton generation there are two particles: the charged lepton and the neutral
lepton. The neutral leptons are called neutrinos and in SM, they are massless. The
charges given in the Fig. are for the particles. For each particle there is an
oppositely charged antiparticle (e.g. antielectron, antitau). Due to a process called
spontaneous symmetry breaking, the SU(2)®U(1) symmetry is broken by the Higgs
potential. This generates along with the three massive bosons (the Z and W*)

and one massless boson (the photon) as discussed above and at least one massive

2



1.2. QCD and Asymptotic Freedom

Higgs particle. The Higgs particle is a prediction of the SM which has been observed

experimentally. The elementary particles in the SM are shown in the Fig.

mass -» =23 MeV/c? =1.275 GeV/c? =173.07 GeV/c* 1] =126 GeVic®
charge = 2/3 u 23 C 23 t 1] 0 I I
spin = 1/2 1/2 1/2 1 g 1]
Higgs
up charm top gluon boson
=4 & MeV/c* =45 MeV/c? =4 18 GeV/c? o
113 d -1/3 S -113 b 0
102 1/2 112 1 »
down strange bottom photon
0.511 MeVic? 105.7 MeV/c? 1.777 GeVlic? 91.2 GeV/ic?
A -1 R 0
12 e 142 -l]- 12 T 1 ;
electron muon tau Z boson
<2.2 eVict <0.17 Me\V/c* <15.5 Me\V/c? 80.4 GeW/c*
0 0 0 +1
12 ve 112 vll 112 -I)T 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 1.1: The elementary particles in the Standard Model [2].

1.2 QCD and Asymptotic Freedom

The mathematical formulation of the strong interaction is quantum chro-
modyanamics (QCD). The strong charge is called color. Each quark carries a color
which can be of three types — red, green and blue, in an analogy to the three colors
in optics. The gluon has a combination of a color and anticolor. Unlike in quantum
electrodynamics (QED) where the electric field diminishes with distance, the strength
of the strong force increases with the distance. Thus, as two quarks separate, the force
between them increases with the increase in the distance between them due to the

self interaction of the gluons. When a quark-antiquark (gq) pair separate, it becomes

3



Chapter. Physics Motivation

energetically favorable at some point to create a new ¢q pair out of the vacuum and
the original ¢¢ pair becomes two independent ¢¢ pairs. This mechanism is responsible
for the lack of experimental observation of free quarks as well as the color neutral

property of hadrons, and is known as confinement.

Color neutrality can exist in two configurations. First, the hadron can consist
of a quark and antiquark pair where one quark carries a color and the other carries
the corresponding anticolor. Such a state is called meson; the lightest meson is the
pion (ud, @d or uii/dd) and other examples include the J/1) meson (cé), the T (bb)
meson, the K (us) and K~ (us) etc. Second, the hadron can consist of three quarks
or anti-quarks where each quark carries a different color. States of three quarks are
called baryons. Examples are the proton and neutron. Other exotic hadrons are
predicted by QCD such as the tetraquark (made of two quark-antiquark pairs), the
pentaquark (made of a color-anticolor quark pair and three quarks of color red, green,
and blue) and glueballs (made of only gluons). Experiments are actively searching

for their definite experimental signatures.

In QCD, ¢qq provides a screening effect on the bare color charge. On the
otherhand, the color-carrying gluon creates an antiscreening effect due to self
interaction, which ends up dominating the screening coming from qg pairs. This
means that the closer one gets to a bare charge, the strong force gets weaker, this
phenomenon is called asymptotic freedom. Mathematically, this is directly manifested
in the dependence of the coupling constant o, on the scale of the momentum transfer

@, according to the following equation for 1-loop corrections [3]:

0lQ) = —2 o Ly
)




1.3. QCD Phase Diagram

Aqep is the QCD energy scale, approximately 200 MeV [4], and 5 = 11n. — 2ny,
where n, and ny are the number of colors and number of quark flavours, respectively.
As shown in the Fig. , when Q is high (i.e. the scale of the interaction is very
small) the coupling constant is small. This is the asymptotic freedom regime where
the quarks can be thought of as moving freely. The perturbative QCD (pQCD)
approach can be applied to make predictions for observables expressed in terms of
powers of ag since in this regime a3 < 1. Perturbative QCD cannot be used when
Q is low as ag becomes large. In this regime Lattice QCD (1QCD) [5] calculations or

some effective phenomenological models like color glass condensate (CGC), are used.

05 -
April 2012
(XS(Q) ‘I\"‘. v T decays (N’LO)
04| a DIS jets (NLO)
0 Heavy Quarkonia (NLO)
o e'e jets & shapes (res. NNLO)
e Z pole fit (N*LO)
N pp —> Jets (NLO)
03¢}
0.2
0.1t
—QCD o03(Mz)=0.1184+0.0007
1 100

Y QIGev]

Figure 1.2: The summary of oy measurements as a function of respective energy scale

Q.

1.3 QCD Phase Diagram

The above discussion suggests that if the temperature (7') or net baryon density

(u) is high enough, a transition should occur from normal nuclear matter where quarks

5
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Figure 1.3: (Color online) Left: Phase diagram of matter in the pressure versus
temperature plane for a non zero baryonic potential. Right: A schematic QCD phase
diagram.

and gluons are confined in hadrons, to a new state of matter where the quarks and
gluons are deconfined. Analogous to electric plasmas, the abundance of color charge
creates a Debye screening effect which limits the interaction length of the strong force,
allowing the deconfinement of the quarks and gluons. This state of deconfined quarks
and gluons is called the quark gluon plasma (QGP). It is expected that during the
first few microseconds after the Big Bang, the universe would have existed in a QGP
state with zero net baryon density and it is possible that neutron stars, which have a
low temperature but high net baryon number, might contain a QGP at their core. At
even higher chemical potential and low temperature a state may emerge, where two
quarks of same color will form a cooper pair, called Color Superconductor. The model
calculations and the studies of this color superconducting phase strongly suggest a first
order phase transition between the hadronic and QGP phases at large baryon chemical
potential and lower temperature. On the other hand, recent extensive Lattice QCD
calculations have conclusively demonstrated that the temperature driven transition
at zero baryon chemical potential is an analytic crossover. These two features would

require existence of a critical point, at which, as the chemical potential is decreased
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and the temperature is increased, the first order transition line terminates and turns
into a crossover. At the critical point the hadronic and the QGP phases, coexisting
along the first-order line, fuse into one phase where striking physical phenomena,
analogous to critical opalescence, are expected. A schematic view of the QCD phase

diagram is shown in the right panel of Fig. [1.3]

The left panel of Fig. shows the lay-out of the phase diagram of matter
as is known today. We clearly distinguish two regions, one for temperatures below
10° K (1 MeV) and pressures below 1032 Pa (1 MeV /fm?), where the electromagnetic
interaction between atoms (or ions) provides the degrees of freedom of matter, and a
second region, for temperatures above 10 K and/or pressures above 103 Pa, where
the strong interaction between nucleons, hadrons or quarks dominates and as shown

in the figure at sufficiently high temperatures and pressures, QGP exist.

Since the transition between quark confinement and deconfinement is a non-
perturbative process, so normal perturbative QCD approaches are no longer valid.
Lattice QCD (IQCD) is used to perform calculations in this regime. In 1QCD,
numerical non-perturbative QCD calculations are performed on a discrete grid of
space time points. In the limit of infinitely small lattice spacings this approach regains
continuum QCD. Practically, this approach is computationally limited, as increasingly
small lattice spacing involves increasingly intensive numerical calculations. The
1QCD calculations predict that the transition to a QGP should occur at a critical

temperature of T, ~ 170 MeV for zero net baryon density.
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1.4 Time evolution of QGP matter in Heavy-Ion

Collisions

The only way to access the region with low chemical potential (up) and high
temperature of the QCD phase diagram is through the particle accelerators by means
of heavy-ion collisions. To fulfill this purpose, the ultra-relativistic heavy-ion collisions
are performed at Brookhaven National Laboratory (BNL) in USA and at Large
Hadron Collider (LHC) at CERN in Switzerland.

In heavy-ion collisions, the two beams of heavy ions (like Au, Pb) are accelerated
quite close to that of speed of light and then allowed to collide. In the center of
mass frame of the colliding nuclei, these two nuclei can be seen as two thin disks
due to Lorentz contraction. During collisions a nucleon in one nucleus may collide
with many nucleons in the other nucleus and deposits large amount of energy in the
collision region. The energy density generated can be measured by measuring the

charge particle produced per unit rapidity range:

(mr) AN
TfA dy

(1.2)

where (mr) = /(E? —p?), is the average transverse mass of the charged
particle, 77 is the formation time of the charged particle, A is the overlapping area
of the colliding nuclei and % is the charge particle multiplicity in the rapidity range

covered.

The time evolution of the collision is shown in Fig. The collision takes place
at 7 = 0. In this initial stage, called “pre-equilibrium” very hard processes with high

momentum transfer occur within partons. As an example, the creation of heavy ¢g
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Figure 1.4: Time evolution of space-time diagram in heavy-ion collisions.

pairs predominantly happens for gluon fusion in this phase. At 7 =79 ~ 1 fm/c (~
3x1072* sec), multiple scattering processes among the nucleons and their constituents
lead to a thermal equilibration of the medium and a hot dense fireball of quark-gluon
matter of energy density € ~ 10 GeV/fm?® (approximately 50 times more than normal
matter) [6] with a dimension of ~ 300 fm® [7] is produced and the temperature
reaches to T ~ 550 MeV (approximately 5.5x10'? K) at LHC. The fireball expands
due to pressure gradient and after few fm/c (about 107?* sec) “hadronization” takes
place. The life time of the plasma depends on the energy density reached in the
collision, which is few fm/c in case of LHC. The kinetic energy of the produced
particles becomes too low for inelastic collisions and at this point all abundances and
particle ratios becomes fixed, this stage is called “chemical freeze-out”. Finally, after
the “thermal freeze-out” elastic collisions also stops and the kinematic distribution of

the produced particles get fixed.
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1.5 The quarkonium and QGP

The meson comprising of a heavy quark and a heavy antiquark is called a
quarkonium. Due to the large mass of the constituent quarks, the quarkonium
spectroscopy can be described by non-relativistic potential models [§8]. While c¢ pairs
are further called charmonia and bb pairs bottomonia, the life time of the top quark
is too small to allow for the formation of bound states and so no such state has been
measured yet. Furthermore, again due to their high masses, heavy-quark pairs are
expected to be created predominantly in the early stage of ultra-relativistic hadronic
collisions which can be used to produce the extreme temperatures necessary for the
deconfinement. Thus, the quarkonium can be utilized as a very promising probe to
study the QGP. The evolution of this state of matter is expected to take place in
later stages of the collision and is therefore believed to modify the measured rates of

quarkonia.

Depending on the angular momentum state of the quark pair, quarkonium states
have different masses, due to the hyperfine splitting. Quarkonium states can be
described using spectroscopic notation n>**'L;, where n, S, L and J are the principal
quantum number, the spin angular momentum, the orbital angular momentum and
the total angular momentum of the quarkonium system, respectively. The different
angular momentum states give the quarkonium different parity. Charge parity (the

L+S and parity under spatial

parity under charge inversion) is given by C' = (—1)
coordinate inversion is given by P = (—1)¥*1. The spectroscopic notation, mass,
decay width and average radius of various qaurkonium are summerized in Table

The verious decay modes of charmonium and bottomonium are shown in Fig. [I.5 and

Fig. [1.6] respectively.
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1.5. The quarkonium and QGP

Meson  n?5tIL; JFC Mass (MeV) Width (MeV) ro (fm)
ne(15) 1S, 0-+ 2081.0 + 1.1 29.7 + 1.0

J/¥(19) 135, 0=~ 3096.916 + 0.011 0.0929 + 0.0028 0.50
Xeo(1P) 13P, ot 3414.75 + 0.31 10.4 £+ 0.6

Xe1(1P) 3P 1+ 3510.66 + 0.07 0.86 + 0.05

h.(1P) 1P 1t 3525.41 + 0.06 <1

Xe2(1P) 13Py 2+ 3556.20 4 0.09 1.98 £+ 0.11

ne(25) 218y 0+ 3638.9 + 1.3 10 + 4

»(25) 235 1= 3686.109 + 0.034 0.304 =+ 0.009 0.90
T(19) 135, 1= 9460.30 + 0.26 0.05402 + 0.00125 0.28
X0 (1P) 13 Py 0t  9859.44 + 0.42 &+ 0.31 Undertermined

X1 (1P) 13P 17+ 9892.78 £+ 0.26 + 0.31 Undertermined

hy(1P) 1P 1t 9898.6 + 1.4 Undertermined

Xo2(1P) 13P, 2+t 9912.21 + 0.26 £ 0.31 Undertermined

T(29) 235 1= 10023.26 + 0.321 0.03198 4 0.00263 0.56
X0(2P) 21 Py 0t  10232.5 &+ 0.04 & 0.05 Undertermined

Yo1(2P) 2l P 1t 10255.46 + 0.022 & 0.05  Undertermined
o2 (2P) 21p,  2tF  10268.65 + 0.022 + 0.05  Undertermined
T(39) 335, 1 10355.2 + 0.05 0.02032 + 0.000185  0.78

Table 1.2: Properties and standard notation for all quarkonium states. The average
radius (ro) are taken from [9)].

DD threshold

nQs) 1T

h (1P)

hadrons hadrons

hadrons hadrons  y# radiative

JPC — o—+ 11— o++ 1+ 1+= 2++

Figure 1.5: Charmonium decay modes with spectroscopy notation [10)].
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T (45)
T BB threshold
n,(35)
hadrons

n,(25)
T(15)

n,(15)

PC — —+ —— +— ++ ++ ++
J 0 1 1 0 1 2

Figure 1.6: Bottomonium decay modes with spectroscopy notation [10].
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1.6 Cold Nuclear Matter (CNM) Effects

The name cold matter arises because these effects are observed in proton-nucleus
or deuteron-nucleus interactions where no hot or dense matter effects are expected.
They can either suppress or enhance the quarkonium production. The CNM effects

are broadly classified as initial and final state effects.

1.6.1 Initial-state effects

The initial state effects are nuclear shadowing, gluon saturation, parton energy

loss and Cronin effect, affect the partons before the hard scattering.

Nuclear shadowing

The parton distribution functions (PDF’s) describe the probability density of
quarks and gluons inside a free proton as a function of their longitudinal momentum
fraction (x) and energy scale (Q?). An example of PDF for an energy transfer of
Q? = 10 GeV? (roughly the scale relevant for J/¢) production) is shown in Fig.
These PDF’s are phenomenological parametrization of data taken mostly from deep
inelastic scattering (DIS) experiments and Drell-Yan (DY) production. Both DIS
and DY directly probe only the quark and antiquark distributions, while the gluon
distribution is probed only indirectly. This leads to a larger uncertainty on the gluon
distribution compared to those for the quark [I1]. This is important, as the gluon
distribution dominates the hard scattering processes in the high energy collisions at

RHIC and LHC.

The PDF of a free nucleon differs from that of a nucleon bound in a nucleus. It
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Parton Density Function of proton |G’={‘ID Go‘u’]’]
CTEQGL

1

-

xftx, Q)

Figure 1.7: An example of a parton distribution function for the quarks and gluons
at Q% = 10 GeV? from the CTEQ collaboration [11].

has been observed that the parton distribution functions extracted from nuclear DIS
experiments [12] are modified for protons bound in a nucleus. This has led to the
development of nuclear parton distribution functions (nPDF’s). The modification of

the PDF’s is typically quantified by the ratio

fi(z, Q%)
R (z,Q?) = 222 1.3
(2, Q%) .07 (1.3)
where fi(z,Q?) is the free proton PDF for parton flavor i and f/(x, Q?) is the
PDF for parton flavor 7 of a proton bound in nucleus A. A purely schematic example

of this ratio is shown in Fig. The modification is generally broken into four

regions:

o Shadowing refers to the low-z (v < 0.03) region where RZ(z, Q%) < 1. This
signifies a decrease in the number of partons when compared to the free proton
case. In the case of the gluon distribution, where this effect is largest, it is

believed to be caused by fusion of gluons into a single high-x gluon due to the
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Figure 1.8: A purely schematic example of the modification of the parton distribution

function in nuclei.

greater density of gluons present in the nucleus.

o Anti-shadowing refers to the intermediate z region (0.03 < z < 0.3) where

R (x,Q%) > 1. This is due to the fusion of low-z gluons, creating an excess in

this region and a deficit in the lower x region.

e EMC Region refers to the higher z region (0.3 < x < 0.7) where R (z,Q?)

< 1 and is named after the European Muon Collaboration (EMC) experiment

which discovered this phenomenon in DIS experiments with nuclei [12]. No

strong consensus has been reached as to the cause of this suppression.

o Fermi-motion refers to the highest z region where R(x, Q%) > 1. This is due

to Fermi motion of the nucleons in the nucleus.

In the present thesis, the phenomenon of the modification of the PDF’s will be referred

to as nuclear shadowing, while shadowing alone (or the shadowing region) will refer

to low-z suppression of the parton distribution.

Since the cross sections of quarkonium directly depend on these PDF’s, the

modifications have to be accounted to compare the different collision systems such as
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pp, p-A or A-A. The region of very small x is accessible at the LHC [I3] and therefore

significant shadowing effect is expected.

Gluon saturation

From the Fig. we can see that as one goes to smaller values of the =,
(alternatively higher momentum transfer Q?) the density of gluons begins to quickly
dominate that of the quarks. The density of gluons per unit transverse area becomes
so large that the individual gluons begin to overlap and can no longer be resolved.
This happens at a scale, known as the saturation scale (Q;). The evolution of x with
@Q?, along with the evolution of Q,, is schematically shown in Fig. This leads
to a saturation of the gluon distribution where non-linear corrections to the normal
evolution equations dominate. When @5 > Aqcp, then weak coupling techniques can
be employed which led to the development of an effective field theory known as the
Color Glass Condensate (CGC). The CGC attempts to explain the small-z behavior

of QCD [14, 3]

Y=In (1/x) High density
N ¥ ,
+ CGC: JIMWLK- BK Q)
:
: @
= .
S ~N |
~ 1
= 1 @e
S :@ Low
Z ' BFKL density
I
s
Z 1
]
[ |
E @
InAqep InQ

Figure 1.9: A schematic picture of the evolution of proton parton density with = and

Q>

16
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The nuclear shadowing and gluon saturation are not so clearly separated because
both deal with the modification of the z and Q? dependence of parton distributions. It
may be argued that the gluon saturation and the nuclear shadowing are two different
interpretations of the same physical phenomenon. In the gluon saturation picture this
is interpreted as arising from coherent interactions of gluons above some scale, while
the nuclear shadowing assumes the nucleus is simply a collection of bound nucleons

and parametrizes the collective modification.

One of the limitation of the CGC framework is that it is limited in its range
of applicability through the saturation scale ;. Calculations indicate that CGC is
valid for low-pr process at forward rapidity at RHIC, however it breaks down near
mid-rapidity. At the LHC, however, the CGC should be applicable over a much wider
range of rapidity and pr due to the significant increase in collision energies, and will
be a good theory to employ in the calculations for the production cross-sections of
quarkonia at forward rapidity. In a recent publication [16], it has been shown that
the J/v¢ production for pr < 5 GeV/c both in mid and forward rapidity regions can

be well reproduced by employing the CGC + NRQCD formalism.

Coherent parton energy loss

An incoming parton can scatter elastically and lose energy by radiating gluon
as it traverses the nucleus, before the hard scattering process occurs. This decreases
the incoming partons z, effectively causing a shift in the parton distribution relative

to pp collisions which is responsible for a suppression of the hadrons in p-A collisions.
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Cronin effect

In p-A collisions, an incoming parton can undergo a multiple scattering processes
in the nucleus before undergoing a hard collision. In this case, the parton survives to
the medium and in its random walk it acquires an extra transverse momentum which
modifies the pr differential spectrum of the hadrons with respect to pp collisions. This
modification is known as the Cronin effect. This effect is believed to be responsible
for the enhanced hadron production in d-A collisions as measured by the STAR
Collaboration at RHIC Fig. [17].
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Figure 1.10: Hadron yields in d-Au collisions at /sy = 0.2 TeV normalized to pp
collisions. Dashed line is the Rqa, of inclusive charged hadrons [17].

1.6.2 Final-state effects

Nuclear absorption

The breakup of pre-resonant QQ pairs due to multiple scattering with nuclear
matter surrounding the collision region is called nuclear absorption. It is a final-state
effect. In this picture, the J/1¢ production cross section is obtained as a function of a
parameter L which is defined as the mean path length of the pre-resonant QQ through

cold nuclear matter. It depends on the colliding beams and their centrality. The
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1.6. Cold Nuclear Matter (CNM) Effects

nuclear absorption can be characterized by the cross section 0,5 which is determined
by an exponential fit to the data: ~ exp(—pumTapsL), Where pyy, is the density of
normal nuclear matter. Recent studies [18-20] show that the absorption cross section
Tabs 1s strongly dependent both on the quarkonium kinematics (rapidity), as seen in
the left panel of Fig. as well as on the nucleon-nucleon collision energy. The
right panel of Fig. shows a compilation of measurements of o,p,s at mid-rapidity
in the centre-of-mass system at various collision energies. The effect of absorption
decreases with collision energy and will have a smaller impact at LHC energies. This
observation holds regardless of the specific shadowing parameterization used to obtain

the remaining absorption cross section.
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Figure 1.11: (Color online) Left: the J/¢ absorption cross section o,,s as a function
of zp [20] from various experimental compilation. Note that measurements from
fixed target experiments at different energies are compared. Right: compilation of
data from various experiments for o,,s around yems versus /sxn [18]. The curves
correspond to linear (dotted line) and exponential (solid line with yellow error band)
fits to the data.

Comovers absorption

The quarkonium could be suppressed in a hot and dense gas system formed by
conventional hadrons like pions and kaons by the processes like J/1 + 7 = D + D

+ X. This is called suppression by hadronic comovers.
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Chapter. Physics Motivation

1.7 Hot Matter Effects or QGP-Induced Effects

Color screening and regeneration are two well known QGP-induced effects.
The current status on the theoretical understanding of hot-medium effects is briefly

discussed below:

1.7.1 Color screening

O N © O
O o~ &
O
O (Ot @
O > O
© 0 O

Figure 1.12: Debye screening in a medium of quasi-free color charges. Left: the Debye
radius is larger than the binding radius of the quarkonium state, the state survives.
Right: the Debye radius becomes much smaller than the QQ binding radius, the state
may melt.

In 1986 Matsui and Satz [21] predicted for the first time a modification of J /1)
yvields in heavy-ion collisions. The break-up of QQ pairs in the hot environment of a
QGP via Debye screening by free color charges is the central idea which is analogous
to the well-known QED process in electro-dynamic plasmas. The QED potential of

two opposite sign charges gets screened exponentially with the distance r between
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1.7. Hot Matter Effects or QGP-Induced Effects

them as:

V(r) = ———e /o, (1.4)

Here the parameter Ap is known as Debye length and it depends on the

temperature T, and density p. of the electrons in the electromagnetic plasma:

eokpT,
ap = [ LB (1.5)

Here e, ¢y and kp are the electron charge magnitude, the permittivity of free

space and the Boltzmann constant, respectively. In analogly with that a similar
effect in plasmas of quasi-free color charges can be expected where the effective QCD

potential can be written as [22]:

Voo (r, T) ~ —%%e‘r/’\D(T). (1.6)

In Fig.[1.12] the effect of the screening is depicted schematically. The left panel

(A) shows the Debye radius is larger than the binding radius of the quarkonium
state, the state survives. The right panel (B) shows the case where the Debye radius
becomes much smaller than the QQ binding radius (Bohr radius) what may lead to a
melting of that state. When the QGP freeze out occurs, the dissociated heavy quarks
will arbitrarily bind with other nearby quarks most likely light quarks making up D
or B mesons that will be measured in the experiment instead of quarkonia. This is

indeed the case for collisions where only few heavy-quark pairs are created.

Different quarkonium states have different radii between the bound quark and
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antiquark. The formation of such a state of matter would lead to a suppression of
quarkonia rates in heavy-ion collisions depending on the temperature of the QGP and
the corresponding Debye length Ap. The yields of different quarkonia states might
even reflect the temperature of the quark-gluon plasma [23], 24] due to their varying

radii.

1.7.2 Regeneration

It has also been theorized that there are effects of the QGP which could
actually enhance quarkonia production, known as recombination or regeneration or
coalescence. This occurs at ultra-relativistic heavy-ion collisions, where many cc pairs
are produced in one collision (see Fig. for illustration). After the diffusion of the
¢ and ¢ through the medium as shown in the panel B if Fig. [[.13] the uncorrelated
¢ and ¢ may create bound states at some stage of the medium evolution which is
shown in panel C of Fig. This effect might lead to an enhancement of the yields,
especially of the J /1, as depicted in panel C, Fig. The sketch drawn in that latter
panel is inspired by a statistical model [25] 26] assuming that all hadrons including
the quarkonia are created almost simultaneously during the chemical freeze-out at
the QGP phase boundary. A key prediction of this model is that the charmonium
yields scale with the squared of the number of c¢ pairs. As this number increases
dramatically towards LHC energies and the LHC results are expected to provide an
important test for this statistical model. At LHC energies, the recombination effects

have been observed at low pr region (0 < pr < 4 GeV /c) [27].
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1.8. Kinematic variables

Figure 1.13: Sketch of the dissociation of correlated c¢ pairs (A), their diffusion (B)
and the statistical production (C) of uncorrelated cé pairs in the QGP in heavy-ion
collisions.

1.8 Kinematic variables

The transverse momentum (pr), transverse mass (mr), rapidity (y) and
pseudo-rapidity (n) are the kinematic variables used frequently in the high energy
experiments. These variables follow simple transformation rules under Lorentz

transformation.

For a particle with 4-momentum p" = p*(E, p,, py, p-) the kinematic variables

are defined as:

e Transverse momentum :

pr =\/P:+ D

e Transverse mass :

mr = y/pA + m?

e Rapidity : The rapidity of a particle is defined in terms of its energy E and
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longitudinal momentum component p, by,

1 E+p.
=1 . 1.
y 2“<E_pz) (1.7)

It is a dimensionless quantity and it can be either positive or negative. In
the nonrelativistic limit, the rapidity of a particle travelling in the longitudinal

direction is equal to the velocity of the particle in units of the speed of light.

The rapidity variable depends on the frame of reference. It is not an Lorentz
invariant quantity, but changes by an additive constant. If y4 and yp represents
the rapidity of a particle in two reference frames A and B, respectively, under

Lorentz boost along the z-direction, they are related as,

Ya=Ys + Y3

Where,

1 1+p
gt (m)
with 5 =v/c.

e Pseudorapidity : In order to measure the rapidity, it is necessary to calculate
E and p.. In many experiments, it is only possible to measure the angle of the
detected particle with respect to the beam axis. In that case, the kinematic
properties of the particles are expressed in terms of pseudorapidity variables

instead of rapidity, which is defined as,

n=—1In [tan (g)} = %ln (H) : (1.8)
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1.8. Kinematic variables

where, 6 and |p] are the angle of particle trajectory with respect to beam axis

and magnitude of momentum, respectively.

Using Eqn. and [1.§|the rapidity y can be expressed in terms of pseudorapidity

1 as,

\/p2T cosh® n 4+ m? + prsinhp

1
y:§ln
\/p% cosh® 1 + m? — prsinhn

and vice-verse as,

1 \/p?f cosh®y +m?2 + prsinhy
n=:n

2 \/ pacosh®y +m?2 — prsinhy

If the particle have a distribution dN/dydpr in terms of the rapidity variable y,

then the distribution in terms of the pseudorapidity variable 7 is

2
dN _\/1 m dN 1.9)

dndpr B ma, cosh? y dydpr’

For a particle, if the momentum |p] is very large compared to its rest mass, then

|p] ~ E. In that case from Eqn. [1.7] and [1.§]it is evident that y ~ .

Center-of-mass energy

Consider a collision of two particles with 4-momentum,

Py = (Ey, py), Py = (Es, p2) (1.10)

The center-of-mass (CMS) is defined by p} = —p»
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Chapter. Physics Motivation

The Mandelstam varible s is defined as s = (P, + P)* and it is a Lorentz-

invariant. The center-of-mass energy /s is the total energy available in the CMS.

In centre-of-mass,
s= (P + P)* = (B + Ey)? — (P + pa)* = (By + Ey)2. (1.11)
Also note that,
s = (Ey+ E2)® — (Py + Pa)?> = m3 +mj + 2(E By — 1.pa). (1.12)

With mi, Mo K EI)EQJ

S~ 4E1E2. (113)

For the centre-of-mass energy of a collision of two different systems with charge 7, Z5
and atomic numbers Ay, As, we have By = E.(Z;/A;) and Ey = E.(Zy/A,). Hence,

~ AYD)
Vs = 2B, [ 312

e pp collisions : for proton A = Z = 1. Hence /s ~ 2E. If energy of the proton
beam E = 3.5 TeV then /s = 7 TeV.

e p-A collisions : /syn ~ 2E\/§ (the subindex NN refers to the energy per
nucleon inside the colliding nucleus). For p-Pb collisions at LHC, the energy

of the proton beam was F = 4 TeV and for Pb, Z = 82 and A = 208. Hence
A/SNN = 5.02 TeV.

e A-A collisions : /sy QE%. For Pb-Pb collisions at LHC, the energy
of the proton beam was £ = 3.5 TeV for Pb, Z = 82 and A = 208. Hence
A/SNN = 2.76 TeV.

Additionally, for non-symmetric systems such as p-A collisions there is a rapidity
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1.8. Kinematic variables

shift

Ay ~0.5In (1.14)

due to the fact that the CMS frame of the p-A collision does not coincide with the

laboratory frame. For p-Pb collisions at LHC the rapidity shift was Ayny = 0.465.
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Chapter 2

ALICE at the LHC

This thesis aims to probe the matter produced in ultra-relativistic collisions at
the Large Hadron Collider (LHC) with the ALICE detector. In this chapter, a brief
introduction of LHC have been given. Thereafter, the ALICE (A Large Ton Collider
Experiment) detector is discussed with more emphasis on the detectors related to
the analysis presented in this thesis. The second half of this chapter addresses the

methods for the reconstruction of particle trajectories and tracks.

2.1 The Large Hadron Collider (LHC) at CERN

The LHC [I] at CERN [ has been built in the circular tunnel with a
circumference of 27 km and was previously used by the Large Electron Positron
collider (LEP). It is located between 45 and 170 meters underground between
Switzerland and France. Tt delivered the first proton-proton collisions at /s = 900

GeV on 23'Y November, 2009 and it is now the most powerful accelerator ever

LCERN, the European Organization for Nuclear Research was founded in 1951 as a council named
Conseil Européen pour la Recherche Nucléaire.
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Chapter. ALICE at the LHC

constructed. Like all other colliders, the LHC consists of acceleration cavities,
bending magnets and two beam lines plus a large set of beam optics and diagnostics
instruments. The two counter-rotating beams circulate in two separated pipes inside
the same yoke of the superconducting dipole magnets and can intersect at eight
points. Their field provides a Lorentz force F; = quB matching the centrifugal force
Fo = mw?/r of the accelerated particles. The magnetic field of 8.3 T and the collider
radius of about 4.3 km leads to a proton-proton centre-of-mass collision energy of
14 TeV. The dipole magnets are cooled at the temperature of 1.9 K with super-fluid

Helium at atmospheric pressure.

LHC

ALICE

LHCb

TT40 TT41

1z 10 /\ |
ATLAS CNGS \I
'IT Gran Sasso
L
T2 AD
[East Area
. r : I
A' LINAC 2/ -
o T ke 1 '
Ions

Figure 2.1: Schematic view of the CERN accelerator complex.

The whole accelerating chain is shown in Fig.[2.1] First, protons are accelerated
inside the linear accelerator (LINAC) and the Proton Synchrotron Booster before
they are injected in the Proton Synchrotron (PS), where they are accelerated up to a
momentum of 25 GeV /c. Then protons are injected in the Super Proton Synchrotron

(SPS), where protons reach the momentum of 450 GeV/c and are finally injected in
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2.1. The Large Hadron Collider (LHC) at CERN

the LHC. The ions acceleration procedure is more complex, as it includes additional
stripping and accumulation phases at the beginning of the chain. When the desired
beam energy is reached, the two opposite directional beams are collided in four of
the eight intersection points: ALICE [2], ATLAS [3], CMS [4] and LHCb [5]. The
beam intensity goes down after several interactions and the interaction rates starts
to decrease. This period is about 3 - 4 hours. At that point a new fill is prepared

and injected into the collider.

The LHC has delivered pp collisions at energies /s = 0.9, 2.36, 2.76, 7 and 8
TeV during the first period of operation (2009-2013). In order to investigate the hot
nuclear matter effect in heavy-ion collisions, LHC also delivered two Pb-Pb collisions
(around four weeks in 2010 and 2011) at energy /sxy = 2.76 TeV. However there is
also cold nuclear matter effects present in the heavy-ion collisions. In order to study
these cold nuclear matter effects a p-Pb collisions at /sy = 5.02 TeV were provided
by the LHC at the beginning of 2013. The different collision systems with integrated
lumonisity deliverd to ALICE are listed in Table 2.1]
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Year System Energy Running Delivered Luminosity

(TeV) mode
2009 pp 0.9 MB 19.6 b |
pp 2.36 MB 0.87 ub~!
2010 pp 0.9 MB 0.31 ub !
pp 7 MB-tfrare 0.5 pb~!
(mixed)
Pb-Pb  2.76 MB 9 b !
2011 pp 2.76 rare 46 nb~!
pp 7 rare 4.9 pb~t
Pb-Pb  2.76 rare 146 pb~!
2012 pp 8 MB 9.7 pb~!
rare (altogether)
p-Pb 5.02 MB 1.5 pub~1
(pilot)
2013  p-Pb 5.02 MB 0.891 nb~!
rare 14 nb~!
Pb-p 5.02 rare 17.1 nb~!
pPp 2.76 rare 129 nb~!

Table 2.1: ALICE data taking in Run 1 (2009-2013).

2.2 A Large Ion Collider Experiment (ALICE)

The main goal of ALICE [2] is to study the properties of matter at extremely
high temperatures and densities in ultra-relativistic proton-proton and heavy-ion
collisions. In contrast to the other big experiments, ATLAS and CMS, its design
has been optimized for high precision measurements in very high track densities (up
to 8000 charged particles per rapidity unit at midrapidity) down to very low transverse

momenta (of the order of 100 MeV/c).

The global coordinate system of ALICE is defined by a right-handed orthogonal
cartesian system [6]. Its origin z,y,z = 0 is the beam interaction point (IP). The x
axis is perpendicular to the mean beam direction at the IP, aligned with the local
horizontal accelerator plane and pointing with positive values of z to the LHC ring

center. The y axis is perpendicular to the x axis and the mean beam direction at
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Figure 2.2: The ALICE global coordinate system.

the IP, pointing upwards. The z axis is parallel to the mean beam direction, with
negative values of z in direction of the muon spectrometer. The ALICE coordinate

system is shown in Fig.

Furthermore, the directions from the IP, i.e. the detector sides, have been named
A, C for positive and negative z, I and O at positive (inside the accelerator ring) and
at negative = (outside the accelerator ring) and U and D at positive (upwards) and

negative y (downwards).

The ALICE layout is shown in Fig. The different detectors can be broadly
group as: the central barrel detectors, the forward detectors and the the muon
spectrometer. The analysis described in this thesis has been carried out using the data
from the forward muon spectrometer. The other detectors involved in the analysis
are: (i) Silicon Pixel Detector (SPD) of Inner Tracking System (ITS); (ii) the two
VO scintillator hodoscopes; (iii) the Zero Degree Calorimeter (ZDC). These detectors

will be described in more details in the following sections.
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Figure 2.3: Schematic view of the ALICE experiment.

2.3 Central Barrel Detectors

The central barrel detectors are placed inside the .3 magnet and they cover a
rapidity — 0.9 < 7 < 0.9. These detectors are used in wide variety of measurements
such as vertex reconstruction and particle identification and are dedicated detectors to
study the matter produced in the central region after collision. The different central

barrel detectors are shown in Fig. 2.3 and Fig. listed below:

The detectors which detects the particles over full azimuth angle are,

e ITS : Inner Tracking System [7]
e TPC : Time Projection Chamber [§]

e TRD : Transition Radiation Detector [9]
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Figure 2.4: The front view of central barrel showing the layout of different detectors.

e TOF : Time of Flight [10]

and the rest of the central barrel detectors covering partial azimuth angle are,

e PHOS : Photon Spectrometer (|n| < 0.12, Ap = 100°) [11]

e EMCAL : Electromagnetic Calorimeter (|n| < 0.7, 60° < ¢ < 180°) [12]

e HMPID : High-Momentum Particle Identification Detector (|n| < 0.6, Ap =
57.61°) [13]
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Figure 2.5: Layout of the Inner Tracking System (ITS).

2.3.1 Silicon Pixel Detector (SPD) of ITS

The ITS, shown in Fig. [2.5] is the closest detector to the interaction point. It
has inner diameter of 8 cm and outer diameter of 86 ¢cm and covers an acceptance of
In| < 1.98. It consists of six cylindrical layers of silicon detectors, located at radii, r =
3.9, 7.6, 15.0, 23.9, 38.0 and 43.0 cm. The six layers of I'T'S are grouped in three pairs,
which form three different detectors systems. The innermost two layers are silicon
pixel detectors and therefore it is called Silicon Pixel Detector (SPD). It can handle
up to 80 particles per cm? and it can run at higher rate (about 1 kHz) to provide the

vertex information for events triggered by the Forward Muon Spectrometer.
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Parameter

Silicon Pixel Detector

Spatial precision re (um)

Spatial precision z (um)

Two track resolution re (um)

Two track resolution z (um)

Total number of readout channels (k)
Total number of cells (M)

Average occupancy (inner layer) (%)

Average occupancy (outer layer) (%)

Table 2.2: Parameters of the Silicon Pixel Detector [7]

2.4 Forward Detectors

The ALICE forward detectors are generally used for the centrality determination

in AA collision and the calculation of the total multiplicity of the produced particles

in pp, pA and AA collisions. These measurements of the centrality and multiplicity is

useful to understand the global characteristic of the event. The following are forward

detectors:

e FMD: Forward Multiplicity Detector [14]

V0: VZERO detector [14]

T0: TZERO Detector [14]

PMD: Photon Multiplicity Detector [15]

e 7ZDC: Zero Degree Calorimeter [10]

ACORDE: ALICE Cosmic Ray Detector
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2.4.1 VO Detector

The VO detector [14] is a small angle detector consisting of two arrays of
scintillator counters, called VOA and VOC, located asymmetrically on each side of
the interaction point. It provides the LO (zeroth level) trigger for ALICE. The VOA
is located 340 cm from the vertex on the side opposite to the muon spectrometer and
the VOC is fixed at the front face of the front absorber, 90 cm from the vertex. They

cover the pseudorapidity ranges 2.8 < n < 5.1 (VOA) and —3.7 < n < —1.7 (V0OC)

The VOA/VOC are segmented (Table Fig. into 32 elementary counters
distributed in four rings and the rings are divided into 8 sectors of 45°. FEach ring
covers 0.4-0.6 unit of pseudo-rapidity. The elementary counter consists of scintillator
material with embedded Wave-Length Shifting (WLS) fibres. The light from the WLS
is collected by optical fibre and transported to PhotoMultiplier (PM) installed at 3—
5 m from the detectors, inside the L.3 magnet. The time resolution of each individual

counter is better than 1 ns.

Figure 2.6: The VO detector setup. The detector in the left side and the right side
of the figure are, VOC and V0OA, respectively.

The VO detector has several functions. It provides:

e a minimum bias trigger for the central barrel detectors.
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Ring VOA VoC
nmax/nmin emin/emax nmax/nmin (7T - Q)min/(ﬂ- - G)max
1 51/45 07/1.3 —37/-32 28747
2 45/39  1.3/23 —32/-27 A7)7.7
3 39/34  23/38 —27/-22 7.7/12.5
4 3.4/2.8 3.8/6.9 —22/—-1.7 12.5/20.1

Table 2.3: VOA and VOC arrays. Pseudo-rapidity coverage and angular acceptance
(in degrees) of the rings.

two centrality triggers in Pb-Pb collisions.

charged particle multiplicity, thus resulting in a centrality indicator.

e an estimate of the luminosity.

a validation signal for the muon trigger.

2.4.2 Zero Degree Calorimeter (ZDC)

The ZDCs are placed at 112.5 m on either sides of the interaction point (IP).
The ZDC system includes two small electromagnetic calorimeters (ZEM) which are
located at about 7 m from the IP, on both sides of the LHC beam pipe, opposite
to the muon arm. This ZEM allow to resolve ambiguities in the determination of
the centrality. Each ZDC set is made up of two distint detectors. One for spectator
neutrons (ZN) which is placed between the beam pipes at 0° relative to the LHC
axis and its the transverse dimensions have to be smaller than 7 cm, requiring a
very dense passive material (tungsten). Another for spectator protons (ZP) which is
placed externally to the outgoing beam pipe on the side where positive particles are
deflected. Since the stringent space constraints do not hold for ZP, it is made with a
less dense material. The ZN which is segmented in four regions can also provide an

estimation of the reaction plane.
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(a) The ZDC front-view shows the lights (b) A ZDC module in the laboratory
through the quartz fibres

Figure 2.7: The figure shows the front view(left) and side view(right) of a Zero-Degree
Calorimeters(ZDC) module

The quartz fibre calorimetry technique has been adopted for the ALICE ZDC.
ZDC provide a centrality estimation and trigger in Pb-Pb collisions by measuring
the energy carried in the forward direction (at zero degrees with respect to the beam
direction) by noninteracting nucleons. The ZDCs cannot provide a Level-0 (L0)
trigger, since they are located too far from the interaction point, but they can provide
the essential Level-1 (L1) trigger for centrality. The ZEM is made of lead and quartz
fibers and it is designed to measure the energy of particles mostly photons generated
from 7° decays at forward rapidities (4.8 < n < 5.7). Unlike in the ZN and ZP,
the ZEM fibres are oriented at 45°. This choice maximizes the detector response.
The ZDC is shown in the Fig. and the main design features of ZDC are listed in
table 2.4] .
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ZN 7P
Dimensions (cm?) 7.04 x 7.04 x 100 12 x 22.4 x 150
Absorber tungsten alloy brass
Pabsorber (g cm™>) 17.61 8.48
Fibre core diameter (um) 365 550
Fibre spacing (mm) 1.6 4
Filling ratio 1/22 1/65

Table 2.4: Dimensions and main characteristics of absorber and quartz fibres for
neutron and proton calorimeters.

2.5 The Forward Muon Spectrometer

The central interest of Muon Spectrometer [I7] of ALICE is to study the
properties of the charmonium (J/v¢ and (2S)), bottomonium (T resonances), low
mass vector mesons (p and ¢), open heavy-flavours (D and B families) and weak
bosons (Z, W=) through their muon decay channel in pp, p-A and A-A collisions
at LHC energies at forward rapidity 2.5 < y < 4 and in a wide range of transverse
momentum down to pr = 0 GeV/c. The Muon Spectrometer is the only LHC detector
capable of quarkonium measurements at forward rapidity and down to pr = 0 GeV /¢
in A-A collisions. In order to resolve the different resonances, the spectrometer needs
a mass resolution of 70 MeV/c? in the J /1) mass region and 100 MeV /c? in the T mass
region. The capability to measure charm and beauty particles in the forward rapidity

makes it possible to access the momentum fraction regime down to z ~ 107° [1§].

The spectrometer is situated from ~ 90 ¢cm to ~ 1720 cm along the negative z-
direction, according to the ALICE co-ordinate system as shown in Fig. and it has

polar and azimuthal coverage of 172° < 6 < 178° (4.0 < n < 2.5) and 27, respectively.

The layout of the muon spectrometer is shown in the Fig. It is consists of

the following components:

e [ront Absorber
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e Dipole Magnet

Tracking Stations

Muon Filter

Trigger Stations

Beam Shield

The present thesis utilizes the data from the muon spectrometer. Thus, it is

described in details in the following section.

Figure 2.8: The layout of the ALICE Forward Muon Spectrometer |17, [19].

2.5.1 Front Absorber

The front absorber is located, inside the 1.3 magnet, at 90 cm from the IP.
It has a total length of 4.13 m (corresponding to ~ 10 radiation lengths) and it is

made out of carbon, concrete and steel with a conical geometry as shown in Fig. 2.9
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Tungsten

Figure 2.9: The Front Absorber of ALICE.

It is designed to limit multiple scattering and energy loss by traversing muons. In
addition it also protects other ALICE detectors from secondary particles produced
within the absorbing material [20]. It reduces the forward flux of primary hadrons
from nucleus-nucleus collisions by at least two orders of magnitude and decreases the
decay muon background by limiting the free path for primary n, K — u decay. It is
covered by a 10 mm layer of tungsten at the front end of the cone (close to ITS) and
in the sector between 10.5° and 12.5° where it faces TPC. Most of the low energetic
electrons created inside the absorber, are absorbed by a tungsten cover of 100 mm
thickness at the back end. To improve the shielding against particles from the beam
pipe, an additional ring of 100 mm of tungsten is added to the 2° cone. Finally, to

stop slow neutrons, three layers of polyethylene are placed at the end of the absorber.

During the course of this thesis work, I had carried out a study of the effects of
the Front Absorber on the mass resolution of J/¢ and T resonances. This has been

included in Appendix A.
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2.5.2 Dipole Magnet

Figure 2.10: The Dipole Magnet after the first assembly.

The Dipole magnet [Fig. is placed about 10 m away from the IP. It houses
the third Muon Tracking station and provides the bending power to measure the
muon momenta by muon tracking detectors. The general concept of the magnet is
based on a window-frame return yoke, fabricated from low-carbon steel sheets. It is
the world’s largest warm dipole magnet of 850 tons (5 m in length, 7 m in width and
9 m in height) [21] with a nominal field of 0.7 T and a field integral of 3 Tm along
beam axis. The magnet is also used as a support for the front absorber and beam
shield. An additional radial space of 10 ¢cm to 15 c¢m is provided to house the support
frames of the Muon Tracking chambers inside the magnet. The dipole has an angular
acceptance of 171° < 6 < 178° and is designed to provide a horizontal magnetic field
perpendicular to the beam axis. The field polarity can be reverted within a short

time.
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Figure 2.11: The picture of Tracking Stations of ALICE.

2.5.3 Tracking Stations

The tracking detector system of Muon Spectrometer is located at ~ 5 m from
the IP and it is about 10 m long. It has five stations and each station is composed of
two tracking chambers, so, in all there are ten tracking chambers. The third station is
situated inside the dipole magnet and on each side of the dipole magnet there are two
stations as shown in Fig. and Fig. 2.11] The second tracking station, shown on
the left panel of Fig. is indegeneously built in India. In central Pb-Pb collisions,
a few hundred particles are expected to hit the muon chambers, with a maximum hit
density of about 5x10? cm~2. Moreover, the tracking system has to cover a total area
of about 100 m?. The basic design criteria of dimuon tracking chamber is to cope with
such particle flux in the forward direction and to achieve a spatial resolution of about
100 pm to distinguish the members of the resonance family. Both of the conditions
are found to be satisfied by Cathode Pad Chambers (CPC). Therefore, the tracking
detectors are made up of segmented Cathode with anode wires in between and are
operated following the principle of Multiwire Proportional Counters (MWPC) with
gas mixture of Ar/COq (80%/20%).
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The basic geometry of CPC is shown Fig. 2.12] in which both the cathode
planes are divided into sensitive pads, which are used to determine the position of
particle traversing the detector. As the charge particle passes through the active gas
volume of the detector, it produces ionization along its trajectories and avalanche take
place when the primary electrons drift towards the nearest anode wire. The pads of
specific geometric shape are used to sample the charge induced on the cathode planes.
The relative values of the induced charges and the absolute positions of the pads in
a charge cluster are used to determine the position of the charged particle passing

through the detector.

Figure 2.12: The basic working principle of cathode pad chamber.

In order to keep the number of overlapping clusters to be less than 1%, the pad
occupancy should be kept below 5%. Thus a large segmentation of the readout pads

is needed. For instance, pads as small as 4.2x6 mm?

are needed for the region of
the first station close to the beam pipe, where highest charged particle multiplicity
is expected. Since the hit density decreases with the distance from the beam, larger

pads are used at larger radii. This optimization helps to keep the total number of

channels to about 1 million.

Multiple scattering of the muons in the chambers is minimised by keeping the
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material budget less than 3% of the radiation length. Because of the different size
of the stations, (ranging from few square metres for station 1 to more than 30 m?
for station 5) two different designs have been adopted. The first two stations have
a quadrant structure, with the readout electronics distributed on their surface. For
the other stations, a slat architecture has been chosen. The maximum size of a slat
is 40 x 280 cm? and the electronics is implemented on the top and bottom sides of

the slats. Thus, the slats have been overlapped to avoid dead zones on the detector.

A sophisticated system of optical lines inspired by the RASNIK concept,
monitors continuously the position of the tracking chambers. The main components
of each optical line are a IR LED, a lens and a CCD or CMOS camera. The relative
positions of the different chambers are monitored with an accuracy better than 20 ym
by means of about 100 optical lines, while 160 lines are used to monitor the planarity

of the chambers.

2.5.4 Muon Filter

The Muon Filter is a 5.6 x 5.6 x 1.2 m? cast iron wall placed at 15 m from
the IP. It is located between the last tracking station and the first trigger station.
It reduces the background on the trigger stations by absorbing the punch-through
pions, hadrons and low momentum muons. The combined effect of the front absorber
and muon filter prevents muons with momentum less than 4 GeV /c from reaching the
trigger station and enhance the trigger chamber performance. The muon filter along

with the dipole magnet is shown in Fig.
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Figure 2.13: The picture of Muon Filter (left) and Dipole Magnet (right) of ALICE.

2.5.5 Trigger Stations

The trigger system has two stations (MT1 and MT2) and each station consists
of two Resistive Plate Chamber (RPC) planes. The two stations are one metre apart
from each other and placed behind the muon filter about 1600 ¢cm and 1700 cm,
respectively, from the TP. Each trigger station is made of two parallel detection planes
of 18 single-gap RPCs separated by 15 cm, so that the total number of RPCs is 72.
The active area covered by the first station and the second are 6.12 x 5.44 m? and

6.50 x 5.78 m?, respectively.

The main motivation of the muon trigger system is to select unlike sign muon
pairs from the decay of quarkonia resonances, single muons from heavy flavors and
like sign muon pairs for combinatorial background studies. To reduce the probability
of triggering on events where the low-pr muons from 7 and K decays are not
accompanied by the high-pr ones (emitted in the decay of heavy quarkonia or in

the semi-leptonic decay of open charm and beauty), a pr cut has been applied at the
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trigger level on each individual muon. A dimuon trigger signal is issued when at least
two tracks above a predefined pr threshold are detected in an event. To perform the
pr selection, a position-sensitive trigger detector with space resolution better than
1 ¢m has been designed which can issue trigger within a very short time interval (~
600 ns). This is achieved by Resistive Plate Chambers (RPCs) operated in streamer

mode.

Figure 2.14: Layout of the ALICE Muon Trigger system. Different colours refer to
the three strip widths.

A RPC is a planar geometry gaseous detector [Fig. , where the active gas
material is flushed through the resistive electrode plates. High voltage is applied to
the plate by means of a conducting layer coated on their outer surfaces. It is kept at
a constant distance by plastic spacers placed inside the gas gap. The detector is filled
with gas at atmospheric pressure, and kept in flow mode. The voltage required for
operation is 4-5 kV/mm. When an ionising particle crosses the gas gap, the liberated
electrons gives rise to a discharge on the anode, which are absorbed by organic gas
and electronegative gases (Ar+CoHoFy+isobuthane+SFg in a ratio 49:40:7:1). Since

the duration of discharge (~ 10 ns) is much shorter than the relaxation time of the
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electrodes, they behave as an insulator through out the whole discharge. The signal
can be picked up by induction method using insulated conductive strips placed on
the electrodes.

Resistive electrod

plates pick-up x-strips
N High Voltage (+H.V.)
»
\ 2mm
Gas 2mm
2mm
J |
| \ \ N
1 pacers pick-up y-strips Insulating film
GND Graphite painted

electrodes

Figure 2.15: A schematic view of a Resistive Plate Chamber.

2.5.6 Beam Shield

The beam shield is used to stop the small angle particles and secondary ones
emerging from the beam pipe. It is an absorber made of high Z tungsten-lead mixture
embedded in a 4 c¢m thick stainless steel envelope, which surrounds the beam pipe
along the Muon Spectrometer. Its shape follows the 178° acceptance line up to a

maximum radius of 30 cm and then it stays constant.

2.6 Detector Readout

The tracking stations has front-end electronics which is based on a 16-channel

chip (MANAS), which includes the following functionalities: charge amplifier, filter,
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shaper and track & hold. This front end electronics for muon tracking were designed
and produced in India. The channels of four such chips are fed into 12-bit ADCs
which are read out by the MARC chip and includes zero suppression. This chain is
mounted on front-end boards (MANUs). A total of 16,816 MANU cards are necessary
to read the 1,076,224 channels of the tracking system. A maximum of 26 MANUSs are
connected (via PATCH bus) to the translator board which allows the data transfer to
the Concentrator ReadOut Cluster Unit System (CROCUS). Each chamber is read
out by two CROCUS, leading to a total number of 20 CROCUS. The main tasks of
the CROCUS are to concentrate data from the chambers, to transport them to the
DAQ and to perform control of the front-end electronics, including calibration and
dispatching of the trigger signals. The data link that connects the top most readout
element of the detector (i.e. CROCUS for dimuon tracking chambers) to the DAQ is

called Detector Data Link (DDL). This scheme is shown in Fig. [2.16
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Figure 2.16: A schematic diagram for the detector readout of ALICE.
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The dual-threshold front-end discriminators are used in the RPCs to adapt to
the timing properties of the detector and reach the time resolution (1-2 ns) necessary
for the identification of the bunch crossing. From the discriminators, the signals are
sent to the trigger electronics (local trigger cards, based on programmable circuits
working in pipeline mode) where the coordinates measured in the first and second
stations are compared to determine the muon pr. Due to the short decision time
(600700 ns) of the electronics, the dimuon trigger participates in the ALICE 1.0

trigger.

2.7 Online Control System

The data taking is supported by the Online Control System of ALICE. The

various modeules of the data taking system are discussed below in brief:

2.7.1 Detector Control System (DCS)

The Detector Control System (DCS) [22] is developed by ALICE to control the
detectors during data taking. It allows the shift crew to control the status of the
detectors, check errors that can happen and have the possibility to recover possible
failures in order to maximize the efficiency during data acquisition. In order to cope
with a large variety of different subsystems and equipments, the DCS was designed
to be flexible and modular, in order to give an easy environment to the sub-detector
developers. The DCS configures, monitors and controls all the equipment in the
experiment. It provides a graphical user interface that shows the state of the detectors

and allows powering the various units controlling the detector.
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2.7.2 Central Trigger Processor (CTP)

The Central Trigger Processor (CTP) [23] collects and processes the trigger
signals from the participating detectors. Depending on the DAQ bandwidth and the
physics requirements it can select events having different features and downscale the
data taking rates. The aim of the ALICE trigger is to manage the detectors which
are busy for different periods following a valid trigger and to perform trigger selection
optimized for several different running conditions. The fastest trigger signal, called
Level 0 (L0), arrives 1.2 us after the collision. The input to the L0 trigger comes from
the fast detectors, such as the SPD, VO, TO and the Muon Trigger. These detectors
are treated with a three states logic (asserted, not relevant and negated ) combined
together with logic AND and OR in order to select a certain class of events. The
information of slower detectors is used to create a Level 1 trigger signal (L1) that is
dispatched after 6.5 us. The ALICE trigger system is provided with a past-future
protection circuit that looks for other events of requested types in a time windows
before and after the collision under investigation. It is expected to reject the pile-up
events. The last level called Level 2 (L2), waits for the past-future protection and
arrives after 88 us. The CTP data are stored in the raw data stream and in dedicated
scalers. In particular, there are scalers for all the inputs and for each trigger class

that store the number of events passing each stage of the trigger (L0, L1, L.2).

2.7.3 Data Acquisition System (DAQ)

The ALICE Data AcQusition system (DAQ) [22] was designed to handle large
interaction rate and large amount of data (1.25 GB/s). Different clusters of detectors
with different trigger rates can also be maintained by this DAQ. Once the CTP

decides to acquire a particular event, the trigger signal is dispatched to the front-end
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read-out electronics (FERO) of the involved detectors. The data are then injected in
the Detector Data Link (DDL4 ) and sent to a farm of computers, called Local Data
Concentrators (LDC), that build the event fragments from the front-end electronics
into sub-events. The sub-events are then shipped through an event building network
to the Global Data Collectors (GDC) that take all the sub-events from the various

LDC, build the whole event and eventually send it to the storage facilities.

2.7.4 High Level Trigger (HLT)

The High Level Trigger (HLT) [24] can collect raw data from the LDC, to
perform local pattern recognition, fast tracking and primary vertex localization, and
to build up the global event. So, it can select interesting events as well as further
reduce the data size. The trigger decision and the compressed data are sent back to
the DAQ via the HLT DDL output. In order to fulfil these requirements the HLT
consists of a farm of more than 1000 multi-processor computers. The HLT also has an
online event display that allows visualizing the events and monitoring the goodness

of the data taking.

2.7.5 Data Quality Monitoring (DQM)

The Data Quality Monitoring (DQM) [25] provides online feedback of the data
being recorded to ensure the acquisition of high quality data. It typically involves
the online collection of data samples, their analyses by userdefined algorithms and
the visualization of the monitoring results. The final design of the DQM software
framework of ALICE is AMORE (Automatic MOnitoRing Environment). This
system is used to monitor the event data coming from the ALICE detectors. It allows

operators and experts to access a view of monitoring elements and to detect potential

58



2.8. Offtine Framework

problems. Important features include the integration with the offline analysis and
reconstruction framework, the interface with the electronic loghbook that makes the

monitoring results available everywhere through a web browser.

2.7.6 Detector Algorithms (DA)

The Detector Algorithms (DA) [26] provided by the detector teams allows to
regularly measure the noise level and calibrate the readout electronics to reduce the
systematic uncertainty to the maximum extent possible. Each DA grabs detector
data (physics or calibration events) and produces results online. These results can
be directly used (for example to configure the detector electronics or to give quality
feedback to the DQM system) or shipped offline (to be processed and used in event
reconstruction). A DA consists of a specific detector code to analyse events and
to produce results according to a given calibration task, using a support library to
interact with the external components (read configuration, grab events, log messages,
export results, deal with the control system commands). There are two types of DA:
the monitoring DA, which subscribe to events on the fly and the LDC DA, which

analyse at the end of a run a locally recorded data file.

2.8 Offline Framework

The offline framework used by the ALICE community is a software called Ali-
Root. Tt can be used for simulation, reconstruction, detector alignment, calibration,
visualization and data analysis. A short description of the ALICE offline framework

is given below:
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2.8.1 AliRoot
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Figure 2.17: General scheme of the AliRoot architecture.

In 1998 the development of the ALICE offline project started by a software
called AliRoot [27]. The AliRoot architecture is based on the ROOT [28] framework
and it is designed to be extremely modular as shown in Fig. This framework is
completely based on the Object Oriented paradigm and it is entirely written in C++
with some makefiles for Fortran 90 to interface with GEANT. The STEER module
provides steering, run management, interface classes and base classes. The detectors
code is divided into independent modules which provide the syntax for simulation
and reconstruction. The analysis code is continuously developed and progressively
added to the framework. AliRoot is designed to easily interface with external Monte
Carlo modules for the event generation and particle transport through the detector

geometry.
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Simulation: In AliRoot the main simulation class is the AliSimulation. It
provides the the interface to event generators (such as PYTHIA [29] or HIJING [30])
and to geometry builder (as detectors alignment and magnetic field). Users can also
force the particles to be produced and to decay in a particular acceptance region in
order to speed up the processes and tune their kinematic parametrizations (basically

y and pr needed to get the phase space of the particles) in the cases they are known.

Particle Transport: The AliRoot provides different Monte Carlo packages
(like GEANT3 [31], GEANT4 [32] and FLUKA [33]) to obtain the detector response
for the simulated events. The geometry of ALICE detectors is built in these packages,
including support structures, absorbers, shielding and beam pipe. The magnetic field
of the solenoid and the warm dipole magnet can be described in the simulation as
well. Ideal geometry is used as a default, but it is possible to work with a more
reliable apparatus condition by retrieving the Offline Conditions Data Base objects

(OCDB) which include real time pedestals, noisy or dead channels, HV values.

Reconstruction: The configuration of the reconstruction phase (for both the
real data and Monte Carlo simulations) is provided by the class AliReconstruction.
It gives the primary vertex reconstruction, track reconstruction and particle identi-
fication, secondary vertices reconstruction. The final output is an Event Summary
Data (ESD), i.e. a ROOT file containing all the information relevant for physics
analyses [27, 28]. During the reconstruction, specific processes such as the offline re-
alignment of the tracking chambers are possible. The ESD could be further filtered
for a more specific analysis and then stored in the Analysis Object Data (AOD)
output files that are smaller in size and therefore results in faster access for the users.
Furthermore, for the analysis presented in this work, the final stage of the filtering
was the production of Muon Analysis Oriented Data (Muon AOD) which summarizes

all necessary information required for physics with the Muon Spectrometer.
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2.8.2 The GRID

The computing facility called Grid [34] was started in CERN to distribute the
enormous amount of data produced by the LHC experiments around the world. The
ALICE computing infrastructure, as those for the other LHC experiments, belongs to
the program coordinated by the Worldwide LHC Computing Grid (WLCG). This
infrastructure, based on the MONARC [35] model, is hierarchical and its levels
are called Tiers. The real data from the experiment are stored in the very large
computing center at CERN, the Tier-0, then data are replicated in regional large
computing centers, called Tier-1 that also participate in the reconstruction and the
storage of Monte Carlo data. The local computing centers, i.e. the resources of
the participating institutes, are the Tier-2. Although with smaller data storage
capabilities, they contribute with computing power for the user data analysis tasks
and the Monte Carlo simulations. The lower levels of this infrastructure are the
Tier-3 and Tier-4, local computing clusters of University departments and user’s
workstations. The interconnections between all these different facilities are possible
thanks to the Grid Middleware. ALICE developed a set of Middleware services called
AliEn [36]. Through the AliEn User Interface (the MonALISA [37] repository for
ALICE), the user interacts with the Grid: after authentication, he can access and
store files as in a Unix like system, send his tasks (jobs) for analysis or simulation
purposes and monitor their execution. All the analysis presented in this thesis were

carried out at SINP utilizing this GRID framework.

2.9 Future ALICE Upgrade Program

In order to improve the quality data and to collect data at higher interaction

rates at the ALICE Collaboration is planning to upgrade the current detectors [3§].
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It is planned that after the second long shutdown in 2018, the LHC will progressively
increase its luminosity with reaching an interaction rate of about 50 kHz, i.e.
instantaneous luminosities of L = 6x10%” cm™2 s~! in Pb-Pb collisions. The upgrade

will include:

(i) new ITS with a factor of 3 higher resolution between a track and its primary

vertex;
(i) the replacement of TPC with Gas Electron Multiplier (GEM) detectors;

(iii) improvement of the readout electronics for TPC, TRD, TOF, EMCal and

Muon Spectrometer for higher data taking rate;

(iv) new online systems (HLT, DAQ and CTP) for high data taking rates and

increase the data mass storage to about 20 GB/s;
(v) the completion of EMCal for nearly 27 coverage.

(vi) to increase the secondary vertex reconstruction capabilities for the muon

spectrometer, a Muon Forward Tracker (MFT) |39] has been approved.
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Chapter 3

Experiment and data analysis

3.1 Data types

The LHC, in the first period of data taking (2009 — 2013), delivered three
combinations of colliding beams namely, pp, p-Pb and Pb-Pb collisions. In this
thesis, we have analysed the data for pp collisions at /s = 7 TeV, p-Pb collisions at
VSN = 5.02 TeV and Pb-Pb collisions at /syy = 2.76 TeV.

3.2 Alignment

The mass resolution is primarily determined by the accuracy with which the
Muon Tracking chambers can be aligned. The effects of gain dispersion of MANAS
was found to be negligible compared to the alignment effects. It may be noted that
all the data presented in this thesis have not been corrected for the electronic gain
dispersion. This also indicates the success of MANAS chip as the front end electronics

of Muon Tracking.
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Chapter. Fxperiment and data analysis

The chamber positions were measured after the installation with a precession
of better than a millimetre through the technique of photogeometry [I]. Special
runs without magnetic field have been periodically carried out at the beginning of
every data taking period in order to improve the quality of the alignment. The
straight tracks are used in an offline realignment, performed using the Millepede
algorithm [2], thus estimating the residual misalignment for each detection element.

All these corrections are then implemented in the muon track reconstruction phase.

Figure 3.1: Geometry Monitoring System setup: the lines on this figure represent
the optical lines.

However, these positions get modified by the magnetic field. In order to
keep track of these displacements, an optical monitoring system was installed. The
Geometry Monitoring System (GMS) is an array of about 460 optical sensors placed
on the corners of each Muon Tracking chamber and in the ALICE cavern, as shown

in Fig. B.1
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3.8. Track reconstruction

This system monitors the relative position of two chambers of each station and
between different stations, together with the flatness of the chambers and the absolute
displacement of the entire Muon Spectrometer with respect to the ALICE cavern with

a resolution of about 20 pum.

In the absence of this data, a new analysis class has been developed to align the
chambers with online tracks. This method relies on the fact that an improvement in

mass resolution implies better alignment.

3.3 Track reconstruction

Kalman Filter

The Kalman filter [3, 4] is a set of mathematical equations that provides an
efficient computational (recursive) solution of the least-squares method. The tasks
for charged-track reconstruction in experimental high-energy physics are pattern
recognition (i.e. track finding) and track fitting. Experimentally, we observe hits
on the ten tracking chambers due to the passage of charged particles through the
spectrometer. The emarging pattern of a track is indentified by demanding at least
one hit in each of the tracking station. The Kalman filtering method provides the
technique to perform the pattern recognition and the track fitting simultaneously.

The multiple scattering can be handled properly by this method too.

The algorithm starts from track candidates (“seeds”), for which vectors of initial
parameters and covariance matrices are evaluated. Then each track is propagated
to some surface (detector or intermediate point). The new covariance matrix can
be obtained using the Jacobian matrix of the transformation, i.e. the matrix of

derivatives of propagated track parameters with respect to current parameters.
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If there is a new seed within a certain window around the extrapolated point
with its vector of local measured parameters and covariance matrix it can be added to
the track, and the Kalman filter updates the vector of parameters, covariance matrix

and x? value of the track.

Application to the Forward Muon Spectrometer

A Kalman track seed is created for all track segments found in detector stations
4 and 5. Tracks are parameterized as (y,z, o, 3,q/p), where y is a coordinate in the
bending plane, x is a non-bending coordinate, « is a track angle in the bending plane
with respect to the beam line, (3 is an angle between the track and the bending plane,

q and p are the track charge and momentum, respectively.

A track starting from a seed is followed to the station 1 or until it is lost (if
no hits in a station are found for this track) according to the following procedure. It
propagates the track from the current z-position to a hit with the nearest z-coordinate.
Then for given z it looks for the hits within certain window around the transverse
track position (the window is taken to be 40). After this there are two possibilities.
The first one is to calculate the 2 contribution of each hit and consider the hit with
the lowest contribution as belonging to the track. The second way is to use a so-called
track branching and pick up all the hits inside the acceptance window. Efficiency and
mass resolution tests have shown that the second way gives a better result and so is

used in the current implementation.

Since the magnetic field is generally non-uniform, the Runge-Kutta algorithm
is used for propagation of track parameters. Effect of the track chamber material
is taken into account by adding a multiple scattering term to the track covariance

matrix for each chamber traversed.
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3.8. Track reconstruction

After propagation to the chamber 1 all tracks are sorted according to their
quality, defined as
%

2 _
Quality = Npis + Xinaz = X7

3.1
Xonaz T 1 (3.1)

where X2, is the maximum acceptable x? of tracks. Then duplicated tracks are
removed, where duplicated means having half or more of their hits shared with another

track with a higher quality.

3.3.1 Method of the tracking efficiency calculation

The tracking algorithm described in the previous section, does not require a
cluster in all the chambers to reconstruct a track. The minimum tracking conditions
require one reconstructed cluster in each one of the first three stations and in three
chambers of the last two stations. Assuming that the efficiency of one chamber is
independent on the efficiency of the others, it is possible to exploit the redundancy

between the detection planes to determine the efficiency of a given chamber.

...................
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, Ni_o
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Figure 3.2: Left: possible configurations for a track going through a muon tracking
station. Right: the different substructures of a tracking chambers are the Detection
Elements (blue), Bus Patch (pink), PCB (green) and MANU (red).
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Taking as example one of the first three stations, the reconstructed tracks can
be classified into three categories: the ones with a cluster in both chambers (N;_;),
the ones with a cluster only in chamber i (IV;_o) and the ones with a cluster only
in chamber j (No_;), as illustrated in the left plot of Fig. . The case Ny_o does
not fulfil the tracking conditions so it can not be reconstructed. Considering that
the efficiency of chamber ¢ (ecy;) is independent of the one of chamber j (ecn;), it is
possible to express N,;_;, N;_o and Ny_; as a function of the total number of tracks

crossing the station (N ):

Ni_j = ecni€cnj Ntot (3.2)
Ni—o = ecni(1 — €cnj) Nrot (3.3)
No—; = (1 — ecni)ecnj Nrot (3.4)
with:
Nrot = Ni—j + Nij_g + No—j + No_o (3.5)

Although the total number of tracks is unknown (Ny_g is not measured), if ecp; = 0
and ecp; = 0 it is then possible to combine the above equations to express ecp; and
€ch; as a function of measurable quantities:

Ni—j

— 3.6
Ni_j + N()_j ( )

€Chi —
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3.8. Track reconstruction

Ni—j

A R 3.7
Ni—j + Ni_o (3.7)

EChj =

For the first three stations, the efficiency of one chamber can be obtained by using
the reconstructed tracks for which the other chamber of the station responds, thus
satisfying the tracking conditions irrespectively of the status of the chamber under
study. Following the same recipe, it is possible to compute the efficiency of any of
the last four chambers by using the tracks which contain a cluster in all of the three

other chambers to fulfil the tracking conditions.

The error on the estimated efficiency of a chamber is computed considering a
binomial distribution because in the previous equations the numerator (Nyum) is a

subset of the denominator (Npey):

1 Nyum
Accrij = 5 \/NNum(l— NN ) (3.8)
Den Den

However, when Nyum =~ 0 or Nyum =~ Npen the binomial approach does not hold any

more: efficiencies, within the uncertainties, could become inferior to zero or superior
to 1. It is then necessary to employ asymmetric error ranges to avoid unphysical

results: never lower than 0% nor greater than 100% [5].

The same procedure applies to measure the efficiency of only a part of a chamber
like a Detection Element (DE) for instance (see right plot of Fig[3.2). As mentioned
before, it is enough to count the number of tracks detected or expected to be detected
in that particular element, with the same conditions on the other chambers to fulfil

the tracking criteria.

The efficiency of a station is estimated according to the tracking reconstruction

algorithm, that demands at least one cluster in each one of the first three stations, so
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for m € (1, 2, 3):

€Stm = €Chi T €Chj — €Chi€Chj, (3.9)

this is, the sum of efficiencies for each chamber in the station minus the combination.
For the last two stations, due to the requirement of at least three clusters among the

four chambers, the efficiency is computed as a single one:

€St4—5 = ECh7ECK8EChIECh10 T (1 — ECh7)€Ch8€Ch9€Ch1o
+ecn7(1 — ecns)ecnoccnio + Ecnrecns (1 — €cno)echio

+ecnrecnsecno (1 — Ecnio)- (3.10)

The total tracking efficiency is then given by the following expression:

ETracking = E5t1E5t2ESt3ES14—5- (3.11)

In reality, the tracking efficiency measured with this method is biased because the
efficiency can vary between different parts of a chamber. But due to the limited
statistic in each run, we can only measure the average efficiency per chamber. The
direct consequence is that we loose possible local correlations between the chambers
when combining the efficiency measurements using equations [3.9] and
The indirect effect is that the spatial distribution of the tracks that can be used
in equations and |3.7] to measure the average efficiency of one chamber is modified
by the local variation of the efficiency of the others, thus affecting the measurement
itself (assuming the efficiency of this chamber is also not uniform). These two effects
can lead to either an overestimation or an underestimation of the tracking efficiency.
As a result, we can not use this method to measure the absolute efficiency of the

spectrometer. Nevertheless, since the biases are the same in data and simulations,
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we can use the differences of the efficiency measurements performed in both cases
to control the realism of these simulations. This comparison allowed us to identify
the discrepancies that we have then been able to correct for by rejecting the faulty
parts, both in data and simulations. Furthermore, when the remaining differences
are small, they give a good estimate of the magnitude of the remaining discrepancies
between data and simulations and can then be used to assess the corresponding
systematic uncertainties. There is one exception to this: when two dead areas appear
in front of each other in the two chambers of a station. In this case none of the
tracks in this region can be reconstructed and used to compute the efficiency loss in
any of the chambers. As a result the measured tracking efficiency is (almost) not
affected, while the true tracking efficiency, obtained from simulations by comparing
the reconstructed to the trackable tracks, is clearly reduced. The results of sytematic

on tracking efficiency using this method will be discussed in chapter 4, 5 and 6.

3.4 Data Processing

3.4.1 Passl

In the first step, the Event Summary Data (ESD) are produced with the
standard re-alignment process (Passl) which takes advantage of the specific sets of
data previously collected in absence of magnetic field in the Muon Tracking. First,
tracks are reconstructed and their positions with respect to the clusters formed by the
pads hit by incoming particles are estimated. The track parameters are then tuned
in order to minimize the position differences observed between tracks and clusters.
Before to continue with the signal extraction, raw data need to be further treated to

improve the quality suitable for analysis.
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3.4.2 Pass2

The second ESD production (Pass2) is made with a much more efficient
alignment procedure, first initiated for 2011 pp data. The new method takes now
advantage of data collected with and without magnetic field. The new procedure can
make good use of a large data sample and it is less affected by possible modifications

of chamber positions due to the magnetic field.

From Passl to Pass2 the position becomes compatible with the nominal J /¢

mass and an improvement of about 5% of the width is observed.

3.4.3 Pass2 with refit

In the last processing step (called refit) performed at ESD level, the effects of

some abnormal pad clusters of the Muon Tracking are better handled.

Each side of a tracking chamber is supposed to provide one spatial co-ordinate
of the track. Accordingly, pads of the bending plane are sized to provide accurate
vertical positions and vice versa. Therefore, if the charge of an incoming particle is
not collected by one of the two planes of a chamber due to a malfunction, the resulting
resolution will be poor corresponding to the plane where the hit was not formed. This
issue does not affect the first two stations as pad dimensions are rather small in both
directions. To solve the problem for the other three stations, an ad hoc resolution
value is assigned to the cathode clusters in the lacking direction which is set to 10 cm
instead of 2 mm. Thus in the reconstruction algorithm they basically are not taken

into account and the reconstructed data quality is improved.
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3.5 Trigger defination

3.5.1 Minimum Bias (MB) trigger

The minimum bias (MB) trigger for ALICE (CINT) is defined by the coincidence
between a signal in the two VO detectors (VO-A and VO0-C) along with the passage of

the two colliding beams.

This MB trigger has high triggering efficiency (> 98%) for hadronic interaction.
The integrated luminosity has been determined from the cross section of the MB

trigger determined from a van der Meer (vdM) scan [6].

3.5.2 pr trigger thresold

The pr trigger threshold was defined as the value where the trigger efficiency

for single muons was found to be 50%.

3.5.3 Dimuon trigger

The unlike sign (like sign) dimuon trigger was defined as the coincidence of the
MB trigger with the detection of two opposite-sign (same-sign) muon triggers with a

transverse momentum above the low pr trigger thresold.
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3.6 pp collisions at /s =7 TeV

3.6.1 Data sample

The present analysis is based on Muon-AODs which are finally generated
filtering ESD files obtained from raw data processing. The dataset used in this work
is the AOD118 [7]. The data in AOD118 are based on a pass2-reconstruction of the
muon tracks which improve the alignment of the tracking chambers, and includes a
refit of the tracks which incorporate a correction on the resolution for mono-cathode

clusters, so its basically Pass2 with refit AOD data.

In the present analysis two 2011 rare trigger periods, namely, LHC1lc and
LHC11d, were used. The compatibility of the results was checked for the two periods
separately following which the analysis was carried out on the data sample which is

the sum of LHC11c and LHC11d periods.

3.6.2 Event and trigger selection

The present analysis was carried out applying trigger and tracks selection, to
obtain a clean sample of events. All the runs analyzed were qualified by QA tests [7].
In addition, every event of a QA qualified run was validated by physics selection
criteria. This involved timing cuts on the VO or on the Zero Degree Calorimeters

which helps to remove the beam induced background.

Together with the MB trigger, data were collected with four specific muon

triggers:

e Single muon with low-py threshold of 1 GeV/c (CMUS),
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e Single muon with high-pr threshold of 4.2 GeV/c (CMUSH),
e Unlike sign dimuon with both muon-pr greater than 1 GeV/c (CMUU),

e Like sign dimuon with both muon-pr greater than 1 GeV /¢ (CMUL).

The unlike sign dimuon trigger, called CMUU, was selected for this analysis.
The equivalent number of MB events, which has been used in the cross section
evaluation, were obtained by determining a normalization factor based on the
occurrence of a CMUU trigger in the CINT sample. This evaluation was based on
the trigger scalers [6]. After physics selection and CMUU trigger selection, a total
of 4046537 events were analysed which corresponded to an integrated luminosity L,

= 1.35 pb~! (with 5% systematic uncertainty) [6].

3.7 p-Pb collisions at ,/syy = 5.02 TeV

3.7.1 Data samples

The analysis is based on the p-Pb 2013 Muon-AODs data [8] which were
generated by filtering ESD files obtained from raw data processing. The dataset

used in this work was pass2 with refit.

Three rare trigger periods, namely, LHC13d, LHC13e and LHC13f, have been
used. Having verified that the behavoiur of the LHC13d and LHC13e periods were
very similar, the data sets were merged. There were two data sets: one was p-Pb data
which consisted of LHC13d + LHC13e periods and another was Pb-p data consisted
of LHC13f period.
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3.7.2 Data selection

The Muon Spectrometer is situated on one side of ALICE, which is by
convention considered as negative z-direction [} For p-Pb collisions, the colliding
beams have different energies per nucleon (E, =4 TeV, Ep, = 1.58 - Ap}, TeV, where
Ap, = 208 is the mass number of the Pb nucleus). As a result the coverage of
the Muon Spectrometer becomes positive or negative depending on the direction of
the higher energy beam with respect to the Muon Spectrometer. In p-Pb, beam-
1 consists of protons circulating towards the Muon spectrometer in the negative z
direction while beam-2 consists of fully stripped Pb ions circulating in the positive
z direction. This configuration resulted in collisions at \/syy = 5.02 TeV and in a
nucleon-nucleon center-of-mass system that moves with a rapidity of Ayny = 0.465
in the direction of the proton beam. Thus, in the center-of-mass system, the Muon
spectrometer cover the forward rapidity region 2.03 < yems < 3.53 in p-Pb collisions
and the backward rapidity region —4.46 < yems < —2.96 in Pb-p collisions. These
two rapidity ranges overlap in the region 2.96 < |yems| < 3.54 which correspond to

3.43 < Yap, < 4 and 2.5 < Yy, < 3.07 for p-Pb and Pb-p collisions, respectively.

3.7.3 Event and trigger selection

The data passed the standard quality check for the detectors considered in the
analysis (V0, SPD, ZDC, muon tracking and trigger chambers). The different triggers
as discussed above were activated during data taking. During the rare trigger periods
(LHC13d and LHC13e for p-Pb and LHC13f for Pb-p collisions), the MB trigger was

down-scaled at the L0 level to allow more DAQ bandwidth for the rare triggers. The

'In the ALICE reference frame, the positive z-direction is along the counter clockwise beam
direction. Thus, the muon spectrometer covers a negative pseudo-rapidity (n) range and a negative
Ylab range. In this thesis the results will be presented with a positive y,;, notation keeping the n
values signed.
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following muon specific trigger were activated:

Single muon low-pr (pf > 0.5 GeV/c¢) or CMSL

Single muon higt-pr (pf > 4 GeV/c) or CMSH

Unlike sign dimuon low-pr ( pf > 0.5 GeV/c on each muon) or CMUL

Like sign dimuon low-pr (pf > 0.5 GeV/c on each muon) or CMLL

For the muon candidates, the transverse momentum pf = 0.5 GeV/c trigger
threshold was applied. The effect of this threshold was not sharp, and the single
muon trigger efficiency reached its plateau value (~ 96%) for pf ~ 1.5 GeV/c. Beam
induced background was reduced at the offline level by timing cuts on the signals
from the VO and from the ZDC. This physics selection removed up to 10% of the

background events depending on the run and the collision type.

3.7.4 Integrated luminosity

In this analysis, the unlike sign dimuon low-pt trigger or CMUL was used. Since
the analysis was based on a dimuon trigger sample, the equivalent number of MB
triggers was evaluated as F.Nppy, where Nppyu is the number of unlike sign dimuon
triggered events, which amounted to 9.27x10° for p-Pb and 20.90x10° for Pb-p after
applying the event physics selection. The enhancement factor F' was calculated in
two different ways. In the first one it was obtained as the product Fy,/1,.F1, M8,
where /1, is the inverse of the probability of having a second muon triggered when
one muon has triggered the event and, correspondingly, Fy,/\p is the inverse of the
probability of having one triggered muon in events where the MB condition is required.

The various quantities were obtained from the recorded trigger mask for the collected
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events after quality cuts. This procedure of obtaining F' as the product of the two
factors mentioned above allowed the statistical uncertainty to be reduced. In the
second approach, the information of the counters recording the number of L0 (level-
0) triggers were used. In this case, statistics were much larger and F' was obtained
as the ratio between the numbers of MB and dimuon triggers at L0, corrected for
pile-up effects (2%) and taking into account the slight difference in the fraction of
events surviving the quality cuts for the two trigger samples (1%). The estimated
values of F' obtained from the average of the results from the two approaches are:
Fopy, = 1129 £ 2 and Fppp, = 589 +£ 2, where the quoted uncertainties are statistical.
A 1% systematic uncertainty was estimated on both quantities, corresponding to the

difference between the values obtained in the two calculations.

The quantity Nys/opp;, corresponds to the integrated luminosity. As a cross-

check, its value was measured independently by using a second reference trigger,
issued by a Cherenkov counter [9], whose cross section was also measured in the
van-der-Meer (vdM) scans. The luminosities measured with the two luminometers
differ by at most 1% throughout the whole data-taking period. This small difference
(identical for p-Pb and Pb-p) has been included in the systematic uncertainty on
ooy The cross section for the occurrence of the MB condition, o}p}, were measured
in a vdM scan [10] to be 2.09 £ 0.07 b for the p-Pb and 2.12 £ 0.07 b for the Pb-p

one. The integrated luminosities measured using these values are 5.01 & 0.17 nb™!

in p-Pb collisions and 5.81 4 0.18 nb™! in Pb-p collisions.
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3.8 Pb-Pb collisions at /sy = 2.76 TeV

3.8.1 Data sample

The analysis is based on data collected in three weeks during fall 2011 (LHC11h

data). The dataset used is pass2 with refit Muon-AODs data (AOD119) [I1].

3.8.2 Event and trigger selection

The data selection was done in accordance with the different trigger conditions.
The MB trigger provided high trigger efficiency (> 95%) for hadronic interactions.
An additional threshold on the energy deposited in the ZDCs was used to reject the
contribution from electromagnetic processes. The MB trigger was considerably down-
scaled to open the DAQ bandwidth for more rare triggers. Beam-induced background
was further reduced at the offline level by timing cuts on the signals from the V0 and

from the ZDC.

The following muon specific trigger together with MB trigger were activated

during the data taking:

Single muon low-pr (pf > 1 GeV/c) or MSL

Single muon higt-pr (pf > 4.2 GeV/¢) or MSH

Unlike sign dimuon low-pr ( pf > 1 GeV/c on each muon) or MUL

Like sign dimuon low-pr (pf > 1 GeV/c on each muon) or MLL

In particular, the unlike sign dimuon low-pr trigger or MUL was used in this

analysis. A data sample of 17.3x10° Pb-Pb collisions were triggered with the MUL
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condition. A scaling factor Fjomm was computed for each run in order to re-normalize
the number of MUL triggers to the number of equivalent MB triggers. It is defined
as the ratio, in a MB data sample, between the total number of events and the
number of events fulfilling the MUL trigger condition. It should be noted that the
MB event sample considered in this calculation has been recorded in parallel to the
MUL triggers. The Flom value, 30.56 £+ 0.01(stat.) =+ 1.10(syst.), was obtained
by the average over runs weighted by the statistical uncertainty. A small fraction of
opposite-sign dimuons were misidentified by the trigger algorithm as like-sign pairs. In
the present analysis, this missing fraction of opposite-sign dimuons were recovered by
extracting the number of produced J /v and ¢(2S) from the (MUL logical-OR MLL)
data sample. On the other hand, the efficiency of the trigger algorithm to determine
the sign of the muon pairs did not affect the renormalization of the collected data
sample to the number of equivalent MB events described above. This was cross-
checked by computing the normalization factor of the (MUL logical-OR MLL) data
sample, resulting in less than 1% difference in the extracted number of equivalent MB

events.

The integrated luminosity corresponding to the analyzed data sample was Ly, =
Nyor X Fuorm/0pb_pp = 68.8 & 0.9 (stat.) £ 2.5 (syst. Fom) 52 (syst. opp_pp) ub™!
assuming a inelastic Pb-Pb cross-section of opy,_p, = 7.7 £ 0.1(stat.)T5S (syst.)b [12].
For the fractional double differential cross-section analysis presented in this thesis,

the integrated luminosity determination was not necessary.

The criteria for the track selection in the data analysis presented in this thesis

are described below.
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3.9

were

Track selections

In order to improve the purity of the muon tracks the following selection criteria

applied:

Both muon tracks reconstructed by the tracking chambers were matched with
a track segment in the trigger chambers above low p4 thresold. This selection
rejects efficiently light hadrons escaping from the front absorber and also rejects

a part of the low-momentum muons coming mainly from 7 and K decays.

the tracks must be in the pseudo-rapidity range —4 < n < —2.5. This selection
is efficiently rejects particles induced by beam-gas interactions at the edges of

the detector.

the transverse radius coordinate of the track, at the end of the hadron absorber
(Rabs), must be in the range 17.6 < Raps < 89.5 cm. The tracks crossing the
high density material around the beam pipe, where multiple scattering is large,

were then significantly rejected. This cut improved the mass resolution.
the dimuon rapidity must be in the range 2.5 <y < 4.0.

tracks should point to the interaction vertex. This requirement can be achieved
by selecting tracks according to the value of a quantity defined as the product
of the track momentum (p) by the distance of the extrapolated track to the
transverse plane containing the vertex (DCA: Distance of Closest Approach),
known as p x DCA. This additional selection significantly reduced the amount
of fake tracks contaminating the muon sample which increases the combinatorial
background. This cut was applied only for p-Pb and Pb-Pb analysis data
because number of tracks in the interaction vertex were very large. This cut

had no effect in pp analysis.
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Chapter 4

J /1 and ¥(2S) production in pp

collisions

In this chapter the analysis of J/¢ and 1(2S) production at forward rapidity
in pp collisions has been discussed. The data were collected by ALICE Muon
Spectrometer at /s = 7 TeV with specific trigger conditions. The data sample
corresponds to an integrated luminosity Ly, — 1.35 pb™!. These results have been

published in ref [I].

4.1 Data Processing

The data sample, events, trigger and track selection have been described in

details in chapter 3.
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4.2 Signal extraction

The high statistics sample collected during the two periods (LHCllc and
LHC11d) allowed a detailed study of J/¢ and ¥(2S) production cross-sections as
a function transverse momentum, pr, and rapidity, y. The present data have been
analyzed in 13 bins in the 0 < py < 20 GeV/c range and 9 bins in the 0 < pr <
12 GeV/c range for J/v and 9(2S) respectively, while both the resonances could be

studied in 6 rapidity bins in the range 2.5 <y < 4.0 .

4.2.1 Fit procedure

J /1 and 1(2S) yields have been obtained by fitting the unlike-sign (OS) dimuon
mass spectra with a combination of signal and background functions. For the J /¢ and
¥ (2S) signals, two Extended Crystal Ball (CB2) functions or two so-called “NA60”
functions have been used, while for the background a Variable Width Gaussian

(VWG) function or a combination of a 4th order polynomial and exponential functions

(Pol4 x Exp) has been adopted.

e An Extended Crystal Ball function is composed of a Gaussian core convoluted
with two power-law tails (one for the lower invariant masses, the other for
the higher ones). This function has seven parameters corresponding to the
amplitude, the mass position, the width and to the power-law tails (x4). The

CB and CB2 functions are described in Appendix B.

e The NA60 function is a pseudo-gaussian empirical shape, commonly used in
previous SPS experiments. It allows a better description of the right and left
J /1 tails and its description is given in Appendix B. Also in this case the mass

position, the width and the normalization of the resonance are free parameters
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of the fit, while all the other parameters are fixed to the values tuned on a MC

simulation.

In the fit of the experimental invariant mass spectrum the amplitude parameters of

the two CB2 were considered as free parameters, together with the position and the
width of J/¢. On the other hand, the position and the width of 1(2S) were fixed by

the following prescriptions:

e The mass position of 1)(2S) was fixed to the J/¢ one by the following relation:

M) = maje + (mEBS —miRe). (4.1)

where, mJP/%G and milég), and mIJV}?p and mz\fgs) are the masses of J /¢ and (2S)

from PDG and MC, respectively.

e The width of ¥(2S) was fixed to the J/¢ one by two ways:

My (28)
My

Typ(28) = O3 /p- (4.3)

oy
Oy(28) — UJ/¢.W. (44)

%3y
where, 0})7 and oG are the widths of J/¢) and ¢(2S) obtained from realistic
Monte Carlo simulations. Alternative values of the ¢ (2S) mass resolution have

also been tested, allowing the ratio (aizi(gs)/cr%) to vary within 10% and this

variation is included in systematic uncertainties.
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The tail parameters for J/¢ were determined by fitting the shape of the
resonance obtained from a realistic MC simulation. The same tail parameters have
been assumed for ¢)(2S) as the resonances are separated by only 590 MeV/c?. Thus,
it is assumed that the energy straggling and multiple coulomb scattering effects of
the front absorber on the decay muons are rather similar for the two resonances. All
the parameters of the VWG used for the fitting of the continuum background have

been kept free.
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(a) MC spectrum fitted with CB2 function. (b) MC spectrum fitted with NA60 function.

Figure 4.1: Invariant mass spectrum of J/¢ from MC simulation fitted with two
different signal functions.

Fig. (a) and (b) shows the quality of the fit to the MC shapes for J/v with
CB2 and NAG60 functions, respectively. It can be noted from the figures that on the
basis of the y? test, it is not possible to choose one above the other, since both shapes
give a resonable description of the resonance peak. Thus, both functions were used
in the signal extraction procedure and the variation in the extracted values of the

signals were accounted for in the corresponding systematic uncertainty.
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(a) Spectrum fitted with CB24+VWG.
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(b) Spectrum fitted with NA60+VWG.

Figure 4.2: Opposite sign dimuon invariant mass distribution for 2.5 < y < 4.0,
integrated over pr fitted with two different fitting functions.

CB2+VWG NAGO+VWG
Signal | N =+ (stat) | S/B | Significance | x?/ndf | N + (stat) [ S/B [ Significance | x?/ndf
J/ 70910 + 364 | 4.21 231.4 1.16 71098 + 373 | 4.28 231.2 1.71
¥(2S) 2056 £ 128 | 0.18 17.0 2061 4+ 134 | 0.18 17.3

Table 4.1: Fit results for integrated spectrum.

4.2.2 Fit results

Fig. [4.2] (a) and (b) show the CB2+VWG and NA60+VWG fits to the pr and

y integrated dimuon mass spectrum between 2 and 5 GeV/c?. The quality of fit is

similar in the two cases. Table 4.1l summarizes the results of the fits based on the two

tested signal functions for J /¢ and ¢(2S). The S/B ratio computed at 30 around the

J /1 peak is ~ 4, while for the ¢(2S) it is much smaller, of the order of ~ 0.2. It is

to be noted that the NA60 fits and CB2 fits give similar results.

The statistical uncertainties for J/v¢ are 0.51% and 0.52% and for ¥ (2S) 6.2%

and 6.5%, respectively for the two functions.

These results have been used to

determine the production cross-section of J /1 and ¢ (2S) at 7 TeV at forward rapidities

(2.5 < y < 4.0).
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In pr bins :

The data set has been divided in 13 pr bins for J/¢ and in 9 pr bins for ¢(2S)
in order to determine the differential cross-section as a function of py. Fig. shows
the mass spectra of different pr bins fitted with CB24+-VWG while Fig. shows the
fit with NA60+VWG. Table and summarize the results of the fit to different
pr bins for J /1 and ¢ (2S) respectively. The present analysis extend the pr depedence
up to 20 GeV/c and 12 GeV /¢ for J /1) and 1(2S), respectively. In the highest pr bin,

the significance is still reasonable, being ~ 5 and ~ 3.8 for J/¢ and 1(2S).

In y bins :

From the present data set, the J/¢ and 1(2S) signals could be extracted in

six rapidity bins. Fig. and show the signal extraction with CB2+VWG and

NA60-+VWG, respectively for each of the 6 bins. Tables and summarize the

results of these fits for J/v¢ and ¢(2S), respectively.

CB2+VWG NA60+VWG
pr bins | N/, + (stat) [ S/B | Significance | x?/ndf | N/, £ (stat) | S/B | Significance | x*/ndf
0;1 10898 + 159 | 2.77 86.48 0.84 10942 + 161 | 2.81 86.51 0.84
1;2 17328 +£ 189 | 3.17 110.95 1.53 17385 £ 193 | 3.23 110.94 1.30
2;3 13895 + 162 | 4.18 102.10 0.82 13882 + 162 | 4.24 102.06 0.79
3;4 10177 + 134 | 5.73 89.86 1.55 10146 + 132 | 5.80 89.59 1.42
4;5 7038 + 107 | 7.20 75.84 1.28 7000 + 106 | 7.27 75.54 1.23
5; 6 4417 £ 81 8.25 61.04 1.17 4471 £ 83 8.87 61.04 1.45
6; 8 4311 £ 79 8.52 60.63 1.37 4388 £ 80 8.89 60.48 1.15
8; 10] 1551 £ 48 8.09 36.26 1.20 1593 £ 49 8.91 36.45 1.16
10;12 634 £+ 32 7.85 23.04 1.12 637 + 32 7.96 23.80 1.42
12;14 284 £ 20 5.17 14.58 1.01 285 £ 30 6.59 14.74 1.77
14;16 128 + 19 4.05 9.62 1.22 129 + 25 4.58 9.92 1.72
16;18 63 = 10 3.91 6.70 1.25 69 = 11 4.01 6.97 1.37
18;20 37+£8 2.19 5.14 0.69 39 £ 13 3.17 5.22 0.58

Table 4.2: Fit results in 13 pr bins for J /4.

The significance ranges between ~ 50 (~ 3) and ~ 120 (~ 9) for the J /¢ (1(2S)),

the maximum being reached in the middle of the covered rapidity range.
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Figure 4.4: Invariant mass spectrum in various pr bins fitted with NA60+VWG.

4.2.3 Systematic uncertainties in signal extraction

Integrated Spectra :

The systematic uncertainty on signal extraction has been determined extracting

the J/¢ and ¢ (2S) yields by testing two different signal fitting functions (CB2
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Figure 4.5: Invariant mass spectrum in 6 rapidity bins fitted with CB24+-VWG.

CB2+VWG NA60+VWG
pr bins | Ny 25 £(stat) | S/B | Significance | x*/ndf | Ny g (stat) [ S/B | Significance | x*/ndf
0;1 207 £ 55 0.09 4.01 0.84 210 + 54 0.09 4.08 0.84
1:2 609 £ 72 0.16 8.88 1.53 614 £+ 76 0.16 8.96 1.30
2;3 361 £+ 61 0.15 6.53 0.82 363 &+ 61 0.15 6.61 0.79
3;4 266 + 43 0.20 6.39 1.55 255 + 44 0.19 6.19 1.42
4;5 183 £+ 31 0.25 5.87 1.28 180 + 32 0.25 5.81 1.23
5; 6 201 + 26 0.54 8.36 1.17 199 + 27 0.58 8.51 1.45
6; 8 103 + 23 0.29 4.73 1.37 116 £ 23 0.27 4.37 1.15
8;10] 68 £+ 14 0.49 4.61 1.20 75 + 16 0.56 4.99 1.16
10;12] 37 + 12 0.63 3.61 1.12 37+ 12 0.65 3.77 1.42

Table 4.3: Fit results in 9 pr bins for (2S).

and NAGO function), two different background functions (VWG and a 4th order
polynomial multiplied by an exponential), two different fitting ranges (2 to 5 GeV /c?
and 2.2 to 4.5 GeV /c?) and two different ways of fixing the width of ¢ (2S) by varying
the aw s /O'J/w ratio by £ 10% (upper limit of this ratio is exactly equal to the mass

ratio and lower limit is o) /O'J/d} = 1). Thus, for each resonance the signal was
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Figure 4.6: Invariant mass spectrum in 6 rapidity bins fitted with NA60+VWG.

CB2+VWG

NA60+VWG

y bins

NJ P + (stat)

S/B

Significance

x?/ndf | N/, £ (stat)

S/B

Significance

X% /ndf

2.5;2.75

4682 £ 96

3.71

58.69

1.26 4702 £ 98

3.77

58.70

1.22

2.75,3.0

14823 + 166

3.92

105.05 1.70

14857 £ 167

3.98

104.94

1.64

3.0;3.25

18631 + 194

3.98

117.95 1.12

18700 + 192

4.04

117.91

0.91

3.25:3.5

17316 + 181

4.30

114.56 0.77

17357 £ 187

4.36

114.44

0.91

3.5;3.75

11766 + 146

5.09

95.86 1.68

11784 + 147

5.18

95.71

1.82

3.75:4.0

3700 £ 83

5.38

53.99 1.67

3704 £ 83

5.47

53.89

1.62

extracted for 2* combinations. The final extracted yield is the weighted average of
the 16 values, while the RMS of the distribution gives the systematic uncertainty on

the signal.

Fig. shows the results of the signal extraction based on the 16 different test

conditions for J/i¢ and ¥(2S), together with the average value and the associated

RMS.

Table 4.4: Fit results in 6 rapidity bins for J /.
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4.2. Signal extraction

CB2+VWG NAG60+VWG
y bins Ny2s) E(stat) | S/B [ Significance | x?/ndf | Ny g E(stat) [ S/B | Significance | x?/ndf
2.5;2.75 102 + 35 0.11 3.06 1.26 104 + 34 0.11 3.13 1.22
2.75; 3.0 417 + 61 0.16 7.25 1.70 416 + 64 0.16 7.23 1.64
3.0;3.25 569 + 68 0.18 8.99 1.12 576 £ 70 0.18 9.08 0.91
3.25;3.5 503 + 64 0.18 8.49 0.77 504 £ 67 0.18 8.51 0.91
3.5;3.75 380 + 50 0.24 8.35 1.68 378 + 52 0.25 8.32 1.82
3.75;4.0 88 + 28 0.19 3.66 1.67 84 + 28 0.19 3.52 1.62

Figure 4.7: Number of J/¢ (top) and ¢(2S) (bottom) extracted for the 16 tests
used for signal extraction to calculate the systematic uncertainty for integrated
spectrum.The continuous line represents the weighted average, while the dotted lines

Table 4.5: Fit results in 6 rapidity bins for 1(2S).
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correspond to the RMS of the distributions.

Table [4.6{summarizes the result on signal extraction together with the statistical

and systematic errors of J/¢ and 1(2S), respectively. The systematic uncertainty on

i 2 L
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signal extraction is ~ 0.3% for the J/¢ and ~ 5.2% for the ¢(2S).
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Ny £ (stat.) £ (syst.) | Nys) £ (stat.) £ (syst.)
70752 £ 371 + 181 1987 £+ 127 £ 103

Table 4.6: Results on signal extraction for integrated spectrum.

pr bins | N/ & (stat.) £ (syst.) | Nyg) & (stat.) £ (syst.)
0;1 10831 + 161 £ 69 191 £ 52 £ 14
1;2 17303 4+ 196 £+ 53 572 £ 73 £ 45
2;3 13859 £ 162 £ 36 350 + 57 £ 25
3;4 10134 + 133 + 31 259 £42 + 24
4,5 7009 + 103 + 44 197 + 30 + 18
5;6 4398 + 81 + 43 150 +£ 28 + 14
6; 8 4392 £ 80 £ 45 111 £24 £ 5
8;10] 1569 4+ 47 £ 21 69 £ 15 +4
10512 628 £ 317 33 £11£3
12;14 287 £24+£5

14;16 128 £ 17 £ 7

16;18 65 £ 11 +4

18;20 33+£10+5

Table 4.7: Results on signal extraction in different pt bins for J /¢ and 1(2S).

Differential Spectra :

The systematic uncertainties on differential spectra has been determined in the
same way as described in the previous section for the pr and y integrated result. On
top of this, two different tail parameter sets (tail parameters tuned on the pr and
y integrated shapes or specific tail parameters determined for each pr (y) bin) have
been tested. Thus, for the differential yields, the signals have been extracted for 2°

combinations.

Fig. shows the systematic variation of the signal counts for 32 different test

conditions for the analysis in pr bins while Fig. [£.9 hows the variations for y bins.

Table 4.7, summarizes the result on signal extraction in different pr bins for

J/1 and 1(2S) while Table 4.8/ summarizes the results for different y bins.

Systematic uncertainty on the signal extraction increases from ~ 0.3% (~ 4.5%)
to ~ 15% (~ 9.3%) for the J/v (¢(2S)) as a function of pr. In the y bins, systematic

uncertainty is in the range ~ 0.5% (~ 3%) to ~ 1% (~ 8%) for the J/¢ (1(2S)).
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4.2. Signal extraction

y bins Ny £ (stat.) £ (syst.) | Nygs) £ (stat.) £ (syst.)
2.5;2.75 4660 £ 93 £+ 39 117 £ 36 + 4
2.75;3.0 14768 + 165 + 100 402 + 58 £ 32
3.0;3.25 18559 + 196 + 118 538 £ 67 + 33
3.25;3.5 17241 + 185 + 82 480 + 63 £ 24
3.5;3.75 11727 £ 148 + 65 344 £ 48 + 24
3.75;4.0 3691 + 82 + 36 93 £ 26 £ 6

Table 4.8: Results on signal extraction in different rapidity bins for J/¢ and 1(2S).

It is to be noted that the systematic uncertainty on the signal extraction is
largely due to the two different signal shapes (CB2 and NA60). Additional systematic
uncertainty of 2% for J /v, 6% for 1(2S) and 5% for ¢(2S)/J /¢ ratio are obtained by

using different tail parameter sets.
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Figure 4.8: Number of J/¢ and ¢ (2S) extracted for the 32 tests used for extracting
the systematic uncertainty as a function of pr. The continuous line represents the
weighted average, while the dotted lines correspond to the RMS of the distributions.
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4.3 Acceptance and efficiency corrections

The acceptance times efficiency (A Xxe) has been determined by simulating J /1)
and (2S) signals using pr and y input distributions based on an interpolation of
the LHC, CDF, and RHIC distributions. The signals were generated within a wider
rapidity range (2.0 < y < 4.5) in order to account for the edge effects of the acceptance

region.

The A xe calculation has been performed on a run by run basis with a realistic
MC simulation. It includes the experimental conditions (HV, LV and readout) of the
Muon Spectrometer from Offline Calibration Data Base (OCDB). For each signal 8
million events were generated weighted by the unlike sign dimuon trigger for each
run. The run by run Axe for J/¢ and ¢(2S) in LHC1lc and LHC11d periods
was calculated. The Axe factor was determined as the ratio of the number of
reconstructed signals over the generated events in the muon acceptance. The average
A xe factor for J /1 was found to be 0.1322 4 0.0002 while the one for the 1(2S) was
0.1664 + 0.0002.

4.3.1 Axe as a function of pr

The Axe was also estimated in bins of transverse momentum. The result is
shown in Fig. for J/1 and 1(2S), respectively. At lower pr the Axe for 1)(2S)
is higher than that for J/¢ while for pr greater than 5 GeV, the values are found to
be similar for both of them. The higher values Axe at low pr for ¢(2S) is probably
due to the fact that the mass of ¥)(2S) is higher than J /¢ by 590 MeV.
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4.8. Acceptance and efficiency corrections
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Figure 4.10: Axe of J/1 and 1(2S) as a function of pr.

4.3.2 Axe as a function of y

The Axe factors of J/1 and ¢(2S) for each y bin is shown in Fig. 4.11] Tt can
be seen from the figure that for both the resonances A xe peaks around y = 3.4 and

decreases by a factor ~ 5 at the edges.
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Figure 4.11: Axe of J/¢ and ¢(2S) as a function of y.
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4.3.3 Systematics on the MC input

The estimation of Axe might depends on the pr and y shapes of J/¢ and
1 (2S) used as input distributions in the MC simulations. In order to evaluate the
sensitivity of the results on this initial choice, several MC simulations were performed,
modifying the adopted pr and y distributions of J/¢ and 1(2S). The way in which
the input distributions were varied is extensively described in reference [2| and takes
into account two possible sources of bias: the precision on the experimental points
used for the identification of the 1-D shapes and the correlation between pr and v,

as observed by LHCb for the J/v in the same rapidity region.

The systematic uncertainty on the integrated Axe is 1.72% for both J /¢ and
¥(28). The systematic uncertainty varies from 0.04% (0.42%) to 4.66% (6.44%) for
J/¢ (¢(2S)) in pr and y bins. Table 4.9 summarizes the systematic uncertainties on

Axe in pr and y bins used in this analysis.

Syst. Uncertainty on Axe (%) | Syst. Uncertainty on Axe (%)
pr bins  J/4¢ P(2S) y bins J/ ¥(2S)
[0; 1] 0.04 0.42 [2.5;2.75] 3.14 6.44
;2] 018 0.34 2.75:3.0] 1.9 4.15
2:3] 022 0.35 3.0;3.25] 1.49 3.00
3:4] 048 0.59 3.25;3.5] 1.3 2.82
[4; 5] 0.65 0.75 [3.5;3.75] 1.72 3.29
5:6]  0.68 0.82 3.75:4.0]  4.32 4.40
6:8]  0.74 0.88

[8:10]  0.69 0.86

[10;12]  1.02 1.14

[12:14] 158

[14;16]  2.29

[16:18]  3.33

[18:20] 4.6

Table 4.9: Systematic uncertainties on AXe in pr and y bins for J/¢ and ¥(2S).
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4.4. Tracking and Trigger efficiency

4.4 Tracking and Trigger efficiency

Considering the fact that the J/i¢ and the ¥(2S) are very close in mass and
their kinematics are very similar, the same systematic uncertainties are applied to

both resonances.

4.4.1 Tracking efficiency and systematics

The single muon tracking efficiency integrated over pr and y as obtained from
real data was €, — 87.2%. However, from simulation, the tracking efficiency was

found to be 88.8%. This is the source of systematic error in tracking efficiency.

In order to quantify this systematic uncertainty, a pure signal simulation was
performed, randomly injecting for each decay muon a survival probability of 98.2%.
This value corresponded to the ratio of single muon tracking efficiencies quoted above
which is also shown in Fig. Such a probability was applied to both J/¢ decay
muons and the surviving opposite sign tracks were then paired into J/¢°. The
procedure was repeated by setting the survival probability to 100% which implies
that no muon was excluded to form a J/v. The systematic uncertainty was obtained
by taking the difference between the ratio (J/¢°)/(J/+) and unity. The pr and y

integrated systematic error was found to be 4%.

An additional systematic uncertainty was due to Correlated Dead Areas (CDA).
The method above is blind to correlated inefficiencies of Detection Element, i.e. dead
areas located in front of each other in the same station. This effect leads to an
overestimation of the efficiency. A dedicated method to spot and to account for CDA

led to a results of 2.5% systematic uncertainty.
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Figure 4.12: Run-per-run single muon tracking efficiency from data and MC
simulation and the ratio of the two efficiency.

The total systematic uncertainty on the tracking efficiency was taken as 6.5%,

by summing the two sources described above.

Uncertainty vs pr and y

The same procedure has been applied to calculate tracking efficiency systematics
as a function of the transverse momentum and rapidity. Fig. shows the
comparison between J /1 and J/v in pr and y bins. The ratio J/1°/J /1) from which
the systematic was extracted varies bin by bin. It is observed that the systematic
uncertainty varies form ~ 1% (~ 5%) to ~ 5% (~ 9%) in pr (y) bins. The additional

systematic uncertainty due to CDA which is 2.5% was added to each bin.
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Figure 4.13: Tracking systematic uncertainty in pr and y bins.

4.4.2 Trigger efficiency and systematics

The three contributions considered in the evaluation of the systematic uncer-
tainty on trigger efficiency are: first, the difference in the shape of the trigger response
function in data and MC; second, the uncertainty on the trigger chamber efficiency;

third, the uncertainty from MB (VOand) trigger efficiency.

e The systematic uncertainty on the shape of the trigger response has been
determined by comparing the influence of two different trigger response
functions, obtained in data and in MC, on the Axe of J/¢. The trigger
response functions have been obtained from the ratio of the Lpt (i.e. 1 GeV/c
pr threshold, used in this analysis) and Apt (i.e. 0.5 GeV/c pr threshold)
single muon pr distributions. For the experimental data, single muons from
LHC11c+LHC11d have been selected, while for the MC, muons from J /v decay

have been used.

The data and MC trigger response functions (Lpt/Apt) are shown in Fig.

Muons coming from the MC J/i¢ decay were weighted according to their
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Figure 4.14: Trigger response function (Lpt/Apt) in data and in MC simulation.

kinematics with the two different trigger response functions. Comparing the
results obtained with the two distributions, the systematic uncertainty on the

trigger has been evaluated. This integrated systematic uncertainty was found

to be 2%.

The systematic uncertainty arising from the intrinsic trigger efficiency was
estimated by varying the efficiency of each local board by 2% in the simulation.
This value corresponds to the uncertainty on the local board efficiency which
was obtained by estimating the efficiency in different trigger classes and with
different methods (in particular the response of the trigger chambers was
estimated by searching for strips matching either tracks extrapolated from
the tracker or the tracklets in the trigger). Using pure signal simulations,
an uncertainty on dimuon of the order of 2% was found. This uncertainty
is uncorrelated as a function of pr and y since variations from one local board

to another one may exist.

The dimuon trigger used for this analysis was not dimuon trigger alone, but
rather dimuon and VOand and it is possible that some J /1) were produced in
events where the VOand is not fired due to, e.g., low particle multiplicity. Such

effect is not taken into account in the efficiency simulations, which only simulate
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4.4. Tracking and Trigger efficiency
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Figure 4.15: Trigger systematic uncertainty in pr and y bins.

the dimuon trigger response to muon from J/v¢ decays. In order to estimate
such effect, we have extracted the J/1¢ yield with and without requiring the
VOand to be fired and we find that about 2% of J/v¢ are lost when we require
the VOand in the trigger. So, we assign 2% systematic uncertainty to our trigger

efficiency due to the min bias condition.

The final trigger systematic uncertainty was found to be ~ 3.5% by summing in

quadrature the three contributions mentioned above.

Uncertainty vs pr and y

The systematic uncertainty on the trigger efficiency as a function of pt and y
has been estimated bin to bin (uncorrelated uncertainty) and it amounts to 3.8%
in the pr range from 1 to 2 GeV/c and 1% in all the other bins. As a function of
y, the variation is rather flat, with a maximum systematic uncertainty of the order
of 2.8%. The systematic uncertainty as a function of pr and y is shown in the
Fig. The other two systematics mentioned above were added in quadrature

with this systematic.
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4.5 Matching efficiency

The estimated systematic uncertainty on the matching efficiency between the
tracking and the trigger tracks is 1%. Its origin lies in difference observed in
simulations for different y? cuts on the matching between the track reconstructed

in the tracking chambers of the spectrometer and the one reconstructed in the trigger

chambers. This error is uncorrelated as a function of pr and y.

4.6 Summary of systematic uncertainties

The Table summarizes the sources of various systematic uncertainties
for both J/¢ and ¢(2S). The largest source of uncertainty is related to the signal
extraction and the largest signal extraction uncertainty values corresponds to the

highest pr bin for both J/v¢ and (2S).

Source J/ ¥(2S) Type
Signal extraction 2% (2%—-15%) 8% (7.5%—11%) Uncorrelated
Input MC parametrization | 1.7% (0.1%-1.8%) | 1.7% (0.4%—2.4%) | Uncorrelated
Trigger efficiency 3.5% (3%—5%) 3.5% (3%—5%) Uncorrelated
Tracking efficiency 6.5% (4.5%-11.5%) | 6.5% (4.5%—11.5%) | Uncorrelated
Matching efficiency 1% 1% Uncorrelated
Luminosity 5% 5% Correlated

Table 4.10: Systematic uncertainties on the quantities associated to J /¢ and ¥(2S)
cross section measurement.

4.7 Results

The production cross-sections of J /¢ and 1(2S) have been determined from:

O'w:

N, 1

1

(AX 6) ' B.R.w_#ﬁlr ’ Eint

(4.5)
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where:

Ny is the number of J/9 or 1/(2S) obtained from the signal extraction;

Axe is the acceptance and efficiency correction factor of J /¢ or ¥(2S);

BR(¢) — p*p7) is the branching ratio of J /4 or 1(2S) in dimuon decay channel
(J/vb — ptp~ or (2S) — ptp~). For J/4 the branching ratio is (5.93+0.06)%
and for ¢(2S) it is (0.78+0.09)%;

Ly is the integrated luminosity [3].

4.7.1 J/1¢ resonance

The inclusive J /1) production cross sections in pp collisions at /s = 7 TeV is:
05/6(2.5 <y <4,0 < pr <20 GeV/c) = 6.69 = 0.04 (stat.) £ 0.63 (syst.) ub.
The systematic uncertainties on signal extraction, on the MC inputs, on the trigger
and tracking efficiency, on the tracking and trigger tracks matching efficiency and on
luminosity have been included.
This result is in good agreement with the previous ALICE published result [4]:
03/6(2.5 <y <4, pr > 0GeV/c) = 6.31 £ 0.25 (stat.) = 0.76 (syst.) ub.
A comparison has been done with LHCb results [3] in terms of doy,,/dy, since the
rapidity ranges are different between the two experiments.
LHCb provides the cross section for both prompt and B feed-down J/¢. These
two contributions have been added in order to compare with the ALICE inclusive
measurement. The inclusive J/1 cross section values are:
doyy/dy (LHCb) = 4.82 £ 0.02 (stat.) & 0.64 (syst.) ub.
doy/y/dy (ALICE) = 4.46 £ 0.03 (stat.) 4= 0.42 (syst.) ub.
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Chapter. J/ib and 1 (2S) production in pp collisions

Assuming the systematic uncertainty from luminosity is fully correlated between the

two experiments, ALICE and LHCD results are compatible within 1o.

pr differential production cross-section of J/¢: d*c,/,/dprdy

The previously published ALICE result was given in the range 0 < pr < 8
GeV/c [4]. Due to the high statistics sample collected during the two periods (LHC11¢

and LHC11d) in 2011, we have now reached up to 20 GeV/c in pr for J /4.

Fig. shows the differential production cross-section of J/1 in pr bins. This
result has been compared with the previous ALICE result, with a sizeable extension
of the covered pr range, and also with the measurement performed by the LHCb
collaboration. In this case also, the LHCb results for both prompt and B feed-down

J/1 are summed.

— LENLENLE N B T T T T T T 3
S ]
3z L..._.‘ pp Vs = 7 TeV, inclusive Jiy, 2.5<y<4 ]
8 1 g
= o}
Ne) | e
= 3 b E
= 10 e E
3 ot
Q102 -
S 10 oo 3
[ ¥y
X -1 g
© 103k —* ALICE, L, =1.35pb" £ 5% - ]
ALICE, L, = 15.6 nb™' + 5.5% —.—
4 [~ LHCb, L, =52pb"'£10% k]
10 o Systematic uncertainty E
BR syst. unc. not shown E

0O 2 4 6 8 10 12 14 16 18 20
pT(GeV/c)

10—5...I...I...I...I..I.I ] ]

Figure 4.16: pr differential production cross-section of J /.

The measured pr differential cross section of J/1 is in good agreement with

both previous ALICE results [4] and LHCD results [5].
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pT Ny & stat. £ syst. Axe £ stat. & syst. d2a_]/¢/dedy =+ stat. Ysyst.
(Gev /e (%) (1b/(GeV/c))  (ub/(GeV/c))
[0;1] 10831 4+ 161 + 69 12.51 £0.06 + 0.01 0.7210 £ 0.0107 0.0491
[1;2] 17303 + 196 + 53 10.67 £ 0.04 £ 0.02 1.3504 + 0.0153 0.0930
[2; 3] 13859 + 162 £+ 36 10.92 £ 0.05 £ 0.02 1.0569 + 0.0124 0.0682
[3; 4] 10134 £ 133 £ 31 13.49 +£0.05 £ 0.07 0.6256 £ 0.0082 0.0383
[4; 5] 7009 + 103 + 44 17.20 £ 0.06 £ 0.11 0.3394 £ 0.0050 0.0202
[5; 6] 4398 £ 81 +43 21.32+£0.07+0.15 0.1718 £ 0.0032 0.0108
[6; 8] 4392 £ 80 + 45 26.53 £ 0.06 + 0.20 0.0689 £ 0.0013 0.0044
[8; 10] 1569 £47 + 21 32.75 £ 0.06 + 0.23 0.0199 £ 0.0006 0.0013
[10;12] 628 £31 47 37.31 £0.07 £ 0.38 0.0070 £ 0.0003 0.0005
[12;14] 287+24+5 40.59 + 0.08 + 0.64 0.0029 £ 0.0002 0.0002
[14; 16] 128+ 17+ 7 42.95 4+ 0.08 £0.98 0.0012 £ 0.0002 0.0001
[16; 18] 65+11+4 44.80 +0.10 £ 1.49 0.0006 £ 0.0001 0.0001
[18; 20] 33+10+5 46.03 £0.11 £ 2.15 0.0003 £ 0.0001 0.0001

Table 4.11: Differential cross-section of J /¢ in 13 p bins. All uncorrelated systematic
uncertainties are included in the systematic uncertainty on the differential cross-
section.

Table summarizes the number of J/1, Axe and differential cross-sections

in the 13 pr bins.

y differential production cross-section of J/v: do,,,/dy

The y differential cross-section has been measured in 6 rapidity bins with 0

GeV/c < pr < 20 GeV/c. In previous ALICE result we had 5 bins in y [4].

Fig. shows the differential production cross-section of J /1 in rapidity bins.
The result is compared with the previous ALICE result and also with the measurement
performed by the LHCb collaboration. The measured y differential cross section
of J/1 is in good agreement with previous ALICE result [4] and also with LHCb

values [5].

Table summarizes the number of J/1, Axe and differential cross-sections

in 6 rapidity bins.
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Figure 4.17: y differential production cross-section of J /1.

Y Ny & stat. £ syst.  Axe £ stat. & syst. (%) doy/y/dy & stat. (ub)  Xgys. (ub)
[2.5;2.75] 4660 £+ 93 £ 39 4.07+0.03 £0.13 5.721 £0.114 0.596
[2.75;3.0] 14768 4+ 165 £ 100 13.97 £ 0.05 £ 0.28 5.282 £0.059 0.586
[3.0; 3.25] 18559 + 196 + 118 19.97 £ 0.07 £ 0.30 4.644 £ 0.049 0.547
[3.25; 3.5] 17241 + 185 £ 82 20.35+£0.07 £ 0.28 4.233 £ 0.045 0.503
[3.5;3.75] 11727 £ 148 £ 65 15.30 £ 0.06 £ 0.26 3.830 £ 0.048 0.431
[3.75;4.0] 3691 + 82 + 36 5.49+0.03+0.24 3.359 £ 0.075 0.327

Table 4.12: Differential cross-sections of J/t¢ in 6 rapidity bins. All uncorrelated
systematic uncertainties are included.

4.7.2 1(2S) resonance

The inclusive ¥(2S) production cross sections in pp collisions at /s = 7 TeV is:
Op29)(2.5 <y < 4,0 < pr <12 GeV/c) = 1.13 £ 0.07 (stat.) = 0.14 (syst.) ub.
A comparison has been done with LHCD results [6] in term of doyes)/dy, since the
rapidity ranges are different between two experiments:
doy(as)/dy (LHCb) = 0.68 £ 0.004 (stat.) &= 0.048 (syst.) pb.
doy(es)/dy (ALICE) = 0.75 4 0.05 (stat.) £ 0.09 (syst.) ub.
ALICE result seems higher than the LHCb result. However, if we assume the

systematic uncertainty from luminosity is uncorrelated (i.e. systematic on luminosity
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is taken into account in the evaluation) between the two experiments, the discrepancy

in this case is within 1o.

It may be also noted that the 1/(2S) result of LHCb was extracted from a data

sample different from the one used for the J /4.

pr differential production cross-section of ¢(2S): d*oy2s)/dprdy

~ 1T
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Figure 4.18: pr differential production cross-section of 1)(2S).

D Ny(2s) £ stat. = syst. Axe + stat. & syst. d?oy(0g)/dprdy + stat. Soyst.
(GeV /o) %) (1b/(GeV/c)  (ub)(GeV /e))
[0; 1] 191 £52+14 17.63 £ 0.07 £0.07 0.0686 4+ 0.0187 0.0079
[1;2] 572+ 73 +45 15.51 £ 0.06 £ 0.05 0.2335 4+ 0.0298 0.0278
[2; 3] 350 + 57+ 25 14.18 £0.05 £ 0.05 0.1563 4+ 0.0254 0.0174
[3; 4] 259 +42 + 24 14.87 £ 0.06 £+ 0.09 0.1103 +0.0179 0.0138
[4; 5] 197 £30 £ 18 17.01 £0.06 £0.13 0.0733 +0.0112 0.0090
[5; 6] 15028+ 14 20.15+0.07 £ 0.17 0.0471 4+ 0.0088 0.0059
[6; 8] 1114+24+£5 24.81 £ 0.05 £ 0.22 0.0142 4+ 0.0031 0.0014
[8; 10] 69+15+4 30.75 + 0.06 £ 0.26 0.0071 +£0.0015 0.0007
[10; 12] 33+11+3 35.28 +0.07 £+ 0.40 0.0030 4+ 0.0010 0.0004

Table 4.13: Differential cross-section of ©(2S) in 9 pr bins. All uncorrelated

systematic uncertainties are included.

The differential cross-sections have been measured in 9 pr bins between 0 - 12
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GeV/c. Fig. shows the differential production cross-sections of 1(2S). The result

has been compared with the measurement performed by the LHCb collaboration [6].

The measured pr differential cross section of ¢(2S) is slightly higher than the

LHCD result for some bins, for most of the bins cross sections are in good agreement.

Table summarizes the number of ¥)(2S), A xe and differential cross-sections

in 9 pr bins.

y differential production cross-section of 1/(2S): doyg)/dy

The y differential cross-sections have been measured in 6 rapidity bins. Fig.
shows the differential production cross-section of 1(2S) in rapidity bins. This is the
first result on y differential cross section of ¥(2S) at forward rapidity at /s=7 TeV.
Table contains the number of ¥(2S), Axe and differential cross-sections in 6

rapidity bins.

5 1.6
S [ e ALICE L, = 135pb"+5% :
3 1-4:_ o Systematic uncertainty _
g 120 BR syst. unc. not shown .
1 ]
0.8F ]

0.6 $ $
0.4F pp Vs = 7 TeV, inclusive y(2S) 3

0.2F -

Figure 4.19: y differential production cross-section of 1(2S).
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y Ny(2s) £ stat. & syst. Axe &£ stat. & syst. (%) doyas)/dy £ stat. (ub)  Pgyse. (ub)
[2.5;2.75] 117+ 36 +4 5.63 £ 0.03 £0.38 0.789 4+ 0.243 0.107
[2.75;3.0] 402 £+ 58 £+ 32 18.10 £0.06 £ 0.75 0.844 £0.122 0.128
[3.0; 3.25] 538 £ 67 £33 25.12+0.07£0.75 0.814 +£0.101 0.119
[3.25; 3.5] 480 £ 63 £ 24 25.20+0.07£0.71 0.724 £ 0.095 0.103
[3.5;3.75] 344 £48 £ 24 18.67 £ 0.06 £ 0.61 0.700 = 0.098 0.103
[3.75;4.0] 93 £26+6 6.58 £ 0.04 £0.29 0.537 £ 0.150 0.070

Table 4.14: Differential cross-section of ¥(2S) in 6 rapidity bins. All uncorrelated
systematic uncertainties are included.

4.7.3 (2S) to J/¢ cross-section ratio

The inclusive 1(2S) to J/v cross-section ratio at /s = 7 TeV integrated over
pr and y is:
0.170 £ 0.011 (stat.) & 0.013 (syst.).

The systematic uncertainty on signal extraction was directly evaluated on the
ratio ¥(2S)/J/1, to reduce the dependence on the chosen signal function, since this
is expected to be the same for J/i and ¢(2S). The systematic uncertainty on the
acceptance input is included, while the other sources cancel out, as the two resonances
under study are very close in the mass value. No polarization uncertainty is taken

into account.

1¥(2S) to J/1¢ cross-section ratio as a function of pr

The 1(2S) to J /1 cross-section ratio have been measured as a function of pr and
a clear pr dependence can be observed. In Fig. the ALICE result is compared to
LHCD [6]. The observed pattern is similar. However, it must be noted that a direct
comparison with LHCD is not possible because in the present analysis the ratio is
between inclusive ¥(2S) and J /1, while for LHCb, the ratio is between prompt 1(2S)
and J /1.
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Figure 4.20: ¥(2S) to J/1¢ cross-section ratio as a function of pr.

Systematic uncertainty on acceptance input and signal extraction are included,
while other systematics cancel out. No polarization uncertainty has been included.
In LHCb, polarization uncertainty of 1(2S) and J/« is also included along with the

statistical and systematic errors.

1 (2S) to J/¢ cross-section ratio as a function of y

Fig. shows the 1(2S) to J/¢ cross-section ratio as a function of rapidity.
No strong y dependence is visible, in the y range covered by the ALICE muon

spectrometer.

The inclusive ¥(25) to J/1 cross-section ratio as a function of pr and y are

given in the Table

Assuming that the ¢(2S) to J/v¢ cross-section ratio is independent of y over
the entire rapidity range, which is supported by our data, and multiplying it by the

branching ratio of ¥(25) decaying into J/¢ plus anything BRy s~y = 60.3 £
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Figure 4.21: ¥(2S) to J/1¢ cross-section ratio as a function of y.

d%o /dprdy
(GeV/C) % + stat. Zsyst_

i~}
=

[0; 1] 0.0966 + 0.0259 0.0067
1;2] 0.1726 £ 0.0220  0.0151
23] 0.1481 + 0.0240  0.0109
[3; 4] 0.1759 + 0.0290 0.0185
[4; 5] 0.2152 + 0.0331 0.0192
[5; 6] 0.2823 + 0.0499 0.0280
[6:8] 0.2179 + 0.0447  0.0164
[8; 10] 0.3563 + 0.0777 0.0278
[10;12] 0.4165 + 0.1431  0.0313
y % + stat. Ysyst.

2 ] 0.1374 £ 0.0423  0.0128
2 ] 0.1596 + 0.0235  0.0164
3 ] 0.1753 & 0.0218  0.0143
[3.25;3.5] 0.1707 & 0.0227  0.0129
3 ] 0.1825 & 0.0255  0.0174
3 ] 0.1592 & 0.0457  0.0166

Table 4.15: Inclusive 1(2S5) to J/1 cross-section ratio as a function of pr and y for
pp collisions at /s = 7 TeV.

0.7% [7], one gets the fraction of inclusive J/1 coming from (2S) decay f¥(2S) =

0.103 £ 0.007(stat.) £ 0.008(syst.).

125



Chapter. J/ib and 1 (2S) production in pp collisions

4.8 Model Comparison

4.8.1 Differential production cross-section as a function of py

The measured inclusive J/¢ differential production cross-section as a function
of pr has been compared with three theoretical calculations in the framework of the
CSM (Fig. [4.22): two complete calculations at LO and NLO and a third calculation
that includes the contributions which are expected to dominate at NNLO [§]. In
agreement with the authors, the calculations are scaled by a factor 1/0.6 to account
for the fact that they correspond to direct J /1 production, whereas they are compared
to inclusive measurements. This scaling factor is obtained by assuming that about
20% of the inclusive J/v come from y,. decay [9], 10% from (2S) (factor f¥(2S),
see previous section) and 9% from B mesons [5]. The LO calculation underestimates
the data for pr > 2 GeV/c and the pr dependence is much steeper than that of the
measured cross-section. At NLO, the pt dependence is closer to that of the data, but
the calculation still underestimates the measured cross-section. The addition of some
NNLO contributions further improves the agreement between the data and theory
concerning the pr dependence and further reduces the difference between the two, at

the price of larger theoretical uncertainties.

Using a constant scaling factor for the direct-to-inclusive J /v production cross-
sections ratio requires that the pr distributions of direct and decay J/i¢ are the
same. This assumption is a rather crude approximation and for instance the LHCb
collaboration has measured a significant increase of the fraction of J /¢ from B mesons
decay with respect to pr up to 30% for pr > 14 GeV/c. Properly accounting for theses

variations may improve the agreement between data and theory at large pr.

Fig. presents the comparison of the inclusive J/1 differential production
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Figure 4.22: Inclusive J/¢ differential production cross-section as a function of pr,
compared to two scaled CSM calculations for direct J/¢ [§]

cross-section (top), the inclusive 1(2S) differential production cross-section (middle)
and the ratio between the two (bottom) as a function of pr to two NRQCD
calculations for prompt J /¢ and 1(2S) production at NLO from [10] (left) and [11]
(right). A number of theoretical uncertainties cancel while calculating the 1)(2S) over
J /1 ratio and the theory bands shown in the bottom panels are obtained by taking
the ratio of the ¢(2S) and J /¢ upper and lower bounds from top and middle panels

separately, rather than forming all four combinations.

The NRQCD calculations include both Color-Singlet (CS) contributions similar
to the one shown in Fig and Color-Octet (CO) contributions that are adjusted
to experimental data by means of so-called long-range matrix elements (LRME). The
two calculations differ in the LRME parametrization: the first (left panels of Fig.
uses three matrix elements whereas the second (right panels of Fig. uses only
two linear combinations of these three elements. Other differences include: the data
sets used to fit these matrix elements, the minimum pt above which the calculation
is applicable and the way by which contributions from y. decays into prompt J /¢
and 1 (2S) production are accounted for. The first calculation has significantly larger

uncertainties than the second for both the J/v¢ cross section and the ¥(2S)-to-J /¢
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Figure 4.23: Inclusive J /4 differential production cross-section (top), inclusive ¥ (2S)
differential production cross-section (middle) and inclusive ©(2S) over J/i¢ ratio
(bottom) as a function of pr compared to two NRQCD calculations from [10] (left)
and [LIT] (right).

ratio. This is a consequence of the differences detailed above and in particular the

fact that the fits start at a lower pr and include a larger number of data sets.

Both calculations show reasonable agreement with the data for all three
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observables. As is the case for the CSM calculation, properly accounting for the
contribution from B meson decay to both J/¢ and 1(2S) inclusive production in
either the data or the theory would further improve the agreement between the two

at high pr.

In the CSM, the direct ¢)(2S) over J/1 ratio is a constant, independent of both
pr and rapidity. It corresponds to the ratio of the ¢ (2S) and J/¢ wave functions at
origin and amounts to about 0.6 [8]. This value, scaled by the appropriate direct-to-
inclusive J /1 and 1(2S) ratios (0.6 for J /1, as discussed above, and 0.85 for 1(2S) [6]),
becomes 0.42. Tt is larger than the pr integrated measurement and matches the values

obtained for pr > 9 GeV/ec.

Concerning the increase of the inclusive 1(2S)-to-J /1 cross-section ratio as a
function of pr observed in the data, a fraction originates from the contribution of
¥ (2S) and y,. decays. Assuming that the direct production of all three states follows
the same pr distribution, as it is the case in the CSM, the transverse momentum of
J /1 coming from the decay of the higher mass resonances must be smaller than the
one of the parent particle. This result in an increase of the corresponding contribution

to the inclusive cross-section ratio as a function of pr.

The pr dependence resulting from this effect on the inclusive ¥ (2S)-to-J /¢
cross section ratio has been investigated using PYTHIA [12]| for decaying the parent
particle into a J/¢. The result is normalized to our measured integrated (2S)-to-
J/1 cross section ratio and compared to the data in Fig. . As expected, an
increase of the ratio is observed with increasing pr but it is not sufficient to explain
the trend observed in the data. This indicates that the increase observed in the data
cannot be entirely explained with sim-ple decay kinematics arguments and that other
effects must be taken into account. A non-constant ratio can already be expected in

the simplest case of CSM, where different dia-gram contributions to S- and P- wave
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Figure 4.24: Inclusive 1(2S)-to-J /1 cross section ratio as a function of pr compared
to a simulation in which all direct quarkonia are considered to have the same pr
distribution and only kinematic effects due to the decay of higher mass resonances
are taken into account, using PYTHIA [I2].

charmonia production are expected, resulting in different feed-down contributions to
J/1¢ and ¥(2S). On top of this Color-Octet contributions can also be added, as done
in the NRQCD framework. The proper accounting of such contributions is sufficient

to reproduce the trend observed in the data, as shown in Fig. bottom panels.

4.8.2 Differential production cross-section as a function of

rapidity
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Figure 4.25: Differential inclusive production cross-section of J/1 as a function of y
compared to a CSM calculation at LO [13].
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4.8. Model Comparison

Since the LO CSM calculations described in the previous section extend down to
zero pr they can be integrated over pr and evaluated as a function of the quarkonium
rapidity. The result is compared to measured inclusive differential cross-sections
of J/v¢ in Fig. . As for the pr differential cross-sections, the calculations are
scaled by the direct over inclusive ratios described in the previous section (1/0.6 for
J/1). Extending the calculation down to zero pr results in rather large theoretical
uncertainties: a factor four to five between the lower and upper bounds. The
magnitude of the calculations is in agreement with the measurements. It is also

worth noting that these calculations have no free parameters.

4.8.3 Theoretical work

We have also performed theoretical calculations of quarkium cross-sections
within the framework of NRQCD and FONLL by taking into account all the feed-
down contributions from higher quarkonium states and also from B decays [14]. These

calculations are presented in detail in chapter 7.
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Chapter 5

)(2S) production in p-Pb collisions

In this chapter, detailed analysis of 1(2S) production in p-Pb collisions has been
discussed. The data has been collected by ALICE Muon Spectrometer in specific
trigger conditions at /syn = 5.02 TeV in January and February 2013. The analysis
has been performed at forward rapidity (2.03 < yems < 3.53) as well as backward
rapidity (—4.46 < Yems < —2.96) with data sample corresponding to an integrated
luminosity of 5.01 4+ 0.19 nb~! and 5.81 + 0.20 nb~! respectively. These results have

been published in ref [I].

5.1 Data Processing

The data sample, events, trigger and track selection have been described in

details in chapter 3.
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Chapter. 1 (25) production in p-Pb collisions

5.2 Signal extraction

The signal extraction is based on two different approaches. In the first method,
charmonia yields are extracted through a fitting procedure. This approach is similar
to the one followed for obtaining the J/¢ and (2S) results in pp collisions. The
second approach is based on a bin-counting technique (“electron-like” approach) and

it has been introduced to reinforce the 1 (2S) signal extraction.

The signal extraction has been performed in two rapidity bins while pr is
integrated: 2.03 < Yems < 3.53 for p-Pb and —4.46 < yms < —2.96 for Pb-p. Also in
4 pr bins (0-2, 2-3, 3-5, 5-8 GeV/c¢) with rapidity integrated both for p-Pb and Pb-p.
The choice of the binning in all cases has been driven by the requirement of having a

signal significance greater than 3.

5.2.1 Fitting technique

The J/¢ and ¢(2S) yields are extracted through a fit of the invariant mass

spectrum, based on signal and background shapes.

As in pp collisions, in p-Pb also an extend Crystal Ball (CB2) function or new
NAG0 function has been used as signal shape. Due to the large background under the
J /1 region, it was not possible to fix the tails of these signal shapes by directly fitting
the data. Therefore, the signal shape parameters were tuned on the J/¢ MC and then
fixed in the fit procedure to the invariant mass spectra. In particular, parameters were
tuned in each kinematic bin under study. Also the ¢(2S) tails were tuned, for each
kinematic bin, on a 1(2S) MC. The only signal parameters which were kept free in the

final fit are the J/¢ mass, width and the absolute normalization of both resonances.
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5.2. Signal extraction

The background was described with a variable width gaussian function (VWG).
As alternatives, an exponential function multiplied by a fourth order polynomials was
also used as in pp case. Background parameters were directly tuned during the fit to
the invariant mass spectrum. Due to the low signal over background ratio under the

¥ (2S) its mass and width are linked to the J/¢ ones in the following way:

M) = maj + (mEBS —miRe). (5.1)
Map(2s) = My + (m?f(g& - m%) (5.2)

where, m} % and my g, and my)o and my)Ge are the masses of J /4 and 1(29)

from PDG and MC, respectively.

MMy (25)

Oy(28) = TJ/y- M3y .

7ii3s)
0'1/,(25) = JJ/¢'OW—IC’ (54)
I/

As an alternative, the sigma of the ¢ (2S) was linked to the J/¢ through the

ratio of the widths of the resonances, as obtained from the MC.

Fig. shows the invariant mass spectra in the two rapidity ranges under study
for the p-Pb (left) and Pb-p (right) data samples. Fig.|5.2|shows the invariant mass

137



Chapter. 1 (25) production in p-Pb collisions

spectra for 4 pr bins for p-Pb (upper panel) and Pb-p (lower panel) collisions.
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Figure 5.1: Opposite-sign dimuon invariant mass spectra for the p-Pb (left) and Pb-p
(right) data samples, together with the result of a fit.
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Figure 5.2: Opposite-sign dimuon invariant mass spectra, in bins of transverse
momentum, for the p-Pb (upper) and Pb-p (lower) data samples.

5.2.2 “Electron-like” technique

In this method, the signal extraction is based on a bin counting technique on a

background subtracted invariant mass spectrum. The procedure can be summarized

in the following steps:
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5.2. Signal extraction

1.

The invariant mass spectrum is fitted with a given signal and bacground
shapes, in a similar way as it is done with the fitting technique. The
obtained background shape is then subtracted from invariant mass spectrum

(a poissonian uncertainty is associated to the background distibution).

The J /4 yield is obtained by counting the signal events in the mass region 2.9-
3.3 GeV/c?, while the 1(2S) yield is obtained by counting events in the mass
range 3.5-3.8 GeV/c?. The results are not sensitive to the specific bin counting

range.

Since the number of J /1) or ¢(2S) is counted in a limited mass range, a correction
factor, evaluated from the signal shapes tuned on the data (obtained in step 1),

allows us to obtain the total number of charmonia.

A further additional correction factor, again evaluated from the signal mass
shape of step 1, allows us to correct for the J/i¢ contribution under the t(2S)
peak. On the contrary, the ¥(2S) contribution under the J/i¢ peak can be

neglected.

The procedure is repeated, choosing different signal and background shapes. In

particular the same shapes introduced in the first approach are used.

5.2.3 Systematic uncertainties in signal extraction

In both the approaches, J /1 and 1(2S) yields were extracted slightly modifying

the fitting procedure or the signal and background shapes. For each combination

of signal and background shape, the fitting range was also modified, to verify the

stability of the fit. For each combination, the width of the ¢(2S) was fixed either to

the ratio of the J/v¢ and ¥ (2S) masses or to the ratio of their widths obtained in the
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Chapter. 1 (25) production in p-Pb collisions

MC. Alternative values of the (2S) mass resolution were also tested, allowing the

ratio (ai}f(gs) /U}]V}i) to vary within 10%.

The summary of the performed tests, similar to pp case is:

CB2 signal shape and VWG for the background.

CB2 signal shape and 4th order polynomial x exponential for the background.

NAGO signal shape and VWG for the background.

NAGO signal shape and 4th order polynomial x exponential for the background.

These tests were repeated for both the standard fitting approach and the
“electron-like” technique. The extracted J/¢ and (2S) yields were obtained with
the various performed tests for p-Pb and Pb-p collisions. Similar behaviours were
observed in all the pr bins. As discussed in pp case, the final J/¢ and ¢(2S) yields
have been obtained as weighted average of different tests. The systematic uncertainty
corresponds to the RMS of the yields distribution. For the (2S)/J/v ratio, the
systematic uncertainty on the signal extraction was evaluated directly on the ratio

and it is dominated by the uncertainty on the ¢(2S).

Extracted yields in this approach are in very good agreement with the values
obtained with the fitting technique. The systematic uncertainty on signal extraction
for integrated case are 9.5% for p-Pb and 9.3% for Pb-p, while it varies from 8%
(8.6%) to 11.9% (12.7%) for p-Pb (Pb-p) in pr bins. Table summarizes the
result on signal extraction together with the statistical and systematic uncertainty

for integrated case.
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5.8. Acceptance and efficiency corrections

Collision Rapidity Ny(29)
p-Pb 2.03 < Yems < 3.53 | 1069 + 130 (stat.) £ 102 (syst.)
Pb-p -4.46 < yems < -2.96 | 697 + 111 (stat.) + 65 (syst.)

Table 5.1: Summary of signal extraction of 1(2S) for p-Pb and Pb-p data samples.

5.3 Acceptance and efficiency corrections

In p-Pb and Pb-p collisions, the occupancy in the detector is small and no
deterioration of the muon tracking chamber efficiency was observed even for most
central events, justifying the use of a pure signal simulation. As in such simulation
the vertex could not be reconstructed, the events were generated and reconstructed at
a fixed vertex position. A run-per-run simulation, with a number of events generated
proportional to the number of unlike-sign dimuon triggers after the event physics
selection, was performed using a pure signal parametrization that reproduced the
measured J /v kinematical pr and y distributions to correct the data by the detector

acceptance and efficiency (A xe€). The polarization of the J /v was assumed to be zero.

At the end of each period, hardware issues in the tracking chambers (mainly
HV trips) had increased leading to a decrease of the tracking efficiency and of A Xe.
The pr and rapidity input distributions of the generated J/i¢ were tuned directly on
the raw number of J /1 extracted from the data. Starting with a generator based on a
parametrization of the J/v¢ production in pp collisions at 5.02 TeV, a single iteration
over the corrected data allowed to describe the pr and rapidity distribution within
10%. The integrated Axe of J/1) was approximately 25% and 17% for the periods
LHC13de and LHC13f, respectively. It was also estimated as a function of rapidity

(integrated over pr) and as a function of pr.

The Axe of ¢)(2S) was evaluated using MC simulations in a similar way as for

the J/¢. The input pr distributions for ¢(2S) were obtained from those used for the

28 J 28 J
J/4 [2], scaled such that <pT>$F(’b7g>.02TeV = <pT>pgf>,5.02Tev X (<pT>$p(>,7"l)“eV/<pT>pl/;,b7TeV)7
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Chapter. 1 (25) production in p-Pb collisions

and using the /s = 7 TeV pp values from LHCb [3, [4] obtained in the slightly
larger range 2 < yems < 4.5. The input y distributions of ¥ (2S) were obtained from
those used for the J/¢) assuming a scaling of the widths with yﬁflgis) /y;]n/;f(, where
vl .. = log(y/s/m;) is the maximum rapidity for the resonance i at the /s value
under study. An unpolarized distribution for the ¢(2S) was assumed, according
to the results obtained in pp collisions at /s = 7 TeV by the CMS and LHCb
experiments [5], 6]. The integrated Axe of ¢(2S) was approximately 27% and 18%

for the periods LHC13de and LHC13f, respectively.

5.3.1 Systematics on the MC input

The systematic uncertainty on the Axe was obtained by defining y (pr)
distributions for selected phase space regions, corresponding to sub-ranges in pr (y)
and centrality of the collision. The hardest and softest spectra for each variable
were then used as inputs to the MC calculation and the variation with respect
to the default acceptance values gives the systematic uncertainty. The systematic
uncertainty amounts to 1.5% for both p-Pb and Pb-p for J/¢ and 1.8% (2.5%) for
p-Pb (Pb-p) for ¢(2S).

5.4 Tracking and Trigger efficiency

The same systematic uncertainties have been applied to both J/¢ and (2S)

since they are very close in mass and their kinematics are very similar.
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5.4. Tracking and Trigger efficiency

5.4.1 Tracking efficiency and systematics

The procedure to calculate the tracking efficiency and its systematics is same
as for pp case and it has been explained in detail in the previous chapter. The
tracking efficiency was measured on the data and amounts to approximately 90%,
85% and 74% for LHC13d, LHC13e and LHC13f respectively. It fluctuates from
one run to another depending on the tracking chambers condition as illustrated in
Fig. . It does not suffer any centrality dependence (the centrality is estimated using
the VOM estimator), justifying the use of pure signal MC simulations to determine
Axe. The tracking efficiency measured on the data is also compared to the one
measured on the MC in Fig. p.3] The difference observed between the data and the
MC is taken as a systematics for single muon and was found to be 2% (3%) for p-
Pb (Pb-p ). For dimuon, this uncertainty was assumed to be uncorrelated and the
resulting uncertainty was 4% (6%) for p-Pb (Pb-p ). The uncertainty was found to
be uncorrelated with respect to y, pr and the collision system. It represents the main

uncertainty of this analysis.

5.4.2 Trigger efficiency and systematics

The trigger efficiency and its systematics calculation is similar to that described
in the previous chapter. In p-Pb collisions, the trigger efficiency was measured on
data and amounts to approximately 97 - 97.5% for each chamber leading to an overall
trigger efficiency above 99%. At large pr, the trigger efficiency originates from the
intrinsic local board efficiency while at low pr, it decreases due to the trigger threshold

of 0.5 GeV/c .

The systematic uncertainty arising from the intrinsic trigger efficency was

estimated by varying by 2% each local board in the simulation. This value corresponds
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Chapter. 1 (25) production in p-Pb collisions
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Figure 5.3: Tracking efficiency measured both on data and MC simulations for Pb-p.

to the uncertainty on the local board efficiency determined by varying the cuts on the
trigger or tracker tracks used to determined the intrinsic efficiency. Using pure signal
simulations, an uncertainty on dimuon of the order of 2% was found. This uncertainty
is uncorrelated as a function of pr, ¥ and collision system since the variations were

at the level of the local boards.

The systematic uncertainty arising from the trigger pr threshold was estimated
by varying the pr dependence of the trigger efficiency in the simulations. In previous
runs, the low trigger threshold was set to 1 GeV/c and the difference of the ratio of
data/MC between the 0.5 (all) and 1 (low) GeV/c trigger thresholds was considered
to estimate the systematic uncertainty on the trigger threshold. However in 2013,
the low trigger threshold was set to 0.5 GeV/c and it was therefore not possible to

estimate the bias using the same method. Instead, a similar variation data/MC ratio
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5.5. Matching efficiency

between the 0 (i.e no trigger requirement) to 0.5 GeV /¢ trigger threshold in 2013 data
was assumed. From this study, the systematic uncertainty is found to be of the order
of 3% for the dimuon sample and which decreases with higher value of pr. It is an

uncorrelated uncertainty with respect to y, pr and collision system.

On top of the contribution described above, which takes into account a small
discrepancy of the trigger response function in data and in MC, there was an
additional 2% due to the uncertainty on the evaluation of the intrinsic efficiency of
the trigger chambers. This systematic uncertainty on trigger efficiency is considered

to be uncorrelated between p-Pb and Pb-p.

The final trigger systematic uncertainty was found to be 2.8% and 3.2% for
p-Pb and Pb-p, respectively. It varied from 2% to 3.5% in pr bins both for p-Pb and
Pb-p.

5.5 Matching efficiency

The systematic uncertainty on the matching efficiency between the track
reconstructed in the tracking chambers and the one reconstructed in the trigger
chambers was found to be 0.5 - 1% for the single muon. It was estimated as the
difference observed in simulation and data when applying different x? cuts on the
matching between the trigger and tracker track. For large mass resonance as the J /1
and (2S), this uncertainty amounts to 1%. This uncertainty is uncorrelated as a
function of pr, y and the collision system. The same uncertainty applies to the J /¢

and 1(29).
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5.6 Normalization CINT7 - CMUL7Y

The systematic uncertainty on this normalization amounts to 1% and is
described in chapter 3. This uncertainty is correlated as a function of pr and y
and uncorrelated for the different collision system. However as it is small, it is also

considered as uncorrelated in pr and y and applied to both J/¢ and (2S).

5.7 Others

The systematic uncertainty on the nuclear thickness function (T,pp) is
0.0035/mb (3.6%). The systematic uncertainty on the minimum bias cross sections
onpy is ~ 3.2% (3%) in p-Pb (Pb-p). Both the uncertainties are correlated as a

function pr, y and the collision system.

5.8 Summary of systematic uncertainties

The summary of systematic uncertainties for ¢(2S) are given in Table
The uncertainties due to luminosity measurement [7] are divided in two components
uncorrelated and correlated. All the other uncertainties are uncorrelated between
forward and backward rapidity. Uncertainties refer to pr-integrated quantities and,
where they depend on pr, the corresponding maximum and minimum values are also

quoted. The efficiency-related uncertainties refer to muon pairs.
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5.9. Results

Source of Forward Rapidity | Backward Rapidity Type
Systematic Uncertainties | 2.03 < yems < 3.53 —4.46 < Yems < —2.96

Signal extraction 9.5% (8% — 11.9%) | 9.3% (8.6% — 12.7%) | Uncorrelated
Input MC parametrization | 1.8% (1.5% — 1.5%) | 2.5% (1.5% — 1.7%) | Uncorrelated
Trigger efficiency 2.8% (2% — 3.5%) 3.2% (2% — 3.5%) Uncorrelated
Tracking efficiency 4% 6% Uncorrelated
Matching efficiency 1% 1% Uncorrelated
Lint 3.4% 3.1% Uncorrelated

Lint 1.6% 1.6% Correlated

(Tppb) 3.6% 3.6% Correlated

N 3.2% 3% Correlated

Table 5.2: Systematic uncertainties on each quantity entering in the calculations of
the inclusive ¢(2S) results. The various sources are grouped according to the degree

of correlation of the uncertainties between forward and backward rapidity.

5.9 Results

5.9.1 1(2S) cross-section

The production cross-section times the branching ratio B.R.(¢(2S) — p*p™) for

inclusive ¢ (2S) production in p-Pb collisions (and similarly for Pb-p) can be written

as.

B.Rey(2s)—putp-

where:

¥(285)

(25
NpFSb ) 1

" OuPb

(Axe)l8) PP

pPb int

. N;/’P(ES) is the number of 1 (2S) obtained from signal extraction. It depends on

the rapidity bin under consideration;

25
° (Axe)gé’b )

depends on the considered rapidity bin;

e B.R.y8)—ut, is the branching ratio for 1/(2S) — p*p~ decay and its value is

is the acceptance times efficiency correction factor for (2S). It
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(0.78-:0.09)%.

° Eipni)b is the integrated luminosity, calculated as Nyp/ JII;/{;%, discussed in details in
chapter 3. Nyg is the number of minimum bias p-Pb events. The total number
of minimum bias event is obtained by re-normalising the measured number of
CMUL events. The normalisation factor is 1129 4+ 11 for p-Pb and 589 + 6 for

Pb-p. o}y, [7] is the cross sections for the occurrence of the MB condition, is

2.09 £+ 0.07 b for the p-Pb and 2.12 + 0.07 b for the Pb-p.

The inclusive 1)(2S) cross-section in p-Pb collisions at /syy = 5.02 TeV are:

BR. 057 (2.03 < yoms < 3.53) = 0.791 = 0.096(stat.) = 0.091(syst.uncorr.) = 0.013(syst.corr.) yb(5.6)

B.R.- O';;/iéis)(f4.46 < Yems < —2.96) = 0.653 £ 0.104(stat.) £ 0.080(syst.uncorr.) £ 0.010(syst.corr.) pb(5.7)

All the individual systematic uncertainties have been listed in Table have

been included.

The sizeable 1(2S) statistics collected in p-Pb (Pb-p) collisions allows for a
differential study of the cross-section as a function of pr, in the range 0 < pr <
8 GeV/c. The analysis was carried out with the same procedure adopted for the
integrated data samples. The systematic uncertainties were evaluated differentially
in pr and their range is reported in Table |5.2. The differential cross sections at
forward and backward rapidity are shown in Fig. The systematic uncertainties
on signal extraction, MC input and efficiencies are considered to be uncorrelated
in different bins. The uncertainties associated with luminosity measurements are
correlated between the various pr bins and partially correlated between p-Pb and
Pb-p. Table and summarizes the 1 (2S) differential cross-sections in 4 pr bins

for p-Pb and Pb-p, respectively.
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5.9. Results

ALICE, p-Pb |s\=5.02 TeV, inclusive y(2S)—u

® 203<y <353

cms

" -446<y  <-2.96

T(u(k;/

o —

- N
I N L BN I R
VTLHTA%

r—AP\

i

0.04

8

1 2 3 4 5 6 7 8
P, (GeV/c)

(=}
OIII||||||||

Figure 5.4: The (2S) differential cross sections B.R.-d?¢’/dydpr for p-Pb and Pb-p
collisions. The horizontal bars correspond to the width of the pr bins. The vertical
error bars correspond to the statistical uncertainties, the boxes to uncorrelated
systematic uncertainties and the shaded areas to pp-correlated uncertainties. A global
1.6% uncertainty applies to both p-Pb and Pb-p results. The points corresponding
to negative y are slightly shifted in pr to improve visibility.

pr oyt [dprdy [ub/(GeV /o)]

GeV/c | Value + stat. + uncorr. £+ pp-corr. £ global
0;2 0.0830 £ 0.0219 £ 0.0028 £+ 0.0099 +£ 0.0013
2;3 0.1074 £ 0.0328 £ 0.0036 + 0.0128 £ 0.0017
3;0 0.0704 £ 0.0153 4 0.0024 4+ 0.0091 £ 0.0011
9; 8 0.0199 +£ 0.0053 £ 0.0007 = 0.0019 +£ 0.0003

Table 5.3: The 1 (2S) differential cross-sections as a function of pr for p-Pb (2.03 <
Yems < 3.53).

5.9.2 (2S) to J/1 cross-section ratio

The study of the 1)(2S) to J/i¢ cross section ratio is very interseting in many
ways. The comparison of this ratio between different systems offers a powerful tool to
investigate nuclear effects on charmonium production. In addition, several systematic
uncertainties cancel, or are significantly reduced in such ratios. In the present analysis,
the tracking, trigger and matching efficiencies, as well as the normalization-related

quantities, cancel out. For the MC input, the fraction of the uncertainty related to the
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pr Copa) [dprdy [ub/(GeV /o)]

GeV/c | Value + stat. + uncorr. £+ pp-corr. £ global
0;2 0.0671 £ 0.0241 £ 0.0098 + 0.0021 £ 0.0011
2;3 0.1065 £ 0.0337 £ 0.0119 £+ 0.0033 £ 0.0017
3;5 0.0551 £ 0.0156 £ 0.0069 £ 0.0017 £+ 0.0009
9; 8 0.0206 +£ 0.0462 4 0.0023 % 0.0064 £ 0.0003

Table 5.4: The 1(2S) differential cross-sections as a function of pr for Pb-p (—4.46 <
Yems < —2.96).

choice of the J/1¢ kinematical distribution |2] cancels in the cross section ratios, and
a remaining 1% (2%) uncertainty for p-Pb (Pb-p) is assigned to this source. Finally,
the uncertainty on signal extraction is considered as uncorrelated between J/¢ and
¥ (2S), and its value for the cross-section ratios amounts to 10% for both p-Pb and

Pb-p. The resulting values are:

B.R.I/)(2S)_,H+M— 0—1/1(23)
B.R.‘]/w‘)##»'u* O’J/w
(28)

(2.03 < Yems < 3.53) = 0.0154 =+ 0.0019(stat.) + 0.0015(syst.)  (5.8)

B'R'i/J(QS)—’M+IL_ O’w

o S (446 < eme < —2.96) = 0.0116 % 0.0018(stat.) % 0.0011(syst.) ~ (5.9)
D J/p—pt =0

The 1(2S) to J/¢ cross section ratio in p-Pb collisions is shown in Fig. [p.5] where
comparison with the corresponding ALICE results for pp collisions [8], obtained in
slightly different centre of mass energy and rapidity regions, /s = 7 TeV, 2.5 < |y| <
4, as no LHC pp results are available in the same kinematic conditions of proton-
nucleus collisions, are also shown. The pp ratios are significantly higher than those

for p-Pb and Pb-p, which are compatible within uncertainties.

150



5.9. Results

> 0.04r

o - ALICE, Inclusive J/y, y(2S)—uw

=20.035

5 C

1 -

5 0.081
o C
@80.025 -

o 0.021

o .

0.015- —fo}—
< 0.01F #
m C

0.005 } A pp (s=7TeV (open symbol: reflected around y__ =0)
C ® p-Pb VTNN= 5.02 TeV
07\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\

5 4 3 2 4 0 1 2 3 4 5
ycms

Figure 5.5: The cross section ratios B.R.ys)—ptu- 0" /B.R.j/p it u-0"/¥ for p-Pb
and Pb-p collisions, compared with the corresponding pp results at /s = 7 TeV [g].
The horizontal bars correspond to the width of the rapidity regions under study.
The vertical error bars represent statistical uncertainties, the boxes correspond to
systematic uncertainties.

5.9.3 The double ratio [0-1/)(28)/0J/¢]ppb/[0¢(28)/0J/¢]pp

The double ratio is a useful quantity to directly compare the relative suppression
of the two states between various experiments. Since the collision energy and the
y-coverage of the p-Pb (Pb-p) and pp measurements are different in this analysis,
the possible dependence of the o¥(% /o?/¥ vs /s and y in pp collisions, have been
estimated. The empirical observation is that this ratio is very similar at collider
energies over a rather broad range of y and /s. In particular, from the LHCb data
(vs=T7TeV,2 <y < 4.5) [3,4] one gets 2.11% for the inclusive ratio integrated over
pr, while the corresponding value from CDF data (pp at /s = 1.96 TeV, |y| < 0.6) [9]
is 2.05%, 1.e., only 3% smaller (the latter quantity was obtained by extrapolating the
CDF (2S) measurement to pr = 0 with the phenomenological function f(pr) =
(pr)/[1 + (pr/a)?]®) [10]. The LHCb result can be extrapolated to central rapidity

at /s = 7 TeV, assuming a Gaussian y-distribution for both resonances, with the
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width of the J /¢ distribution tuned directly on data [3] and that for ¢)(2S) obtained
from the former assuming a scaling of the widths with yigis)/yil/;f(. The effect of
this rescaling is small, leading to a 3% increase of the ratio. The central-rapidity
ratio oy (2s)/0y/y at Vs = 5.02 TeV is then obtained by means of an interpolation
between the CDF and LHCb-rescaled values, assuming a linear dependence of the
ratio vs y/s. Finally, one can extrapolate the ratio to the p-Pb and Pb-p rapidity
ranges by using for the J/i¢ the Gaussian shape obtained with the interpolation
procedure described in [11] and for the ¢(2S) the corresponding shape scaled with
yilzs) /yi{aﬁ The difference between the measured value of oyg)/0y/y for /s =7
TeV, 2 < Yems < 4.5 and the results of the interpolation procedure to /s = 5.02 TeV,
2.03 < Yems < 3.53 (—4.46 < Yems < —2.96) is -1.6% (-3.7%). When calculating the
double ratio [oy2s)/05/u]ppb/[0w28)/03/0)pp, the measured pp value at /s = 7 TeV,
2.5 < Yems < 4 [8] (rather than the interpolated one at /s = 5.02 TeV) has been used
and a 8% systematic uncertainty on this quantity is included, i.e., about twice the
maximum difference between the measured values of the ratio in pp and the results
of the interpolation procedure. A similar uncertainty would be obtained using as an
input for the calculation, instead of the LHCb data, the more recent pp result from

ALICE on O'w(gs)/O'J/w [8]

In Fig. p.6] the double ratio in p-Pb collisions have been compared with the
corresponding results obtained by the PHENIX experiment at /syn = 200 GeV, for
ly| < 0.35 in d-Au collisions [12]. In this double ratio, the systematic uncertainties
on the pp ratio, including the 8% contribution described in the previous paragraph,
are considered as correlated between forward and backward rapidity, while the other
systematic uncertainties are treated as uncorrelated. The ALICE results show that,
compared to pp, the ¥(2S) is more suppressed than the J/i¢ to a 2.10 (3.50) level
in p-Pb (Pb-p). The PHENIX result shows a similar feature, at a 1.30 level. The

numerical values of the double ratios are summarized in Table 5.5
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Figure 5.6: Double ratios [0y s)/05/u]ppb/ [0 (28)/03/0]pp for p-Pb and Pb-p collisions,
compared to the corresponding PHENIX result at /sxy = 200 GeV [12]. The
horizontal bars correspond to the width of the rapidity regions under study.
For ALICE, the vertical error bars correspond to statistical uncertainties, the
boxes to uncorrelated systematic uncertainties, and the shaded areas to correlated
uncertainties. For PHENIX, the various sources of systematic uncertainties were
combined in quadrature.

COlliSiOIl Rapidity [01/)(25)/U.l/w]ppb/[aw(28)/U.l/w]pp

Type Range Value + stat. + corr. + uncorr.
p-Pb 2.03 < Yems < 3.53 0.52 £+ 0.09 £ 0.05 £ 0.05
Pb-p —4.46 < Yoms < —2.96 0.69 = 0.09 £ 0.07 £ 0.07

Table 5.5:  The double ratio [oy2s)/0s/4|ppb/[0w2s)/0s/plpp for p-Pb and Pb-p
collisions. First uncertainty is statistical, the second one is the correlated systematic,
while the third is the uncorrelated systematic.

The pr dependence of the double ratio [oys)/0s/4)pPb/[Ow(23)/ 05/ lpp is shown
in Fig. with the p-Pb J /4 cross sections taken from [2] and the pp values from [§].
As for the integrated double ratio, the systematic uncertainties related to efficiencies
and to normalizations cancel out for both p-Pb and pp, while the uncertainties on
signal extraction and MC input are considered as uncorrelated. The 8% uncertainty
related to the /s and y mismatch between the two systems is correlated as a function
of pr, while the uncertainties on the ratio in pp collisions are correlated, for each pr

bin, between forward and backward rapidity. Within uncertainties, no pr dependence
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of the double ratio can be seen. The numerical values of the double ratios in pr bins

are summarized in Table 5.6l
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Figure 5.7: The double ratio [oy(2s)/0/0]ppb/[0p28)/05/0)pp for p-Pb and Pb-p
collisions, as a function of pr. The horizontal bars correspond to the width of the
pr bins. The points corresponding to negative y are slightly shifted in pr to improve
visibility.

pr [05(28)/T378]6Pb/ 100 28) /T3 9)op | [w2s) /05 76lPon/[00(28) /59 ]0p
GeV/c Value =+ stat. & corr. & uncorr. Value =+ stat. &+ corr. & uncorr.

0;2 0.67 £0.21 + 0.08 £ 0.07 0.43 £0.17 £ 0.05 £ 0.06

2;3 0.68 +0.23 £ 0.07 £ 0.07 0.58 +0.21 £ 0.06 £ 0.05

3;5 0.64+0.17 £0.10 £ 0.08 0.52+0.17 £ 0.08 £ 0.06

5;8 0.58 +0.19 £ 0.08 £ 0.05 0.82£0.24 £0.11 +£0.08

Table 5.6: The double ratio [0y (2s)/05/4lppb/ [Ow(23)/ 03 /w]pp for p-Pb (second column)
and Pb-p (last column) as a function of pr.

5.9.4 Nuclear Modification Factor of ¢ (2S)

The nuclear modification factor is defined as the suppression of charmonium
yield in proton-nucleus or nucleus-nucleus collisions with respect to the corresponding
pp yield. The nuclear modification factor of (2S) (Rg&s)) can be obtained as a

multiplication of the nuclear modification factor of J/v (Rgéff)) [2] and the double
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ratio evaluated above:

¥(28) I/
pp

w(28) _ pi/w %pPb O
Rop,” = By —570 " 5@ (5.10)
pPb  9pp

The Rgéis) is shown in Fig. and has been compared with R;{;ﬁ. In case
of systematic on the double ratios, the difference in the /s and y domains between
p-Pb and pp is taken into account by the inclusion of the 8% systematic uncertainty
as discussed in section 5.9.3. The other quoted uncertainties combine those from
Rgl/;f) [2] with those for the double ratio, avoiding a double counting of the J /v related

uncertainties.

Fig. indicates that the (2S) suppression is much stronger than the one
for J/1 and reaches a factor ~2 with respect to pp. The results are compared with
theoretical calculations including either nuclear shadowing only [13, [14] or coherent
energy loss, with or without a shadowing contribution [I5]. For the former mechanism,
the values correspond to calculations performed for the J/¢. However, due to the
relatively similar kinematic distributions of gluons that produce the c¢ pair which
will then hadronize to a J/¢ or a 1¥(2S), the shadowing effects are expected to
be the same, within 2-3% [16], 17|, for the two charmonium states. No sensitivity
to the final quantum numbers of the charmonium state is expected for coherent
energy loss [18], implying that the calculations shown in Fig. are valid for both
resonances. As a consequence, all three models would predict an almost identical
suppression for the ¢ (2S) and the J/¢ over the full rapidity range, with negligible
theoretical uncertainties. This prediction is in strong disagreement with our data
and clearly indicates that other mechanisms must be invoked in order to describe the
¥ (2S) suppression in proton-nucleus collisions. The numerical values of the Rﬁgf)

are summarized in Table 5.7

155



Chapter. 1 (25) production in p-Pb collisions

o)
m%_ 1.8 = ALICE, p-Pb |s\= 5.02 TeV, inclusive J/y, y(2S)—-u"w
o A Jy
1.6 o yes)
145
1.2\
T
0.6 $ s NN N
0.4F ‘ %
L EPS09 NLO (Vogt)
02 r DELoss with qD=0.075 GeV?/fm (Arleo et al.)
o EPS09 NLO + ELoss with q0=0.055 GeVZ/fm (Arleo et al.)
O-IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

5 4 3 2 4 0 1 2 3 4 5
ycms

Figure 5.8: The nuclear modification factor for ¥(2S), compared to the corresponding
quantity for J/¢ [2]. The horizontal bars correspond to the width of the rapidity
regions under study. The vertical error bars correspond to statistical uncertainties,
the boxes to uncorrelated systematic uncertainties, and the shaded areas to partially
correlated uncertainties. The filled box on the right, centered on R,p, = 1, shows
uncertainties that are fully correlated between J/1 and 1(2S). Model calculations
tuned on J /1, and including nuclear shadowing [13] and coherent energy loss [15] are
also shown. The corresponding calculations for (2S) produce identical values for the
coherent energy loss mechanisms and a 2-3% larger result for nuclear shadowing and
therefore are not shown.

Collision Rapidity Rypy
Type Range Value + stat. + corr. 4 uncorr.
p-Pb 2.03 < Yems < 3.53 0.56 £ 0.10 £ 0.06 £ 0.06
Pb-p —4.46 < Yems < —2.96 0.48 £ 0.06 £ 0.06 £ 0.05

Table 5.7:  The nuclear modification factor for ¢(2S) in p-Pb collisions. The first
uncertainty is statistical, the second one is the correlated systematic and the third
the uncorrelated systematic.

The break-up cross section of the final state resonance due to interactions with
CNM is expected to depend on the binding energy of the charmonium and such
a mechanism would be a natural explanation for the larger suppression of ¥ (2S).
However, this process becomes relevant only if the charmonium formation time 7 is
smaller than the time 7. spent by the c¢ pair inside the nucleus. One can evaluate

the average proper time 7. spent in CNM as 7. = (L)/(5,y) [19], where (L) is the
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average length of nuclear matter crossed by the pair, which can be calculated in the
framework of the Glauber model [20], 8, = tanhye* is the velocity of the c¢¢ along
the beam direction in the nucleus rest frame, and v = E&/me. For ¢¢ pairs in
the charmonium mass range emitted at pp = 0 in the forward acceptance, one gets
7. ~ 107* fm/c, while the corresponding value at backward rapidity is ~ 7 - 1072
fm/c. Estimates for the formation time 7¢ range between 0.05 and 0.15 fm/c [19, 21].
In this situation, no break-up effects depending on the final charmonium state should
be expected at forward rapidity, and even for backward production one has at most
7t ~ 7. which would hardly accomodate the strong difference observed between (2S)
and J /v suppression. As a consequence, other final state effects should be considered,

including the interaction of the c¢¢ pair with the final state hadronic system created

in the proton-nucleus collision.

The pr dependence of the 1(2S) nuclear modification factor is shown in Fig.
and has been compared with the corresponding result for J /v [22]. The uncertainties
are obtained with the procedure used in Fig. [5.8] and the results are compared to

the same models quoted there. The numerical values of the Rﬁﬁf) in pr bins are

summarized in Table 5.8

P Rypb (2.03 < yems < 3.53) Rppp (—4.46 < Yems < —2.96)
GeV/c Value =+ stat. £ corr. & uncorr. £ global | Value &+ stat. & corr. & uncorr. =+ global

0;2 0.42 4+ 0.12 £ 0.05 + 0.05 £ 0.03 0.44 £0.17 £ 0.06 £ 0.06 £ 0.03

2;3 0.46 £0.15 £ 0.05 £ 0.05 + 0.03 0.64 +£0.22 £0.07 £ 0.07 £ 0.04

3;5 0.51+£0.11 £0.08 £+ 0.06 + 0.03 0.61£0.17+£0.09 +0.07 £ 0.04

5;8 0.53 £0.13 £0.07 £ 0.04 £ 0.03 0.994+0.21 £0.14 +0.10 £ 0.06

Table 5.8: The nuclear modification factor for ¢(2S) as a fuction of pr in p-Pb
(second column) and Pb-p (last column).

Within uncertainties, no pr dependence of the double ratio can be seen, and
consequently as a function of pr, Rg&s) has qualitatively a similar shape as that
exhibited by R;{;ﬁ, but systematically characterized by smaller values. Theoretical

models, which in this case also yield the same prediction for J /¢ and ¢(2S), are in fair
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Figure 5.9: The nuclear modification factor for ¢(2S), compared to the corresponding
quantity for J/¢ [22], as a function of pp. Plots correspond to p-Pb (left) and Pb-p
(right) collisions. The horizontal bars correspond to the width of the transverse
momentum bins. For details on errors and model comparisons, see the caption of

Fig. 5.8

agreement with J /¢ results, but clearly overestimate the 1 (2S) nuclear modification

factor values.

It is interesting to note that different values of transverse momentum for
the resonances correspond to different 7., with the crossing times decreasing with
increasing pr. In particular, for backward production, 7. varies by about a factor 2,
between ~0.07 (at pr = 0) and ~0.03 fm/c (at pr = 8 GeV/c). As a consequence, a
larger fraction of c¢¢ pairs may form the final resonance state inside CNM at low pr,
and one might expect smaller values of the double ratio in that transverse momentum
region due to the weaker binding energy of ¥ (2S). Although the results shown in
Fig. could be suggestive of such a trend, no firm conclusion can be reached due

to the current experimental uncertainties.
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5.10 Summary

In summary, the results on inclusive t(2S) production in proton-nucleus
collisions at the LHC have presented. Measurements were performed with the
ALICE Muon Spectrometer in the p-going (2.03 < yems < 3.53) and Pb-going
(—4.46 < Yems < —2.96) directions. The production cross sections, the double
ratios with respect to the J/¢ in p-Pb and pp and the nuclear modification factors
were estimated integrated and also differtially in pr. The results show that (2S)
is significantly more suppressed than J/1¢ in both rapidity regions, and that no pr
dependence of this effect is found within uncertainties. This observation implies that
initial state nuclear effects alone cannot account for the modification of the 1(2S)
yields, as also confirmed by the poor agreement of the ¢(2S) R,p1, with models based
on shadowing and/or energy loss. Final state effects, such as the pair break-up by
interactions with cold nuclear matter, might in principle lead to the observed effect,
but the extremely short crossing times for the c¢ pair, in particular at forward rapidity,
make such an explanation unlikely. Consequently, other final state effects should be
considered, including the interaction of the c¢ pair with the final state hadronic system
created in the proton-nucleus collision. It may be interesting to explore whether the
present results are indicative of an additional color suppression in case of proton-

nucleus collisions at LHC energies.
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Chapter 6

Fractional double differential
cross-section of J /v in pp and Pb-Pb

collisions

The ALICE Collaboration has studied the differential production of J/4 in the
two rapidity ranges 2.5 < y < 4 [1} 2] and |y| < 0.9 |2, B] in Pb-Pb collisions. At
the forward rapidities, a clear indication of J /1 regeneration was observed for pr <
3 GeV/c. On the other hand, the rapidity dependence of the regenerated J/v is not

apparent from these studies.

In the present chapter, we report the measurement of fractional double
differential cross-section (FDDC) of J/¢ at forward rapidity in pp and Pb-Pb
collisions. The data presented in this chapter were collected by ALICE Collaboration
at /s = 7 TeV in pp collisions and at /sy = 2.76 TeV in Pb-Pb collisions. The
data sample corresponds to an integrated luminosity Ly, = 1.35 pb~! and 68.8 ub™!

for pp and Pb-Pb collisions, respectively. This chapter is primarily aimed to study
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collisions

the effect of the recombination on the rapidity distribution of J /¢ production. It may
be noted that this is the first attempt to study the double differential cross-section of
J /1 at forward rapidity in ALICE.

6.1 Motivation

< 14
E < L Inclusive Jiy — p*w, Pb-Pb |5 =2.76 TeV
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Figure 6.1: Raa of J/¢ in Pb-Pb collisions.

In the Pb-Pb collisions [2], theoretical calculations indicate that the pr of the
regenerated J /is are small (pr < 4 GeV/c). On the other hand, the low pr primordial
J/1’s are expected to be suppressed at LHC energies as shown in the Fig. Thus,
it may be interesting to study double differential cross-section in two pr bins, namely
0 < pr < 3 GeV/c and pr > 3 GeV/c as the origin and character of the J/¢s in
these two bins are expected to be dominated by two different effects, regeneration
and colour suppression, respectively. However, these delicate dependencies may be
washed out by the CNM effects. Fig. shows the pr dependence of the Rppp), and
Rypp X Rppp and their ratio (Sy/y). It is observed from the figure that the Sy, value
changes rapidly from ~ 1.4 to ~ 0.4 for pr < 3 GeV /¢ while beyond pr = 3 GeV/c it

remains nearly constant. This indicates that the CNM and recombination effects have
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6.1. Motivation

negligible contribution for pr > 3 GeV/c. Thus, it may be instructive to investigate
the rapidity distribution of J/v¢ production in the two pr bins, namely 0 < pr < 3
GeV/c and pr > 3 GeV/ec.
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Figure 6.2: The inclusive J/1¢ Rpppy, vs pr compared to the product of Rypp, X Rppp.

Any observation in Pb-Pb data needs to be normalized by the same in pp data.
In the present thesis, I have reported a detail analysis of the pp data collected at
Vs = 7 TeV while the Pb-Pb data was collected at \/syy = 2.76 TeV.

In order to establish a variable which is indepenedent of /s, it was decided
to study the fractional double differential cross-section (FDDC) for J/¢. This
assumption was tested on the published pp data collected at 2.76 [4] and 7 TeV [5]
as a function of rapidity. It is evident from the Fig. that the rapidity distribution
of FDDC at the two center-of-mass energies agree bin by bin within 1o. Therefore,
in the present study it is possible to compare the rapidity distributions of J/v¢ in pp
and Pb-Pb collisions at /s = 7 and /sxy = 2.76 TeV, respectively.
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Figure 6.3: Fractional double differential cross-sections of J/v¢ as functions of y in
pp collisions at /s = 2.76 and 7 TeV.

6.2 Signal extraction

The signal extraction and systematic uncertainty measurements are similar to
that described in chapter 4. Both in pp and Pb-Pb collisions, the J /¢ yields have
been obtained by fitting the unlike-sign dimuon mass spectra with a combination of
signal and background functions. For the J/1 signals, Extended Crystal Ball (CB2)
functions or NAGO functions have been used, while for the background a Variable
Width Gaussian (VWG) function or a combination of a 4th order polynomial and
exponential functions (Pol4 x Exp) has been adopted. The width of the 1(2S) has
been fixed to the ratio of their widths obtained in the MC. Alternative values of the
¥ (2S) mass resolution have also been tested, allowing the ratio (ogl(gs)/aﬂ\%) to vary

within 10%. For each combination of signal and background shape, the fitting range

is also modified, to verify the stability of the fit.

The summary of the performed tests are bellow:

e (B2 signal shape and VWG for the background.
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6.2. Signal extraction

e (CB2 signal shape and 4th order polynomial x exponential for the background.
e NAG60 signal shape and VWG for the background.

e NAGO signal shape and 4th order polynomial x exponential for the background.

6.2.1 Fit results

Fig. and show the CB2+VWG fits to the y integrated dimuon mass
spectrum in two pr bins: 0 < pr < 3 GeV/c and pr > 3 GeV/c in pp and Pb-Pb
collisions, respectively. From the present data set, the J/v signals could be extracted
in six and five rapidity bins for these two pr bins for pp and Pb-Pb, respectively.
Fig. and [6.7 show the signal extraction with CB2-+VWG in different rapidity bins

for pp and Pbh-Pb respectively, for each pr bin.
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Figure 6.4: Opposite sign dimuon invariant mass distribution for integrated y (2.5 <
y < 4.0), in two pr bins, 0 < pr < 3 GeV/c (left) and pr > 3 GeV/c (right) fitted
with CB2+VWG in pp collisions.

Table [6.1] and [6.2] summarize the results of these fits for J /¢ for pp and Pb-Pb,
respectively. In both the tables the 2.5 < y < 4 bin correspond to the y integrated

case.
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For pp, in the y integrated case, the significance for J/¢ is ~ 174 and ~ 153
for 0 < pr < 3 GeV/c and pr > 3 GeV/c bin, respectively. In rapidity bins, the
significance ranges between ~ 40 (~ 32) and ~ 88 (~ 80) for the bin 0 < pr < 3

GeV/c (pr > 3 GeV/c), the maximum being reached in the middle of the covered

m., (GeV/c?)

Figure 6.5: Same as Fig. [6.4] but for Pb-Pb collisions.

rapidity range in both the pr bins.

For Pb-Pb, in the y integrated case, the significance for J/i¢ is ~ 67 and ~ 59
for 0 < pr < 3 GeV/c and pr > 3 GeV/c bin, respectively. In rapidity bins, the
significance ranges between ~ 15 (~ 15) and ~ 36 (~ 32) for the bin 0 < pr < 3

GeV/c (pr > 3 GeV/c), in this case also the maximum being reached in the middle

of the covered rapidity range in both the pr bins.

m,. (GeV/c?)

0 <pr<3GeV/e pr > 3 GeV/c
y bins N/, £ (stat) [ S/B | Significance | x?/ndf | N/, + (stat) | S/B | Significance | x*/ndf
2.5;4.0] 42136 £ 294 | 3.32 173.94 1.46 28687 + 214 | 6.94 153.05 1.70
2.5;2.75 2391 £ 65 2.68 40.19 1.16 2299 + 64 6.20 43.01 1.00
2.75;3.0 8450 + 138 2.87 76.52 1.42 6348 4+ 106 7.22 72.18 1.29
3.0;3.25 10900 £+ 160 | 3.13 87.51 1.10 7756 + 113 7.52 79.67 1.11
3.25;3.5 10601 £ 150 | 3.50 87.78 0.76 6684 + 105 6.65 73.68 141
3.5;3.75 7361 £+ 116 4.29 74.68 1.28 4383 + 102 7.88 60.05 1.57
3.75;4.0 2423 £ 85 5.11 43.34 1.54 1284 + 47 6.77 32.33 1.35

Table 6.1: Fit results in rapidity bins for J/¢ in pp collisions.

170




6.2. Signal extraction

0 <pr <3GeV/e pr > 3 GeV/c
y bins N/ £ (stat) [ S/B | Significance | x?/ndf | N,/ + (stat) | S/B | Significance | x?/ndf
2.5;4.0] 29818 + 679 | 0.20 67.46 1.50 9816 + 216 | 0.65 59.17 1.32
2.5;2.75 1875 + 178 0.15 15.33 1.12 769 £ 62 0.43 14.63 1.11
2.75;3.0 6670 £ 346 0.16 29.21 1.21 2424 + 102 0.56 28.47 1.01
3.0;3.25 8481 + 353 0.20 35.56 1.37 2928 £+ 132 0.63 32.36 1.39
3.25;3.5 7048 + 315 0.24 34.54 1.02 2377 £ 125 0.68 27.61 1.41
3.5;4.0] 6027 £ 211 0.38 34.93 1.13 1676 + 84 0.73 25.58 1.21

Table 6.2: Fit results in rapidity bins for J/¢ in Pb-Pb collisions.

6.2.2 Systemati

Table [6.3 and summarizes the result on signal extraction together with the

¢ uncertainty

statistical and systematic errors of J /¢ in pp an Pb-Pb collisions, respectively.

For pp, in the y integrated case, the systematic uncertainty on signal extraction
is ~ 0.3% and ~ 0.2% for 0 < pr < 3 GeV/c and pr > 3 GeV/c bin, respectively. In

rapidity bins, the systematic uncertainty is in the ranges ~ 0.4% (~ 0.1%) and ~ 2%

(~ 1%) for the bin 0 < pr < 3 GeV/c (pr > 3 GeV/c).

For Pb-Pb, in the y integrated case, the systematic uncertainty on signal
extraction is ~ 1.5% and ~ 1% for 0 < pr < 3 GeV/c and pr > 3 GeV/c bin,
respectively. In rapidity bins, the systematic uncertainty is in the ranges ~ 1% (~

0.3%) and ~ 2% (~ 5%) for the bin 0 < pr < 3 GeV/c (pr > 3 GeV/c).

0<pr<3GeV/e

pr > 3 GeV/c

y bins

N,y & (stat.) & (syst.)

N,y & (stat.) & (syst.)

2.5;4.0]

42019 £ 299 £ 115

28697 £ 217 = 59

2.5,2.75

2395 £ 70 £ 50

2260 + 63 £ 4

2.75,3.0

8158 £ 138 £+ 43

6524 £+ 103 + 30

3.0;3.25

10842 + 163 £ 47

7730 + 114 £+ 40

3.25:3.5

10568 £ 153 £ 43

6698 £ 105 £ 9

3.5;3.75

7406 £+ 116 £+ 123

4404 £ 92 £+ 16

3.75;4.0

2398 £ 74 £ 14

1274 £ 49 + 11

Table 6.3: Results on signal extraction in rapidity bins for J/v in pp collisions.
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0 <pr<3GeV/e pr > 3 GeV/c
y bins N,y & (stat.) & (syst.) | N/, £ (stat.) £ (syst.)
2.5;4.0] 29940 £ 682 + 445 9926 £ 219 + 97
2.5;2.75 1940 + 186 £ 97 771 +65£7
2.75;3.0 6601 + 350 £ 71 2473 £ 99 £ 8
3.0;3.25 8386 + 359 + 86 2908 + 125 + 21
3.25;3.5 7074 + 318 + 43 2230 £+ 105 + 116
3.5;4.0] 6051 £ 239 + 71 1653 + 87 £ 35

Table 6.4: Results on signal extraction in rapidity bins for J/v¢ in Pb-Pb collisions.
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Figure 6.6: Invariant mass spectrum in six rapidity bins for 0 < pr < 3 GeV/c (top)
and pr > 3 GeV/c (bottom) fitted with CB2+VWG in pp collisions.
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Figure 6.7: Invariant mass spectrum in five rapidity bins for 0 < pr < 3 GeV/c (top)
and pr > 3 GeV/c (bottom) fitted with CB2+VWG in Pb-Pb collisions.
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6.3. Acceptance and efficiency corrections

6.3 Acceptance and efficiency corrections

The analysis procedures for the acceptance and efficiency corrections and its
systematic uncertainty measurements for pp collisions is similar to that described
in chapter 4. In the present case, the rapidity dependence and the uncertainties
were estimated for specific pr bins. The acceptance times efficiency (A xe€) has been
determined by simulating J/v) and ¢(2S) signals using pr and y input distributions
based on an interpolation of the LHC, CDF, and RHIC distributions. The signals
are generated within a wider rapidity range (2.0 < y < 4.5) in order to account for
the edge effects of the acceptance region. The Axe calculation has been performed
on a run by run basis with a realistic MC simulation. It includes the experimental
conditions (HV, LV and readout) of the Muon Spectrometer from Offline Calibration
Data Base (OCDB). The Axe factor is determined as the ratio of the number of

reconstructed signals over the generated events in the muon acceptance.
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Figure 6.8: Axe of J/1 as a functions of y in pp collisions.

The Axe for pp collisions in the six rapidity bins for 0 < pr < 3 GeV/c and
pr > 3 GeV/c is shown in Fig. It may be noted that the Axe as a function of
rapidity is lower in the low pr bin as compared to the high pr bin. This observation

however, has a small effect on the present study since the variable FDDC depends on
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the shape of the A xe curve rather than on the absolute value.

For Pb-Pb collisions, the A xe have been calculated from the Embedding Monte
Carlo technique. The embedding Monte Carlo technique consisted of simulating a
signal particle and embedding it with hits generated in the detector for a real MB
event. Among MC techniques, the embedding provides the most realistic background
conditions. Such a realistic description is necessary in the case of (most central) Pb-
Pb collisions because of the high particle multiplicity environment which could alter
the track reconstruction efficiency due to overlap of charge clusters in the cathode pad
chambers. The J/1¢ were generated according to realistic parametrization of their pr
and y distributions [6] and were forced to decay into dimuons. The detector response
was provided by GEANT3 [7] taking into account the time dependence of the detector

efficiency and the residual misalignment of the tracking chambers.

The Axe for Pb-Pb collisions in five rapidity bins for 0 < pr < 3 GeV/c and
pr > 3 GeV/c is shown in Fig. [6.9]
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Figure 6.9: Axe of J/¢ as a functions of y in Pb-Pb collisions.
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6.4 Tracking and Trigger efficiency

The tracking and trigger efficiency and their systematic uncertainty measure-
ments both for pp and Pb-Pb collisions are similar to that described in chapter 4.
However, in this analysis, the determination of systematic uncertainty on the tracking

and trigger efficiencies is not essential since they cancel out in the ratio.

6.5 Other systematic uncertainties

The other systematic uncertainties like the systematic uncertainty on the
matching efficiency between the tracking and the trigger tracks, uncertainties due

luminosity also cancelled out.

6.6 Results

The fractional double differential cross-section (FDDC) is defined as:

dza/dedy _ Ny ((AXE)J/w)Total (6.1)
(dza/dedy)Total (AXE)J/w. (NJ/zp)Total '

The only systematic uncertainties in FDDC are due to the signal extraction and

the A xe evaluation.
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6.6.1 The rapidity dependence of FDDC

The FDDC of J /1 as a function of y for two pr ranges: 0 < pr < 3 GeV/c and
pr > 3 GeV/c are shown in the left and right panels of Fig. for pp and Pb-Pb,
respectively. For pp, the low pr bin shows a smaller slope than the high pr bin.
The two distributions cross each other at the middle of our rapidity acceptance. On
the other hand for Pb-Pb, the low pr and high pr distributions look quite similar in
contrast to the pp case. This change of behaviour is striking and in order to establish

these results, it was decided to compare them with the already published one.
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Figure 6.10: Fractional double differential cross-section of J/¢ as a function of y for
pp (left) and Pb-Pb (right) collisions.

6.6.2 Comparison with the published results

This was done by adding the Axe normalized counts in each rapidity bin for
the low and high pr bins. In this way the fractional differential cross-sections can be
evaluated from the present analysis and can be compared with the published results
at /s =7 TeV [B] for pp and at /syn = 2.76 TeV [2] for Pb-Pb. This comparisons
is shown in the left and right panels of Fig. for pp and Pb-Pb, respectively. It is

observed that there is a good agreement between the two results for both the cases.
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This check confirms the validity of the present analysis chain for FDDCs.
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Figure 6.11: Fractional double differential cross-section of J/i¢ compared with the
published results at /s = 7 TeV [5] in pp collisions (left) and at /sy = 2.76 TeV [2]
in Pb-Pb collisions (right).
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Figure 6.12: Ratio of the fractional double differential cross-section of J/¢ between
Pb-Pb to pp as a function of y.

6.6.3 Discussion

The difference in the shapes of FDDC for pp and Pb-Pb results can be amplified
by plotting the ratio FDDCpy,_py,/FDDC,,, (Fig.[6.12)). It may be noted that the ratios

are evaluated at two different center-of-mass energies but it has been demonstrated

in Fig. that this variable does not have an observable dependence on /s.
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It is observed from Fig. that there is a definitive excess of counts in the
lowest rapidity bin 2.5 < y < 2.75 for the low pr bin compared to the high pr
bin. In the low pp bin there are three competing contributions in Pb-Pb results
compared to pp. They are (a) the colour suppression, (b) the CNM effects and
(c) the recombination effects. The first two effects will lead to a decrease in J /1)
production while the third leads to an increase. Thus, the present observation seems
to indicate a strong recombination effect in the 2.5 < y < 2.75 bin. This may be
quantitatively understood by noting that the density of the charge centres increases
in the mid-rapidity region. This would imply a large recombination effect towards

the mid rapidity direction.

It is also interesting to note from Fig. that there is an indication of a
saturation effect in FDDC value in Pb-Pb results for pr > 3 GeV /c in the low rapidity
domain. This observation can be further explored theoretically within the framework
of NRQCD which is successful in describing the pp cross-sections for pr > 3 GeV/c.
The calculated pp cross-sections can be scaled with the glauber model to predict the
cross-section for the Pb-Pb case. These results can be convoluted with the survival
fraction (S(pr)) values based purely on the colour suppression model [§] as in this pr
domain the contribution of recombination and CNM effects are expected to be small.
Such a comparison may indicate whether the fire-ball created in the Pb-Pb collisions

is isotropic in temperature or not.
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Chapter 7

Quarkonia production cross-section

calculation within the framework of

NRQCD

7.1 Introduction

In this chapter the numerical calculations based on the non-relativistic quantum
chromodynamics (NRQCD) framework is presented. These calculations have been
performed during the course of this thesis and the results have been published in

ref [1].

The understanding of the production of a heavy quarkonium has been a long-
term effort both experimentally and theoretically. The different treatments of the non-
perturbative evolution of the QQ pair into a quarkonium lead to various theoretical
models. There are mainly three models widely used to describe the production of

quarkonium: the Colour Singlet Model (CSM), the Colour Evaporation Model (CEM)
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and the non-relativistic quantum chromodynamics (NRQCD) framework.

The CSM, proposed right after the discovery of the .J/1, assumes that the QQ
pair evolving into a quarkonium state is in a colour-singlet (CS) state and the quantum
numbers, such as spin and angular momentum, are conserved after the formation
of the quarkonium. The only inputs required in the model are the absolute value
of the colour singlet Q@ wave function and its derivatives that can be determined
from the data of decay processes. Once these quantities are provided, the CSM has
no free parameters [2]. The CSM at leading-order, predicts well the quarkonium
production cross-sections at relatively low energy [3], but fails to describe the data
on charmonium production measured by the CDF experiment in p — p collisions [4]
probably because it ignores the decays from higher states or B mesons, dominant
at Tevatron energies [5]. Recently it has been revived, with the computation at
higher orders in the strong coupling constant a; expansion [6H8], since it was found

to accommodate polarization results from Tevatron in a much better way as compared

to NRQCD.

The CEM [9] is a phenomenologically successful model and was first proposed
in 1977 [10]. In the CEM, the cross-section for a quarkonium state H is a fraction
Fy of the cross-section of the produced Q@ pairs with invariant mass below the
MM threshold, where M is the lowest mass meson containing the heavy quark Q.
This cross-section has an upper limit on the QQ pair mass but no constraints on the
colour or spin of the final state. The QQ pair is assumed to neutralize its colour
by interaction with the collision-induced colour field via “colour evaporation”. An
important feature is that the fractions F are assumed to be universal so that, once
they are determined by the data, they can be used to predict the cross-sections in
other processes and in other kinematical regions. The most basic prediction of the

CEM is that the ratio of the cross-sections for any two quarkonium states should be
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constant, independent of the process and the kinematical region. However, variations
in these ratios have been observed: for example the ratio of the cross-sections for y.
and J/v are rather different in photoproduction and hadroproduction [I1H14] and the
ratio between different charmonium cross-sections measured at LHC is not constant
as a function of pr [I5]. These variations represent a serious challenge to the status
of the CEM as a quantitative phenomenological model for quarkonium production.
However, the model is still widely used as simulation benchmark since, once the Fy
fractions are determined, it can predict the cross-sections completely. However, it

fails to predict the quarkonium polarization.

On the other hand, NRQCD can predict both the cross-section and the
polarization of quarkonium production. In NRQCD, contributions to the quarkonium
cross-section from the heavy-quark pairs produced in a colour-octet (CO) state are
also taken into account, in addition to the colour-singlet (CS) contributions described
above. The picture of the NRQCD [16] formalism is as follows. The orbital splittings
in case of quarkonium bound states are smaller than the heavy quark mass mg, which
suggests that all the other dynamical scales of these systems are smaller than mg.
So, the relative velocity v between @ and @ is believed to be a small quantity, v < 1.
Therefore, a hierarchy of scales, mg > mgv > mgv?, as observed in a non-relativistic
(NR) system, also holds for quarkonia. Here, mq fixes the distance range for QQ
creation and annihilation processes, the momentum mgu is inversely proportional to
the spatial size of the bound state and the kinetic energy mgv? determines the typical
interaction time scale. These different distance scales make the study of quarkonium

production interesting which is built in naturally in the NRQCD calculation.

Quarkonia production in NRQCD is calculated in two steps. At first, the
creation of the QQ pair in a hard scattering process at short distances is calculated

perturbatively as an expansion in terms of the strong coupling constant «g. Note
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that QQ states can be in a CS state [I7HI9] as well as in a CO state [20-H22]. Then,
the QQ pair evolves into the quarkonium state with the probabilities that are given
by the assumed universal non-perturbative long-distance matrix elements (LDMEs)
which are estimated on the basis of the comparison with experimental measurements.
For CO states, this evolution process also involves the non-perturbative emission of
soft gluons to form CS states. The crucial feature of this formalism is that it takes
into account the complete structure of the QQ Fock space, which is spanned by
the states n = 2S+1L5], where S, L and J are the spin, orbital and total angular
momenta, respectively and i is the colour multiplicity. A remarkable progress has
been made in quarkonium production studies during the last decade based on the

NRQCD formalism [23H30].

In recent times, the charmonium production in p—p collisions has been measured
at /s = 2.76, 7 and 8 TeV by the ALICE [I5] 31, B32], ATLAS [33], CMS [34] and
LHCb [35H37] Collaborations at forward, near forward and mid rapidities. It may be
noted here that ALICE, ATLAS, CMS and LHCb Collaborations report the prompt
production cross-sections, while ALICE also measures the inclusive production cross-
section at forward rapidity which includes the B feed-down to J/¢ and ¢(2S5) along

with the prompt production.

In this thesis, the charmonium cross-sections have been calculated at /s = 2.76
and 7 TeV within the framework of LO NRQCD and compared with the available
experimental data from LHC. The predictions for the production cross-sections of
J/v and 9¥(2S) in p — p collisions at /s = 13 TeV has been made as these collisions
are foreseen at LHC in 2015. In addition, the calculations have also been performed
at /s = 5.1 TeV, which is the centre-of-mass energy for the forthcoming Pb-Pb
run at the LHC. The FONLL [38, 39| formalism has been used to calculate the

production cross-sections of J/¢ and (2S5) from B meson decays. It is worthwhile
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to mention that although the NLO calculations for quarkonium production exist in
the literature [23-30], we have opted for the LO calculation as it reproduces all the
existing data quite well for pr > 3 — 4 GeV. Similar calculations have been carried

out also for bottomonium.

7.2 Theoretical formalism

The factorization formalism of NRQCD provides a theoretical framework for
studying heavy quarkonium production and decay. According to the NRQCD
factorization formalism, the cross-section for direct production of a resonance H in a

collision of particle A and B can be expressed as

doatB—H+x = Z/d%d%Ga/A(%, 15) Goys(wy, 1)

a,b,n

x do(a+b— QQ(n)+ X) < O (n) > (7.1)

where, G,/4(Gy/) is the parton distribution function (PDF) of the incoming parton
a(b) in the incident hadron A(B), which depends on the momentum fraction x,(x;)
and the factorization scale pup. The tranverse mass of the resonance H is mp =
\/PE + m%, where my ~ 2mg is the mass of the resonance H. The short distance
contribution do(a + b — QQ(n) + X) can be calculated within the framework of
perturbative QCD (pQCD). On the other hand, < O (n) > (the state n = 25T1L)
are non-perturbative LDMEs and can be estimated on the basis of comparisons with

experimental measurements.

The differential cross-section for the short distance contribution i.e. the heavy
quark pair production from the reaction of the type a + b — ¢ + d, where a, b refer

to light incident partons, ¢ refers to QQ pair and d is the light final state parton, can
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be written as [40]

d20'ab*>0d ) )
W = /d% Ga/A(ifm M) Gb/B(xba 1)
X 2pT%—ideA(ab — cd), (7.2)
Lg — Tzey dt

where /s is the total energy in the centre-of-mass and ¥ is the rapidity of the QQ
pair. In the present numerical computation, we have used CTEQGL [41] for the parton

distribution functions. The invariant differential cross-section is given by

do | M|?

di 16782 (73)

where § and ¢ are the parton level Mandelstam variables and M is the Feynman

amplitude for the process which contains a,. We take the parametrization of «;

as [42] as = (33_2Nf1)217£(u2 TR where, pp is the renormalization scale and A is the
R

non-perturbative scale of QCD.

The value of the momentum fraction z;, can be written as,

1 2, 2
R S L Wl (7.4)

VS Tar/S—mreY

The minimum value of z, is

Lamin — —F— . (75)

The LDMEs are predicted to scale with a definite power of the relative velocity v
of the heavy constituents inside QQ bound states. In the limit v < 1, the production
of quarkonium is based on the 35 and 3P}1] (J =0,1,2) CS states and 1S([)S], 351 and

3P}8] CO states. In our calculations, we used the expressions for the short distance CS
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cross-sections given in Refs. [I7H19] and the CO cross-sections given in Refs. [21], 22].

NRQCD

LDMEs Numerical scaling
value order
<0(QQ(38M) = Jjp) > 1.2 GeV? m3uv?
Colour- < 0(QQ( 35y = p(29)) > 0.76 GeV3 mBv?
Singlet <0(QQ(3PM) = x0) >/m2 0.054 GeV? m3v
< 0(QQ( 3P1[1]) — Xe1) >/3m2 0.054 GeV? mav
< 0(QQ(3PM) = x00) >/5m? 0.054 GeV? m3v
<0(QQ(3SF = J/i) > 0.0013 + 0.0013 GeV3  mdv

< 0(QQ(35M) = (29)) > 0.0033 & 0.00021 GeV3  m
Colour- | < OQQ( 38y = xes) >/m2  0.00187 + 0.00025 GeV3
Octet <0QQ('SEY = /) > 0.018 + 0.0087 GeV3 m

<O0(QQ('SEy - p(28)) > 0.0080 £ 0.00067 GeV3  m
< 0(QQ( splly & J/p) >/m2  0.018 + 0.0087 GeV3
< 0(QQ( 3PPy = 1(28)) >/m?  0.0080 + 0.00067 GeV3

v,

3
S

V!

v,

3
S

AWowWwowWwowWwowowowhwowowDn

(4
CNoNoONeNocw Aot oL oW e

Table 7.1: The colour-singlet and colour-octet matrix elements with numerical values
and NRQCD scaling order for charmonia.

The pr distribution of J/¢ and ¥(2S) in p—p collisions at LHC energies has been
calculated. For J/1 production in p — p collisions, contributions from three sources
have been considered: (a) direct J/1¢ production, (b) feed-down contributions to the
J/1 from the decay of heavier charmonium states, predominantly from ¥ (2S), Yo,
X1 and Xe2 and (¢) J/v¢ from B hadron decays. The sum of the first two sources is
called “prompt J/1” and the third source will be called “J/v from B”. On the other
hand, ¥(2S5) has no significant feed-down contributions from higher mass states. We
call this direct contribution as “prompt 1(2S)” to be consistent with the experiments.
The other source to ¥(2S5) production is from B hadron decays and we call it “¢)(25)
from B”. The sum of the prompt J/1¢(1(2S)) and J/¢(1(2S)) from B will be called
“inclusive J/1(1(25))”.

The direct production cross-section of J/1 can be written as the sum of the
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contributions |21 22],

do(J /1) = do(QQ(*S}")) < 0(QQ(*SY") — J/v) >
+do(QQ('Sy)) < 0(QQ( 'Sy — J/v) >
+do(QQ(*S)) < 0(QQ(*SY) — J/¢) >
+do(QQ(P}Y)) < 0(QQ(*PY) — J/¥) >

+... (7.6)

Similar expression holds for direct (2S5) production. The direct production cross-

section for x.; can be written as [21]:

do(xer) = do(QQ(*P)) < O(QQ(*P}) — xuy) >
+do(QQ(*SY)) < 0(QQ(*SY)) — Xer >

+ ... (7.7)

Here, we have taken into account the contributions from all three x.; (xc0, X1 and

Xe2) mesons to J/1.

To calculate the direct charmonia and feed-down contributions from heav-
ier states as well as from B decays, we use the following branching ratios:
B(J/y[(2S)] — wptp)=0.0593[0.0078], B(y(2S) — J/1)=0.603. B(xes —
J/1)=0.0130, 0.348, 0.198 for J = 0, 1, 2, respectively and B(B —
J/[(25)])=0.116[0.307] [43]. The LDMEs [44] for CS and CO which we have used
for our calculations are given in Table The central values of LDMEs are taken

for our calculations.

In order to estimate the uncertainty on the calculated values, four possible

sources have been considered, namely the perturbative scales, the mass of the charm
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and bottom quark, the branching ratios for the feed-down to J/¢ and the PDFs. The
largest uncertainty in the branching ratios is ~7% which corresponds to B — ¢(25)+
X channel. The uncertainty due to the assumed PDF was estimated by performing
the calculations with different PDFs, namely CTEQ6L and CTEQ6L1. The largest
uncertainty was found to be about 10% at 3 < pr < 4 GeV. For the FONLL |38, [39, [45]
calculations CTEQ6.6 is used for the PDFs and the PDF uncertainty in this case is
about 10%. The uncertainty related to the choice of the heavy quark masses was
estimated by varying them in the ranges 1.2 < m,. < 1.6 GeV and 4.5 < m; < 5 GeV
for NRQCD and FONLL, respectively. The largest uncertainty due to mass variation
was found to be about 12% at 3 < pr < 4 GeV. We define the renormalization
and factorization scales by g r = g rpto, where pig is \/]m and \/m for
NRQCD and FONLL, respectively. The central values of our predictions are obtained
with g p = 1, the mass of the charm quark m, = 1.4 GeV and the mass of the bottom
quark my, = 4.75 GeV. To avoid the accidental compensation between the pp and g
dependence of the cross-section occurring when the two scales are kept equal, we
compute the scale uncertainty by varying pupr and pr independently over the range
0.5 < &pr < 2, with the constraint 0.5 < {g/{p < 2. The uncertainty due to this
scale variation was found to be as large as 45% at 3 < pr < 4 GeV. Thus, this is
the dominant source of uncertainy and in all the subsequent figures for the numerical
values, the uncertainty bands correspond only to this source. This assumption is valid
in case the four sources of uncertainties are considered to be independent, in which

case the contributions are to be added in quadrature.
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7.3 Results of charmonium calculations

The NRQCD calculations have been carried out for the differential cross-sections
of J/v and 1(25) as a function of pr at v/s = 2.76 and 7 TeV. The numerical results
have been compared with the experimental data available from CMS (|y| < 0.9, 0.9 <
ly] < 2.4, |y < 1.2 and 1.2 < |y| < 2.4), ATLAS (Jy| < 0.75 and 0.75 < |y| < 2.4),
LHCb (2 < y < 4.5) and ALICE (Jy| < 0.9 and 2.5 < y < 4). Thus, this detail
study explores the validity of NRQCD calculations at mid, near forward and forward

rapidities at LHC energies.

In Fig. [7.I] the numerical values from the NRQCD calculations for differential
cross-section of J/1 as a function of pr have been compared with the experimental
values obtained by the four experiments at LHC, namely ATLAS [33], CMS [34],
LHCb [35] and ALICE [15], 32] at /s = 7 TeV. Note that the ALICE measurements
of inclusive J/v¢ at forward rapidity are compared with the sum of the prompt J/v
from NRQCD and J/v¢ from B-decay from FONLL. It is observed from Fig. that
the calculated values show a good agreement with all the experimental data for py >
4 GeV. In a recent publication [46], it has been shown that the low py cross-section
can be reproduced by an inclusion of Color Glass Condensate (CGC) effects within

the NRQCD framework.

The calculated values of the differential cross-section of 1(25) as a function
of pr using the NRQCD framework have been compared with CMS [34], LHCb [36]
and ALICE [I5] data and are shown in Fig. It is important to note that for
1 (2S5) there is no contribution from the higher excited charmonium states. Thus, the
prompt and direct production are the same. Also in this case, the ALICE data on
inclusive 1(2S) are compared with the sum of direct 1/(2S) from NRQCD and ¢(25)

from B-decay using FONLL. The results of theoretical calculations for ¢ (25) provide
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a good description of the experimental measurements.

The numerical calculations for inclusive J/v¢ production were also carried out
for \/s = 2.76 TeV and compared with the reported inclusive measurements from
LHCb [37] and ALICE [31] in Fig. In this case the calculated and measured

values for J/1 are in good agreement for pr > 3 GeV.

The ALICE Collaboration has also reported the ratio of the differential cross-
sections of ¥(2S5) to J/¢ at /s = 7 TeV [15]. The measured and calculated values
are shown in Fig.[7.4 The agreement is reasonable for pr > 3 GeV and the increasing
trend of the ratio is described by the calculation. It is worth noting that the prediction

for this ratio from CEM is independent of pr.

This success of NRQCD calculations in describing the p — p collision data at
various rapidities and energies has prompted us to use our calculations to predict the
production cross-sections at /s = 2.76, 5.1 and 13 TeV. These predictions are shown
in Fig. and [7.6] Tt will be interesting to test the applicability of these calculations
at the much higher centre-of-mass energy of 13 TeV in 2015. On the other hand, the
predictions at /s = 2.76 and 5.1 TeV may be used for comparison with the Pb-Pb

collision data at these energies.
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Figure 7.1: Differential production cross-section of J/1 as a function of pr compared
with the ATLAS |33], CMS [34], LHCb [35] and ALICE [15] 32] data. The vertical
error bars on the data points represent the statistical errors on the measurements,

while the boxes correspond to the systematic uncertainties.

The calculations

corresponding to the sum of all contributions are shown as a green band. The direct
and feed-down contributions to J/1 are shown only by lines for the central values.
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Figure 7.2: Differential production cross-section of 1)(2S5) as a function of p; compared
with the measurements by CMS [34], LHCb [36] and ALICE [15] data.
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Figure 7.3: Differential production cross-section of inclusive J/v as a function of pr
compared with the measurements by LHCb [37] and ALICE [31].

195



Chapter. Quarkonia production cross-section calculation within the framework of
NRQCD

0_6_...|...|...|...|...|...
[ —®— ALICE, inclusive J/y, Y(2S)
NRQCD prompt J/ys, $(2S) + FONLL J/y, p(2S) from B

05F .

- pp Vs=7TeV ]
%"_ ;>~\ 0'4:_ 2.5<y<4 ]
= r ]
2|z 0.3F 3
R ‘$’ 1
SIE _$|_ _$_ ]
© 0.2 _$_ .
0.1pde— .

0'...|...|...|...|...|...'
0 2 4 6 8 10 12

[ (GeVic)

Figure 7.4: Inclusive ¢(25) to J/1 production cross-section ratio as a function of pr
compared with the measurements by ALICE [15] data.
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Figure 7.5: Theoretical predictions for the differential cross-section of J/1 at /s =
2.76, 5.1 and 13 TeV at mid and forward rapidity.
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Figure 7.6: Theoretical predictions for the differential cross-section of ¢)(2S5) at /s =
2.76, 5.1 and 13 TeV at mid and forward rapidity.
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7.4 Results of bottomonium calculations

The calculations based on the same framework have been carried out for the

bottomonium production cross-sections at /s = 7 TeV and compared with the data

from ATLAS [48], CMS [49], LHCb [50] and ALICE [15)].

H Y(LS) T(@25) TEBS) xeo(1P) xe1(1P) xe2(1P)  xp0(2P)  x01(2P)  xp2(2P)
BH =t )(%) 248 193 218 —— — f— — — —
B(H = Y18)(%) —— 265 66 1.76 33.0 9.1 0.9 10.8 8.1
BH - T29)(%) ——  —— 106 — — 16 19.9 10.6
My (GeV) 9.5 10.023  10.355 9.859 9.893 9.912 10.23 10.255 10.269

Table 7.2: Branching ratios and masses of bottomonia [43)].

There are various feed-down contributions in T production and some of them
are ignored in our calculations where the contribution are negligible. The feed-down
contributions considered in the present calculations are: (i) for Y(25), feed-down
contributions from Y (3S5) and x3;(2P) are included; (ii) the feed-down contributions
from Y(2S), Y(3S), xps(1P) and xps(2P) are included for Y(1S). No feed-
down contributions is included for Y(3S). The branching ratios and masses of

bottomonia [43] are summerized in Table [7.2]

The mass of the bottom quark is set to m;, = My /2 as an approximation, while
M is the mass of the bottomonium H. The renormalization and factorization scales
are defined by g r = &g ppio, Where 1o is /p% + 4m7. The LDMEs for CS and CO
which we have used for our calculations are given in Table[7.3] The estimation of the

uncertainty on the calculated values is similar to that of charmonium.

The results are shown in the Fig[7.7, Fig[7.§ and Fig[7.9 for T(15), T(25) and
T(3S), respectively. These are in good agreement with the experimental results for

pr > 5 GeV.
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NRQCD
LDMEs Numerical scaling
value order
0QQ(3sM)y = 1(19)) > 10.9 GeV3 muv}
0QQ( 38 = r(29)) > 4.5 GeV3 m3v3
Colour- (QQ( 35ty 5 r(39)) > 4.3 GeV3 m3v}
Singlet (QQ( 3Py o  (1P)) > /(27 + 1)m? 0.100 GeV? mvp
0(QQ( 3P[ N = s (2P)) >/(2J + 1)m? 0.036 GeV?3 mvp
<0(QQ(3sM) = r(18)) > - 0.0041 + 0.0024 GeV3  m3v]
< 0(QQ( 358y - r(29)) > 0.0030 =+ 0.0078 GeV3  mPv]
<0(QQ(35¥) = 1(39)) > 0.0271 £ 0.0013 GeV3  mdv]
0(QQ(35¥) =, (1P)) >/(27 + )m2  0.0127 + 0.0016 GeV3  m3v?
Colour- 0(QQ(3S®) = x4 (2P)) >/(2] + 1)m2  0.0276 + 0.0067 GeV3  mdv?
Octet <0(QQ( 'Sy = r(19)) > 0.1115 + 0.0043 GeV3  mPv]
< 0(QAQ( 1518y & r(29)) > 0.0355 & 0.0212 GeV®  mdv]
< 0(QQ( 15[8]) — Y(39)) > - 0.0107 + 0.0107 GeV3  mpo]
< 0(QQ( 3PO ) — T(18)) >/m3 - 0.0067 £ 0.0000 GeV3  mPv]
< O(QQ( 3P, ) — T(25)) >/m? - 0.0056 £ 0.0048 GeV®  mv]
< 0(QQ( 3Py = 1(38)) >/m? 0.0039 + 0.0023 GeV3  mBv]

Table 7.3: The colour-singlet and colour-octet matrix elements with numerical values

and NRQCD scaling order for bottomonia.
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Figure 7.7: Differential production cross-section of T(15) as a function of py compared
with the measurements by ATLAS [48], CMS [49], LHCb [50] and ALICE [I5] data.
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Figure 7.8: Differential production cross-section of T(2S) as a function of p; compared
with the measurements by ATLAS [48], CMS [49], LHCD [50].
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Figure 7.9: Differential production cross-section of T(35) as a function of p; compared
with the measurements by ATLAS [48], CMS [49], LHCD [50].
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7.5 Summary and outlook

In summary, the prompt and inclusive production cross-sections of J/, 1) (25),
T(1S5), T(25) and YT (3S5) at LHC energies have been calculated within the framework
of LO NRQCD. These calculations include the contributions from direct production
and from the decays of heavier charmonium and bottomoium states. The feed-down
to J/1¢ and ¥(25) from B meson decays has been implemented using the FONLL
calculation. The comparisons with experimental data from LHC for different energies
and rapidity intervals show that the LO NRQCD calculations give a good description
of the production cross-sections of charmonium and bottomonium for pr > 3 GeV
and pr > 5 GeV, respectively. The calculations for the production cross-sections of

J/v and 1(25) at /s = 2.76, 5.1 and 13 TeV have been carried out as well.

It may be noted that the fragmentation process contributes to the charmonium
production at high pr [30] and the inclusion of this process may further improve the
calculations. It has been shown [40] that the production cross-sections in the low pr
interval (pr < 3 GeV) can be described within the CGC+NRQCD formalism. In the
future, we intend to adopt the CGC formalisms [46], 47| for quarkonium production in
the low pr region to cover the entire py range with the inclusion of all the feed-down

contributions.
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Chapter 8

Summary and Outlook

This chapter Summerizes the results obtained in this thesis. The pp, p-Pb and
Pb-Pb collisions data, collected by the ALICE Collaboration have been analyzed.
The pp results were used to normalize the p-Pb and Pb-Pb results. The p-Pb and
Pb-Pb data were analyzed to understand the cold and hot nuclear effects of the
QCD matter on the J /1 and 1(2S) production, respectively. Theoretical calculations
on cross-section using NRQCD framework in pp collisions provide an insight into
the production mechanism of heavy-quark pair (QQ) production leading to the

quarkonium formation.

8.1 J/v¢ and (2S) production in pp collisions

The inclusive production cross-section of J/¢ and ¥ (2S) at forward rapidity
(2.5 < y < 4) in pp collisions at a center of mass energy /s = 7 TeV as a function
of the quarkonium transverse momentum and rapidity have been measured. For

J /1, the measurements reported here represent an increase by a factor of about
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80 in terms of luminosity with respect to the previously published ALICE results,
whereas for the 1(2S) state, this is the first ALICE measurements. The inclusive
cross-sections, integrated over pp and y are: oy, = 6.69 = 0.04 & 0.63 pb and
oy2s)y = 1.1340.0740.19 pb, where the first uncertainty is statistical and the second
is systematic (assuming no quarkonium polarization). Measuring both J /v and ¢(2S)
cross-sections with the same apparatus and data set allows one to derive the fraction
of inclusive J /v that come from 1 (2S) decay with reduced systematic uncertainties.
It is: f*¥(?%) = 0.103 4 0.007 & 0.008. Also, the inclusive 1/(2S) to J /¢ cross-section
ratio provides the relative production of the two resonances as a function of pt and v,

integrated over pp and y the value of this ratio is oy 2s)/0y/, = 0.170£0.0114+0.013.

These results are in good agreement with measurements from the LHCb
experiment over similar pr and y ranges. They are also in good agreement with
NRQCD calculations for which the matrix elements have been fitted to data sets from
Tevatron, RHIC and LHC, among others. In the CSM, both LO and NLO calculations
underestimate the data at large pr as was the case at lower energy. The addition of
the leading-pr NNLO contributions helps to reduce this disagreement at the price of
larger theoretical uncertainties. LO calculations can reproduce qualitatively the data

at low pr and the rapidity dependence of the pr integrated cross-sections.

8.2 (2S) production in p-Pb collisions

The results on inclusive (2S) production in proton-nucleus collisions at
the LHC have presented. Measurements were performed with the ALICE Muon
Spectrometer in the p-going (2.03 < Yems < 3.53) and Pb-going (—4.46 < Yems <
—2.96) directions. The production cross sections, the double ratios with respect

to the J/¢ in p-Pb and pp and the nuclear modification factors were estimated
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integrated and also differentially in pr. The results show that 1 (2S) is significantly
more suppressed than J /4 in both rapidity regions, and that no pr dependence of this
effect is found within uncertainties. This observation implies that initial state nuclear
effects alone cannot account for the modification of the ¢ (2S) yields. This is further
confirmed by the poor agreement of the ¢)(2S) Ry,p, with models based on shadowing
and /or energy loss. Final state effects, such as the pair break-up by interactions with
cold nuclear matter, might in principle lead to the observed effect, but the extremely
short crossing times for the c¢ pair, in particular at forward rapidity, make such an
explanation unlikely. Consequently, other final state effects should be considered,
including the interaction of the ¢¢ pair with the final state hadronic system created
in the proton-nucleus collision. It may be interesting to explore whether the present
results are indicative of an additional color suppression in case of proton-nucleus

collisions at LHC energies.

8.3 Fractional double differential cross-section of

J /1 in pp and Pb-Pb collisions

In this thesis, the first study of the double differential cross-section of J/1 has
been presented using the Muon Spectrometer. The choice of a low pp-bin (0 < pr
< 3 GeV/c) was motivated by the fact that the recombination and the cold nuclear
matter effects are mostly concentrated in the low pr bin. Thus, it was decided to
study the rapidity dependence of the production cross-section of J/1 in the two pr
bins of 0 < pr < 3 GeV/c and pr > 3 GeV/c. However these cross-sections were to
be normalized with the pp data. In this thesis, the analysis of the 7 TeV pp data has
been presented. Thus, we decided to use this data for the normalization of the 2.76

TeV Pb-Pb data. Since the center-of-mass energies were different, it was decided to
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use the fractional differential cross-section (cross-section in a bin normalized by the
total) as this quantity essentially depends on the shape of the rapidity distribution
and it is expected that the shape of the do/dy distribution does not change drastically
between /s = 2.76 and 7 TeV. This assumption was tested with the published data

and found to be correct.

It was found that there is a definitive excess of production of J/¢ in Pb-Pb
compared to pp in the rapidity range of 2.5 to 2.75. This can be understood as the
effect of recombination as it is expected that the number of charge centres increase
towards the mid-rapidity. Thus, the probability of recombination also increases in

the bins which are more central.

It is also interesting to note the observed distribution for high pr bin is expected
to be dominated by color suppression alone and devoid of recombination and CNM

effects. A theoretical investigation in this direction may be carried out.

8.4 Quarkonium production cross-section calcula-

tion within the framework of NRQCD

The prompt and inclusive production cross-sections of J/¢, ¥(25), T(1S),
T(25) and Y(35) in p-p collisions at LHC energies have been calculated within the
framework of LO NRQCD. These calculations include the contributions from direct
production and from the decays of heavier charmonium and bottomoium states. The
feed-down to J/¢ and ¢(25) from B meson decays has been implemented using the
FONLL calculation. The comparisons with experimental data from LHC for different
energies and rapidity intervals show that the LO NRQCD calculations give a good

description of the production cross-sections of charmonium and bottomonium for
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pr > 3 GeV and pr > 5 GeV, respectively. The calculations for the production cross-
sections of J/¢ and ¥ (2S) at /s = 2.76, 5.1 and 13 TeV have been carried out as

well.

It may be noted that the fragmentation process contributes to the charmonium
production at high pr [1] and the inclusion of this process may further improve the
calculations. It has been shown in [2] that the production cross-sections in the low pr
interval can be described within the CGC+NRQCD formalism. In future, we intend
to adopt the CGC formalisms [2, 3] for quarkonium production in the low pr region

to cover the entire py range with the inclusion of all the feed-down contributions.

8.5 Outlook

The study of ¥(2S)/J /4 ratio in pp collisions at /s = 13 TeV and 14 TeV will
be interesting in order to extend the results obtained in Run 1 to higher energies.
It is to be noted that color evaporation model (CEM) calculation predicts a flat
distribution [4] for this ratio as a function of /s. Thus, this experimental investigation
over a wide center-of-mass energy range will be an interesting check and any deviation

might be an indication of multiparton interactions (MPI).

The 9(2S) suppression in Pb-Pb collisions at extreme forward rapidities has
been estimated in Run 1 [5], however the result is statistically limited. The ALICE
result seems to follow a different trend as compared to the CMS result [6], although
a direct comparison can not be done since two experiments have different kinematic
ranges. Therefore, an analysis based on a high statistics data sample should be crucial
to shed some light on the 1/(2S) behaviour. The projected integrated luminosity of 1

nb™! at /sxy = 5.1 TeV and 5.5 TeV will be sufficient to carry out this experimental
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investigation. In order to have a more precise understanding of the suppression and
the feed-down from the excited charmonium states, we need the direct measurement
of suppression of the excited states. In addition, finer centrality, rapidity and pr
binning with smaller uncertainties will also be possible, which in turn will further
constrain the theoretical models. With the newly approved Muon Forward Tracker
(MFT), one may also expect improvement of mass resolution due to precise vertex

determination.

It may be noted that the nuclear modification factor in p-Pb collisions has been
measured at /sy = 5.02 TeV and upcoming Pb-Pb collisions will be at |/syy =
5.1 TeV and 5.5 TeV, the center-of-mass energies of the two systems are almost the
same, so the ratio of nuclear modification factor in p-Pb and Pb-Pb will be very
interesting to shed some light on the different kind of mechanisms involved and it will
be worthwhile to compare the observed nuclear modification factor and their ratio
as a function of centrality, pr and y with the predictions from the color suppression

model.

The ¥(2S)/J /4 ratio is predicted to be very sensitive to the QGP temperature
and the double ratio ([oy(2s)/ 75 /¢]Popb/[Tw(28) /03w ]pp) s @ useful quantity to compare
directly the relative suppression of the two states. So, the measurement of the
¥(2S)/J /¢ ratio and the double ratio as a function of the collision centrality,

transverse momentum and rapidity will be interesting.

The temperature produced in the Pb-Pb collisions at ALICE is ~ 500 MeV. This
is quite high compared to the critical temperature (T.), which is ~ 170 MeV. The
dissociation temperatures of ¢(2S), J/¢, T(3S), T(2S) and Y(1S) are ~ 1.2 T, 1.6
T., 1.2 T., 1.6 T, and 4 T, respectively. So, it is expected that at LHC energies 9(2S),
J/1, T(3S) and T(2S) production is suppressed except for the Y(1S). However, as

it is seen from the Pb—Pb data, the inclusive suppression of J/¢ is less than that of
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the T(1S). This can be explained by considering the regeneration process, which is
higher for the J/1 due to high abundance of the c¢ pairs compared to bb. However,
it may be interesting to measure the ratio of Raa of ¢(2S) and Y(3S) as a function
of centrality, since both their dissociation temperatures are similar. If their ratio is
close to unity, it would imply that (2S) production in Pb-Pb collisions does not

have sizable contribution from recombination.

The future upgrades of ALICE during 2018 — 19, will improve the data quality
substantially and the increased luminosity will ensure much higher statistics. Thus,

in future the physics reach of ALICE will increase further.

The present thesis work is an indicator of a challenging future for probing
the matter produced in ultra-relativistic heavy-ion collisions using heavy quark

resonances.
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Appendix A

Effect of Front Absorber on Mass

resolution

A.1 Motivation

To explore the effect of the front absorber on the mass resolution of T using
the ALICE simulation framework, AliRoot. In its present form, the complete ALICE

geometry along with different services, have been included in AliRoot.

A.2 Mass spectrum and pp distribution of the

dimuon decaying from J /¢ and T

The entire performance of ALICE can be studied through AliRoot framework.
However in this study, only the J/¢) and T signal events decaying in dimuon channel

have been studied (see also [3]), where all the features of the muon spectrometer have
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Figure A.1: The signal events for the muon spectrometer is (a) J/v¢ (top-left) and
(b) T (top-right),(c) pr distribution of the dimuon, decaying from J /1) (bottom-left)
(d) pr distribution of the dimuon, decaying from T (bottom-right) when all processes
and corrections are applied.

been included. The probability of quarkonium decay to dimuon is very low (~5%)
so the forced decay option of Pythia has been used. One can see from Fig. (a)
and [A.1(b) that the mass resolution of J/¢ is ~71 MeV but that of the T is ~99
MeV. Here, the main assumption is that the Muon Tracking Stations are perfectly
aligned and the front end electronics have a fixed gain with no distribution. The mass
resolution of J /1 is better than that of Y. This can be understand from the fact that
Muon spectrometer has low resolution for muons at high pr and it can be seen from
Fig. [A.|c) and [A.T(d) that the pr distribution of the dimuons decaying from J/¢

have lower pr range than that of the dimuons decaying from T.
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Figure A.2: (a) pr residue plot at theta range 2° — 3° (left), (b) n residue plot at
theta range 2° — 3° (right).

A.3 pr and 7 resolution of Muon Spectrometer

It is to be noted that the invariant mass resolution depends on the pr and
71 resolution alone. Therefore, the pr and 7 resolutions have been calculated. To
calculate the pr and 7 resolution of the muon spectrometer, a single muon beam
from the ALICE interaction point have been used. First, the emission angle have
been fixed to a certain range (2° — 3°) and then by using a fixed value of p for the
single muons, 10 simulations for each value of pr (mean) from 1 GeV/c to 10 GeV/c
have been performed. From these simulated files, the kinematic pr (generated pr at
the event generator) and the recostructed pr (pr after passing through absorber and
applying all processes and corrections) for each event have been calculated. From
these two pr values for each event, the pr difference or pr residue plot have been
calculated. Each difference plot has been fitted with a gaussian distribution and the
o (width) of this disrtibution is a measure of the resolution. This process is shown in
Fig.[A.2(a) and [A.2(b) for pr and 7, respectively. Plotting these widths along Y-axis
and pr (mean) along X-axis, the pr resolution curve has been obtained. Similarly,

from kinematic n and reconstructed 7, the n resolution curve has been obtained. pr

and 7 resolution curves are shown in Fig. [A.3|a) and [A.3|(b).
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Figure A.3: (a) pr resolution at emission angle range 2° — 3° (left), (b) n resolution
at emission angle range 2° — 3° (right).

From Fig. [A.3] one see that, the Muon spectrometer has better pr resolution
at low pr range and as pr increases the resolution worsens. This is due to the
finite magnetic field of the bending magnet (3 Tm). The higher pr tracks have less
curvatures which lead to the detoriation of pr resolution. However, the situation is
reverse in case of 1) resolution, as one can see, the spectrometer has better 7 resolution
at higher pr and worse at low pr range. This is the direct consequence for having the
large forward absorber for ALICE Muon spectrometer. In order to investigate this
issue the front absorber of the muon spectrometer has been studied in detail in the

following section.

A.4 Can T mass resolution be better ?

The Front Absorber (FA) of the Muon Arm consists of a central cone within
the acceptance of the spectrometer (2° to 9°), an outer shield to protect the central
detectors of ALICE (otherwise the back scattering from the absorber may create
undesirable backgrounds to the other detectors inside the L3 magnet) and an inner
shield below 2° to absorb particles emanating from the beam-pipe. The front absorber

reduces the forward flux of the charged particles by at least two orders of magnitude
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and it has an additional responsibility to decrease the decay muon background, by
limiting the free path of primary muonic decay of 7n’s and K’s toward the Muon
Spectrometer. The low-Z materials are used for the front part and high-Z materials

are placed in the rear part of the absorber. The length of the absorber is 10 Ajy.

Front Absorber |
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Figure A.4: A cross-sectional view of front absorber in y-z plane.

The material compositions and the placement of different materials of the front
absorber was studied in detail. The present geometry of the absorber is shown in
Fig. Here, the geometry package of ROOT have been used. A navigation pointer
is propagated through the absorber from front part to rear region of the absorber in
small steps. It keeps on recording the type of material in two dimensional histograms.
Finally the two dimensional histograms are plotted on canvas, which produces the

cross-sectional view of the upper half of y-z plane of the absorber as shown in Fig.[A.4]

The muons interact electromagnetically with the absorber material and there-
fore, their energy loss is less. However, they will have a finite energy loss and

staggering in the absorber in addition to the multiple coulomb scattering. Thus, these
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effects have to be accounted properly in order to achieve a good mass resolution.

Energy loss

The energy loss is primarily [I] the ionization energy loss and radiative energy
loss (direct ete™ pair production, Bremsstrahlung etc.). The radiative energy loss
processes become more important than ionisation at sufficiently high energies. But at
100 GeV, which is the typical energy for muons from Upsilon decays the contribution
from radiative processes is negligibe. Thus main contribution to the total energy loss

is ionisation energy loss, which is calculated by Bethe-Bloch formula.

2L gy (A1)

with,

K = 4T N1 mc? (A.2)

where N is the Avogadro number, z is the charge of the external particle in the
absorber, 7, is the classical electron radius, m, is the electron mass, Z is the atomic
number of the absorber material, A is the atomic mass of the absorber material,
I is the mean excitation energy of the material, and § and ~ are the conventional

relativistic parameters.

Multiple Coulomb scattering

Multiple Coulomb scattering is the scattering of the particles inside the Front
Absorber. It is measured in terms of the angle (#) between the track and the
beam axis. However, if the invariant mass is calculated by assuming this scattering

angle then the mass resolution gets worse. Therefore, a correction in the angular
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measurement (A#%g) is performed following the Branson correction.

AQQB = a2(F0 - —) (A?))

Where the quantities Fyy, Fy and F, are the 0%, 15* and 2°¢ moment of z, respectively,

calculated with the inverse radiation-length Xy(z) distribution.

Ldz

= X000 (A.4)
L4z

Fl = /O ZXO(Z) (A5)
L dz

F2 = /0‘ z XO(Z) (AG)

and a(= 0.0136/p, with p in Gev/c) is inversely proportional to the total momentum.

If the absorber is removed in simulation, we would observe the ideal mass
resolution which is shown in Fig.[A.5|(a) where the position resolution is 55 MeV for T.
The finite width is due to the finite position resolution of the tracking chambers and
the magnetic field. On the other hand when absorber is present and no corrections
are applied, the mass resolution has a width 280 MeV and the peak is shifted to 8.96
GeV instead of 9.4 GeV |Fig. [A.5(b)] due to the energy loss and multiple coulomb

scattering.

The effects of energy loss and multiple coulomb scattering processes described
above which the muons experience in the Front absorber (see also Appendix C of [I)

have in the following way:

a) In the configuration file, all processes were switched off except multiple
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Figure A.5: Mass spectrum of T (a) without the absorber and all processes and
corrections on (b) with absorber and all processes on but no correction.
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Figure A.6: Mass spectrum of T when (a) Multiple scattering process and multiple
scattering correction are applied (top-left), (b) Multiple scattering is process applied
)

but no corrections are applied(top-right

,(¢) Energy loss process and energy loss

correction are applied (bottom-left) (d) Energy loss process is applied but no
correction are applied (bottom-right).

scattering process and only multiple scattering correction is on, one can see from

Fig. [A.6[a), mass spectrum has width ~69 MeV and peak at 9.4 GeV.
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b) In the configuration file, when only multiple scattering process is on and no
correction is applied, one can see from Fig. [A.€|(b), mass spectrum has width ~211
MeV and peak is still at 9.4 GeV.

c) When only energy loss process is on and only energy loss correction is on,
one can see from Fig. [A.6[c), mass spectrum has width ~73 MeV and peak at 9.4
GeV.

d) When only energy loss process is on and no correction is applied, one can
see from Fig. [A.6]d), mass spectrum has width ~155 MeV and peak is shifted to 9.0
GeV instead of 9.4 GeV.

Thus, from above discussion, one see that multiple scattering correction has

greater effect than energy loss correction in improving mass spectrum resolution.

A.5 Further studies

It is to be noted that there are more high-Z materials in the theta range 2° — 3°
than 3° —9° (Fig.[A.4). So to find the dependence of resolution on the emission angle
of absorber, the acceptance angle have been divided into several angle ranges (2°—3°,
3° —5°,5°—=7° 7°—9°) and the pr and 7 residue plots have been plotted as shown
in Fig. [A.7 The value of p is chosen such that pr range remains in pr range of the
dimuons decaying from T decay which is typically ~4 GeV to 6 GeV. One can see

from Fig. that the resolution is better in higher angle ranges.

In Fig. the pr and 7 resolution curves for two theta ranges using the same
method as described above have been shown. From the figures, one can see that pr

resolution is better at higher angle (3° —4°) than that at lower angle (2° — 3°) and as
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pr increases the resolution worsen in both cases but resolution is still better at higher
angle. In case of n resolution, it is evident that the correction for multiple scattering

works much better and the 7 resolution at lower and higher angles are comparable.

The effect of emission angle on the mass resolution of T have been shown in

Fig.

One can see that, the mass resolution is better at higher angle. The width of
mass spectrum at theta range 2° — 3° is ~111 MeV whereas that at range 3° — 5° is
~94 MeV. This detoriation can surely be attributed to the detoriation of pr resolution

at low angles.

In summary, it has been observed that the resolution is about 20% worse at the
low angle (2° — 3°) which can be largely attributed to the worsening of pr resolution.
This indicates that further improvement of the estimation of energy loss effects in the
Front absorber may be achieved. This would involve detail GEANT based simulation

studies.
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Figure A.7: pr and n difference plots at different angle range keeping pr in the T pr
range.
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Figure A.8: (a) pr resolution at two theta range 2° — 3° and 3° — 4°, (b) 7 resolution
at two theta range 2° — 3° and 3° — 4°.

Invariant mass of _Y with both correction at Theta range (2 *-3% | Invariant mass of Y with both correction at Theta range (3__-5% |
90 | Entries 921 [ | Entries 983
80 ? Mean 9.363 100/~ | Mean 9.423
70 | RMS 0.2818 [ | RMS 0.2416
& SOE X2/ ndf 97.72/52 & sol— | x2/ndf 107.7/43
> = > [
3 E | Constant 72.87 +3.42 3 L | Constant 91.85 +4.36
= 50 E | Mean 9.417 + 0.004 = 60— | Mean 0.466 +0.003
= ,nF = L
= 40 | sigma 0.1115 + 0.0035 = ~ | Sigma  0.09385 + 0.00311
% 30 Elt
20 F
= 20—
10 [
ok oL b llmrnn o o acn oo\ I I
6 7 8 9 10 11 12 6 7 g 9 10 11 12
Mass (Gev) Mass (Gev)

Figure A.9: Mass spectrum of T (a) at emission angle 2° — 3° (b) at emission angle
3° —5°.
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Appendix B

Fitting functions

B.1 Crystal Ball function

The Crystal Ball (CB) function is defined by the equation [B.1] It consists of a
Gaussian core portion and a power-law tail at low mass defined by the parameters o
and n. The power-law part reproduces non Gaussian fluctuations due to energy loss

processes.

(B.1)
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B=" _laf
|af

B.2 Extended Crystal Ball function or Double Crys-

tal Ball function

The Extended Crystal Ball function (CB2) derives from the Crystal Ball
function (CB). While the CB has only one power-law tail for low invariant masses,
the CB2 has two power-law tails (one for higher masses, the other for lower ones). So
it’s a Gaussian core convoluted with two power-law tails. The CB2 is defined by the

following equation:

e 20 foro/>zj7“>—0z
f@;p 000,00y = N.§ A (B — 28y for &8 < —q (B.2)




B.3. NAG6O function

B.3 NAG60 function

This is a function adopted for charmonia in NA50 and NA60 experiments. It is

basically a gaussian shape with variable sigma:

(

D2 for po My < M < pi1oM

0 = 4 po(1 + [ps(po Mo — M)Pa=PsV/ oMoy for N < po M, (B.3)

pa(1 + [pe(M — p1gMy)|Pr=psVM=proMo)ly - for N[ > i M,

\

_ (M-Mg)?

FIM)=Ne 22 (B.4)

Right and left asymmetric tails are allowed. The function has 11 parameters.

NAGO function better describes both right and left sides of the MC spectrum.

B.4 Variable Width Gaussian

For the background description a Gaussian with a width (o) which varies as a

function of the mass values has been adopted.

o= B+7x (- a)/a) (B.5)
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_ (alc—()t)2

B.5 Exponential times 4th order ploynomial func-

tion

It is a function obtained by multiplying the exponential function and 4th order

polynomial function.

f(x) = N.ea x (ap + a17 + ap2® + azz® + ay2*) (B.7)
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