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Abstract

In this thesis, the structure of non-perturbative U-duality symmetry in string- and M-theory is inves-
tigated. Non-perturbative duality symmetries have dramatically changed string theory and led to the con-
jecture that all string theories are different limits of an eleven-dimensional theory called M-theory, whose
exact shape is yet unclear. An investigation of its symmetries could give hints to a possible construction.
U-duality is one of these symmetries, and a precise definition of U-duality and its effetts i is the
main subject of this thesis. This is investigated in a toy model closely resembling low energy M-theory, and
then in M-theory itsself. In the latter, the known classiga}, 7) duality symmetry is made manageable
by embedding its algebra withiy( 5y, and the definition of U-duality leads to study discrete subgroups
of Lie groups acting on admissible lattices in basic representations. This yields generaftyg,f9(Z)
and higher dimensional U-dualities. Known subgroups of the symmetry are investigated, and different U-
duality definitions are compared with the one found. U-duality s 3 is constructed by using different
orders of compactification. Applications of U-duality in the context of stringy black holes and solitons are
given. Elementary solitons ith = 3 are shown to be vortex solutions. Solutions admitting simultaneously
null- and space-like Killing vectors are considered from a supersymmetric perspective. Rieiig
codes to generate highest weight matrix representations of Lie groups used in this thesis are presented and
discussed.

Zusammenfassung

In dieser Arbeit wird die Struktur nicht-perturbativer U-duaigruppen in der String- und M-theory
untersucht. Nichtsirungstheoretische Dualissymmetrien haben die Stringtheorie dramatischnazrt
und zu dem Vorschlag gélfirt, daf alle Stringtheorien als unterschiedliche Grenzwerte einer elfdimen-
sionalen, sogenannten M-theorie verstanden werdamdn, deren Struktur bisher noch unklar ist. Eine
Untersuchung ihrer Symmetrien erlaubfidRschlisse darauf, wie diese Theorie zu konstruieren ist. U-
dualitat ist eine dieser Symmetrien, und einézse Definition der U-duabtsgruppe und ihrer Effekte
in d > 2 ist Hauptthema dieser Arbeit. Diese wird erst in einem Spielzeugmodell untersucht, das der M-
theorie strukturell star&hnelt, und dann in der M-theorie selbst. In letzterem Fall wird die Behandlung der
klassischertu; .7y Symmetrie ind = 4 durch Einbettung ihrer Algebra iR sy stark vereinfacht, und die
Definition von U-dualiat fuhrt zur Untersuchung diskreter Lie Gruppen auf sogenanntéssigen Gittern
in sogenannten einfachen Darstellungen. Dies ergibt Generatorelyon (Z) und den lbher dimen-
sionalen U-dualiétsgruppen. Bekannte Untergruppen werden untersucht, und die hier benutzte Definition
der U-dualititsgruppe wird mit anderen Definitionen in der Literatur verglichen, Whdreinstimmung
festgestellt. Die U-dualittsgruppe ind = 3 wird durch verschiedene Kompaktifizierungsreihenfolgen
konstruiert. Anwendungen von U-dudliim Zusammenhang mit Schwarzlochsolitonen in der Stringtheo-
rie werden gegeben. Es wird gezeigt, dal’ elementaren Objekigr=i18 Vortexldosungen entsprechen.
Losungen mit gleichzeitigem Null- und raumartigen Killingvektor werden von einer supersymmetrischen
Perpektive beleuchtet. AbschlieRend werdidaple Programme vorgestellt, die in dieser Arbeit benutzt
wurden, zur Erzeugung von Matrixédhstgewichtsdarstellungen von Liegruppen.
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Chapter 1

| ntroduction

Die Symmetrie. .. bildet auch den eigentlichen Kern jener Grundgleichung. [52]
What is E8(+8) (Z)’) [1]

One of the most influential and, at the same time, most challenging topics in modern physics
is unification. After it was realized in the sixtieth and seventies of the last century that the elec-
tromagnetic force and the weak nuclear force may be understood in an electroweak theory with
spontaneous symmetry breaking, a main focus of research was to find out if this is also true when
incorporating the strong nuclear force, thus unifying these three forces in one interaction broken
spontaneously. This led to several "grand unified theories” (GUTSs) that, on the other hand, all
predict a proton decay not seen in nature. This problem could partially be removed by introducing
supersymmetry, a symmetry between bosonic and fermionic particles, and experiments hint that
the coupling constants indeed approach each other and might unify at an energy scale known as
"GUT” scale that is, however, far from being observable in experiment.

The force in nature most directly experienced in daily life, gravity, has proven to be much
more stubborn and to withstand most approaches to incorporate it into a unified quantum theory.
The main problem with "conservative” approaches to quantum gravity or supergravity is that
those theories are not renormalizable.

At current stage, string theories are promising candidates for quantum theories that incorpo-
rate gravity. The perturbative description of string theory admits consistently a spin two particle
propagating on a gravitational background and coupling to other matter fields. However, the main
problem with perturbative string theories is the variety of possible constructions. Perturbative su-
perstring theories have been formulated in ten dimensions and need to be compadiifiedito
to make contact with phenomenology. However, there is a wide and seemingly unconstrained va-
riety how to do this, while none of the approaches has been able to reproduce the Standard Model
of elementary particle physics exactly, though similar structures have been found.

However, string theories have considerably changed in recent years, and this is due to the
study of non-perturbative duality symmetries in these theories. The five perturbative string the-
ories are now understood to be related by a web of duality symmetries connecting them. Fur-
thermore, new objects called D-branes have been introduced in the theory, and this has led to
successfully address the question of microscopic black hole entropy in string theory. The theory
has considerably been en-richened by the inclusion of non-perturbative effects.

Recent development has thus addressed the unification of string theories themselves. It has
been argued that a theory exists containing all perturbative string theories in different regions of
moduli space. This theory is called M-theory, but still, the M seems to reflect mystery. Though
several attempts have been made to understand the structure of this eleven dimensional theory,
none has been completely successful yet.



2 1. Introduction

It seems the more important to have a clear picture of the symmetries M-theory admits in
order to probe its structure. This has been a main motivation for the work presented in this thesis.
M-theory, when compactified on the torus, is known to have a large self-duality group known as
U-duality, corresponding to discrete subgroups of Lie groups of the exceptional series. A precise
definition of its generators lacked in the literature, and this is the main focus of this thesis. The
construction of U-duality will be investigated, and a set of generators will be given and proven to
be correct. Applications of U-duality that are connected to black holes in string theory are also
given.

In order to address these questions, the necessary background shall be briefly reviewed in this
chapter. For more detailed descriptions, the reader is referred to the references and the textbook
[81].

1.1 DSZ quantization condition

In this section an issue is discussed that will be used when defining U-duality in later chapters. Itis
related to a phenomenon in physics that, due to its absence in experiment, still seems mysterious:
magnetic charge.

The striking fact that the Maxwell equations of electromagnetism admit a rotational symmetry
between electric and magnetic sector, but this symmetry is broken by the absence of magnetic
charge, inspired Dirac to introduce his famous monopole solution [30].

Consider a sphere around a monopole. Since the integrated flux on this sphere is nonzero
if the magnetic charge is nonzero, a vector potential cannot be introduced globally. However,
by introducing a vector potential that is defined everywhere but on a "Dirac-string”, a nonzero
magnetic chargg arises when calculating the total flux on a sphere surrounding the monopole,
e.g. by introducing two copies of the gauge field for the northern and southern hemisphere of the
sphere (Wu-Yang type argument, see e.g. [76]) that are related by a gauge transformation.

This may be given as follows: I3, choose coordinate§i} = {z,y,z} and letr =
vz2 4+ y2 + 22 as usual, and consider the Dirac-string to be along the negative z-axis. The
corresponding "northern” hemisphere gauge poteuntia given by

T

o 2r(r+2) 7Y 2r(r+2) % 0
which yields
VxAN=F=2"

273

except along the negative z-axis. The normalization is chosen for later convenience, as will be-
come clear in a moment. On this "southern” hemisphere, introduce

Yy AS — -z

As_P_Y p_—%
o 2r(r—2) 7Y 2r(r—2)’

AS =0
which gives

VxAS=B=

N3
%w| =

except along the positive z-axis. In spherical coordinates, one has

1 — cosf)
AN:]_j( AS:
¢ 72 rsing > ¢

_p(1+cosb)
2 rsinf
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the other components zero. Both gauge fields are related by a gauge transformation

2 = (Vpo)i,

N _ g% = .
A7 -4 rsinf @
so the gauge parameteris= p¢. The total flux is then, by cutting the sphere in northern and
southern hemispheléy, Ug, respectively,

¢=7§<ﬁx 1) d§ = mﬂ).dm/ (V x A9).d5
s

Un Us

:7{ (jN—ES)-d§:2ﬂp.
equator

Consider a point particle with electric chargemoving in this field. In a quantized context, the
wave function of the particle acquires a phase, induced by the minimal coupling of the electro-
magnetic field, of the form

exp(—iel)

(in "natural” unitsi = ¢ = 1) upon a gauge transformation. However, completing a circle around
the equator, the wavefunction should be unique. This implies

ep=mn,n € Z,

the famous Dirac quantization condition [30]. Assuming the existence of a single monopole in
the universe would therefore imply the quantization of electric charge seen in nature.

The same quantization condition may be obtained in a more heuristic way by considering
the quantization of angular momentum. When incorporating an electromagnetic field, the purely
mechanical angular momentum is not a conserved quantity, but needs to be augmented by the
momentum of the electromagnetic field to be conserved. Taking the magnetic field as above, the
guantization of this conserved angular momentum yields the same quantization condition.

These arguments have been studied for a situation with two particles with electric gharge
andge and magnetic chargg; andp- in [84, 85, 99, 98] in a relativistic context. The quantization
condition then has to be modified, and is given by

QP2 — @p1 =n,n € Z

called (referring to the above authors) the DSZ-quantization condition.
Introducing the symplectic forf with

0 -1
0=
(1 75)
the quantization condition may be written in a more compact form by introducing charge vectors
Z = (p,q)t. It may then be written as

Z1QZy =n,n € 7.

For theories admitting a numbé¥ of U (1) gauge fields, one may defidé-dimensional charge
vectorsZ = (p,q)! analogously. The DSZ quantization condition may then be written as above
by using the N x 2N symplectic form.

The above condition shall be applied in the following in supergravity theories that are low
energy actions of string theories. In supergravity theories, magnetic monopoles reflecting the
above structure, that is, with magnetic U(1) field admitting a Dirac string, have been found [50].
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Like for the Reissner Nord<gim black hole, the Maxwell equations are those for the source-free
case on curved space, since the singularity inducing nonzero flux is a singularity of space-time.
If one assigns charges, e.g. in the asymptotically flat limit, to the gauge fields, these charges are
restricted by the same semiclassical quantization condition. This has been a main tool to restrict
global symmetries one encounters in supergravity to discrete subgroups that are symmetries of a
quantized theory.

The Dirac quantization condition may be extended by the same Wu-Yang type argument to
p-forms potentials in higher dimensions where the configuration is asymptotically flat (see e.g.
[8] and references).

1.2 Electric-Magnetic Duality

Another important ingredient of this thesis is the notion of electric-magnetic duality.
For nonzero sources, the Maxwell equations are

OuFH =¥, Ok F' = 3778, Fpp = K,

whereF,,, = 20,4, is the field strength is the Levi-Civita symbol witheg123 = —1 andj”,
kY are the electric and magnetic currents. The Maxwell equations admit a symmetry

FH — xFH | <FW — —FH
R R e (1.1)

where the minus sign takes account of the fact {aat = —1 in Minkowski spacetime. This
implies on the charge vectdf = (p, q)¢

(1)-r-0=(3)

This is also a symmetry of the above DSZ quantization condition. This symmetry is called
electric-magnetic duality.
The above quantization condition actually admits a larger symmetry that could be any group
leaving the symplectic form invariant under conjugation. Thisjg2, R) = SL(2,R) in this
case, and the fact that the charge are quantized to integers breaks the group to adiiger&ie
group.
Actually, for electromagnetic theory &) (3) gauge theory spantanously brokerdi@l) (see
[51] for a review), this is a duality group that has been proposed. With Higgsdiglhsforming
in the adjoint ofSO(3), and including instanton effects by addingét&érm” to the Lagrangian,
the Lagrangian gets in the Higgs vacuum

1 e20
iy 2/ ) v
4 ot 3272

The SL(2,7Z) symmetry is then spanned by two generators: a transformation corresponding to
electric-magnetic duality fo# = 0, and shifts of thé vacuum. Defining

L=

FH % Fl.

b g

T = % + g
wheree, g are the elementary quantums of magnetic and electric charge, (in this theory the ele-
mentary quantum of magnetic charge is twice the one introduced above [51]), these two transfor-

mations correspond to

T— —T
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and
T—7+ 1.

These transformation also induce a transformation on the charges. The electric charge is now
related to the gauge field

oL
*H = 25_F

due to the presence of tillderm. One may define charges

szi*ﬂp:fzﬂ
Wjéﬂ

and

where Q is a8 shifted” charge obeying

fe
Q=q+_p
™

If the above fractional linear transformation may be represented by a matrix

a b ar +b
X—(c d)’Hm

then it may be compensated by relabelling the states by acting with the inverse group element on
the vector(p, q)*.

However, this conjecture of electric magnetic duality for the quantum theory [74] meets sev-
eral obstacles: it maps a weakly coupled theory to a strongly coupled one and is therefore hard to
test. Nonetheless, it seems very attractive to have a description of a theory with strong coupling
by a weakly coupled one. However, it is known that no exact matching of states is possible, since
the monopole is spherical symmetric corresponding to spin zero, and the gauge boson carries spin
one. Furthermore, quantum corrections will affect the mass spectra.

This situation is improved in supersymmetric theories. In [86], a duality map was used to
explicitly determine the vacuum structure M = 2 supersymmetric Yang-Mills theory. With
N = 4 supersymmetry, monopoles and gauge bosons correspond to the same multiplets, and
masses are protected by non-renormalization theorems. This theory is therefore supposed to
admit the above symmetry as self-duality, similar to the toroidally compactified string theories
and their low energy supergravity counterparts, that gve 4 supersymmetry. They shall be
considered now.

The vacuum Maxwell equations admit a larger symmetry than electric-magnetic duality: they
allow rotations of the electric and magnetic fields into each other, and since there are no charges,
this symmetry is unrestricted. However, in the supergravity case, large symmetry groups exists
known as classical duality symmetries (see table 1.1 below) that rotate equations of motion and
Bianchi identities into each other. In this case, the fields carry charges due to the nontrivial grav-
itational background, and the symmetries, as mentioned above, get broken to discrete subgroups.
All these groups are have been shown to be subgroup»@N, Z) [41], and this is in accor-
dance with the above DSZ condition.
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1.3 Bogomolnyi Bound

A main tool in studying duality symmetries in string theory and supersymmetric field theory has
been the Bogomolnyi bound. It gives a bound on the mass of supersymmetric states. States
saturating this bound live in "shortened” multiplets that can be used to test duality conjectures.
Since in this thesis the focus is on four dimensions, the four-dimensional supersymmetry
algebra [46, 55] shall be considered in the following.
Consider the N-extended supersymmetry algebta4nd. It is given by

{Qa I7 Q]‘ﬁ J} — (,YO,YM)aBPM(SIJ 4 Z-UIJ,YO af T VIJ(,YE),YO)aﬁ

where the following notations are used: Use the gamma matrices in the Weyl representation

0: 0 12 i: 0 ) O'i 5: —12 0
’Y 12 0 Y ’Y _0,1, 0 ? 7 0 12 Y

where thes? are the Pauli matrices. The indicgs, 3} are spinor indices, while the indicés.J
areSO(N) indices. The supersymmetry chargg§are Majorana spinors ith = 4, obeying

QI = Z.ny(QI)*a
and theU!’ andV'!/ are antisymmetric central charge matrices commuting with the rest of the

algebra, that shall be specified further below.
Consider now the expectation value of a physical state

(Q1,Q177y) = TN,

The operator on the left hand side is manifestly positive definite. This can be used to derive a
bound on the mass of physical states in supersymmetry, known as Bogomolnyi bound.

For this, consider the matrik. It must ke a a positive definité N x 4N matrix. Going to the
rest frame wher@®M = (M, 0), itis

T(ocl),(,@J) — <M6a,851J —i—i(*yo)aﬂU” + (7570)04,8VIJ>

Look at the eigenvalue problem ' (™0:(»))) " This amounts to finding 32 component eigen-
spinorse satisfying

(M = N1an) e = (i(1°)*°U + (v°7°) V1) €

To solve this, consider the square of the above equation. On the right hand side, in the Weyl
representation of the gamma matrices, one had e 4N matrix

-Ztz 0 0 0
0o —Ztz o 0
0 0o -Ztz o0
0 0 0 AV

where
ZIJ _ <UIJ —iVIJ>.

The matrixZ is complex antisymmetric and may therefore always be brought in skew diagonal
form. The hermitian matrixztZ thus can be diagonalized with real eigenvalies)?,n =
1...[N/2]where[N/2] is the integer part aV/2. This implies that the matri¥’ has eigenvalues

An = M % |z,
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However, sincd’ is a positive definite matrix, the eigenvalues are bounded by
M > maxz,|.

This is the Bogomolnyi bound on the mass of a state in supersymmetric theories.

In the case ofV = 8 supersymmetry that will be of interest hetg can have four different
eigenvalues. Suppose all are equal, and furthermore that the mass equals this eigenvalue.

ThenT has 16 zero eigenvalues, and thus a 16 component supersymmetry exists annihilating
the state. Translated into Majorana spinors, this means however the state praserviesr half
of the total supersymmetry.

Correspondingly, if two eigenvalues are equal and the mass equal to them, the state preserves
a quarter of the supersymmetry, and finally, if the mass is equals one eigenvalue, the state preserve
one eighth of the supersymmetry.

The supersymmetries acting non-trivially span a multiplet of states, but this multiplet is
smaller than the generic multiplet or is "shortened”, since some super-charges annihilate the
state. This shortening makes these states very attractive for tests of duality conjectures. For
theories withiV > 4, mass and charges are not renormalized. The shortening of multiplets then
cannot be disturbed e.g. by changing the coupling constant, and one therefore may follow such a
shortened multiplet from weak to strong coupling.

In perturbative string theory, a BPS state corresponds to a state whose mass equals its (electric)
charge. For supergravity theories (e.g. corresponding to low energy expansions of string theories),
the above global supersymmetry algebra is the asymptotic limit of a local supersymmetry algebra
generated by spinokd, and BPS solutions correspond to solitons of the theory. Usually, one is
interested in purely bosonic solutions. In such a cademay be chosen to correspond to the
ADM mass of an asymptotically flat solution, and the charges are the asymptotic charges of the
U (1) fields of the theory, dressed by the asymptotic (constant) values of the scalars.

In the case ofV = 8 supersymmetry, one may write the central charge matrix as [56]

Zry = t7;(@ + ip")

where thet!/ are generators of the vector representatiof©f8), and the wherég; + ip*) are
the dressed charges.

In setting all fermions to zero, the supersymmetry transformations of the bosonic fields of
the theory vanish trivially. The Bogomolnyi bound may then be seen to be saturated if an exact
local spinore! exists such that the supersymmetry transformations of the fermions vanish in the
whole space [55, 45]. This leads to equations that are called Killing spinor equations, since the
supersymmetry transformation of the gravitino equals the supercovariant derivative of the spinor,
where the spin connection of this derivative contains the usual gravitational spin connection, plus
a term containing fermions and gauge fields. Such equations and the corresponding solutions that
are solitons of string theory will be the subject of chapter 4.

1.4 Perturbative String Theoriesand L ow Energy Approximation

With this background at hand, one is now set to discuss string theories and their dualities.
String theories are maps of a two-dimensional world-sheet with mgtjcand coordinates
o, T into a target space with coordinal&™ and metricGsx. It shall be briefly described how
string theories are related to space-time fields.
Thed = 2 gravity of the world sheet may be decoupled by restricting the string to propagate
in a specific dimension, which i§ = 26 if only bosonic fields live on the world sheet, and
d = 10 for the superstring with fermionic world sheet partners. Two different cases may be
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distinguished: the closed string where the spacetime embedding coordinates are periodic with
respect to the world sheet coordinate

XM(o 4 21) = XM (0)

and the case when the string is open and ends in spacetime with specific boundary conditions.
The closed superstring shall be taken as illustration here. The simplest action may be given

by

1 -
S = —5 / dodrn™® (0 XM s XN + 200M p780, TN) nas
Y
wheren®? is thed = 2 Minkowski metric,n,,n the Minkowski metric in target spacd,, is a
reald = 2 Majorana spinor, and” are thed = 2 gamma matrices.
Denoting spinor indices by+} and light cone coordinates ly* =  + o, one may expand
the fields¥,, X into modes by

aiXM — Z aﬂ_:Ti\Jefin(T:i:a)
neL
\Ij]iw _ Z ﬁi[rMe—in('r:l:o')‘
(r+¢)ez

¢ takes account of the following: For the fermions, one may choose periodic (R=Ramond) or an-
tiperiodic (NS=Neveu-Schwarz) boundary conditions, implying 0 or ¢ = 1/2. The canonical
guantization then uses commutation relations

[aiM + N N

M
n »0n ] = n5m+n,07]

{BEM, BENY = 5,y s o™V
to define states

M- M, - M - M
afnl . .ﬂi—nk’“|p+, aya_, ... 8-, *|p-,b).

where thep, ,p_ are momentum zero modes. These states carry representations of the spacetime
Lorentz group and are identified with fields in spacetime. The parametkeiadicate chirality
of a fermionic ground state.

The tensoring of the right and left moving states leads to different sectors. Bosons correspond
to either R-R or NS-NS states. One gets two theoried #a 10 with common NS-NS sector
containing a spin 2 field identified with the graviton, an antisymmetric two-form potential and
a dilaton. The theories have different RR sector: A one-form and a three-form potential or an-
other scalar, two-form and a four-form potential, corresponding to type IIA and typ&/1B 2
supergravity ind = 10.

The bosonic string propagatesdr= 26, but has a tachyon in the spectrum. However, it may
be used (by compactification, see below) to construct a chiral theafy=n10 by combining
a right-moving bosonic and left-moving superstring to obtain a theory with field content corre-
sponding to the above NS-NS sector, and additional gauge fields transforming in the adjoint of
Eg x Eg or SO(32). This corresponds t& = 1 supergravity ind = 10.

Finally, one can also consider open strings, that lead to the spectrum of type | supergravity
theory ind = 10 corresponding to a graviton, antisymmetric two-form, dilaton, and a gauge field
transforming in the adjoint a$O(32).

If the curvature of the space is small, the theory and dynamic can be analyzed perturbatively.
If the characteristic length scale is long compared to the string, it is possible to ignore the internal
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structure of the string and use a low energy effective theory that corresponds to a usual point
particle qguantum field theory with specific cutoff. This theory is determined as follows. The
massless spectrum of the string gives the field content. Weyl invariance of the world-sheet implies
the equations of motion for these fields, and they are in lowest order identical to those of the above
supergravity theories. One may then also check that the corresponding partition functions agree.

For many applications and discussions the low-energy approximation is used in the literature,
especially, since the "traditional” string theories are defined only perturbatively. The low energy
theory however admits solitons carrying charges that are not carried by the perturbative string.
This issue will become important when discussing dualities. Especially solitons that correspond
to exact solutions of string theory, that is, where the higher order corrections to the equations of
low energy supergravity are known to vanish, are of interest, and such solutions will be discussed
in chapter 4.

1.5 String Theory Dualities

151 T-duality

T-duality, or target space duality, is a perturbative symmetry of string theory connecting strings
propagating on different target spaces (see [49] for a review).

Consider the purely closed bosonic closed string in the following notation

1
4o/

S = da277"”(9”XM(9,,XN7]MN

whereo, T are coordinates on the two-dimensional world-sheet, &Af are coordinates of the
embedding target space. As mentioned, an obstacle to string theories is that they are confined to
26 for the bosonic and 10 dimensions for the superstring by the condition that the spectrum is free
of ghosts. One is therefore interested in compactifications of string theory, that is, when the target
space splits into a lower dimensional space and a decoupled "internal” space that is supposed to
be invisible for the physical fields.

The most simple example is given in the above framework by assuming that one coordinate is
compact. Say ® is this coordinate. The periodicity condition on this coordinate is

X®(o +27) = X?(0) + 2rRm, m € Z.

which reflect the fact that the string can windtimes along the compact direction. The mode
expansion of this coordinate is then given by

X25 — X}2_25 +X%5
XB(r—0)= éac + 2pR T—0)+i\/ 5 Z 1 e t(T—0)
n#0
XB(r+0)= %:1:25 + %’pL(T +o)+iy/ S 711 ot e in(T+o)
n#0

where the momentum along the compact direction is quantized, since the direction is compact, by

PP —

SVl
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and the left- and right-moving momentum zero-modes in the above expansion are defined by

2 — i \/an— Rm
Pr = o R \/a

1 (vVd R
25 _ [ L
PL = o/(Rn—l_\/am)'

The mass of the state is then given by evaluating the Hamiltonian constraint of the string: The
canonical momentum is given by

1
P — _— 9 xM
2mwa!
(its zero mode equals the momentum zero modes of the coordinates) and the Hamiltonian is given

by
H= /da((8+X)2+ (0_X)?)

and annihilates a physical state. Inserting the mode expansions of the coordinates leads to, with

m?=— Y pup"
M=0...24

where thep,; are the momentum zero modesXf, to
2 1 o R?
]\42 = —,(NR+NL—2)+— <n2—+m2—)
(6 (6 (6]
whereNg, N, are the oscillator quantum numbers, obeying the constraint

Nr— N =mR

resulting the condition that rigia translations on the world-sheet should not change the physics
for the closed string [81].
The mass is invariant under the map

R Vo
VM
which indicates that the string "looks” the same whether it is considered at small or at large radius
of the internal circle. This symmetry is called target space or T-duality, and it is known that it is a
symmetry of the string partition function to all orders.

The radius is often called modulus and is associated with the vacuum expectation value of a
scalar field new in the string spectrum; it is generated by the internal creation operators along the
compact direction.

So far, only the transformation of the momentum zero modes has been addressed. The other
modes, however, transform as well. More generally, it can be seen that the OPEs of the world sheet
conformal field theory do not change if the T-duality transformation is summarized, including the
remaining modes, by

n <> m.

XR—) —XR, XL—)XL.

for the compact coordinate. This is important in the context of the superstring, where world-sheet
fermions and their oscillators are included. The above transformation amounts to a space-time
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chirality in target space, interchanging type I1A and type |I1B theory. Both theories are thus related
by T-duality (see [2] for a recent discussion).

To compactify to lower dimensions, the easiest example is compactification on the torus.
Consider again the closed bosonic string. The "internal” part of the action is given by

1 . . : .
S=_ / do®\/gg" 8, X 9, X7 Gij + "8, X9, X B;j — 1 /g®R®
where the constant matricé€s;;, B;; describe the geometry of the torus and are interpreted as
vacuum expectation values of the corresponding string fields. Defining a viélhein E; “E; ¢,
one has an orthonormal basis in target space.

The coordinates get identified as

X'(o +27) = X'(0) 4 2mm’

where then! are winding modes parallel to above, and the canonical momentum of the coordinate
Xt is now

27 P; = Gi]'aTXj + Bijang

and the zero mode gets again quantized due to the compactness of the codfdiwéteinteger
momentunmn;.

The zero mode part of the mass of the string is then of the form, by calculating the Hamiltonian
parallel to above,

]\42 = niG_l ijnj + mZ(G — BG_IB)ijmj + QmiBik(G_l)kjnj)

ZtMZ, (1.2)

N[= D=

where

_ -1 -1
7 = (miyny), M:(G B& B BG )

-G 'B G!
The mass is invariant under tiigd, d, Z) transformation acting simultaneously as
M — gMg', Z — gZ,
and the same is true for the partition function. The internal momenta are given by
pr = (n'+m!(B - QG))E,", p.=(n'—mi(B-G)):E,",

they lie on an even self-dual lattice. In the low energy effective field theory, T-duality is repre-
sented by acting on the above moduli and the charges of the corresponding U(1) fields arising by
action of the compact creation operators.

152 S-duality

In contrast to the above perturbative symmetry, non-perturbative symmetries have drawn much
attention. Among those, duality symmetries relating theories at strong and weak coupling are
of special interest, since they allow to address questions at strong coupling by means of weak
coupling methods. As will be explained in chapter 4, the microscopic interpretation of black hole
entropy relies on such a symmetry.

For the heterotic string theory compactified on the torus, strong-weak coupling duality was
investigated in a series of papers (see e.g. [87, 89, 88]). The theory admits a scalar field which
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is a complex combination of an axion and the string coupling constant (originally c&llad

[37]), and anSL(2,R) acts by fractional linear transformation on this field and the gauge fields

of the theory, resembling an electromagnetic duality transformation. It was conjectured that this
symmetry is an exact symmetry of the heterotic string theory. Since such a duality seems hard
to "prove” due to the poor understanding of physics at strong coupling (and the fact that the
heterotic string is defined perturbatively only), several recipes that "test” these dualities were
developed. The low energy effective theory should admit such a strong-weak coupling duality as
a symmetry of the equations of motion and/or the Lagrangian. Furthermore, as discussed above,
states that saturate the Bogomolnyi bound live in shortened multiplets and are protected from
guantum corrections if the theory has supersymmatry 4, and thus this spectrum, calculated

with the tree-level Lagrangian, should show S-duality symmetry. Such tests have been performed
successfully e.g. in [87].

This and similar tests have been applied to several different string theories. In contrast to
the above case which is a self-duality of one string theory, different string theories on different
manifolds were compared, and agreement was found in a astonishing variety of cases that led to
the name "web of dualities” (see e.g. [90] for a review).

This thesis is mostly concerned with the case corresponding to toroidal compactifications of
the superstring. As will become clear shortly, the superstring is special in some respects. Before
addressing this point, it shall first be mentioned that the type 1B string was suggested to have
a similar SL(2,7Z) duality as the heterotic string. The type IIB string has two scalar fields in
the massless bosonic spectrum: the dilaton and a scalar field form the RR sector of the theory
sometimes called an axion. Thus, a simi$dr(2, Z) acting on a complex combination of these
fields as in the heterotic case has been suggested in [83], involving a strong-weak coupling duality.
On the other hand, this symmetry mixes the three-form field strength from the NS-NS sector and
the R-R sector of the theory, where the first carries charge of the fundamental string, while the
second corresponds to the charge of a solitonic string.

1.5.3 M-theory Conjecture

It is well known that the type IIA supergravity, the low energy effective field theory, is a maximal
supergravity and related to simple eleven-dimensional supergravity by Kaluza-Klein reduction.
More specifically, the dilaton of type IlA theory, corresponding to the string coupling constant, is
proportional to the radius of the circle eleven dimensional supergravity is compactified on. Using
this, it was argued that, for strong coupling, the theory decompactifies to an eleven dimensional
theory, which is now commonly called M-theory. It has eleven dimensional supergravity as low
energy effective limit [93, 97].

Considering BPS states, type IIA theory should then contain states that carry charges with
respect to the Kaluza Klein field along the compact direction. However, this field is in the R-R
sector, and the perturbative type IlA string does not couple to it. It was noticed, however, that ob-
jects exist within a quantized theory that couple to these charges: they correspond to open strings
that have Neumann boundary conditions in (p+1) dimensions and Dirichlet boundary conditions
in the remaining directions, and are usually called Dp-branes [81]. The introduction of Dp-branes
has been one of the most revolutionary developments in string theory, which is remarkable since
they were known for six years before they caught attention in this context [27]. The DO-brane
carrying charge with respect to the Kaluza-Klein field was shown to be exactly the state needed
here. In the context of the M-theory conjecture, the above type 11B S-duality may be reinterpreted:
It was found that, if type IIB theory is compactified ¢, the S-duality is simply the modular
group of the torus when including the eleventh direction. Compactifications of M-theory have
been studied, and it is of special interest that the heterotic string arises by a compactification on
an interval (orbifold) (see [90]).
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What is M-theory? Eleven dimensional simple supergravity, though being the "maximal”
supergravity filling the spin 2 multiplet, is known to be non-renormalizable and therefore suffers
from ultraviolet divergencies. It is tempting to suspect that the supergravity is just a low energy
approximation in the same way it is for string theories. Since the theory admits a membrane and
a five-brane solution, M-theory could be thought of as theory of membranes and five-branes. A
review of the quantized supermembrane theory has recently been given in [78], and the reader
is referred to this review for a discussion of membrane theory. Recently, a theory of free DO-
particles has been understood to give the same Lagrangian as the super-membrane in the infinite
momentum frame. This theory is known as Matrix theory. For a discussion of successes and
drawbacks in identifying it with M-theory the reader is referred to the extensive literature (see
e.g. [54)).

While the structure of M-theory is not determined yet, it seems profitable to study its symme-
tries. This is a main subject of this thesis, and shall be addressed now by discussing U-duality.

154 U-duality

Consider M-theory/type Il string theory compactifications on the torus.

In this theory, one expects the above type 1IB S-duality to be present, as well as the target
space symmetry arising from the compactification on the torus. However, both groups do not
need to commute, a phenomenon first discovered in [89].

This has led to the conjecture [97] that a larger duality group is spanned by the non-commuting
action of the type |IB S-duality and T-duality, forming a duality gradfZ) by

G(Z) = SL(2,Z) = SO(d, d; Z), (1.3)

whererx refers to the non-commuting action of both groups.

For M-theory compactified on“r*!, the modular group of thé + 1-torus isSL(d + 1,7),
containing the abové&L(2,Z) as a subgroup, as stated above. Therefore, rather than (1.3), the
definition

G(Z) = SL(d + 1,7) = SO(d, d; Z) (1.4)

may be adopted.

The original U-duality conjecture, however, was stated differently [56] and used the hidden
symmetries of low energy supergravity ([59, 19], see also [21, 22]).

The low-energy effective field theory of type Il theory of ®d = 4 N = 8 maximal
supergravity and hag’ (.7 global symmetry [20] acting in the fundamen&#l representation.

It is a electromagnetic duality transformation acting on the charges, and simultaneously on the
scalar fields.

The Dirac-Schwinger-Zwanziger quantization condition in four dimensions discretizes elec-
tric and magnetic charges of tbg(1) gauge fields of the theory. The glob}, 7y symmetry is
therefore broken to a discretg;(,7)(Z) symmetry, inducing integer shifts on the charge lattice.

It was conjectured in [56] that this group is the full non-perturbative duality symmetry group of
type Il string theory compactified on the torusdte= 4.

This has an interesting consequences. The gléhal;) symmetry acts on th&0 scalars
of the theory. They are therefore put on the same footing by this symmetry, and, specifically,
the eleventh compact "M-theory” direction is treated on the same footing as the other compact
directions, which makes this symmetry a true M-theory symmetry.

It was furthermore shown in [56] that elementary solitons exists for each type of charge in the
56-plet. This is a necessary condition for the DSZ quantization condition to restrict all charges
to integers. It will be shown that this is actually a purely group theoretical consequence of the
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Dimension| Supergravity Duality Groug: | String T-duality | Conjectured U-duality
104 SO(1,1)/Zs 1 1
10B SL(2,R) 1 SL(2,7Z)
9 SL(2,R) x O(1,1) Lo SL(2,7Z) x Za
8 SL(3,R) x SL(2,R) 0(2,2;7) SL(3,Z) x SL(2,7)
7 0(5,5) 0(3,3;7Z) 0(5,5;7)
6 SL(5,R) 0(4,4,7) SL(5,7)
5 E¢(s) 0(5,5;7) Eg(6)(Z)
4 E77y 0(6,6;7) Eq7)(Z)
3 Eg(s) o(7,7,7) Eg3)(Z)
2 Ey(9) 0(8,8;7) Eqy(9)(Z)
1 E10(10) 0(9,9;7) E1010)(Z)

Table 1.1: U-duality groups

56 representatiot/; 7y transforms under. The above solutions were derived by compactifying
and/or wrapping higher dimensional solitonic brane solutions on the torus. The fact that the
complete multiplet was found to be solitonic indicated that actually the complete type Il string
and/or M-theory may be understood as a soliton and is remarkable concerning the structure of
M-theory.

The discrete groufi;(,.7y(Z) was specified in [56] by the following argument: on the charge
lattice, choose normalizations such that all charges are integers.Elhen (Z) is the subgroup
in E7(,.7) of matrices whose entries are entirely integers, that is, that preserve the charge lattice.
A direct construction o2 7)(Z) was not given, rather, the following argument was used: it is
known that the most general duality group on the field configuration discusSe¢ia/, R) [41].
Thus, acting on the charge lattice, the, 7)(Z) discrete group is

Eq(47)(Z) = Eq(17) N Sp(56,Z) (1.5)

whereSp(56, Z) consists of matrices with entirely integer entries.

In this thesis, the intersection with the symplectic group is not used for construction, rather,
the discrete group will be constructed by defining it directly by the condition that it preserves the
charge lattice. It follows from the above construction that this is identical to (1.5).

For applications of U-duality it is instructive to have a set of generators of the duality group.
The above definition as intersection with the discrete symplectic group is however unsuitable for
this, since the corresponding embedding is rather complicated.

A main focus in this thesis is to determine a set of generators for the above discrete U-duality
group. Once a charge lattice has been defined, the group will be shown to be uniquely determined
by a remarkable fact56 is the unique minimal representation B ), and this will be used
to determine the set of generators. The corresponding definition is then used to show that the
definitions (1.3) and (1.4) agree with the one found here.

Higher dimensional dualities of M-theory on the torus are found by intersections with the
discrete groupti;(7)(Z). They correspond to table 1.1 given in [56]. However,doK 4, the
situation is more complicated.

The classical continuous duality symmetry in three dimensioijss), explicitly used for
construction in [67]. But the meaning of a duality group is not clear since only scalars remain
in the theory and electric charge seems ill defined. It will be shown that elementary solitons in
this theory, given by compactifying arrays of solitonslia= 4 carrying just one charge, are not
asymptotically flat and correspond to vortex solutions.
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In this thesis, an explicit construction of the U-duality group in three dimensions is given
by extending a conjecture made by Hull and Townsend [56], parallel to a method applied to
the heterotic string by Sen [89, 88]. It relies on the fact that eight different ways exist how to
compactify first to four and then to three dimensions. This gives eight different four dimensional
U-duality groups embedded into thle= 3 theory. It will be discussed how these groups merge
together to give the = 3 duality.

The compactification td = 3 has several interesting features. First of all, the above method
will give a quantization condition i = 3 form ad = 4 one. One the other hand, reduced
models are often useful to uncover the structure of a theory. The two last rows in table 1.1 are
interesting: the procedure outlined above is suitable for lower dimensions as well, and it is an
interesting question what a discrete subgroup of a affine or hyperbolievkandy group might
be. This question is left for future work based on the results given here, hence the last two lines
in table 1.1 still are somewhat of a mystery.

U-duality has several applications. It is a main tool in finding proper configurations that allow
a microscopic interpretation of black hole entropy, as will be shown in chapter 4. For all these
applications, an explicit knowledge of the way U-duality acts is useful and sometimes seems to
have lacked in the literature. This was also a motivation to study the way these group acts on
M-theory fields closely by using the results of [20].

It shall also be noted, though it will not be discussed in this thesis, that U-duality, rephrased in
an algebraic language [33], has been used in the infinite momentum frame of Matrix theory, pre-
dicting BPS states for compactifications not yet accessible to Matrix theory and new “mysterious”
states especially for compactifications to three dimensions. U-duality extends to a generalized
electric-magnetic duality of the Super-YM theory. Upon inclusion of the light-like momentum on
the M-theory circle, the group was even proposed to be extended by rank (see [79] for a review
and references therein).

In [33], the Weyl group of U-duality was used and charge orbits discussed, while in [79] a
set of generators within the algebraic formulation is proposed using the definition 1.4. These
generators will be compared with the set of generators found in this thesis. U-duality in [79] was
applied to study BPS spectra in diverse dimensions, to generate U-duality invariant mass formulae
and to studyR? corrections to type Il theory as well as the implications on Matrix theory, and the
reader is referred for these subjects to this extensive review.

1.6 Structureof the Thesis

This thesis is structured as follows. In chapter two, U-duality will be studied in a toy model that
closely resembles the structure of M-theory and serves to introduce the main concepts. It will be
shown how U-duality ind = 4 is defined, and how thé = 3 group may be constructed, in detail.

In chapter three, U-duality in M-theory will be discussed. U-duality ia 4 will be identified
by the discretization implied by the DSZ-quantization condition, and a proof is presented for a
set of generators for arbitrary Lie groups acting on admissible lattices in basic representations.
T- and S-duality subgroups are identified and discussed, and the definitions of U-duality outlined
above are compared. U-duality is then constructed/fer 3 following the same procedure as in
the toy model, but, as will be shown, remarkably with different result.

In chapter four, some applications of U-duality are shown in the context of black hole soli-
tons and black hole entropy. Furthermore, a result on BPS-conditions and Null-Killing [42] is
discussed from a strictly supersymmetric perspective.

Chapter five concludes this thesis.

In the appendix, Lie algebras are reviewed &haple Procedures described that generate
highest weight matrix representations and have been used for this thesis.
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Chapter 2

Discrete Duality Symmetriesind = 4
and Lower Dimensions: The Gy(9) Toy
Model

2.1 Motivation

It has been known for a long time that simple= 5 supergravity closely resemblés= 11
supergravity [13, 19]. Apart from the gravitationdirffbein, it contains a five-dimensional vector
field and a Dirac spino® ,;, parallel to the elfbein, three-from potential and Rarita-Schwinger
Majorana fermion of simple = 11 supergravity. Its Lagrangian turns out to have exactly the
same structure as thé = 1 supergravity ind = 11.

The theory does not contain a scalar field and may therefore, referring to a possible higher
dimensional "origin”, be called a no-moduli theory. Such theories are of interest for string phe-
nomenology (see e.g. [29]). It is known that the model arises by a Calabi-Yau compactification
of d = 11 simple supergravity [10, 34, 35], but an additional truncation is needed in the scalar
multiplets. To obtain the model from a Calabi-Yau or orbifold compactification of string theory
or M-theory without truncations seems difficult, since the dilaton needs to be "orbifolded away”.
However, asymmetric orbifold compactifications have been studied intensely in the literature, and
it is tempting to associate this theory with a strong coupling limit of a theory-#4 with only
the dilaton as modulus, the way M-theory is associated with type IIA string theory. However,
such a construction has not been given yet, though the authors of [26] state that there seems to be
"no fundamental reason” that it should not exist.

The theory has a solitonic string and particle solution of very similar structure than the M2 and
M5 brane [47, 44]. In [72, 40, 39], this similarity has been studied and motivated investigations
of the AdS/CFT conjecture ([66], see [3] for a recent review) in this theory. In [16], cosmological
solutions of this model have been constructed, motivated by the manifestly U-duality covariant
solutions ind = 5 from Calabi-Yau three-fold compactifications of M-theory [64].

In this thesis, the model will be used as a toy model for U-duality in M-theory. It will be
shown how a symmetry resembling U-duality may be found, what its generators are and how the
interplay of different compactifications yields the generators in lower dimensions. The important
mechanisms will be introduced and discussed in detail in this model in order to simplify the
discussion of M-theory in the next chapter.

In section 2.2, the five dimensional model is introduced, and in order to study the symmetry
resembling U-duality, it is compactified b= 4. The analogue of stringy U-duality is constructed
and discussed in section 2.3. The construction of the U-duality grodp=r8 is then discussed
in section 2.4.
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2.2 M-theory Analogue: d = 5 Simple Super gravity

The arguments of the following sections and the definition of U-duality will be given on the purely
bosonic side of the theory, as is usual in the literature. This is possible since the fermionic side,
corresponding to the definition of supersymmetry, follows by using supersymmetry transforma-
tions.

The corresponding part of the Lagrangiandof 5 simple supergravity [73, 72, 13, 19] will
be used in the following form:

1 1
L=—E®)(RO) L ZFynFMN) -~ _MNPRER) « FpoAg, 2.1
( 1 FMN ) 273 MNFpQAR (2.1)
whereFyn = 20, An)- M, N, ... are curved and, B, ... flat five-dimensional indices.
The Lagrangian is invariant under reparametrizations and gauge transformations (up to a total
derivative), with parameteng, ¢, and local Lorentz transformatioms“B, acting as

EDY & EDA Lo NEDA + xNoyED A 4 AMGED) B
Ay — Ay + oM An + xNon Ay + 0uE. (2.2)

The analogue of U-duality will be defined by usidg= 4 arguments, and hence, the compacti-
fication tod = 4 shall be addressed now. Note that, here as well as in the next chapter, it will
be important to keep in touch with thie= 5 fields. This will be explicitly used when discussing

d = 3 U-duality. Quite generally, many questions and phenomena in M-theory are addressed by
looking at thed = 11 fields, and thus it is important, in the compactified theory, to know the
corresponding relations and constraints.

Assuming that the 5th direction is compact and cannot be probed with energies below a certain
cutoff set, a consistent low-energy approximation is to keep only the zeroth Fourier component
of the fields with respect to the fifth coordinate. It shall therefore be assumed that the above
Lagrangian is independent of the fifth coordinate. The Lagrangian may then be reduced to an
effectivelyd = 4 Lagrangian. Consider first the Einstein-Hilbert action alone.

221 Reductiontod = 4: Gravity

The compactification shall be discussed generally as reduction steplfdointo d dimensions
in this section. This will be useful for later sections. Consider the Einstein-Hilbert action in the
form

S = /d‘”lx - V-GR.
It is convenient to use a hon-coordinate basis in tangent space by defining
Ex=EM0y, g(Ea,Ep)=E,MEZNGun =nas

(see e.g. [96], [76]), wherg4 s is the Minkowski metric with signature+ — —...—), andE ,#
is the vielbein with inversé /! such that

Gun = Ei ExPras.

A, B,... are flat indices, lowered and raised by the Minkowski metric, &AdV,... curved
indices. The Lie bracket of the non-coordinate basis is non-vanishing,

[EAa EB] - QABCE07
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where
Qg =2E,MEVONE,;
are the anholonomy coefficients, ajptiB] denotes antisymmetrization as usual,
clap) = 31(caB — cBa).
The connection coefficients in this basis are given by
wamn = (B VAENP nep.

Demanding that the connection has no torsion, one may express the Ricci scalar by the anholon-
omy coefficients only. Vanishing torsion implies

QABC = WBCA — WACB;
and this yields the Ricci scalar
R =R =2Va08 P - 1 QapcQ?PY + § Qupc9P + Q07004
Thus the Einstein-Hilbert action becomes

S= /d% E 1 (QapcQ*PC — 2Qupc0P + 40,04

whereFE = detEﬂg‘, neglecting the total derivative.

Assume now that the Einstein-Hilbert action does not depend on one specific coordinate, and
call this coordinate as curved and as flat index here. The indicesdrdimensions will denoted
by u,v,... for curved andy, 3, . .. for flat indices. A convenient gauge choice for the vielbein,
using localSO(1, d) invariance, is then

(d+1)A ey¢E(d)a e**B
E;, = < 0 ew” . (2.3)

wherez, y are real numbers. Lé]giﬁ)v be the anholonomy coefficients with respecﬁtbj) “.In
terms of the above vielbein, one has

(d+1) _  _ (d)
il = e Yo (Qa — 2y E ,,,¢77/3]7>

d+1 —2yta d)v
Qiﬂz) (-2t >¢E<d)uE<> By, By, =20,B,),
di;;l) = ze y¢E 10, ¢,

all remaining anholonomy coefficients equal zero. This yields, after integrating out the coordinate
z and demanding = y(2 — d), the action

S = / d g B4 <—R(d) +y*(d* — 3d + 2) 9,p0M¢ — LePdDIp, B’“’) (2.4)

The fieldB,,, is aU(1) gauge field: Consider reparametrization invarianaé-l. The vielbein
transforms as
E](\Z+l) N E(d+1) + 8MXNE](\?+1)A _l_XNaNE](ZH)A_
This implies
d+1) z 7z (d+1) z
B AR < BEUSES  B, B, o

that is, the residual reparametrization invariance with respect to the coordimats asl/(1)
gauge transformation of the gauge figkl. This is actually the key point of the Kaluza-Klein
mechanismid + 1 gravity with one compact dimension yields gravity plus electromagnetism in
d dimensions, plus a dilaton that may be set to zero.
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2.2.2 Reductiontod = 4: d = 5 Simple Supergravity

Consider now the full theory. As will be seen, the reduction yields a theory that has a generalized

electromagneti® L(2, R) symmetry mixing magnetic and electric sector. This symmetry will be

discussed in the next section. Since it is not visible in thédVeareduction, it is often called a

"hidden” symmetry, and one needs to define the fields of the theory in a proper way to uncover it.
For the reduction, thaiihfbein shall be used as

E®A _ pEEW pB;
M 0 p )

i, 7,... are curved and, (3, .. . flat indices in four dimensions.
The metric gets

GB)PE — pg(4)ﬁﬁ, GB)AR — —pBF,
G(5)44 — _p—2 + pBRBR, E(S) — p_lE(4).

Writing Ay = {Ag, A4}, the Lagrangian gets up to a total derivative, using (2.4),

£ = —EWRW 4 §E<4>aﬂ Inp 6" lnp + %E(“) p~2 0 A, P Ay
_% EW g B, B — % EW, FO @
—%GWW <A4 F[(Lﬁ)Fég) — A3 F;—Eé)Bpa— + %Ai BﬁﬁBpa—) ) (2.5)
where the field strength
By = 2013 By

is the Kaluza-KleinU (1) gauge field strength as above. A second gauge field strength in the
theory is

o)

A}L is invariant with respect to reparametrizations along the compact directions, and from (2.2) is
aU (1) gauge field. Itis convenient to define

F\Y) = Fl + Bap /s

to simplify the Lagrangian.
To put the Lagrangian in a from such that the mentioned "hidden” symmetry gets manifest,
one may follow the recipe as used in [20],[72\];1 is dualized by adding a Lagrange multiplier

1 -
ELag.mult. = QGWPUA&aﬁF;%r/-
Defining the new field strengtA;; = 20,4, this yields
Ay = px Fyy — 5 AaFp; + pAax By — J=(A1)* By (2.6)
and the vector part of the Lagrangian may be rewritten, using the vector notation

i
g’t? = < v ) )
H BI_W
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as
4 [0 G
Ly = —%E( ) IEWNWP Guw
with
NFAPPE _ 1 APPS  ADPT
and

_ 4 - - p! —(v3p) 7" (A4)?
n o= (1+3p (40 1( ~(V3p) 7! (A1)’ p3+%p(A4>2+ép—1<A4)4)’

- S —200*V3) M A Ay — 2p72(Ag)?
= (1+4,2(4)) ! "/ 3 5 ‘
m (1+3p77(A4)7) < —A4—%p 2(A4)3 32%(144)34‘9\2/3,0 2(A4)5

This may be simplified considerably by combining the scalars of the thdargndp, in a field

V4 e SL(2,R)/SO(2) (which reflects two free parameters). A convenient representation of
this field is given by using an Iwasawa decomposition for a group elegment L (2, R) [53]: G
admits a decomposition

g = khb

wherek is an element of the maximal compact subgrduis an element of the Cartan subgroup,
andb is an element of the subgroup with Lie algebra corresponding to all positive roots. Stripping
k off, one may thus define

1 1
Y@ = p1 ex <——ln H) ex (——A E) P
p 2 p 1Y /3 4
where the Chevalley generatdis E, F' of s[(2,R) are in the4 representation, given by
3 0 V3 0
1 0 2 V3 0
H= 1 JE = 0 V3 JF = 9 0 (2.7)
-3 0 V3 0
andP is a basis transformation to be specified.
The4 representation is symplectic. One has
QX0 =X X esl(2,R)
with symplectic fromQ)’ = PQP L. If
0 001
1000 | ,,1v
0100

Q is of the usual form
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Coming back to the vector fields, one may define the dual magnetic field strength by

i 2 6L 2 6L HA
A _ 4 Edad B _ _“ dad o o
Hiw =~ g * (Mﬁﬂ) M =~ > (5BW) » M = ( HE ) '

Explicitly, one has

A /
lT'I[“7 = I

o Hiy = (0° + p(A4)?) % Bpp — 525 (A4)° B + pAa % Fiyy — 52(A1)Fp).

2
3v3 V3
(2.9)

It may then be verified that the vector fields obey a relation called a twisted self-duality in [21] by
combining all electric and magnetic fields in one four-dimensional vector. The relations is then

given by
_ Gup ) 4 4 *Gnp
Fao=( 7 ) =iyl 7.
! < z *Hpo

For this, one writes

and notices
dt=m, bd ' =n.
The vector Lagrangian may therefore be written as
1 -
Ly =EW (Zggﬁ *’H’“’) :
It may also be written as

Ly =EW Gg,{u *’H’“’) =EW (é]—"EVL *]—"’“’) (2.10)

1
L= ( ) ) |
For the scalar part of the Lagrangian, one may easily derive

@V (VD)™ = (9u(—L I p) H — (v3p) " 0541) E.

with

A field Pﬁ‘l) may then be defined by
gV WYW-1 = W 1 P QW € 50(2), P € s1(2) — s0(2).
Since the maximal compast(2) subalgebra is generated lsy@fl(E — F), one has

P = (9a(~1n p) H — (V6p) 0540 V2 (B + F),

and with tr1(E + F)? = 10 one arrives at the Lagrangian

1 3 )
— _EWR®W L g (LoT v L O p@ p@)a
£L=-EWRW + E (4QW*H + 1 (B P )). (2.11)
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2.3 U-dualityind =4

Apart from reparametrization invariance and gauge symmetries, the Lagrangian (2.11) has fur-
ther symmetries that will be investigated in this section. Consider first the scalar part of the
Lagrangian. It is invariant under a transformation

VA 5 ) VWA, A e SL(2,R), h(z) e SO(2),

where the locabO(2) transformation is parallel to the local Lorentz transformations in the viel-
bein formalism and is used to restore #$1&(2,R)/SO(2) gauge chosen in coset space.

The vector part of the Lagrangian is invariant with respect to the local symmetry, or, in other
words, depends only on the "metrit*(Y)V(*), but the globalSL(2, R) is not a symmetry of the
Lagrangian. Rather, the form (2.10) of the Lagrangian indicates a group

G =0(2,2)NSL(2,R),

which allowsSO(2). However, the fullSL(2, R) is a symmetry of the equations of motion, since
it interchanges Bianchi identities

Op(EW « AF7) =0, 95(EW x BF) =0
with equations of motion
Ou(EW « HAF?) — 0, 9,(EW « HE#) = ¢
by acting on the vectaF*” as
Foo — AN Fpp, VB o VA A€ SL(2,R).

This symmetry is usually called classical (hidden) duality symmetry. It should be kept in mind
that the scalars of the theory in the figlé") transform simultaneously.

Following [56], one may define the analogue of U-duality in this theory. Define the four-
dimensional charge vector

1
o-(2) - fs oo
(q) P= o zg 9 EH
A _
_ (D _( 9
r=(1) a=(1).

where the position of the indices reflects the symplectic character of the representation introduced
above.

Thep charges are magnetic, theeharges Noether electric charges, and the charge v&ctor
transforms as

with

Z A2, A e SL(2,R)

under the classical duality symmetry.
One may now impose the semiclassical DSZ quantization condition on dyons,

2'0 2 =p'd;—p*es+ 0% —pPas=n, nel (2.12)
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The situation is complicated in this model by the fact that the fields and B are not treated
on the same footing by th&L(2, R) symmetry, but theB; carries weight -3, whiled;; carries
weight +1. It is easy to see that e.g. the solution

{r*.p%,q5,a8} € Z
to (2.12) is incompatible with th8 L(2, R) symmetry generated by (2.7), since no matrix in this

basis exists irf L(2, R) that is nontrivial and entirely integral.

An easy way to see this is to consider the Birkhoff decomposition [75] of an elegnent
SL(2,R): g admits a triangular decomposition

g=9-ng+,
whereg_ = exp(c_2F), g+ = exp(c2E), c_2,c2 € C, andn is given by

n =[] ra(ti), ti € C, na(t) = exp(tE) exp(—t 'F) exp(tE).

Writing out the Birkhoff decomposition in the above basis, one sees that no matrix exists that is
entirely integral!
However, this is just a problem of finding the correct basiSIi{2, R) representation space.
To find a solution compatible with th&L(2, R) symmetry, change the basis by
F=UF VW =vyWu-1 etc.

with

Then the Lie algebrsi(2, R) gets

0 3
0

es]
I

i
I

H=H (2.13)

S N
O =

which implies that, in the new basis, the action of the gener@&rs:!, F /n! is entirely integral.
This basis is called an admissible lattice, and such basis’ will be studied in more detail when M-
theory is considered.

The DSZ quantization condition now reads

~ _ _ ~ A~ A~ 1 R~ AR
zlu-tou 1Z’:pAq;i—pAq;inl—g(qug—qujg):n, n € Z. (2.14)

The maximal subgroup & L(2, R) preserving this discretization 8L(2, Z), as shall be shown
now, and this group will be used as analogue of U-duality in M-theory.
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231 d=4U-duality and SL(2,Z)
Consider the Lie algebra, associated witt5 L(2, R) with generator§ E, F, H} obeying
[E,F| = H, [H,E] = 2E and[H, F] = —2F.

Lie algebra conventions and representations are summarized and explained in appendix A.1, and
the reader is referred to this appendix to clarify notations and conventions.

Remember thatl, may be represented on vector spaces that allow a basis characterized by
the eigenvalues of the Cartan subalgebra, thaiig) this case, called weights. The irreducible
representations are uniquely characterized by a highest weighith associated basis vectay,
satisfyingEvg = 0 andHvy = Agug.

The representations may then be given by defining basis vegterg1/i!) Fivg. Then

Huv; =(A° — 2i)v;,
Fv; :('i + 1)%.;,.1,
Ev; =(A° —i + 1)v; 4, (i > 0).

The representation foxy = 3 is exactly the representation (2.13)!

In the above situation, the gauge fields and charges, respectively, thus correspond to the basis
vectors in the representation space of highest weight 3. Normalizations of the basis vectors in
representation space corresponds to charge normalizations. A way to malie(th&®) symme-
try compatible with the discretization (2.14) is now to choose a basis in whigB, R) is broken
to a nontrivial subgroup corresponding to matrices with integral entries. This subgroup is usually
calledSL(2,7Z), and shall be studied now.

The generators of the discrete grasip(2, Z) are well-known from the literature. It is how-
ever instructive to recall a proof for the generators here, since this allows to introduce concepts
needed in the next chapter, dealing with M-theory, in a simplified context.

In order to make contact with the literature, consider first the fundamental representation with
highest weight 1.

Fundamental Representation

For the fundamental representation, choose basis veators ~ } in V with Hvt = o™, Hv™ =
—v~ and normalizations such that = Ev~ andv™ = Fuv™. The representation matrice&ls)
of the generators may then be given by

)= (o o )= (1 g )om=(4 ).

The associated group = SL(2, C) is given by representation matrices

a b
(c d),ab—cd—l.

For the discrete grou@(Z) = SL(2,7Z), this impliesa, b, c,d € Z.
Proposition. The discrete grou§'L(2, Z) is generated by
T, =exp(E), T- = exp(F).

More common is the equivalent sét= exp(E) andS = exp(—E) exp(F') exp(—E), where
S represents the Weyl group modulo a phase. E.g. in the fundamental representation, it maps
vt v andv™ — —vT.
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Proof. The simple proof given here uses the Birkhoff decomposition and the Euclidian algorithm.
As shall be shown in the next chapter, for more complicated groups these are the essential tools
as well.

Consider an elemente SL(2,Z) of the form

with all entries inZ. g admits a triangular decomposition (Birkhoff decompaosition)

9g=9-ng+,

where, as abovg,_ = exp(c_2F), g+ = exp(c2E), c_2,c2 € C, andn is given by

n= Hng(ti), t; € C, nay(t) = exp(tE) exp(—t~'F)exp(tE).

Remembering™ = Ev— andv— = Fv™, one has
na(t)vt = —t v, ng(t)v =tuT.

Any matrix p(n), n € N is therefore either diagonal or off-diagonal. Furthermdgre,(—1))?
acts askd on{v™*,v~}. Note thatS = ny(—1).

Suppos€p(g))++ # 0 (if (p(g))++ = 0, considerp(Sg)), then the Birkhoff decomposition
implies thatp(n) is a diagonal matrix. Letp(n)) 4+ = ¢, then

(p(9))++ =c
(p(g))—+ =cc2
(p(9))+- =cca.

This impliesc € Z andc_2,c2 € Q. Consider nowp((7-)™Sg) for m € Z (note thatl'- =
TST, (T )~! = STSSS). One has

(p((T-)"Sg)) 4+ = — (co-s)
(p((T)"Sg))—4 = +c—m - (cc_s).

There always exists some integersuch that

(p(g") -+ =1(p((T-)"Sg))—+] < |(p(9)) -+

Thus, by repeating this operation, one arrives gt & G such that(p(¢'))—4+ = 0 (Euclidian
algorithm). This, on the other hand, fordggg’)).. = +1 by the condition on the determinant.
If (p(9"))++ = —1, multiply with (S)* to have(p(g")) = p((S)*g")++ = 1 if (p(¢"))++ = 1,
takeg” = ¢'. (p(¢"))+— = ¢ then impliesc) € Z, andg” = exp(chE) = (T4)=.

Thus, eacly € SL(2,Z) is generated by’ = exp(FE) andT_ = exp(F’), or equivalently
T =T, =exp(E)andS = (Ty) 'T_(T;) 1 O

The Representation 4

Note that the definition of the generators and the resulting gé&#) turns out to be independent
of the representation. However, the proof of the above proposition may easily be repeated for the
representation with highest weight 3, and thus shall be given for completeness.
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Consider the highest weight vectay that satisfiedvvy = 0 and Hvy = Agvg and has weight
3. As seen, the remaining basis vectorswaare: (1/i!) F'vg in the representation (2.13).

Denote thet representation by. The first row and first column in the Birkhoff decomposition
g =g-ng+, g— = exp(c_aF), g+ = exp(caE) are, parallel to above,

p(g)oo =c € Z
p(g)lo = {CC_Q, CC%Q,CC%Q} €L
p(9)oi = {3002,3(:0%,00%} €7, i#0.

Say
cc_o=n, neEZl.
Consider agaim((7_)™Sg). One has

3

p(9)30 = 5n

p((T-)"Sg)s0 =

Bl ~ K| =

(C - mn)37
and one can always find an € Z such that
¢ —mn| < |n|

and hence find a sequence of operations that yieldsach thaip(g’)3o = 0, which implies, by
the Birkhoff decompositionp(g’)ic = 0 andp(g')oo = £1. Since in the above representation
againS? = —1Id, if p(g')oo = —1, multiply with S to havep(g”) = p(Sg')oo = 1, and consider
g" = g'if p(¢)oo = 1. Then, however, necessary§f = exp(ciE) = (Ty)% 0.

2.3.2 d =4 U-duality Group

The U-duality group is thus generated by the modular group genertot§ P and P~'TP,
where

S = exp(—E) expﬁ’exp(—E) = 1 , T=expFE =
1

—_ = =

This symmetry shall be used as analogue of U-duality in M-theory. Note two physical effects of
this symmetry.

Take a look at the charges. If thg4, di} = {p4,qa} are chosen to be integer, tid.(2, Z)
symmetry and DSZ condition yield th&s”, Gz} are in3Z.

The SL(2,Z) induces the familiar modular transformations+ z + 1 andz — —1/z under
T andS on the scalar = —1/v/344 + ip.

This may be understood from another perspective: consider the Lagrangian (2.5) truncated by
demandingB,, = 0. In an asymptotic limit wherels, p — const.,z is exactly ther parameter
of electromagnetism plus theta term for the fiélg,. However, the abov&'L(2,7Z) symmetry,
since the representation is irreducible, will always mix all four types of charges and not preserve
such a truncation.
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24 U-dualityind =3

Having defined the U-duality analoguedn= 4, it shall now be demonstrated how the analogue
of U-duality in lower dimensions may be given.

This is done by explicitly following a conjecture made by Hull and Townsend [56], parallel
to a method applied to the heterotic string by Sen [89, 88]. The focus is to find a set of generators
for a discrete quantum symmetry. For this, is it assumed, as in [89], that the U-duality, discretized
by the DSZ quantization id = 4, is not broken by assuming that another coordinate is compact
and is a symmetry of the quantized theorylie= 3 as well.

Consider the coordinate, 1,2} as three-dimensional coordinates, while the coordinates
3 and4 are taken to be compact. Interpreting the coordinges, 2,3} as four-dimensional,
this results in a discrete 4-dimensional U-duality. The theory ia 3 will be shown to have a
classicalGy(,.2) symmetry. The corresponding Lie algelya, o) is the maximally noncompact
real form ("normal form”) ofg, corresponding to canonical normalization of the generators (see
[48]). Thed = 4 U-duality is a discrete subgroup in this symmetrylig- 3.

However, one may also interpret the coordingtgd, 2,4} as four-dimensional, which gives
another discrete U-duality, which aaldferently on the fields of theory. Again, this symmetry
is a discrete subgroup of th&;, ) symmetry ind = 3, and the subgroup rotating these two
symmetries into each other is the analogue of T-duality. Merging both symmetries together, one
has the analogue of U-duality ih= 3. This philosophy is illustrated in figure 2.1. Itis instructive

T
4 0 =
3 0®m @ =
2 4d
1 3d
0
SL(2,Z) SL(2,Z)
N J

Figure 2.1: Construction of Three-Dimensional U-duality in €hg , ») Toy Model

to study the compactification and symmetry groups by considering "elementary” solitdas i

and the action of U-duality on their charges. One may then consider their counterparts in the
d = 3 theory. It will be shown later how these solitons emerge and that the action dfthé
U-dualities exactly corresponds to ttie= 4 action on the charge lattice.

241 d=3Theory

Starting from (2.11), consider first the situation that the coordih&eompact. This may be used
to further compactify the theory @ = 3. In doing so, the fields will be “maximally dualized”
[21]: Since two-forms are dual to one-formsdr= 3, the situation where only scalars remain in
the theory will be discussed here.

The compactification procedure is given in the following. Again, the results derived here are
useful for the next chapter as well, and the discussion is therefore done in a more general fashion.
Consider ind = 4 the Lagrangian

£=-EORW 1 1gt s« Hm + LEOu(D(PY)D(PW F)) (2.15)
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whereGy; = 20,;G;) is a vector ofU (1) gauge field strengths, and the"” are dual magnetic
field strength, determined by the condition

P = ( o ) =aD(VW)' DY) < *Grio ) ’

*7{/117
-1
=( )

is the symplectic form iren dimensions, and(V®)) € G® < Sp(2n) is a field containing
scalar matter, with

where

0.0V D) = DQP) + D(FLY), QI € g, P e g - ¢,

g is the Lie algebra o6, and&(®) its maximal compact subalgebra.
D(V™) is in the2n representation off(¥), andczy, is assumed to be the Dynkin (or second)
index of the2n representation, so that one may write

LE(4)tr(D(P;-S4))D(P(4) ") = EW (PI_54),p(4) y

C2n

where(:, -) is the abstract (representation independent) inner produygtbf
Since the2n is symplectic, writing

DYW)D(YW) = ( ot Z )

the symplectic condition
(V(4))_1 - _Q(V(4))tQ
implies(QD(V)tD(V*)))? = —1d, therefore
bld = db, ab' =ba, —1 = (b")? — da.
Thus
H = d~" % Gap — bd ' G-

Assume that the above Lagrangian does not depend on the coordinate denstadHzyfollow-
ing, with flat counterpart. The vielbein is chosen to be

E£4)d: e¢/2E,(Ld)a e"ﬁﬂéu
G 0 e )

with signaturg(+ — ——), which implies
GWrr — o=¢GBIPE )2k — _e*¢35,
GW=2 = _¢b 1 e 9B, Br, EW = ¢EG),

The gravitational Lagrangian is then treated as above, and it becomes, together with the scalar
Lagrangian,

Lgr+s= —ECORE + LE®g,90t¢ — Le 22 EC) B, B + EG(PY), PW #),
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Consider the vector fields. The Levi-Civitta symbol is chosen te'B& = 1, e#r? = erve,
The vector fields get

%G = EWeu, (e PBG" +¢%0, — e BB G, + ¢ *BPBTG,.)
WGz = LE® e, <—e—¢gw +e?B,GP, — e—¢f}pgffz) .
Defining thed = 3 U (1) field strengths
Gy = 204,(G,) = ByG:), Buv = 20,B,),
one has
Hu = A E@ey, (e 9B,G7 + e *BB,G. - ?0°G.)
~bd™ (G}, +20,,0-B,) + B G- )
Hus = —SeupoBPe 2 (G771 B7G.) — bd ,G..
Inserting this into the Lagrangian yields
Ly = 3G, xHM
= —iE(3)e_¢g;f,,d_1g’”” _ %E(3)e—¢g;fyd—1gzgw
—1E®e=B,,BGld7'g,
+3EG)e?9,GLd 101G, — 1P (G,Lbd 10,6, + B Gibd 10,G.).
In d = 3, the vector fields may now be dualized by adding the Lagrange multipliers
Lragmin. = 57 (10,G}0, + 13,B).

Integrating oug,,, yields
which together with the definition

and

is a key relation ford = 3 theory and the discussion of dualities. Integrating out the Kaluza-Klein
field strength gives

Ouf = —%E@)ewe—wéup - %ytmﬂy-
The Lagrangian becomes

£ = —EO®RE 1 1EGy,p0¢

+1EGe2(, f + 1Y100,Y) (0" f + LyiQorY)

+1EG)e9,y DV D(VD)orY

+E®(P, PO #) (2.16)

and contains only gravity and scalarsdin= 3.
Assume now that a grou@®) exists containingz(*) as subgroup, and the following holds
(the reader should consult appendix A.1 for notations and conventions):
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() If g is of rankn, g3 is of rankn + 1, andg(®) corresponds to the Dynkin sub-diagram of
g given by erasing the vertex of the simple regt, | (g(* is a direct subalgebra gf?)).

(i) The space of roots € A allows az grading with respect to the root coordinatg, ,,

such that, for the positive roots ¢ A?” one has setA%r(s) = {A*f) ,®, a4 } with

A = falrg, =0}
® = {8| 7'5+1 =1},
ay = {y[r =2}
where® is the set of weights of(*) of the representation carried B, anda. is the
highest root of(®).
The generator&s,, 5; € ® then admit an ordering
[Eﬁi,Egj] = QEq,,
9, Eg] = D(s"™);iEp,

whereD is the2n representation such thax(V(4) is written asD(V*)) = exp(D(g®)). Two
further formulas concerning the exponential mapping are useful:

8ﬂetiXi = (ay,tiXi + %[thj, autiXi] + %[thk, [t]'Xj, 8,utiXiH + .. ) 6thl
ePAe™ = A+ (B, A+1LB,[BA+..., t€C X;,ABeg.

Consider generatorBs, with 3; € ®. It is assumed that canonical normalizations have been
chosen, thatis,

tr(D(Eg,)D(Ep;)) = 0, tr(D(Ep,)D(E_5,)) = cp
which implies, forH, = [E,, E_,], the trace tD(Hg,) D(Hg,)) = 2cp, andcp is the Dynkin

index of the representatiai.
One may now define a scalar fielddn= 3, using the Iwasawa decomposition@f?), as

VO =V exp(3¢Ha, ) exp(ViEp,) exp(f Ea, )
in a representation independent way. Using
exp(¢/2Ha, ) Ea, exp(—¢/2Hq, ) = €¢Ea+

exp(¢/2Ha+)Eﬁi exp(—¢/2Ha+) e¢/2E,Bi
VW B, WD)t = DVUD) B,

one may consideany faithful irreducible representatioP of g(*) andG®) to get
0,0V DY) = 9,DVW) (DY)
+30u¢ D(Ha,) +€#?9,,D(V™); D(Ej,)
+e?(0uB + 3Yi%%;0,Y5) D(Ea,),
and thus
<pl£3)7 PE Ry = <PIS4)’ PWny 4 %‘%Qﬁa#(/j)
+1e29, ' DOV D(V W)y
+1e*(9,B + 1Y'00,Y) (0" B + LY'Qo" ).
The Lagrangian (2.5) therefore takes the simple form
L=—ECR®G 4 E(3)<P,S3),P(3) .
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2.4.2 92(+2)

Thus, the Lagrangian may be written in the above simple form if a group exists obeying the
conditions specified.

This group iS4 2), and the algebrgy, ») will be used in conventions that shall be explained
in this subsectiong,(o) is the maximally noncompact real form g, it is a real Lie algebra
corresponding to canonical normalizations of the generators (see [48]). The exact definitions of
the generators as used here are given below.

go is a rank two non-simply laced Lie algebra. Its roots are given by, as explained in appendix
(A1),

€j = € —§€ (1<i#37<3),

€;

(1<i<3) (2.17)

Il
iy
D

|

W =
N\g
Ko

displayed in figure 2.2{e; | 1 < i < 3} is a set of orthonormal vectors R3, and the roots lie
in a hyperplane is normal tﬁjf’:l .

—€12 €23
€2

—€] —E€3

—€13 - > €13

—€2

—€23 €12

Figure 2.2: Roots ofjo

The corresponding positive and negative root generatays wfill be denoted by

Ee, = Eij’
Ee = E',
E e = Ej,

and
{H;=[E';,,E"}]|i=1,2}

is a basis of the Cartan subalgebra. The positive roots generatoEiJane <i <5 <3,

E‘)1 < i < 2andEj;, and the generatdt’, corresponds to the long simple positive root, the
generatoiz? to the short one.
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There are several ways to find the commutation relations for the complete algebra, e.g. by
using the bilinear asymmetry function of appendix A.1. However, since the model is studied as
toy model for M-theory, the conventions shall be as parallel as possible to the conventions used
in the next chapter forg 5), Where a decomposition of exceptional Lie algebras with respect to
theirsl, direct subalgebras is used [38h, ) has a straightforward embedding intg_, g) (see
appendix A.1). This embedding is explicitly described in the next chapter, at this point, the result
shall just be given. The commutation relations are

[H;, Hi] = 0,
[Hi, B'y] = 6B, =6 B — 6B, + 6 B,
[H;, B = &E -5l E*,
[Hi, E}] = —(GE; — & Efyy),
[Eijkal] = 5§Eil_5liEkj7
[E';, E*] = &F,
[E';, By] = —6.E7,
3
[E.E'] = -2} €*Ef,
k
3
(B, Ej] = —2) enbF,
k
[E'E}] = 3E'; ifi#j,
[EYEf] = 2H,+ Hy,
[E?, E}] = —H,+ Hy,
[E3,E}] = —H;—2H,. (2.18)

243 The Gy(;s) Coset

Gy(42) has a maximal subgrouiL(2) x SL(2), where the twa5L(2) groups are generated by
the short simple and the lowest root (see figure 2.3).

Figure 2.3: Decomposition d@¥y19) D SL(2) x SL(2). The root surrounded by a circle is the
lowest root added to the Dynkin diagram.

In the lwasawa decomposition, tt$.(2) generated by the short simple root may be asso-
ciated withV(4), while the SL(2) generated by the lowest root carries the= 3 dilaton and
dualized Kaluza-Klein gauge field. To see this, consider the vector

1 1
V3 V3

It is easy to see from 2.18 that this corresponds exactly to the vgEtQr of the last subsection
by noting

St: ( Eékv_El% ElaE23)'

[E%,S)] = (PTYEP); S;, [E3,Si] = (PIFP) S,
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and
S, 8] = Qi Bl

where theE, F' are thes[(2,R) generators given in (2.7F is given in (2.8), and thé&; denote
the components of the vectSras given above.

The Dynkin index of thet representatiorD of sl(2) is 10, while the Dynkin index of the
14 representatiorD of g, is 8. The generatoE? corresponds to a short root g§ and obeys
tr(D(E?)D(E3)) = 3c14 in the normalizations chosénThus, one arrives at the field

V@) = exp <—% Inp (Ha — H1)> exp (—%A;; E2)
exp (%qﬁ (H, + Hz)) exp (V; S;) exp (f El?,)

= V@®exp <%¢ (H1 + H2)) exp (Vi S) exp (f E')

with V&) € Gy(,4)/S0(4), and as usual
0 VEVE = QB 1+ PO, QP € s0(4), PP € gyy2) —s0(4)

and the Lagrangian

1
[ — _EGRG L S EOTy(P® PO,

The four-dimensional vectQy is given by

8,‘”7 - H}L37 a;m = g,u37 y = ( g ) . (219)

Thus it corresponds to theé= 4 gauge fields. When discussing arrays of solitong i#a 4 that
yields solitons ind = 3, it will be shown that it carries thé = 4 charges of these "fundamental”
particles.

The field f is given by

0uf = L BV 2B, — 13100,y (2.20)

and carries the dualized Kaluza-Klein field. Note that, considering the bosonic Lagrangian only,
no representation off, ) is fixed from the equations of motion in contrary to the situation in
d = 4. However, thel4 decomposes, as already used, as

G2(+2) D) SL(2,R)XSL(2,R)
14 O (2,4)+(1,3)+(3,1)

and thus contains the familidrepresentation fromd = 4 of SL(2) in its representation matrices,
while e.g. the7r decomposes as

G2(+2) D SL(Z,R)XSL(2,R)
7 5 (2,2)+(1,3)

'Note that the facto% = 3(ca) ™t in (2.11) indicates that, in a reduced model, the: 4 sl, symmetry algebra
should be embedded into a larger algebra such that it correspondidot @oot, and actually the fact@ uniquely
determines this algebra to be!
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where the firstSL(2) corresponds to the short simple root, and thus does not contaérépe
resentation as a sub-representation. Theepresentation matrices look with respect to this de-
composition like

Y@ —

containing the familia# block. However, it is again stressed that no explicit representation is
needed for the theory i = 3.
24.4 ldentifyingd = 4 U-duality inthed = 3 Theory
Consider
AeSL22,R), A=e*, X=aFE*+bE}+c(ha—h), a,b,c€R

Thed = 4 symmetry is then easily found:
PB) L PBIpA-1 = Y@L exp (%(;S (H1 + H2)> Aexp (Vi Si) A texp (f E13)
' 1
— Y@Wp-t exp <§¢ (H1 + Hg)) exp (yi[exp D(X)]ﬁj S]-) exp (f E13)

= VWA lexp (%¢(H1+H2)) exp ([D(A)V]; Si)exp (f EY) (2.21)

therefore
V@ 5y @A-Tandy — DAY

whereD is the spin 3/2 representation (2.7).

This is exactly the four dimensional U-duality in the reduced model. The v@ttarries the
d = 4 charges, as will be illustrated when considering solitons.

The symmetry was broken to a discrete subgroup by the DSZ condition, and thus the discrete
d = 4 U-duality ind = 3 is generated by

§2 = exp(—Ej) exp(E2) exp(— Ej), T2 = exp(E?).

245 Connectiontod = 5 Fidds

In order to compare the different compactification in figure 2.1 and joirdtke 4 U-duality
groups together to & = 3 U-duality group, a parametrization of the coset matrix will be given
that simplifies this comparison. Define the fields

i 1 1
i 2
= A Ay — B2,
2 n \/534 \/534
1 1 1
U, = —B3Uy — —B3A — A3 A (A3 — B3 A
1 f—l—232 434<,0-I-6\/§34(3 3A4),

1 1
Uy, = 7p— §A4<,0 — ﬁAi(A?, — B3Ay)
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polynomially connected to the fields used so far. This indicates that the factors added are BCH
terms, and indeed, using (2.18), one arrives at the field

1
V) = exp ( (¢ +1np) Hy + (¢ — Inp) HQ))
exp( BgE )exp(\Ill E3+\112 E2)
exp( (A3 B — Ay E2+30E§)>
= exp < In( ln(el es ) H2> exp (—eléeé2 E12>
exp (\I'Z E! )
exp (% (A2 B+ Ef'f))
where thal = 5 "internal” vielbein has been used, defined by
e—lE(’S’)O‘ Bz el

5
EOA = 0

e¢/2p—%E(3)a e_¢/2pf%B’u pB,u

- 0 phe=®2 By (2.22)
0 P
Explicitly, ¢ and¥; obey, using (2.6), (2.9), (2.19), (2.20) and (2.22)
. 1 .
Oup = —€*E®e,,, (0¥ AP + B0l A ) + %elﬂAgﬂ»auAQﬂ-,
1 v 1 1 .
oY, = —§€2E(3)6Wp3ip — 5(803;4142% — OupAay;) — 3\/§€]kA2+iA2+j8uA2+k-

This exactly reproduces the result of [72] obtained by direct reductidn=a.

246 T-dualityind=3

An analogon of T-duality may be identified with@, ) by investigating the diagonal subgroup
H. The components of the diagonal of the internal vielkéin(r is flat indexm) correspond to
the radii of the compactification torus. Consider

PO) = exp (_ In(el)H; — 1n(e}e§)H2) .
Since one ha#ly = He,, andHy = He,,, One may writeH; = He,; — He,;, and this yields
VO = exp (—In(el) Heyg — In(e) Hey,) (2.23)

A transformation exchanging the two radii is a Weyl reflection in root space exchaegizagd
&. This is exactly given by, defined as

52 = eXP( E21) eXP(Elz) eXP(—Ezl)

and it may be easily checked that a conjugation ithexactly exchanges} with e% in (2.23).
Since the "T-duality” transforms the left hand side of figure 2.1 to the right hand side, one may
expect this operator to be the transformation mergingltae4 U-dualities together. This will be
shown now.
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2.4.7 Different Ordersof Compactification

The compactification presented above corresponds to the left side of figure 2.1. It was done
stepwise by considering

LOEDA Ay )—w()( OIA A5 Ag) = LOED A, A3, Ay)

where{z} = {0,1,2,3}. The resulting scalar coset matrix will be callb’(;f’l). Thed = 4
U-duality is generated by

$* = exp(—E3) exp(E?) exp(~Ej), T? = exp(E?).
Consider now the right hand side of figure 2.1. The compactification corresponds to the steps
LOED, Ar) — LUYED, Ap, A5) — LO(EG?, A, A, A5)

where{z} = {0, 1,2,3}. This compactification may be performed strictly parallel to the above

by putting E](\Z)A into a suitable gauge using local Lorentz symmetrylig= 5. Starting from
(2.22), consider the transformation

A BA = o cos 0 —sinf
sinf  cosf

such that

with

e — p 0 _ ,o*%e_‘f’/2 pBs cosf) —sinf
v\ B} pre 2 ) 0 p sinf cosf

which yieldstan § = p3/2¢#/2B3. Using this parameterization, the compactification is identical
to above, when taking instead ffi} = {0, 1,2, 3} the coordinate$i} = {0,1,2,4} asd = 4
coordinates. A subtlety arises from the Chern-Simons terin=#d (see (2.5)) that changes sign
(91234 = 01243y Taking this into account, one notices that

B, A ) = L, A

for someE {4

An A Considermg)i V#l( ¢ Az, Ag, U1, Uy, ¢), this yields
V(3) V:/(é/;l) (e;a7 _A4a _A37 \1127 \I,la _¢)
and thus
e = L@ +mp)n '—Inp)h
pr = o0 (5 (¢ +1np) b+ (¢' —Inp') ho)
exp (—Bé E12) exp (\112 EY+ v, E23)
1

exp <% (A4 E' + A3 E* — ¢ E;)) .
Thed = 4 discrete U-duality is again generated by
S? = exp(—E3) exp(E) exp(—E3), T* = exp(E?).
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24.8 Joiningd = 4 U-dualitiesind = 3
The above two compactifications lead to the same theody-n3, and the corresponding coset
matrices should therefore be related by a symmetry of the theory. Indeed, one finds

V) = (PSY) ™! exp (0(EY — EY)) V) PSY (2.24)

whered is given bytan § = p*2e?/2 B; as aboveS’; is indeed the T-duality introduced above.
Somewhat unexpected is the appearanck of (2.24). P is a “parity” transformation given

by

P = (_1)(h1+h2) _ (513)2 _ (SQ)Q

and is an element ef = 4 U-duality corresponding to a charge conjugation ofdhe 4 charges,
since in the representation (2.752)? = —Id as may be easily checked.

Turning to the U-duality transformations, consider a transformdfiam V;f’l) One has

VS = (PSh) ! exp (9(EY, — ER) V.Y PS)
= (PSY)~ exp (0(EY, — BY)) VY] PSY (PSY)™ U (PSY)
= V) (PSY) T U (PSY)
= VU

U is thus a matrix generated by
S' = exp(—E) exp(E") exp(~Ey), T' = exp(EY).
The joint U-duality groud’(Z) in three dimensions is therefore generated by

stos? Tt T2,

249 d = 3 U-duality Group

The fact that one arrives at the above gréiZ) is an interesting result. It will be shown in the
next chapter that discrete subgroups of Lie groups acting on admissible lattices are generated by
S, T generators foall Chevalley generators of the Lie algebra. This would mean that one has to
takesS’;, S*, T, T* for all positive roots of(;.2)-

But quite obviouslyU (Z) is not Gy(4.2)(Z), but the former is strictigmaller than the latter.

All generators ofU (Z) correspond to short roots @h,). It is only possible to generate e.g.
(T%)3 from them, but no{T",).

It will be shown that the above definition @5, (Z) relies on the action on admissible
lattices in basic representations where all nontrivial weights or of same length. Tiusthe
case for thel4 of go, but would be for the’. The definition of the group, generated B and
T’s for all roots, is however representation independent.

That the definition does not agree with the U-duality group found is obviously connected to
the fact thaiy(, 5) is not simply lacedd = 5 simple supergravity has no moduli fields, and no
string compactification described by this supergravity at low energies is known. Therefore one
cannot determine which is the “correct” U-duality group until such a microscopic realization is
found.

The disagreement will be further discussed at the end of the next chapter.
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25 Summary

In this chapter, a toy model was discussed that resembles the structure of M-theory in the low
energy limit.

It was shown how the theory is compactified do= 4, exhibiting a "hidden” classical
SL(2,R) duality symmetry mixing electric and magnetic sector.

The analogue of U-duality was derived from first principles by imposing the DSZ quantization
condition. The resulting discrete group was shown to be stania(d, Z) with two generators
S, T, and its transformation on charges and scalars was discussed.

The U-duality group for further compactification to= 3 was then derived. Only scalars
remain in the theory after dualization, and the Lagrangian resulting from this compactification
was shown to exhibit an enlarged symmetry, whiclizig ). The discrete subgroup analogue
of U-duality was derived by using different orders of compactification and merging the resulting
d = 4 duality groups embedded intb= 3 together, and the analogue of T-duality was identified.
Remarkably, the resulting discrete group was shown to be strictly smaller than the one expected
from group theoretical analysis as discussed in the next chapter.



Chapter 3

U-duality in M-theory

U-duality in M-theory was introduced and motivated in the first chapter. In this chapter, generators
of this symmetry will be given in dimensions > 2. For this, parallel to the toy model in
the preceding chapter, the construction of [56] will be applied. The treatment will therefore be
semiclassical.

The discussion will lead to a discrete subgroup definition, and generators for these groups will
be suggested and proven to span the whole group.

In the section 3.1, the low energy effective action of M-theory is introduced and the compact-
ification tod = 4 is discussed. In section 3.2, the construction of U-duality is given, and physical
subgroups are discussed. Section 3.3 the discusses the construction of U-ddatitygin

3.1 Maximal Supergravity

M-theory is supposed to have eleven-dimensional supergravity as low energy limit. Again, in this
chapter, only the bosonic part of the theory will be considered, and the fermionic side will be
implied to follow from supersymmetry transformations.

The bosonic part of the Lagrangian of eleven-dimensional supergravity is given by [20]

1 1 2
[ — _ZE(H)(R(II) + ﬁFMMDQFMNPQ) + @EMNPQRSTUVWXFMNPQFRSTUAVWX’
where Fyrnpg = 40 Anpg), and antisymmetrization of indices is weighted withn!) L.
IndicesM, N, ... now run fromo0...10, the metric has signatufe- — — - - - —). Comparing this

to (2.1), the similarity of the two Lagrangians is immediately apparent.
The Lagrangian has general reparametrization invariance, local Lorentz invariante-aiid
gauge invariance generated with paramekéYsAAB andéyp as

V4 o EUDAL 9y NEGIA 4 NoyESDA 4 A BN B

Aune = Aunp +30uxY Anpjg + X090 AMNP + 30N p)-
To define U-duality, as in [56], the DSZ quantizatiordin= 4 shall be used. Thus, the compacti-
fication on the torus to four dimensions shall be described now.
For this, it is assumed that the dimensidhs. . . 11} cannot be probed with energies below a

certain cutoff that shall be imposed. Thus, the theory has a low energy approximation where the
Lagrangian does not depend on these coordinates. Consider, again, pure gravity first.

3.1.1 Reductiontod = 4: Gravity

Consider again the Einstein-Hilbert action. If fig- n dimensional Einstein-Hilbert action does
not depend om coordinates corresponding tocommuting Killing vectors, the action may be
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reduced e.g. in a stepwise fashion as in section 2.2.1. The reduction may be performed in one
step as well: Choosing a vielbein

o} (d) a
By = ( e ) , (3.1)
em

with dete, @ = e*?, 2,y € R, the nonzero anholonomy coefficients are now

d+n — d d
Qt(lﬂv b= e (Qt(xﬁ)v —2y E[(a)uaﬂqmﬁ]v) g
Q&'ZZ") e S 7L Eéd) “nave; *Bly, B, =20, ( Bg]eai> ’
Qgﬁn) = —e e, BN 0,6, Mac.

Integrating out the coordinates corresponding to the above isometries and demaadi{g—d)
yields

S = / d9z B (—R@ +y7(d - 2) 0,60" ¢ — §0,9mn0*g™" + ie‘2y¢BﬁVB£”) :

whereg,., = e,%,’(—d.) is an “internal” metric with signaturé— — --- —), describing the
geometry of internal space. Parallel to above, the fié?ﬂs: eaiBg aren U(1) gauge field,
since the internal reparametrization invariance yields

B, — Bl + 9,x".

Though not used in this thesis, consider for a moment an Einstein-Hilbert action invariant under
a set of non-commuting isometries with Killing vectérsobeying

Lo,Gun =0, [ék,e] = fig "ém.
One has, with vielbein parallel to (3.1) aéd = 0Ok,
akGLdy) =0, akBi = _fk:l jB,lu OkGmn = fkmjgjn + f]m jgjm-

Thus the vielbein components d+ n dimensions depend on the coordinatesowever, if the
isometry of the internal space is unimodular, the Einstein-Hilbert action gets independent of these
coordinates, and one has an action of the form (see e.g. [18])

S = / dDgE@ <—R<d> — e"YR™ 4 v 8,00 ¢ — 1Dgmn DFg™™ + Le"?BE BIY 4 A) ,

where Bf, = 28[MBI’I] — 9/, "B. B} is now a non-abelian field strength with gauge group
corresponding to the above isometry group, is the covariant derivative with respect to this
group, R(") (g9mn) is the Ricci scalar for the "internal” space and describes a self-interaction of
the scalar fieldg,,,, andA is a cosmological constant.

3.1.2 Reductiontod = 4: Maximal Supergravity

The reduction tal = 4 was carried out in detail e.g. in [20] (see also [21] for a more recent
treatment) and shall be briefly recalled. Choose the vielbein to be parametrized as

s (12 )
0 ;}i“
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with the internal vielbeirp{‘. 1, a are curved and flat internal indices respectively. Actually, it
will be assumed later that the vielbein is triangular, reflecting the fact that the reduction could
have been performed by repeating reduction stiepsl to d.

In the following, it is important to keep in mind that internal coordinates are labeled.8s
This choice might seem odd at first sight, but will be useful when the symmetries of the theory
are addressed, and later whendhe 3 theory is discussed. However, the starting formulas when
reducing tod = 4 will look a little messy, but patience will pay off when &, 7) symmetry is
addressed.

An internal metric may be chosen as usual tghg = pm ap,® and has signature — - - - —.
Its determinant is/A = det p2. i, 7,... are curved and, 3, . .. flat four dimensional indices,
they runin0... 3.

The Einstein-Hilbert action is then treated as above, and together with the vector field part,
using
G()pR _ A1/2G(4)" G(DkE _ A1/2B(4)k R

GO _ g JrA1/2B( )k (4)15 B — A-1/25(4)
one has

1 1 i 1 o
_ _lrowpew L pawy Pln A — ~ EDg o ghymn
c JEORY + S EO0 A 07 A — 2 EW0,95, 07

1 4
- ﬁ 2 )8’A(E+2)G+2)(E+2)

9 VABY B _ L p@a p® _p@mpi 1 pw /x p®_p@ s
12 Avpi fiv 5

P A+2)(5+2)(k+2)

| =

_ﬁeuupaewklmno< 4F,E(u7)ﬁ 18 A(J+2)(k+2)(l+2)A(m+2)(n+2)(o+2)
FO_p@
~OF G e A m2) (a2 (0+2)
+OFW_BWEA o o Aoy (2o
a0 5 0pe Ar2)(kr2)([+2) Am+2)(7+2)(0+2)
(4P 3(4) o o
—3BL B Aoy iinien A (i Arne ) 2)042) )
The theory has the 7 (1) Kaluza-Klein field strength§(4)k

try is generated by the internal diffeomorphisms. For the flﬂ&@ andFE_)_- the following
definitions are used:

=205 B(]) whose gauge symme-

Fs = Fron+BR Ao
Fioi; = 20545 Gio)Gra)
A ngen = AnaiGin — BR AgaGeEe) (3.2)
Bl s = Fipi+ 3Bl Aoy
Fiopi = 3045 Gya)
A;‘u? (i+2) — Agp i+2) — 2 [(ﬁ)jAP](ﬂ?)(Pr?)_B/g4)szg4)kA(j+2)(E+2)({+2)-

They ensure that the 21 field strengﬂﬁs 7 are U (1) gauge fields with gauge symmetry gen-
erated byg (F+2)(I4+2) while they are |nvar|ant under the symmetries generateﬁum2 and
internald = 11 diffeomorphisms. The three-form field strengms,, is invariant with respect
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to the internal diffeomorphisms and gauge symmeﬁ'{g§2)(i+2), but admits a gauge symmetry
generated by ;, ») as

Alp G2y = A G4y T 201885 G v2)-

The fieIdsF/iu7 5 andFlimﬂ are dualized by adding

Liag.mult. = 54;0(4)16””’)08?&1%,35 it ZA? euupaaﬁFlﬁw ij

Integrating outF;/ﬁ z andF/ﬁu7 7 yields

_ s 1 _Gods 4 i 1jkImno6 5p
Wi = —3(BW) VARG, 0 A 05 0By A ) (45R)
A%, = BOVAxF®T _ p®FpY

ijkimno ( (4)
TR (F Al s2) 2612
.
~1Bf} pA(2+ﬁ)(2+E)(2+z‘)A(2+m)(2+ﬁ)(2+5)) (3.4)

with flf—f,; = 28[/2[15 Parallel to the preceding section, one may introduce the vector notation

o]

Agjﬁ Héﬁ ij
g;‘m = Aé)_ ) Hﬁﬁ = Hfi, ) (3-5)
v nv 19
where
Al = 1BL) (3.6)

and the vectors are thus 28-dimensional, and the dual magnetic#igldebey

) 4 5L i 4 5L
A -— = — A - — —
Hug="Zw * (Mﬁ,;ij) » Hinio =~ * (6/1!1'”9) :

One has
Hi= = —F, 5 (3.7)
i (1) o4
2Hjpay = VA% By — 240405245 240)
ijklmno 4)q
— 1M A o ) e 2+0) Ay 2+0) 2+) AR @D 240 Bot |

5O A o L2 ) 240) AR 2 9) 24 8) P 57

2,W gl pr (3.8)

u i i

Turn to the scalar sector. Itis shown in [20] that the the 70 scalars of the thegrY, ;.1 2)%+2):

p% andp™®?, may be joint together in a fielt¥) € Ey(,;)/SU(8), where the corresponding
algebrae; (7 is again the maximally noncompact form [48]ewt V) is a representation matrix

in the fundamentab6 representation. This representation is given in chapter VIII of [12] and
presented here as in [20].

The representation space is spanned by two antisymmetric teﬁépy%, where indices, j
are chosentorunig...9. Ona VeCtOI(a;i}|y;3)t, the algebra; ) acts by the real matrices
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[ <]
L 20" 5] B
on st |7
i %l

ki
5 = (z > ) (3.9)
3ihi

whereAzk = —Aff, Agz = 0 obviously represents axi(8) subalgebrazzj,;i is totally antisym-

metric, and*ikl = ieﬁf“[ﬁmaﬁzmﬁéﬁ. The representation (3.9) is symplectic and preserves the

symplectic from
-1
(2 )

wherel = 6%5'”3.
The fieldV® was found to be

v = pHy®

+
with
la o]
v _ [ Y o (3.10)
+ 0 v [Z’U J]
la "
wherev®. is anSL(8) vielbein, given by
v, = ATY/8 4’7’—-@ 0 (3.11)
a (p( ) ]pj a \/Z
and
0 A
Y = exp ( ) (3.12)

with the definition
Anipg = 4Amapdy-

The coupling of the vector fields to the scalars is given by the twisted self-duality relation

- _( Y7 \ _ oy @7Ty@4) [ *Yaz
Fow = ( il ) = Ty (T (3.13)

where, with respect to the representation (3.9), the 56-dimensional VEgtarorresponds to the
representation space vectar, y)®.

FromV®), a fieldefL) is defined as usual by
8 YWY = QW 1+ PW . QW € su(8), P € er(yq) — su(8).
The Lagrangian is then

1 1 1 )
_ _lp@gpw L g@ (gt L p) p@
£=—EYRY + B (Sgw*% + g @ P )). (3.14)
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In passing, note that the vector field part of the action may also be written as

1

B EO (L, L+ F7)

().

The fact that the above theory admits a hidden. ) is remarkable and has fascinated many
authors. How ever, the number of fields of this symmetry is large and the explicit form of fields
rather complicated. However, for many applications within M-theory such as the identification
of states with higher dimensional branes wrapped around the torus, the connectiod te tHe
fields is needed, as given above. Several steps shall now be taken to simplify the situation.

In this thesis, the symmetries will rephrased in a more modern form by expressing the scalar
field carrying the56 of E; (. 7) by the exponential mapping of the Lie algebra, 7

For this, commutation relations and generatore;of ;) need to be given. It will prove to be
useful to considet;(,7) as subalgebra of the maximally noncompact real fegms, (already)
at this stage. As will be shown, this gives a nice way to describ&@hepresentation, discussed
in the next section, and simplifies the discussion ofdke 3 theory.

eg(+8) IS given conveniently by using its decomposition with respect taligssubalgebra,
parallel to [38].

with

3.13 €7(+7) and €8(+8)

Realization of g, g) and ez, 7
eg decomposes with respect to its maximal subalgehyésee figure 3.1) as
248 = 80 @ 84 O 84,

where80 is the embedded adjoint efy, and theB4 (84) are in the notation of appendix A.1 the
[00100000]and[0 000010 0] irreducible highest weight representations, corresponding to
(3,0) ((0,3)) antisymmetric tensor representations. The generataysafy therefore be equipped
with an index structure reflecting this decomposition. Any elemengahay be specified by a
triple:

X7, v, 099%] (X is tracelessy,v* are totally antisymmetria’, ', k' = 1,...,9).
The Lie bracket of the two elemerit¥ ), v(y), ] and[X 2), v(z) 2‘2)] is given again by a triple
[X(3),v(3) 3)] with [38, 73] (repeated |nd|ces are summed over)

jl o l/ jl l/ jl
Xor = XiXei — Xeip X
]_ *'I U *'I U
—5 (v(l)i’p’q’v(g)p T _ ,U(Q)i’p’q’v({)p a
1 * ! I,',,l
) (”(l)p’q’T’U@) Y(2)p! Q’r"“(1) )5J )
v = 33Xy v — Xy v v)
1 'm!n! *p'q'r
—gei’j’k’l’m’n’p’q’r’v({) /U(2p)q
«'j'k [i" =5kl [/ *]’k:’] U
ve = SXarve ~Xervn )

]. iljlk/l/mlnlp/ql,rl

+§6 (1)l’m’nlv(2)p’q’7‘” (315)
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Wheree jigmmip g = —e 7 ¥ ™'P'd" - The indices are raised and lowered by the metric
diag—1,... ,—1]. If all the tensorin,j', vy andv*7'F are restricted to real numbers, then
the relation (3.15) defines the maximally noncompact real feyms).

In the above algebra, generators for the Cartan subalgéhr; ;. and generator&”;, E/*,

E*., may be defined by introducing

ijk
H = [546] — 5ir6l,0,0],
o = ol + ol + ool — Jal.0.0, 10
B, = [8467,0,0],
B9 = 0,316,6%,0%,0],
T = [0,0,-316 8755,

This definition implies fotE*
itk _ piki _ phii _ _giki _ _ giik _ _ ki

and likewise forE, .
The generator#l;, H;j, may be expressed &, — E'*} |, B!, + E¥ + EF, — 1) | B!,
respectively. Writing

E., = E'; (total 72)

E,, = E“* (total 84)
E_.,;, = Ej, (total 84)

67/]

the Ee,;, Ee,;,.» E—,;, are positive and negative root generators f s), and thee;;, €;; are
eg(+g) roots given by
€ = &—-¢ (1<iz#j<9),
1< o
teijr = i(a+ej+ek—§zel) (1<i<j<k<9) (3.17)
=1

in a hyperplane oR? orthonormal toy_;_, &;, wheree; - €; = 4;; is a orthonormal basis d&’
(see appendix A.1, especially (A.3) and (A.6)).

€678

0 o o o o oo

—€19 €12 €23 €34 €45 €56 €67 €78
Figure 3.1:eg — slg decomposition. The root surrounded by a circle is the lowest root added to
the Dynkin diagram. For the simple root convention see (3.17).
Take

H;=[E';,,,E'""]] (total 8)



3. U-duality in M-theory

as the basis of the Cartan subalgebra= {H; | i = 1,...,8} of eg;5). The commutation
relations of theeg(, gy generators are then from (3.15) given by (repeated indicewaseimmed
over unless stated explicitly)

[H;, Hi] = 0,
[Hi, Bl = 6B -6, B =0 F, + 6,
[Hi, BM] = 30 B - 6 BN,
* B nks 1+1 ik
[Hi, Bl = =363 B — 0 Ejpy i)
By, B = o - diE,
[EZJ , Eklm] — 35‘EmEkl]17
[Elj ’ El)cklm] = _36[lmEZl}j7
9
[Eijk’ Elmn ] _ _% Z eijklmnPtIrE;qr,
T pygyr
10
[ :jk7 El*mn ] = _5 Z eijklm”PqTqur7
" pg,r
[ B, Bl ] = 68 08E' if i1 m,n,
- 18 8 8 8
(B9 Egp] = =33 M+ d htd ht) M
=1 =i I=j 1=k
= hiji. (3.18)

Within this algebra, the;(, 7) subalgebra may be identified by selecting the proper roots within
eg(+8) root space. Using (A.6), it is generated by

1_.9 * 7 _'_']:; *
hliga E™ ’ E]jga Elja EY » ik (319)

Before addressing tHs representation of this algebra, it shall be shown, as promisedg haw
is embedded.
Realization of g(;2)

Quite parallel to above, the Lie algebga is known to allow aZ3 grading and decompose into
the adjoint and two fundamental representations of its maximal subalgi¢®ydsee figure 3.2):

14=83%333.

This implies a realization parallel to above by traceless mattkézel'é~ 1 <4,7 < 3andtwo
vectorsy; ands*”, 1 < 4/ < 3 with similar commutation relations. As discussed in appendix A.1,

©—e=X

€12 €12 €2
Figure 3.2:g5(,2) — sl3 decomposition. The root surrounded by a circle is the lowest root added
to the Dynkin diagram. For the root convention see (2.17).

g2(+2) can be embedded intg, g) by choosing any, subalgebra. Consider thg subalgebra
displayed in figure 3.3 (for they, g) roots remember (3.17)). Tha roots are
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€26

€12
€245 <3 €289
go(+2) < 04

Figure 3.3: Construction afy (1) 94 Subalgebra oty )

A = {Feius, Te€ipr, Teigg(1 <1 < 3);+e;(1 <i<j<3)}
The correspondings 2y generators are given by, following [61]

i — B 4 ioT 4 gisy
Ef = Ejy5 + Ejg7; + Ejgg (1 <4 <3);

EY; (1<i,j<3)

It is then easy to shown that the commutator relations (2.18) follow from (3.18).

For the realization parallel to (3.15), consider two tripl&s ), 7y, ( )] [X(2) (2), ( )]
Their bracket gives rise to a new elementggf_ o) specified by[X ), 9(3), 7 G )] and may be
derived easily from 3.15 by puttingy = vjr45 + vigr + virgg, DX = v*45 4 6T 4 4*i'89,
1 <4 < 3. Itis given by

— v
Xap = XupX

-y I ]-/
) - X ) )
—3 (3(0)0 973 — T T3)

]_ ~ % ~ _xp! ]
3 Bp¥a) — U2 1))0% )

. _ I =
U(S)i’ = X( 1) ’U(g)l/ - X(2)i’ U(l)l’
j ~*k'
~2en J’k’”a) @
5 = —(Xaidl) — X o)
+2EZ J’klv(l) /’U(2)kl, (320)
wheree; i = —e'7'%, and indices are raised and lowered by the metric [diag-1, —1].

Again, if all X, , oy andd*?’ are restricted to real numbers, the relations (3.20) define the maxi-
mally noncompact real form denoted by, o).
The generator#l;, E, E}, E’ may be S|mpI|f|ed to be

Hy = [846] — 85167 1,0,0],
E'; = [5Z5§, 0],
B = [ z’a ]a
Ef = [0,0,-6!]

)

in this notation.
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3.1.4 The56 Representation of 7.7

In [20], a main key while exhibiting this hiddef( ) structure was the fact thaf ;) has the

aboveb6 dimensional irreducible representation, consisting of two antisymmetric tenéioy%,
that could be identified with the index structure carried by the electric and magnetic fields of the
theory. The fact that this representation is the unigiremal irreducible representation of ),
that is, all weights are mapped into each other by the Weyl group, and no zero weights exist, will
be of interest when discussing U-duality.

For a reduction ta = 3 discussed later, the coset matix carrying the scalar matter fields in
d = 4 will need to be expressed as exponential of a sum over Lie algebra generators. Furthermore,
many calculations will become simple when a Cartan subalgebra and the corresponding positive
and negative weight generators are identified within (3.9).

For this, theb6 representation of;(.7) is constructed as representation of highest weight [1
0 0 000 0] and the corresponding representation matrices of the generatgrs-pfare given,
and a transformation of the representation space basis is found such that the algebra is put into
the form (3.9). Normalizations and conventions follow appendix A.1 and the preceding section.

€678

NV

—€19 €12 €23 €34 €45 €56 €67 €78
€678
e o o e )
€23 €34 €45 €56 €67 €78 €189

Figure 3.4: Decomposition dfg ) D SL(2) X E7(17) andEz 7y D SL(8)

The weights of thé&6 representation are given in table 3.1. Corresponding basis vectors need
to be normalized in representation space.

This shall be done in the following way: Ti6 is minimal, thus a simple root is subtracted or
added to a weight at most once (see appendix A.1.2), and all subspaces corresponding to weights
A are of dimension one. One may then choosa,ii a simple root and’ = A — «, whereA’, A
are weights,

! !
o = £E ot , oV = 2B b

In this theory, gauge fields and charges again correspond to basis vectors of specific weight.
Normalizations in the representation space thus corresponds to charge normalizations.

If for the basis{v"} the lattice{Zv"} is considered, the above choice corresponds to an
admissible lattice, that is, a lattice that is invariant with respectZterm {;, of the universal
enveloping algebra, see A.1.2. That the charges can be chosen to live on such a lattice will
enormously simplify the definition of discrete U-duality.

The above normalizations shall now be specified further by considering a basis easily acces-
sible: a basis within the adjoint representatior gf, s).

The adjoint representation ef,.s) decomposes with respect to its maximal, 7) + sla
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subalgebra (see figure 3.4) as
248 = (133,1) ® (56,2) & (1, 3) (3.21)
The 133 corresponds to the; .7y subalgebra of figure 3.4 generated withiq, 5) by

, 179 * 3 ijk *
Hyo, B, By, B, EU* EL,,

and one56 of the above decomposition is carried by the positive root generators in the coset
e3(+8) — ©7(+7), corresponding to the roots
P = {—€550, €13, €175+ €50}
where2 < i, < 8, while the other is carried by the corresponding negative root generators. The
decomposition (3.21) is &-graded decomposition with respect to the simple egetof eg ),
thatis, the roote € e7(7) haverg , = 0, the rootsy € @ satisfyrg,, = 1 ande;g corresponding
to thesly factor in (3.21) has¢ly = 2.
The roots may be associated with their, 7) weights given forl € {H;, He7s} by
[H,Ep,] = MY Ey, Nicd®
as in table 3.1. Defining the representation matrices for the simple positive and negative root
generators iry .7y by
[Etays En;l = D(Exay)jiEn;, o € 76D, A; € @,

the corresponding entries may be read off from table 3.1 using (3.18). They are given in table 3.2.
To obtain all generators @, 7) in this representation, the procedures presented in appendix
A.1 were used to generate the adjointgf, 5) as a whole, and th& x 56 submatrix correspond-

ing to the adjoint action of the generator in the, ) subalgebra on the generators with roots in
® was extracted (the result may be verified by hand using table 3.1). Consider

7
Xeyiom = <h189H189 +)° hi(i+1)Hi> +

=2

Z e{EEJZ + Z e 119E119 + Z EI_CEUk

i<j=2 1<j<k=2
8
2 : f __Ez + 2 :f E1z9 + 2 : f .
-1y 179 —ijk z]k
7>7=2 1<j<k=2

with higg, hiit1, e;;, €_1i91 €ijk f_g;, flgg, f_;;lfc e R Xe7(+7) is given in table 3.4.

To getX., .., in the form (3.9), theslg subalgebra (figure (3.4)) in (3.9) and table 3.4 may
be compared. For this, the representation (3.9) is conveniently generated on the computer. The
correspondinglaple code is given in figure 3.3.

The resulting relations between the above parameters anWthaEndE 2357 Mmay be summed
up by defining

8 8
9 1149 % =
Besirgy = Z( Zh129+A E" +AZE1z9> Z A/ EY,
= laj:2
LI
§ R iiE9 o
Hesrs = ?( B0+ B ) (3.22)
G =
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# er(+7) Weight level || eg(+s)
Q23 Q34 Q45 Ase  Ae7  QArs  Qers root

1 1 0 0 0 0 0 0 0 €29
2 -1 1 0 0 0 O 0 1 €39
3 0 -1 1 0 0 0 0 2 €49
4 0 0 -1 1 0 0 0 3 €59
5 0 0 0 -1 1 0 1 4 €69
6 0 0 0 0 -1 1 1 5 €79
7 0 0 0 0 1 0 -1 5 — €789
8 0 0 0 0 0 -1 1 6 €89
9 0 0 0 1 -1 1 -1 6 || —ess9
10 0 0 0 1 0 -1 -1 7 —€679
11 0 0 1 -1 0 1 0 7 —€589
12 0 0 1 -1 1 -1 0 8 || —esm9
13 0 1 -1 0 0 1 O 8 — €489
14 0 1 -1 0 1 -1 0 9 —€479
15 0 0 1 0 -1 0 0 9 || —es69
16 1 -1 0 0 0 1 O 9 —E€389
17 1 -1 0 0 1 -1 0 10 —€379
18 0 1 -1 1 -1 0 0 10 || —eus9
19 -1 0 0 0 0 1 O 10 —€289
20| -1 0 0 0 1 -1 0 11 || —e270
21 1 -1 0 1 -1 0 0 11 || —es69
22 0 1 0 -1 0 O 1 11 —€459
23 -1 0 0 1 -1 0 0 12 —€269
24 1 -1 1 -1 0 0 1 12 || —ess9
25 0 1 0 O 0 0 -1 12 €123
26 -1 0 1 -1 0 0 1 13 —€259
27 1 0 -1 0 0 0 1 13 || —e349
28 1 -1 1 0 0 O -1 13 €124
29 -1 1 -1 0 0 0 1 14 || —e249
30 -1 0 1 0 0 O -1 14 €134
31 1 0 -1 1 0 0 -1 14 €125
32 0 -1 0 0 0 0 1 15 || —e239
33 -1 1 -1 1 0 0 -1 15 €135
34 1 0 0 -1 1 0 0 15 €126
35 0 -1 0 1 0 0 -1 16 €145
36 -1 1 0 -1 1 0 O 16 €136
37 1 0 0 0 -1 1 0 16 €127
38 0 -1 1 -1 1 0 0 17 €146
39 -1 1 0 0 -1 1 O 17 €137
40 1 0 0 0 0 -1 0 17 €128
41 0 0 -1 0 1 0 0 18 €156
42 0 -1 1 0 -1 1 O 18 €147
43 -1 1 0 0 0 -1 0 18 €138
44 0 0 -1 1 -1 1 0 19 €157
45 0 -1 1 0 0 -1 O 19 €148
46 0 0 0 -1 0 1 1 20 €167
47 0 0 -1 1 0 -1 0 20 €158
48 0 0 0 -1 1 -1 1 21 €168
49 0 0 0 0 0 1 -1 21 €18
50 0 0 0 0 -1 0 1 22 €178
51 0 0 0 0 1 -1 -1 22 €17
52 0 0 0 1 -1 0 -1 23 €16
53 0 0 1 -1 0 0 0 24 €15
54 0 1 -1 0 0 0 0 25 €14
55 1 -1 0 0 0 0 0 26 €13
56 -1 0 0 0 0 0 0 27 €12

Table 3.1: Theés6 Representation af;(, 7
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i g (E%)y il 0] Ey il g (B9 i g (B
1 2 1 2 3 1 3 4 1 4 5 1
16 | 19 -1 13 | 16 -1 11 | 13 -1 91|11 -1
17 | 20 -1 14 | 17 -1 12 | 14 -1 10 | 12 -1
21 | 23 -1 18 | 21 -1 15 | 18 -1 18 | 22 -1
24 | 26 1l 22 | 24 1| 24 | 27 -1 21 | 24 -1
27 | 29 1) 25| 28 11 26| 29 -1l 23| 26 -1
28 | 30 1 29 | 32 -1 || 28 | 31 11 31| 34 1
31| 33 1 33| 35 11 30| 33 11 33| 36 1
34 | 36 11 36| 38 1] 38| 41 1| 35| 38 1
37 | 39 1 39 | 42 11| 42 | 44 11| 44 | 46 1
40 | 43 11| 43| 45 1| 45 | 47 1| 47 | 48 1
55 | 56 -1 || 54 | 55 -1 || 53 | 54 -1 || 52 | 53 -1
i g (ED il ] (EYy i 0] (B

5 6 1 6 8 1 5 7 1

7 9 -1 91 10 -1 6 9 -1
12 | 15 -1 11 | 12 -1 8 | 10 1
14 | 18 -1 13 | 14 1| 22 | 25 1
17 | 21 -1 16 | 17 -1 || 24 | 28 -1
20 | 23 -1 19 | 20 -1l 26 | 30 1
34 | 37 1 37 | 40 11 27| 31 1
36 | 39 1 39 | 43 114 29| 33 -1
38 | 42 1| 42 | 45 114 32| 35 1
41 | 44 1| 44 | 47 1] 46 | 49 -1
48 | 50 11| 46 | 48 11| 48 | 51 1
51| 52 -1 49 | 51 -1 || 50 | 52 -1

Table 3.2: Matrices for the; |7y Simple Root Generators in 1% Representation

The transformed representation space base is given by

St = (—E%9,+E1;| —Elﬁ,—Ei,),
xt = (7,0 yum). (3.23)
Then
Mg XS] = &S, [Seyup XS] =" S (3.24)
with

X =A-X, X'=%.X

exactly reproduces the action of (3.9), and therefore, the adjoint actidhroay be used to get
the 56 representatiopse of e7(, 7) as subalgebra af ).
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# e7 in (Lambda, Sigma) representation # transformations
# for a from 1 to 8 do
# for b from 1 to 8 do
# Cremmer, Julia, NPB 159 p.200-204 dx[a,b]:= sum(-L[c,a]*x[c,b],c=1..8)+
# sum(-L[c,b]*x[a,c],c=1..8)+
# sum(sum(Sst[a,b,c,d]*y[c,d], c=1..8),d=1..8):
# e7 parameters dy[a,b]:= sum(L[a,c]*y[c,b],c=1..8)+
S := array(1..8,1..8,1..8,1..8,antisymmetric): sum(L[b,c]*y[a,c],c=1..8)+
L:=array(1..8,1..8): sum(sum(S[a,b,c,d]*x[c,d], ¢=1..8),d=1..8):
Sst:= array(1..8, 1..8, 1..8, 1..8,antisymmetric): od:
eps:=array(1..8,1..8,1..8,1..8,1..8,1..8,1..8,1..8, od:
antisymmetric): e7:=matrix(56,56):
eps[1,2,3,4,5,6,7,8]:=1: # representation matrix
for i1 from 1 to 8 do In1:=0:
for j1 from 1 to 8 do for i from 1 to 8 do
for k1 from 1 to 8 do for j from i+1 to 8 do
for 11 from 1 to 8 do In2:=0:
Ssti1,j1,k1,11]:=1/24*sum(sum(sum(sum( Inl:=In1+1:
epslil,j1,k1,11,r1,s1,t1,ul]*S[r1,s1,t1,ul], for k from 1 to 8 do
r1=1..8),51=1..8),t1=1..8),u1=1..8): for | from k+1 to 8 do
od: In2:=In2+1:
od: e7[In1,In2]:=coeff(dx[i,j],x[k,1):
od: e7[In1,In2+28]:=coeff(dx[i,j],y[k,1):
od: e7[28+In1,In2]:=coeff(dy[i,j].x[k.I]):
# representation space e7[28+In1,28+In2]:=coeff(dy[i,j]y[k,]):
x:=array(1..8,1..8,antisymmetric): od:
y:=array(1..8,1..8,antisymmetric): od:
dx:=array(1..8,1..8,antisymmetric): od:
dy:=array(1..8,1..8,antisymmetric): od:

Table 3.3:Maple Code:56 Representation af;.7) as given in [20]
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3. U-duality in M-theory

3.1.5 Thed = 4 Scalar Sector Revisited

Assuming the internal vielbeip,,* to be of upper triangular shape, the relation (3.22) may now
be used to reexpress the fiak{*) by the embedding the algebeq 7y into eg(;5). From the
results of [20] (3.9), (3.10), (3.11), (3.12), one gets, using (3.18),(3.19), (3.22), (3.23)

8
V(4) = exp <_ Z In <pf”r7> himg + %ln Ah1m9>

m=2
5 8 . i )
H exp | — Z p7_i?(p(7fp) fl)qr E7—1;:
p=0 g,7=8—p
8
eXP <_ Z o EI@)
=2
2 &
ijk
XP | 51 Z Ao+ eer BV (3.25)
1,3,k=2

where theb6 representation is given by the adjoint action on the basis

St = ( ~ By, +EY | - BV, —Eig),

of thee;(17) algebra generated by

[T J .
hig, E™, Efzg, E5, EV7, Exp

as stated above. This relation will allow to directly and easily address the further compactification
tod = 3. p{™ 7 is the submatrix op-® with columns and rowsén + 1) ... 8.

i

3.2 U-Dualityind =14
The scalar part of the action is invariant under
V& — h(z)VDA, A € Eyyq), h(z) € SU(S)

where the locabU (8) is used to restore the parameterization of coset space.
Turn to the vector Lagrangian. A global symmetry has to act as

Fao = A Fap, VW 5 VYA A € G C By,

Not the full E; (17 is a symmetry of the Lagrangian, since it would have to preser\efollows

that onIyAifc in (3.9) can be nonzero, the action is invariant underth¢8) subgroup in figure
3.4. However, the equations of motion of the theory show theEu[L7) invariance, since the
above symmetry rotates equations of motion and Bianchi identities. This is the classical (hidden)
duality symmetry of the theory, and U-duality is a discrete subgroup of this symmetry.

To define U-duality as in [56], consider charges

1
z=(?), :—7{, :]{ :
(q> P= o Eg 1 EH



3.2. U-Duality ind = 4

It has been argued in [56] that all magnetic and electric charges exist. However, this is ac-
tually clear from the basis by noting that t6& representation of/;(_.7) is minimal. Hence, all
weights of the representation and the corresponding basis vectors in the representatidn space
are rotated into each other by the Weyl groupfaf_, 7). If a solution with one nonzero charge
exists, solutions with a single charge carried by all other gauge fields may be obtained. The dis-
cussion in [56] led to identify such states with higher dimensional branes compactitied th
as mentioned in the introduction.

The DSZ condition now reads

202 =n, nel

Hence it breaks the continuous symmetry to a discrete subgkayp;)(Z), demanding inte-

ger shifts on the lattice defined by the basis vectors (3.23). Thus, the matrix representation of
Er(4+7)(Z) consists of matrices with integer entries. As discussed in the first chapter, this group
has been proposed to be a unified duality symmetry of type Il string theory in [56], called U-
duality for short, unifying strong-weak coupling dualities and target space dualities and putting
all 70 moduli of the theory, including the string coupling constant, on the same footing. The
subgroups corresponding to T- and S-duality are discussed below after introducing generators for
the discrete group.

3.2.1 Discrete Subgroupsof Lie Groups

The question what proper generators of the above group denoted hy)(Z) are shall be ad-
dressed now. This will be done in a general context by addressing discrete subGi(@)psf

the Lie groupsG acting on admissible lattices, since this allows to cover a wider class of dis-
crete groups, includinG'y(4.2)(Z) and Eg(5y(Z). For the necessary Lie algebra conventions and
notations, the reader is referred to appendix A.1.

Definition and Remarks

Let G be a complex simple Lie group, angdbe the Lie algebra ofi. Consider a nontrivial
representatiom of G in an irreducible moduld/, and let® be the set of all weights V.
Demand that all nontrivial weights &f are transformed into each other by the Weyl group. Then
all nontrivial weights are of multiplicity one, and the representaliois basic.

Actually, if one is interested in string dualities, it is enough to consider only this particular
class of representations, since actually all the representations relevant to string duality symmetries
are of this type. E.g., th248 of Ejs is basic, while thé&6 of E; is minimal.

Choose a basifv;} € V such that the lattic®;, = {Zv; } forms an admissible lattice, that
is, a lattice stable under the action of thdorm U/, of the universal enveloping algebrag{see
appendix A.1.2).

Definition. Thediscrete group G(Z) is defined by

G(Z) = {g € G| p(g) stabilizesVz}.

An admissible lattice fixes in which basis Bfthe entries of the elements 6Z) are restricted
to integer values. For example,

SL(2,7) = {( Z Z > |a,b,c,d € Z, ad — bc = 1}



3. U-duality in M-theory

stabilizes the admissible lattice

z( 5 )ez( V).

In other generic basis’ o¥’, SL(2,7Z) is not represented as a group of matrices with integral
entries. Ind = 4 duality in general, eacti (1) gauge field corresponds to different weight space
and one can always normalize the charge lattice so that it may coincide with an admissible lattice.
Therefore this definition of7(Z) and the concept of discrete duality groups agree.

Discrete Subgroupsin Basic Representations

Let G be a complex simple Lie group, agdoe the Lie algebra ofr. Fix a Cartan subalgebia
of g, let A be the set of roots gf relative toh, A the set of positive/negative roots afdhe set
of simple roots.

Consider a nontrivial representatipiof G in an irreducible modul&” of highest weight\ *,
and let® be the set of all weight& in V', and demand thaf is basic, that is, all nontrivial weights
are transformed into each other be the Weyl group. All nontrivial weights are then of multiplicity
one. Choose a bas{",+?} and demand that the lattide, = {Zv",Zv)} is admissible. The
following proposition shall be proven:
Proposition.

(i) If V is a basic module of and® does not contain zero weight§(Z) coincides with the
group generated by

{exp E,|a € D}
denoted byF(Z) in the following.
(ii) If V is a basic module of with zero weights inb,
G(Z) = E(Z)
if the same is true for the direct subgroups of tyf¥(2), SL(3) andSp(4) in G.

Pr oof.

Basic representation without zero weights. All corresponding representations are fundamental
representations [69, 57]. The proof is conducted via reduction by rank: It will be shown that, if
g € G(Z), one has an elemept with g = u*¢'u™, u™,u~ € E(Z), obeyingg’ € G'(Z) with

G' C G and rankG’ < rank G. The representation @ decomposes again into representations
of G’ of same type, and thus, by repeating these operations, one may redugéoaay ™ g'u~
whereg’ € SL(2) in the fundamental representation, implyi@4Z) = E(Z).

Let a; be the simple root dual to the highest weight of V. Let A, be the set of positive
roots orthogonal ta;: A/, = {a € AL |(A\1,a) = 0}.

An order may then be defined for the positive roots (denoted)}such thaty < gif a« € A/,
andg € A, — A/,. Similarly, for—a, -8 € A?, we define-3 < —a if @ < 4. Within A'e
andA? — A'9, fix an order of the simple roots and order the remaining roots by their height with
respect to the simple roots, that is, if height < heigh{(5), « < Band—g < —afora, 5 € A/,
ora,fe AL — Al

It is known that anyy € G can be written in the form (Birkhoff decompaosition) [75]

g = H eXp(c—aE—a)'n(g)' H eXp(CaEa) (3.26)

acdt acdt
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with n(g) being an element

n(g) = Hngi (ti), ti € C,B; € A%, ng(t) = exp(tEg) exp(—t 'E_3) exp(tEp).

Let the multiple products in (3.26) be ordered with respect to the above order among the positive
roots. Consider

p(g)va+ = D_(p(9)aa+va, (p(9))an+ € Z
Acd

If (0(g))a+a+ = 0, letsy = ng(—1) = exp(—Eqy) exp(E o) exp(—FEy) € E(Z), a € AS.
Then p(s,) sendsv, to a vector proportional te, (1), whereo, is the Weyl reflection with
respect tax. Since any weight op is transformed to the highest weight by the Weyl group, one
can find some € E(Z) (written as a product of,’s) such thaip(s)va oc vy+ for any weightA.
Thus, assuméo(g))a+ a+ # 0.

Sincep(Eq)vp+ = 0 for any positive rooty, and sincep(Eq,)p+ 4 # 0 only if A = A
for any negative root and any weight\, the assumptiofip(g)) + a+ # 0 implies thatn(g) in
(3.26) stabilizes the highest weight", i.e. p(n(g))va+ = cvp+ for some constant € C.

The fact that the representation is basic without zero weights implie$Ahate) € {0, +1}
for « € A. Thus the first column and row of the matyixg) are from (3.26)

(p(g))A,A+ = C-p ( H (1 + caEa)) S Z7

CYEA+—A£F A,A+

(p(9))a+a = C-p( 1T (1+caEa)) A
A+ A

a€A+—A’+

Consider first the case wheh is simply laced. For simply laced algebras, aaye A, — A
cannot be decomposed into a sum of two other such roots (corfdider)). ForA™ —A = a €
A, — A!_, one therefore has

(P(9))a+ a+ = c€Z,
(p(9))a+n = Zcca €7,
(p(@)aa+ = Feca €L (3.27)

If A is a weight but cannot be reached from the highest welghby a single Weyl reflection,
then(p(g))a,a+ ((0(9))a+,a) is expressed astimes a polynomial ot _, (ca).

Suppose thatp(g))y o+ # 0, A = AT — a for the minimala € A, — A, with respect
to this order. Parallel t&'L(2,Z) in the previous section, defing, = exp E, € E(Z), and
sa = t5't_ot;! € E(Z). Then forN € Z one has

p(t" osag)at a+ = F(p(g))aa+
p(tNysag)an+ = E(p(9))a+ s+ — N(p(g))aa+-

One may always find an integ@¥ such thatlp(t” ,sag9)aa+| < |(p(9))aa+]- Therefore, by
repeating this operation, one may arrive atgasuch that(p(g)), 2+ equals 0 (Euclidean algo-
rithm).

Assume next that there existglae A, — A’, suchthalp(g))y o+ =0forallA = At —q,
a < B, and(p(g))a+_pa+ # 0. Then applying a similar operation usisg, t_z, we have
p(u—g)a+_pga+ = 0withu_ € E(Z).
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Since anyr € A — A!, cannot be decomposed into a sum of two other such roots, the order
in A, — A/, ensures that the inductive assumptiplig)) p+ = 0forall A = A" —a,a <
can never be violated by the operation for — 3. Thus, one arrives M(u_g)p+_qa+ = 0for
alla € Ay — A!, for some elemeni_ € E(Z).

The Birkhoff decomposition ofi g may be written as

u_g = [ exp(c oE-a) wlg): J] exp(c,Ea) (3.28)

ISTAN acAL

Therefore, for any weighh # A*, we havep(u_g), o+ = 0 and, by the condition that the
determinant of the representation matrix equals p(e@, g) s+ o+ = £1. Takeg' = u_g, and if
p(u_g)p+a+ = —1, considery’ = s2u_g fora € A, — A/, to havep(g')p+ p+ = 1.

One then arrives at

pg)aa+ = 1,
p(d)a+n = d, €Z,
p(gl)l\!\+ = 07

wherea € AL — A!,. Thusu, = ]'[aeArA,+ exp(—c,,Eq) (Where the product is arranged in
reverse order with respect to the one in (3.28) ) belonds(i), and

p(U—gui)a+ A+
p(u—guy)p+a = 0,
p(u—guy)pa+ = 0,

for all the weightsA # A™. Consider a Birkhoff decomposition far_gu,. The elements
contained in this decomposition that correspond to raotsA — A’ are restricted to be diagonal

by the fact that they stabilize the highest weight. On the other hand, diagonal elements are in
H,butH = H'exp(cH,,), whereH' corresponds to the Cartan subgroup of the gr@lmvith
algebrag’ and rootsA’. But p(u_guy)p+ p+ = 1impliesc = 0. Thereforeu_gu, belongs

to the subgrougs’ C G with Lie algebrag’ whose simple roots arE9 = II¢ — oy, and the
representatiom of G is again decomposed into a direct sum of representatioldt’ @ff same

type. The reduction chain therefore ends with fundamental representatiSiig2y, proving the
proposition.

As illustration, the corresponding chain for t6& representation ok'z(7 is given in figure
3.5.

If G isnot simply laced, the same arguments apply, except for the modification in the consis-
tent order of operations. Some rootsAn. — A/, can be written as a sum of two roots (sum of
three roots foiGy) in Ay — A!_if G is not simply laced, and (3.27) gets additional terms of ¢
times polynomials in the corresponding’s (c_,’s). The reduction is performed as above, but
by changing the order of operations, since the order induced by ordering the roots with respect
to their height fails to ensure consistency. Such orders however always existdetfomposes
into two roots, that is, 8,7 € AL — A/, , o = 8+ v andp < ~, a consistent order is given by
setting the{A™ — 3, AT} entry, then{ A" — o, AT} and{A* — v, A"} entry to zero.

For G,, the consistent order is illustrated in appendix 3.2.1. Since its (unique) basic represen-
tation involves a zero weight, representation with such weights will be discussed first.

Basic representations with zero weights. The only basic representations of this type are those
where the nontrivial weights i@ correspond to the short roots 169]. They are fundamental
representation, with the exception of the adjointSdf(n). Suppose first thethe representation

is fundamental.
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Figure 3.5:E7(17)(Z): Reduction Chain for the6 Representation
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For a proof of the above proposition, a reduction by rank parallel to the one described above
holds, but modifications for the entrigs(g)) o; o+ and(p(g))_a+ a+ are neededV is a subspace
of the adjoint module, and the representation matriceXfef exp(Y) may be given by the action

exp(ady)(v*) = p(X)aav™, X €.

Vy, is admissible, and without loss of generality one mawa‘e*t = FE,+, since the lattice is
defined only modulo a multiplication of the highest weight vector with a scalar. Furthermore, the
H,, with o; € II N @ are lattice vectors ivz1 . Again, consider the Birkhoff decomposition
(3.26) and assume with the same reasoning as aboveédtag) o+ r+ # 0 (if (p(g))oia+ # 0

is the only nonzero entry, multiply with a suitablep(E,) € E(Z) and proceed as above) and
thereforep(n(g))va+ = c vp+, ¢ € C. The first column and row are then given by

(p(9))aa+ = c-p (I+coE o+ l(Cfa)2(Efa)2) € Z,
b 2
OLEA+7A’+ A,A+
(p(g))a+ta = c-p [T (4 caBa+ i(ca)’(Ea)?) € Z.
aEA+—A’+ A+,A

ForAT —A=aec Ay — A/,

(p(g))a+a+ = c€LZ,
(p(@)a+n = Fcca+ -+ €Z,
(p(9))aa+ = Fcc q+--- €L

parallel to above, where the. are nonzero only for non-simply laced groups, wherexaa
A, — A!_ may decompose into roof € A, — A’ , and contain terms of type

chﬂi (c Hc_ﬁl), a:Zﬂi, 1< 3, a,,@iEA+—A'+.

(2

(2

parallel to above. If\ is a weight but cannot be reached from the highest weighby a single
Weyl reflection, ther{p(g))an+ ((p(g9))a+4) iS expressed astimes a polynomial in the corre-
spondingc_, (co). Furthermore, one has

(p(9))a+pi = micepr +--- €Z,
(p(9))oia+ = micc_p+ +--- €Z,
(p(@))a+,—a+ = Fe(ep+ )2 +--- € Z,
(p(9))-ata+ = :Fc(cfA+)2 +..- €7, (3.29)
where the dots contain terms as above. S|#te,+, Ey+] = —Hx+ one hasn;, m; € Z.

The reduction is then carried out exactly as in the case vih@oes not contain zero weights.
Choosing a suitable order of operations, one arrivesgjapathe form

It is known [57], if a highest weight vectar has been fixed, that any module of a Lie algebrag contains a
minimal and a maximal admissible lattice. The minimal lattice is givedhy (see appendix A.1.2), containing the
H,, inthe above case, and any admissible lattic¥ icontains this lattice. The maximal lattice is dual to the minimal
lattice of the dual representation spdcé. Any admissible lattice is contained in this maximal lattice. For example,
for the adjoint module ol,, the basis of the minimal admissible lattice is given{liy., H2, E_»}, while the basis
of the maximal admissible lattice {&>,1/2H2, E_»}.
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(p(9") A+ A+ = +c € Z,
(p(9")oip+ = —mice_p+ € Z,

(9
(p(g") _a+.a+ = Felc p+)* €Z

Consider(t_,+)Vsp+g', N € N. This yields

(P((t_n+)Vsa+g))a+ a+ = +elc_p+)? € Z,
(p((t_a+)Nsa+9"))oia+ = —mi(cc—a — Ne(c_p+)?) € Z,
(p((t—a+)Vsa+g'))—a+ a+ = Flc+2Nce_p+ + Nc(c_p+)?) € Z.

Usingc_o =n/m-1/c, n € Z,m € {m;} € Z, one gets

1
2 _ 2
clear)” = am
1
(c+2Ncc_pt + N2c(c_p+)?) = %(mc—f—an

and one can always find an integ€rsuch that
|mec+ Nn| < |n|,

and repeat this operation untika g’, u_ € E(Z) is reached withp(u_g'))_p+ s+ = 0, imply-
ing (p(u—g'))o; o+ = 0 (Euclidian algorithm).

Thus, reduction by rank holds also for basic representations including zero weights. However,
the endpoints of the corresponding chains need further study. If the endpoint corresponds to basic
representations with zero weights$$(4), SL(3) or SL(2), further study is needed.

If the reduction chain ends at a group of rank two in a representation whose highest weight is
the sum of the two simple root§ ¢f Sp(4) or 8 of SL(3)), then no further reduction to rank one
is possible. Considgf = u_g'u, ur € E(Z) with ¢’ € Sp(4) (¢’ € SI(3)), andp(g’) acts in
the5 (8) plus singlets orVz. One may then applft+,)" s, to reachy’ = u_nu, us+ € E(Z),
wheren is an element of?’ with p(n)[ﬁ_’jﬁ = 41, A" being the highest weight of tHe(8)
representation. But still such element may exist that are na{(if). If the reduction chain ends
with S1(2) acting in the adjoint representation plus singlets, @.g(./)n2(—1) is a matrix with
integral entries, but not ifv(Z).

However, if the above representations are accompanied by further basic representafipns in
that do not involve zero weights, the latter fix the maximal set of integral representation matrices
on Vz. In these cases, one therefore still @&&) = E(Z). This is the case for the adjoint
representations abg(,g) (@and E7(, 7)), where the endpoints of the reduction chain corresponds
to SL(2), but adjoint representation are accompanied by fundamental ones. The corresponding
chains are given in the figures 3.6, 3.7.

Finally, considetheadjoint of SL(n). Here, one can again achieve by the same reasoning that
(p(g'))a+,a = 0and(p(g"))aa+ = 0for A # A", and(p(g'))a+ s+ = 1 whereg' = u_gu.,
andu_,u4 € E(Z). One may however still have elements@fG’ in the normalizer contained
in the Birkhoff decomposition o’ of the formexp ¢(Hy,, — Ha,, ,), Whereay, a,,—1 correspond
to the endpoints of the Dynkin diagram if,. However, this elements acts as identity times a
factor on each sub-lattice ¢¥' = Si(n — 2) (the next reduction step) iz, and therefore, the
reduction may be carried out as before, and 0.

This completes the proof of the propositian.
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Eg: 248

"

Eg — E7
248—133+56+56+1+1+1

YN

Ey: 56 E;. 133

Figure 3.6:Eg(,g)(Z): Reduction Chain for the Adjoint Representation

[Mustration: Ga(Z)

Consider the algebrg, with conventions as in 2.4.2. Consider the (unique) basic representa-
tion 7 with highest weight\* = [0, 1] in Dynkin components. Choose as admissible lattice the
sub-lattice of the adjoint representation with weights corresponding to the short roots (weights
3,4,6,8,10,11,12 in figure A.9, roots numbering as in this figure). The corresponding represen-
tation matrices are sub-matrices of the one given in figure A.10. With the abboy®ne has
AI = {Ctl}.

A general group elemegtadmits a Birkhoff decomposition (3.26). Supp@&e) »+ -+ # 0,
else, ifp(g)a o+ # 0, multiply with the corresponding,, for nontrivial A or with s, for the
zero weight to gep(u—_g)p+ a+ # 0, u— € E(Z).

The first columnp(g) s o+ in the7 representation is then given by

c
cey
—CC3
ccy —ccacs
—cces+2cezeq —c(c2)?cs
ccg — 2ccg ey
ccapcg —cezes+c(cy)? —2ceacsey

Note thatay = a3 + ag, a5 = ay4 + a3 + ay = 209 + a3 andag = a3 + a4, as the above
Birkhoff decomposition indicates.

This implies operation§(t_, )"V s, ) in the orderas, as, a4, ag, a3 to set allp(g)a,a+, A #
AT consistently to zero, that is, without violating a zero of a previous operation.

Consider the resulting group element given yg. Its Birkhoff decomposition implies
(p(u_g))a+a+ = £L. If (p(u_g))a+ a+ = —1, consider e.g.(p((sa,)?u’_g))a+a+ = 1.
The Birkhoff decomposition for the first row then impligs= u_g'u; with ¢’ € G' = SL(2)
with Lie algebra corresponding to the raet. The7 decomposes into two fundamental represen-
tations plus three singlets with respectd6, as can be read off from the weights in figure A.9.
Thus,G2(Z) = E(Z).
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Figure 3.7:Ey(,7)(Z): Reduction Chain for the Adjoint Representation
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Groupsover Z

In this section, an abstract definition of discrete subgroups of Lie groups [62, 68, 69] using group
schemes oveZ due to Chevalley [17] is reviewed. The resulting groups are analogous to the
analytic definitions given above and might, by their connection to more powerful algebraic defini-
tions, proof useful for further study of dualities symmetries and their associated groups, especially
in lower dimensions.

Consider a connected semi-simple algebraic gi@ud automorphisms on a vector spdce
overC. Letg be the corresponding Lie algebra and consider the universal enveloping dlfjebra
as introduced in appendix A.1.2{ is a Hopf algebra ovet [62] with diagonal mapi : dxz =
z® 1+ 1® x, co-unite : e(z) = 0 and antipode : s(x) = —z for x € g, and theZ-form Uz is
a Hopf algebra oveF.

A Hopf algebraZ|G] over the grougs may then be as follows [62]: Consider an admissible
latticeVz in V and fix a basigv; } with dual basiw; } in V*. Define thery;;(u) = (uv;, wy) for
allu € Uz. The f;; then generate a Hopf algeli£éG] overZ, and the set of ring homomorphisms
of Z|G] into Z

Gz = Hom(Z|G], Z)

has a group structure, induced by the Hopf algebra structutg&t G is called thegroup over
7. associated witlds.

A subgroupX of G induces the corresponding subgralip of Gz. For each rootx € AS,
define a subgroupV* = exp(CE,). The elements in the union &f} are calledfundamental
unipotents, and the subgroup @z generated by alN; will be denoted by~.

In [69], it is proven thatGz and E agree if the same holds for the subgrois(2), SL(3),
Sp(4) by considering basic representations and reducing the problem with respect to the rank.

3.22 d =4 U-duality Group

The above considerations directly apply to the maximally noncompact real forms, since the cor-
responding Lie algebras are in the above normalization. Thus, one may now identify U-duality
with the group generated by

T- = exp(E%), i<j TZJ‘- = exp(E%), t>17,
T = exp(E') ;T = exp(Ey),
T9* = exp(E9%) Ty = exp(Bxyp) (3.30)
or alternatively
T = exp(F5), ;S5 = exp(—F%) exp(B') exp(—F%) 7 <,
TY9 = exp(E'®) 5 §Y9 = exp(—Ely) exp(E) exp(—Ely),
T = oxp(B9F) ; §UF = exp(— ) exp(EUF) exp( B2 (3.31)

in the representatiof6, where theS generators are known to carry a representation of the Weyl
group moduldZ, (see e.g. [63]).
Two things should be noted: on the baSisthe actions of th&' generators are Weyl reflec-
tions and may therefore be easily given. The action ofitlgeenerators is significantly simplified
by the fact that thé&6 representation is minimal. This implies that the square of all Chevalley
generators vanishes on this basis, and this the action is again easily read off from tk& basis
This discrete group was constructed by compactifying the theatytal and using a suitable
guantization condition. For compactifications to higher dimensions, the symmetry groups of the
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theory are direct subgroups (see chapter one), and the corresponding U-duality groups are given
by their embeddings into the discrete subgroup constructed here.

This is simplified enormously by noting that the discrete subgroup found is actually represen-
tation independent. Hence the notion of the above generators is representation independent, and
the E(1.6)(Z) etc. U-duality generators follow directly from truncating the Dynkin diagram and
identifying the corresponding subsets of generators.

Note that, apart from this fact, the symmetry groups in higher dimensions all act in minimal
representations, which can be read off explicitly from the basis (3.23). Actually, in this sense, all
U-dualities follow from the adjoint representationB§, s), and this may be taken as indication
that Fg(,.) is a fundamental underlying structure of M-theory.

The explicit shape of this U-duality transformations shall be used in the next chapter when
discussing solitons. Here, some well known subgroups shall be investigated: T- and S-duality,
along the lines of [87, 89].

3.2.3 T-duality

T-duality shall be discussed in two ways: first, it shall be identified by considering the subset of
fields called NS-NS sector. Then, it shall be discussed by considering the moduli of the internal
torus, parallel to the preceding chapter.

The known superstring theories in ten dimensions have a common low-energy sector whose
spectrum is the same as the NS-NS sector of type Il theories. The corresponding low-energy
fields will be called NS-NS fields. ld = 4, the fundamental string can carry electric charge with
respect to the U(1) fields in the NS-NS sector ([77], see also chapter one). T-duality is identified
with the subgroup of7 (. 7) that stabilizes the NS-NS charge lattice.

The NS-NS sector i@ = 10 consists of the metric, the dilaton and an antisymmetric two-
form. In order to identify the corresponding) = 4 fields, take the direction0 as compact
eleventh spatial dimensions, af@, ...,9} as space time coordinates the string propagates in.
Considering (3.1.2), the correspondidig- 4 fields are

E,gl)aa :0887 pg&a B;(:l);a

where indices with tilde runi2...7. Thed = 10 antisymmetric two-form corresponds to the
components

AﬂﬁSa A Az

ﬁZS’ 1J8

of thed = 11 three-form potential. Thd = 4 U(1) field strengths in the NS-NS sector are then
easily identified using (3.6,3.7,3.2) to be

_H _Aig

v 18 A = {2,...7},

where it is assumed that the remaining (RR) fields not in the NS-NS sector vanish.
With (3.23),(3.5),(3.13) this corresponds to the representation space basis

(BYS, —EY). (3.32)

With (3.18) one may verify that the subgroup stabilizing this basis is the ob@@61%) subgroup
generated as indicated in figure 3.8. With the above representation basis one may verify that it
acts in the fundamental representation and preserves the metric

(1 1 > (3.33)
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Figure 3.8: Decomposition a7 7) D O(6,6) x SL(2)

wherel is the six dimensional unit matrix, as expected. The dual fields

_H _ A8

ﬂl7‘1797 av) z€{2,7}

correspond to the basis
( 589’ Elg)
and transform in the transpose inverse representation of the above fundamental representation of
0(6,6), again as expected.
Consider now the full theory. The above split of the basis explicitly reflects the decomposition

E;i7y D O(6,6) x SL(2,R)
56 O (12,2) + (32,1)

as mentioned in [56]. Thé&/ (1) field strength in the R-R sector transform in tB2 spinor
representation aD (6, 6), which is unexpected, since this means that T-duality mixes electric and
magnetic fields in the R-R sector.

Note that one Kaluza-Klein field (corresponding to the compactificatien11 to d = 10)
is in the RR sector and is therefore neglected when determining the basis (3.32). One might
speculate if, including it into the discussion and thereby changing indices in (3.32), a larger
subgroup exists stabilizing this basis, which e.g. coul®g 7). However, this is not the case,
sinceSL(2) ® O(6,6) is a maximal subgroup and does not allow an extension by rank, and e.g.
no O(7,7) subgroup exists ik .7), which, from this side, justifies that the eleventh direction
plays a differentdle than the other directions (see chapter one).

However, the eleventh direction does not need to be identified with the coordindtet, of
course, any compact coordinate can be chosen as eleventh direction. This yields different bases

(Egna _EI{)a Z?é n

leading to differenO(6, 6) subgroups, connected to the above by the Weyl reflection exchanging
e, With eg, generated by";.

Turn back to the abov@(6,6) subgroup. It shall now be investigated from another perspec-
tive: by looking at the action on the moduli. The action({6, 6) on the Cartan subalgebra part
of (3.25) can be seen by looking at the submatrix of (3.25) corresponding to the basis (3.32). This
yields a matrix with thepnTA*% on the diagonal. Theg, correspond to the radii of the compact-
ification torus transforming unde? (6, 6), while A/2 is the volume of the 7-torus including the
eleventh direction. The appearance of the factor'/® indicates thapgg, corresponding to the
radius of the eleventh compact direction, transforms as well under T-duality and is not decoupled,
as was pointed out e.g. in [79]. This transformation therefore mixes strong weak coupling duality
of the type 1B string [83, 4], that corresponds to modular transformations invojyghgwith a
transformation of the moduli corresponding to the compactification torus of type Il string theory.

Note that theO(6,6) in our formulation is not a symmetry of the action, but only of the
eqguations of motion.
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3.24 S-duality

Turn to the commuting L (2, R) factor in figure 3.8, which is a symmetry of the action (324)

It was suggested in [56] to interpret this factor like in the heterotic case [87]das-a4
S-duality, not to be confused with tldle= 10 S-duality of the type IIB string.

Interpreting the abov& L(2, R) factor as S-duality, &, symmetry exchanging electric and
magnetic sector is expected to be present. The natural candidaté’is Using (3.18), it is
interesting to note tha§'®” transforms the magnetic into the electric sector and vice versa, but,
considering the NS-NS-fields, takes the Kaluza-Klein sector into the 3-form field sector (and vice
versa) as well.

In the basis we have chosef?? has to be accompanied by @(6, 6) transformation in order
to transform the magnetic to the electric field strength of a specific vector field. This corresponds
to the above preserved metric (3.33), which is equal to

I1 52 I] s%.

1<j 1<j

3.25 Definitions of U-duality

Finally, the definition found for the U-duality group;)(Z) in (3.30), (3.31) shall be compared
with the definitions (1.3) and (1.4).

SinceEr is simply laced, the generators in (3.30) corresponding to simple roots generate all
other generators and therefore the whalg_ 7y(Z). On the other hand, the same is true for the
simply laced group® (6, 6, Z) andSL(7, Z) as subgroups df7,.7)(Z). Both groups correspond
to subdiagrams of the Dynkin diagram Bf and act in minimal representations. The subgroup
0(6,6) is indicated in figure 3.8, the subgroSi.(7) simply corresponds to erasing the regts
for the E; Dynkin diagram. Joining their generators together, we get the whole set of generators
of Er(47)(Z). The two definitions are therefore equivalent.

In the algebraic approach reviewed in [79], Weyl and Borel generators were used to define
the discrete group. These actually correspond tcstlad T generators in (3.31). For the Weyl
group, the identification

i _ & gk _ 7
5% = Sij, SV =Tk

holds, where hatted indices are the Weyl generators of [79]S§hm)rrespond to the exchange of

two radii, while theS“* correspond to a simultaneous inversion of three radii. Onlysth& are
elements of the T-duality group (6, 6), corresponding, as pointed out above, to a simultaneous
inversion of two radii and the radius corresponding to the eleventh dimension connected to type
IIB S-duality. The Borel generators are identified correspondingly.

3.3 U-Dualityind =3

The above construction has given generators for U-duality in dimendions3. However, an
analogous construction th= 3 seems difficult, since a proper quantization condition is unclear.
Therefore, the procedure demonstrated for the toy model in the last chapter will be now applied to
the full theory, assuming the the assumption of an additional compact coordinate does not break

2This is analogous to the manifestﬁL(z,R) invariant action from the duav = 1 d = 10 supergravity theory
in [87] for the heterotic string. The connection is obvious when all R-R fields are set to zero.
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the symmetry quantized by the DSZ conditiondn= 4. Note that this has an attractive side
effect: starting from a quantization conditiondn= 4, one constructs a symmetry iéh= 3 that
shall hold in the proper quantum theory as well.

The procedure is illustrated in figure 3.9. By compactifying M-theory on the torus, we can
choose eight different ways how to compactify first to four dimensions. This results in eight
E7(47)(Z) actingdifferently on M-theory fields. By compactifying the theory further to three
dimensions, these groups are merged together to form the three dimensional duality group.

T T T T T T T

=
o

[0 @@ OO0 0O0O0OO0OO

4d
3d

O P N W H» O O N O ©
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Er(+1)(Z) Evsny(Z) Eryry(Z) Eryny(Z) Ervn)(Z) Er41)(Z) Er(4m)(Z) Briiny(Z)
N J
G(Z)

Figure 3.9: Construction of Three-Dimensional U-duality

331 d=3Theory: The Egs) Coset

The compactification td = 3 is strictly parallel to the toy model: Choose the vielbein to be

E®Wa _ e¢/2E(3)a e_¢/2EM
’ 0 e /2 ’

whereu, « now run from0...2. Using the results of section (2.4.1), the Lagrangian may be
written as

£=—}EOR® 1 - EOT(PE) POW) (3.34)

provided a proper group exists obeying the conditions stated there. This group is (of course)
FEg(48), and the basis

St=<—E-?‘-

1 1ij 7
zj9v+EZ | - E™, _EZS))'

has already been introduced above and is discussed. (3.22), (3.24) show that the representation
generated by the adjoint action éns indeed thé6 representation in the form needed, and

S, 8] = QE;

follows directly from (3.18).
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Choosing proper normalizations, the Lagrangian is given by (3.34) avith 240, and the
scalar fieldV®) is
8
1
VyB) =y exp (—(/) Z hi> exp (y . S) exp (f E19>.

2" 4
=1

with
8MV(3)V(3)‘1 = QS’) + Plgg), QS’) € eg(+8), Plsg) € eg(48) — 50(16)

The scalar fields are

aun:gu?n 6/.L77:Hu37 Y= ( Z )7
Ouf = —SE@ere 2B, — Y00,y

The Lagrangian admits locf#O(16) and globalEg gy symmetry. Note that, again, the
bosonic Lagrangian does not single out a specific representatiéiy of). However, the248
adjoint representation dfs(, g) is the smallest (and unique basic) representatioBiQf gy, and
has a nice additional property: as already seen, it decomposes as

Egys)y D SL(2,R) x Eyyy)
248 O (2,56) + (1,133) + (3,1).

V'(4) therefore has block structure

56

Y@ _ 133

and contains the familigg6 blocks as representation matrix.
3.3.2 Identifying d = 4 U-Duality in thed = 3 Theory
Parallel to (2.21), an element

A€ Eyyry, A=e¥, X € er(4
acts withiny®) as

VW 5 YA~ and) — Dgg(A)Y

which is thed = 4 U-duality embedded into thé = 3 theory. As already mentioned, in the next
chapter it will be shown that the vectdrcarries thel = 4 charges by considering solitons.

The generators of the discrete group are identical to (3.30) resp. (3.31) B8hedjoint
representation ofg(g).
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3.3.3 Connectiontod = 11 fields

Parallel to the toy model, a suitable parametrization of the scalar coset matrix will prove useful
when addressing different orders of compactifications.
Define the fields

ol = Wi
o7 = 2n7 44l 4 %Eﬁ TP A 1 13) o 2) 42 o
Uy = f— (2 + 27%3903 - QHEEA(5+2)(3+2)(E+2))
—3—16623 ip T (M7 — 20™ A2 G+2) (ms2)) Ae+2)(@+2) (72)TRT
U = -+ T_E'j‘P; - f4(€+2)(5+2)(1Tc+2)775]_c
e LA o e s AT o)) T

Again, the polynomial transformation indicates that the additional terms might be understood as
BCH terms. Of course, this has been done on purpose, since one finds, using (3.18)

8 m 6 8
V@) = exp Z In (— H ef) hm> Hexp - Z 67_1?(6(77;0) *1)47“ ETP
m=1 n=1 p=0 q,r=8—p
8 .
=1

8 8
eXP | 3y > A(2+i)(2+j)(2+k)EJk—§ L ijg) (3.35)
1,5,k=1 ij=1

where summations have been spelled out, and the eleven-dimensional vielbein

e LEY™ B
(11)A
B 0 el

(2

e¢/2A‘iE(3)a e—¢/2A*%BN Bﬁmﬁf

0 ATiee2 pYipe
0 p;"

has been used. The’, ¥; obey, using (3.2),(3.4),(3.8)

Oup = —22EWe,,, (0 AP L OGR4 ooy

1 ..
+EEZJklmnpqauA(2+k

1
au\Ili = —§€2E(3)GHVPB;IP -

L mnpqr
=51 A1) 24) k) DA ) - m) @2 ) Al ) (24 0)241)

(2+1)(24+m) A (24n) (2+4p) (2+9)

~

(" 0uA k)21 2+i) — Ou™ Ay 24 2+))

DN | =

wherei, j, k,--- = 1...8. This is exactly the result of [71] found by direct reductionite- 3.
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3.3.4 Different Ordersof Compactification

Consider the different compactifications indicated in figure 3.9. Like in the toy model, eight
different ways exists how to identify a set @éf= 4 coordinates with fixed = 3 coordinates,
leading to eight different Lagrangians. Note that this construction puts iraledidections on

the same footing, that is, no specific eleventh "M-theory” direction is singled out, and therefore
goes beyond the string oriented conjecture of [56]. The compactification is then straightforward,
and the corresponding eight coset matrices may be read off directly from (3.35), if the vielbein is
put into a proper shape by a local Lorentz transformation, that is,

APASER*  eo2p-ip,  BMipe

- . ? - . = .
A~ieg $/2 B§4)Z',0;2 §4)zp;3 . B?(’4)l'p28
A .
0 0 ps e ps
0
0 e 0 pt ... P
0 0 0 ps
7 ~_ 1 bt ~ S ~ F-
2ATSER* o 92A-iB, B 5 | |
0 s 0 A pr
0 ps , Py
0 0 ﬁ 3 ﬁ 8
- 3 3
0 .
A-de-9/2 pWi, 2 B 3 BWi 8
€ 2+nP7 2+nP7 e Papahy
0 0 .0 B
(3.36)

Taking the sign change in the Chern-Simons term into account, the scalar coset matrix for the
compactification obtained by takiq@, 1,2, (2 + n)} as four dimensional coordinates is

3 isa G i ~ij
V;ﬁr)l = %1)(61' Vi, AGiva),(+2),(k+2), €7

Ay o ke2) = —AGr2),(+2),0+2) dk #Ln,
Az jroper) = —Ami2),Gra,kr2), Sk # Ln,
Aoy i) = —AsGrayke)y Sk #Ln,
A o)) = —Amt2)ske2y B#Ln
and
¢ = =9, i j# 1,
Y = =", j#Ln,
g = =Y, j# 1,
pin = _gnt
finally
T, U, i #1,n,
U, = U,

S
3
|

0.
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In each compactification, the U-duality group is generated by (3.30) resp. (3.31).

3.3.5 Joining U-dualitiesind = 3

As in the toy model, the coset matrices may be easily seen to be connected by, using (3.18),

3 14y-1 3 1
VO = (PSY) " by VY] RS
hy, is the natural lift toEg g) of the local transformation (3.3 L generates the Wey! reflection
exchanginge; with e, and is actually the additiondl = 3 T-duality in the first compactification
as in the toy model, anf,, is again a “parity” transformation that obeys

7
he7s+he+ hm
Pn _ (_1) 67816 m2=:n _ (5678)2(567)2(5%)2 2 <n< 77

P = (_1)h678+h6 :(5678)2(567)2.

P, is anEy 1) (Z) transformation corresponding to a charge conjugatiah-in4, but leaves the

fields AZ,@ B}L?j, j # n unchanged. As we have seen, this exactly corresponds to a specific set
of NS-NS fields.

Thed = 3 U-duality is therefore given by joining all
A, =P,St A (P,SL) !

whereA is an element ofS7 (.7 spanned by (3.19), and in the discrete case by (3.30) resp. (3.31).

3.3.6 d =3 U-duality group

It is easily seen from appendix A.1 that the intersection of two different U-dualities is exactly
FEg(16) as expected. Joining aM,, gives, in this case, the whole @y g). Thus, thed = 3
discrete U-duality is generated by the set of generators obtained by exponentiating the Chevalley
generators for all roots.

Since the248 is the unique basic representationfof sy and the adjoint itself corresponds
to the minimal admissible lattice, this coincides Wil 5)(Z) as defined above.

This completes the discussion of generators of U-duality+n 3.

3.4 G2(+2) in E8(+8)

It has been shown that the algelgia, - is embedded integ 5y by choosing any,4 subalgebra
in eg(1.8). This is parallel to the truncation of the physical theory

ds(1) 2 = ¢5(5) 2 4 q5(£6) 2

AM) = —%A“) AJ, J = 3(da® A dab + da™ A da® + dz® A dz'O) (3.37)
in [80], whereE§ is the flat six dimensional Euclidean spadés its Kahler form andd(!1), A()
is the eleven dimensional three form and the five dimensional one-form potential.

In the toy model, the discrete U-duality construction does not igld, ,)(Z), but a smaller
group. However, this may be seen as a consequence of the embedding Hfinto eg ),
involving generator sums at the level of the algebra, indicating a non-simply laced algebra.
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3.5 Summary

In this chapter, the structure of U-duality in M-theory has been investigated, and generators have
been given in all dimensions> 2.

The low energy effective theory of M-theory compactified on the torug te 4 has been
reviewed, and rephrased by giving the fundamebéatepresentation o, 7y embedded into
the adjoint ofeg(,g). By using the exponential mapping, the assignment of the 70 scalars of the
theory toez(, 7) generators was given.

U-duality was defined following [56] from first principles by imposing the DSZ quantization
condition. The resulting discrete subgrolip . 7)(Z) was analyzed by investigating discrete Lie
groups stabilizing admissible lattices in basic representations, using two simple ingredients: the
Birkhoff decomposition and the Euclidian algorithm. This gave also a definitialigpf g) (Z),
to be compared with thé = 3 U-duality, andG'y(2)(Z), where disagreement with toy model
U-duality ind = 3 is found as already stated.

T- and S-duality subgroups have been identified #a 4, and their role and action on scalars
(or moduli, respectively) and charges has been seen in some points not to correspond to the picture
in the literature, and clarified.

The definition of discrete U-duality as found in this thesis has been compared to the definitions
present in the literature, and it was found that they agree.

U-duality ind = 3 has been constructed by applying the same method as in the toy model and
extending the original conjectures. The merged U-duali@y #a 3 has been found to agree with
the above definition oty ,5)(Z). The disagreement &¥;(5)(Z) and toy model U-duality has
been argued to be caused by the embeddingf;) into eg(,.s) leading to a non-simply laced
algebra.
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Chapter 4

String Theory Solitons

4.1 Stringy Black Holes

411 Motivation

In this section, applications of U-duality on solitonic solutions of M-theory are discussed briefly.
A general review on solitons in string theory shall not be given, the reader is referred to extensive
literature (for a recent review, see [92]). Rather, some examples shall be given and put into the
framework developed in the preceding chapters.

Solitons in theories that correspond to the low-energy effective action on string theories have
been of interest for several reasons. On the one hand, they may be viewed as solitonic "coun-
terparts” of strings [56]. The charges carried by these solitons are Bbthrultiplet introduced
above. However [81], it is known that the fundamental string does couple only to the charges
in the NS-NS sector introduced above, while the R-R fields appear in the vertex operator only
through their field strengths. Thus, since U-duality demands objects that carry these charges,
this has led to extend the former picture of string theory considerably by open strings ending on
boundary surfaces, now known as D-branes. A detailed description of these objects may be found
in [81].

Macroscopic solitons of string theory that have a regular horizon are interesting in the context
of a microscopic interpretation of black hole entropy ([65], for a recent account, see [11] and
references). Since the Schwarzschild radius of a black hole is proportional to its mass, for suffi-
ciently large mass the Schwarzschild radius of a black hole will be larger than the string scale. A
string of this mass will then lie inside the black hole, and may thus be interpreted as black hole
itself. However, this gives a possibility to define black hole entropy by statistical means. One
may associate it with the degeneracy of string states carrying the quantum numbers associated
with the black hole. Attempts to calculate the black hole entropy for the general non-charged
Schwarzschild solutions have been made, but are problematic since the string state masses can
get renormalized. However, for a recent calculation where a agreement was found see [28].

However, the situation is much simplified in the case where no quantum corrections are ex-
pected, that is, for black holes saturating the Bogomolnyi bound and in theories admitting enough
supersymmetry. In this case, the general procedure is: fix the set of charges and find the string
and/or D-brane configurations that correspond to BPS states (mass=charge). One may then calcu-
late their degeneracy at weak coupling where the microscopic description of the states is reliable.
BPS states, since they break a fraction of supersymmetry, live in shortened multiplets, and the de-
generacy is not expected to change when the string coupling is changed. Therefore, one may then
increase the string coupling to sufficiently large value such that the state becomes a black hole.
The entropy of this black hole should then be given by the degeneracy calculated at weak cou-
pling. To verify the correctness of the result, one may then look for a string soliton corresponding
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to black hole carrying the same charges and mass, and calculate the Bekenstein-Hawking entropy,
and agreement was found for various cases. ot 2 supersymmetric theories, it was found
that higher derivative terms need to be incorporated into the low energy effective action to reach
agreement with the microscopic calculation (see [11] and references).

Some application of U-duality within the context of black holes in string theory shall be given
now.

4.1.2 Black holesand U-duality

Those solitonic solutions that saturate the Bogomolnyi bound and carry just one chargé6n the
dimensional charge vector will be called elementary. They preserve half of the supersymmetry,
corresponding to the fact that just one non-zero charge exists and hence all eigenvalues of the
central charge matrix are equal. The Killing spinor equation will be solved explicitly in section
4.3.1.

Such a solution was found in [43]. An easy embedding thte 4 maximal supergravity is
given by settingd ;; yp = 0, which corresponds to the above solitons charged under one Kaluza-
Klein gauge field.

The solution is then given by one harmonic functidn The metric is of the form

ds? = H=Y2qt2 — HY2(dr? + r2dQ).

where standard spherical coordinafest, ¢} have been chosen. Select and fix one specific

k € {2...8}. Set the remaining diagonal components of the internal metric to one (notations are
as in the preceding chapter), all off-diagonal components and the internal three-form potential to
zero. Furthermore, set all gauge fields to zero except one, which is the Kaluza-Klein gauge field
corresponding to the directidn One then has

BY* = _H=29,.H, g, =H,

all other fields zero, with

As shown in the next section, this solution corresponds to a bodstel Schwarzschild solution
and preserves half of the supersymmetry. It has a nasty property: in the canonical Einstein metric,
it is a naked singularity, whose gravitational force is "dressed” by the anti-gravitating effect of the
dilaton. The interpretation as soliton in this frame seems difficult, however, in the Weyl rescaled
"string-frame” it has an ordinary interpretation as soliton interpolating between two vacua, which
may be seen to be Minkowski spacetime in the asymptotically flat limit at spatial infinity and
the Robinson-Bertotti vacuum down an infinite Einstein-Rosen throat [31]. These solitons with
charges in the NS-NS sector are exact classical solutions to type Il string theory [56], not only of
the low energy sector.

Since the solution saturates the Bogomolnyi bound, gravitational and electromagnetic forces
cancel each other, and is is not surprising that one also has a multi-black hole solution

reflecting the fact that there are no forces between the constituents, allowing a superposition
despite the nonlinearity of the Einstein equations. Such a multi-black hole will be used in the
next section.
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The solution has a dual magnetic solution given by

ngk = r2sin 69, H, ik = H™,
with the harmonic form
P
H=14+—
|71

for the single soliton with magnetic charge P, and

P,
H=1
R

for the multi-magnetically charged black hole.
Remember from the preceding chapter that the gauge fields are multiplied a basis vector

St = (— Lt EY| - Elﬁ,—Ei,)
that spans th&6 representation ok’ 7). Since
€9 = €1 — €189 + €7z — €5k
both solutions are transformed into each other by
G189 gkj8 gi :

reflecting a mixed T- and S-duality transformation, as defined in the preceding chapter.

Solutions charged with respect to the other gauge fields of the theory may now be obtained
by the action ofE; (7 (respectively,E7 7 (Z)). They correspond to wrapped membrane and
five-brane solutions of M-theory. While the generators take single charge solutions to single
charge solutions, th€ generators will yield solitons with multiple charge.

Note that the solitons may carry electric or magnetic charges, but there are no dyonic states
in this Kaluza-Klein multiplet. Looking the above representation space basis, one sees that no
corresponding’ generators exist. This is not surprising, since the dyonic solutions are known to
have a different conformal structure, while U-duality does not act on the space-time metric.

Dyonic solutions were considered in [43] and shown to preserve a quarter of supersymmetry
in [25], corresponding to two eigenvalues of the central charge matrix being equal to the mass.

They are given by choosing two nonzero gauge fields in the Kaluza-Klein sector and two
nontrivial diagonal metric components, while the other diagonal metric components are one, and
all other fields except the metric zero. Choose and fix two numbgisc {2..8}. Then, the
solution is given by
Yk

Bi" = —H{?0.Hyi, g = H

Bg{;)] = r%sin 09, Ho, 957 = H{l

with the harmonic functions

H=1+—=,H=1+ —,

71 7]



4.1. Stringy Black Holes

and the spacetime is given by

ds? = H{ ' Hy ' Pa® — B HY* (dr® + r2d9)
(4.1)

which reflects the "harmonic function rule” for intersecting solutionsiof 11 supergravity
reduced tal = 4 [95].

We may now give another solution by transforming e.g. the vector fiBIds* to Fl =
—H{]‘:c andB@/J to Fg’j = —Hg simultaneously for a fixed, such thath’,-c carries charg€)/2
andFy; carries chargé®/2.

Looking again at the bas8, this corresponds to the following, 7)(Z) transformation:

5189 53128 S’_“—. 5129
J
The transformation of the scalars under thig_, 7)(Z) transformation is given by the relations

g%g%A'—lp _ g;;lA—lﬂ
GiigipD 1 = g AT
g%;_.lALlﬂ = grg A Y2
g AT = grggp a2
Q;FQZTA,_ID = 9%?927A+1/2 (7,1 # k,i,7)

which is identical to the relations given in [24] as discretg , 7) transformation between the "3-
form” solution and the KK dyonic solution. The latter was calculated from scratch and compared
with the KK dyonic solution in [24]. Note that the explicit knowledge of the actiodgf, ;) on

the fields coming from the dimensional reduction renders this calculation obsolete!

Other solutions corresponding to BPS solitons that preserve 1/4 and 1/8 supersymmetry have
been identified with multi-particle bound states of the “elementary” solitons charged with respect
to different gauge fields [32]. Generically these correspond to intersecting p-brane configura-
tions in higher dimensions [94]. The most general 1/8 BPS soliton is known to depend on five
parameters, four charges and one relative phase.

This solution was given in [23] in the NS-NS sector of the heterotic string and shown to be an
exact solution of the string theory to all orders. It shall be embedded into the notation of this thesis
here. The solution carries five charges that are associated with the gauge fields of the theory as
follows: Pick two internal dimensions, s@and10. One then has electric and magnetic charges

4)
B : (Q1,0) ot 5(@2,0)
4) 10 1
BL) : (g, P1) VVSTIE 5(—% P)
For completeness, the explicit form of the fields shall be given here: Define 5 harmonic functions

T

.

P p
f=1+0 Fl=1470
r

=(P; P
A qr+ 3P+ P) 4.2)
T r+ P
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and
D =FKfk— A’F2.
The gauge fields are then

B = FfkD !
4)9

BY? =0,
to11 = %F%ka*l,
$o11 =70

BWY = _AR2D !,

Bgl) ’ = Pi(1 —cos®),

A 10,11 = AF?fkD ™,
;510’11 = P5(1 — cos¥)

and finally the metric and moduli are

ds® = \(r)dt? — X7 (dr? + r2dQ),
A= FkD /2
(pr111)Y2A~Y2 = D12
(p11,11)?pog = FK,
(p11,11) 2 p10,10 = fE,

(p11,11)Y2p9,10 = AF,
Ag 10,11 = 3AF,

Oy oW = AF2k719,(fk).

That this solution corresponds to the "most general” solution can be seen as follows: Consider
the asymptotic value}?éﬁf) of the scalars. In the above solution, it is actually the identity matrix.

The combinatiorvéﬁf)z, whereZ is the charge vector, is then invariant with respecEt;Q+7),

but transforms with respect t8U (8). The subgroup obU (8) that stabilizes the above charge
configuration isSO(4) ® SO(4), and thus the symmet§U (8) /(SO(4) ® SO(4)), acting on the
solution, generates new charge configurations with 51 new charge parameters. The general black
hole is then given by acting with afi;, 7 transformation on the scalars, which Iea\)&)z
invariant, but changes the asymptotic values of the scalars and dresses the charges.

The generating solution was recently discussed in another framework in [5] which corre-
sponds to a truncation tv = 2 supergravity withinV = 8 supergravity. However, both solution
should be related by a field redefinition afé ., 7) transformation. This is work in progress that
should not prove to be too difficult. Since the solution has a regular horizon and Bekenstein-
Hawking black hole entropy

S = 277\/@1@2131132 — 1P+ Py)2.

In [5], the entropy was derived by using the central charge matrix and the quartic invariant of
E7(47) directly. It is a most interesting task to perform a state counting for this solution and
compare the result to the above entropy, since this would indeed give "the most general” counting.
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A useful tool in this is again U-duality. Since it transforms the charges, it may be used to find
different charge configurations that simplify the calculation. In [6] a transformation to a purely
RR charged soliton is considered, and the corresponding relation to the charges of a system of D3-
branes intersecting at nontrivial angles such that 1/8 supersymmetry is preserved is considered, as
well as a D0-D4 brane system. The microscopic state counting has, for the general solution, not
been performed yet. However it has been done for the solutiongwittd where agreement was
found (see references in [6]). This is a stimulating subject for further study.

4.2 Elementary solitonsind = 3

In this section, the elementary solitons are embedded intd a8 theory.

Consider the elementary multi-BPS solitons given above where copies of a single BPS soli-
ton of the four dimensional theory are put along the 3-direction with distanéeamong two
of them. The force equals zero condition allows this, though configurations of this type have
also been studied for Schwarzschild solutions. Usually, this reduction is called direct or vertical
reduction.

This corresponds to the harmonic form

zZ
+ 22 + (z3 + 2mRn)?

=127

whereZ = @, P for the electric resp. magnetic case.
The above sum is logarithmically divergent, but the divergence can be regularized by adjusting
an additive constant. One can add e.g. a regulator of the form

A
2nRn’

The derivatives of H with respect to the Cartesian coordinates shall be studied. It has been shown
in [89] that the dependence of H an falls off exponentially if the compactification radius is
small. To study the derivatives with respectag, 2, the summation is approximated by an
integration [65], which finally yields

Z
Hox —1
x 5 R np+C

where we introduced polar coordinates= +/z7 + 3 and#*. The result depends logarithmi-
cally on p and therefore corresponds to théveasolution of thed = 3 reduced field equations
(harmonic function inl = 3). Thed = 3 fields read

ds®> = H 'dt* — dac?, e?® = H71/2,

plus
_ Q
r=H, 1079 = 0
Ikk » Tk ArR
in the electric and
z P
___ gt k9
ik 7 4R

1See also [7].
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in the magnetic case, whenes; as in the preceding chapter. This corresponds to the vortex solu-
tions studied in [89]. Note that this solution is not asymptotically flat, therefore an interpretation
as soliton seems difficult [79].

Underf — 6+2m, one encounters the discrete- 4 charges by the shiftg, — 779+ Q/2R
andn* — 7* + P/2R. Full rotations translate to discrefe; | 7y transformations parallel to
[89]. Note that the charges are "dressed” by the compactification radius.

Note that the electric and magnetic solutions are embedded in a perfectly equal way. The
spectrum significantly unifies it = 3, since only particle and string-like configurations survive.

4.3 Null-Killing Vectorsand Killing Spinors

In this section, a result by Gebert and Mizoguchi [42] shall be discussed.

43.1 Example

Consider the metric

ds®) 2 = (1 — 7;—0) dt? — (1 — iﬁ)_ldﬂ — 1240 — dy?

in five dimensions, corresponding to a Schwarzschild black hole smeared along the fifth spacial
direction M gchwarzschild< R)- Apply an infinite boost along the fifth direction as

()= (= &) ()
y —shg chg y )
In the limit 8 — oo, rg — 0 andrge?® — 4¢, the metric takes the form

ds(®) 2 = (1 _ ?) dt? — 22 dtdy — (1 n ?> dy® — dr? — r2dQ. (4.3)
T T

r

The parameter g has a physical interpretation: it may be viewed as electric charge when compact-
ifying the fifth dimension. To see this, one may write the metric as

ds®? = p_lGEﬁ,)da:”da:” — p*(dy + B,dz)?
corresponding to the standard Kaluza-Klein reduction wiitfifhein
1 (4
EG" = ( P2 pBy ) (4.4)
0 P
which yields an Einstein-Maxwell system plus dilatondie= 4. Explicitly, one gets

1
— 7)2 —s5.4 !
p_<1+7") ’ B“_dutr<1+r> ’
1 1
(4) _ q\ 2 52 a\2 ;2 | 2
ds (1+T) dt +(1+T) (dr? + r2dQ)
which is a static, asymptotically flat solution, with electric charge

1
Q= lim 1°0,B, = 1

r—00 4

and ADM mass, by evaluating the Komar integral for the Killing vedégr

L _q_
M——Erlggor 8TgTT—Z—Q.
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The above metric therefore saturates the Bogomolnyi bddnd Q. In this limit, the spacetime
structure corresponds to a naked singularity, which is "dressed” by the anti-gravitating effect of
the scalar field.

The infinite boost has yielded a configuration that saturates the Bogomolnyi bound upon re-
duction. On the other hand, it has given a configuration with covariantly constant Killing vector
in d = 5. To see this, write the above metric (4.3) as

2
ds? = —dudv — “Ldu? + r2dS)
T
where light-cone coordinates

u= \/§_l(y —t), v= \/5_1(?; +t)

are used. This is a special case of a pp- or Brinkmann wave [9], admitting a covariantly constant
null-Killing vector

XMaM = 8u, DMXN =0.

Therefore, the authors of [42] investigated if the existence of a null-Killing vector together with
a another space-like Killing vectmecessarily implies the saturation of the Bogomolnyi bound
upon reduction along space-like direction. This was done by considering the geometrical proper-
ties of such solutions to the Einstein equations.
Here, the question if a null-Killing vector together with a (commuting) space-like Killing
vector imply saturation of the Bogomolnyi bound shall be viewed from another perspective.
Consider again the above example. One may easily see thatthHesolution, in the context
supergravity, preserves a fraction of local supersymmetry, as is well known in the literature. This,
on the other hand, automatically implies the saturation of the Bogomolnyi bound in the reduced
theory [25]!
To see this, consider a supersymmetric embedding of the above situation, that is, e.g. simple
d = 5 supergravity. As already mentionefl= 5 simple supergravity contains, apart from pure
gravity, a 1-form potential ,; and a Dirac spinow ,,. Truncating the theory to pure gravity by
settingA; = 0, ¥, = 0, the supersymmetry transformations are [13]
SEQ =0
0AM =0

1
00U = Dpre = Ope + ZOJMAB’)'ABG

with thed = 5 gamma matrices

™ = {fyla Yo, 7:75}7

where~;, v are thed = 4 gamma matrices, angs as usual, and“? is the antisymmetrized
product ofy4 and~B. Thus, a nontrivial supersymmetry transformation is given by finding a
Dirac spinore that is regular and covariantly constant in the whole space, that is,

0¥ = Dye = 0. (4.5)
The integrability condition of this equation is

[Dar, Dn)e = Ry n°Fyope =0
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whereR s yop is the Riemann tensor, which upon contraction withby using the first Bianchi
identity yields

-RMNF}/]V6 = Oa
and by multiplication withR y;;,v%, whereM is not summed over
RunRyNe=0

which was called a "Ricci-null” condition in [36]. Thus, if the gravitational equations of motion
(Ricci tensor equal to zero) is satisfied, the equation is integrable, however, finding a Killing
spinor does not always imply that the equations of motion are satisfied, since there might be cases
when the Ricci tensor is "null” but not zero.

Here, a solution is easily found: Split the curved indices ihfo= {i,u,v} and the flat into
A = {a,—,+}. Choosing the vielbein

5* 0 0 —0ap 00
EO4=1 o 1 H,|, na=| 0 0 -1],
0 0 1 0 -1 0

whereH = ¢/r, the only nonzero connection coefficient is
Wya— = O H
and thus a solution is given by a constant Dirac spigarbeying

Y+€0 = 0.

Thus, the above solution is a solutiondo= 5 supergravity that preserves half of the super-
symmetry. When performing a Kaluza-Klein reduction along the Killing directiothis is also
a solution ofd = 4 supergravity. The reduction does not break supersymmetry, and thus the
d = 4 solution is also supersymmetric, and furthermore, as seen above, asymptotically flat and
static. For such configurations, the Bogomolnyi bound holds between mass and charges [25]. It
is saturated, if and only if (4.5) holds, that is, a regular Killing spinor exists globally, which is the
case.

Thus, the saturation of the Bogomolnyi boundiia- 4 may be understood as a consequence
of the fact that thel = 5 solution admits an exact Killing spinor (or is a "spin-manifold”). This
is a simple condition, and it should be interesting to compare it to the perspective of [42].

4.3.2 Null Killing Vectorsand the BPS Condition

General metrics admitting a null-Killing vector were investigated closely in [60]. A correspond-
ing vielbein was the starting point of the investigation of [42], augmented by the further assump-
tion that another space-like Killing vector exists, commuting with the null-Killing vector. The
saturation of the BPS bound was then derived by using a coordinate transformation to obtain a
space-like and time-like Killing vector from the above and reducing along the space-like Killing
vector. Choosing a Weyl rescaling of the metric such thadtke 4 gravitational Lagrangian is
Einstein-Hilbert, the Komar integral was then (by using the equations of motion) evaluated for the
time-like Killing vector and shown to give the mass equal to the purely electric charge, assuming
that the spacetime is asymptotically Minkowskian.

As in the example, this result would follow automatically if the space considered in [42]
admits a Killing spinor. If the theory is reduced along a space-like direction and is asymptotically
flat, the Bogomolnyi is saturated if an exact Killing spinor exists tending to a constant at infinity.
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It shall be investigated here if this is the case by considering a general vielbein obeying the
above properties.

Consider a metric admitting a null-Killing-vectg™ 9, = 9, and a space-like Killing vector
Moy = 0, in d + 1 dimensions, where andv are light-cone coordinates as above. Split the
curved coordinates intd/ = {u, u,v} and the flat coordinates intd = {«, —,+}. A general
vielbein in this configuration is given by [60]

BV w, SC, 64 0 0O

gld+DA _ B B
M = 0 wy, SCy , TAB = 0 0 1

0 0 S 0 -1 0

In [42], a coordinate transformation was used to obtain a time-like Killing vetit@and a space-
like Killing vector 9, from @,, 9, by

u=pt+ry, v=qt+sy.
The vielbein may then be identified, using a local Lorentz boost, with Kaluza-Klein reduction
vielbein (4.4). This results in thé = 4 U(1) gauge potential
By, = \/ﬁ_l(um +SCn)p Y, By = 2;9 — (ps —rq)p 2Swy
and dilaton
p = 28wy (Cy + s/1)]/2,

This configuration was argued to be purely electric in [42]. Here, this shall be used from the start
to simplify the calculation. Assume therefore

B, =0, SC,=—un

This will significantly simplify the above vielbein. The null-Killing vector obeys a normality
condition [60] that implies

Swyr = Woyu

where u shall be identified with the above light-cone coordinate. Then the vielbein may be put
into the simple form

EXY 0 0 (d-1)a —0gp 0 0
E(le)A = 0 z wy | = ( EMO Oa ) ,  TMAB = 0 0 -1
0 0 € 0 -1 0
wherei = {u,v} anda = {—, +}.
A necessary condition for the Killing spinor equation

DMEZO

to be integrable is that the Ricci tensor obeys the conditiorﬂ%ﬁs null. Since itis assumed that

the above vielbein obeys the equations of motion, that is, the space is Ricci flat, the Killing spinor
equation is integrable. It remains however to check whether a Killing spinor exists admitting the
correct properties for a saturation of the Bogomolnyi bound4a 4. For this, it has to be regular

on the whole space and to approach a constant on a sphere at infinity.
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To investigate the Killing spinor equations, one calculates the non-vanishing components of
the spin connection with the above vielbein. They are

(d+1) _  (d-1)
Yapy = Yapy

d+1 i
S — eitner

where(ab) means symmetrizedgb] antisymmetrized indices. L€l 5,} be a representation of
the gamma matrices ih+ 1. The Killing spinor equations then reduce to

(0u + 7wuasT P )e = due + - (T*(Oa(zy)) D™ + T*(0a) T e = 0

4 4
1 1

0y + Z%ABFAB)E = Dpe + Z(ra(aa:c)ﬁ)e =0
1 (4

(0, + waibl)rab)e =0

The Killing spinor should be asymptotically constant in the reduted 4 theory in order to
saturate the Bogomolnyi bound. Therefore, one has to demand

Oy€ = Ope = 0.
Thus, the first two equations become

(D% (xy)L ™ +T*(0pz)[T)e=0
I*(px)[Te=0

These equations have a nontrivial solution onlydgr = 0, that is,z is constant.

One may now investigate if this is a consequence of the equations of motion and the above
assumptions. The equations of motion show thigta harmonic function on thé— 1 dimensional
Riemannian space with Weyl-rescaled vielbce'rr?E(,‘f_l)“. However, only if the functiorr has
compact support, it is actually constant! But one may not assume this to be the generic case,
which seems to make it impossible to find a proper solution!

If x is constant, this however implies that the above solution is actually a Brinkmann wave,
with covariantly constant null-Killing vector [60] (the covariant derivativexdf’ vanishes for
constantz). Such waves and their supersymmetry have been studied closely in the literature
(see e.g. [36] and references for a recent treatment). In the above situation, the Killing spinor
equations reduce by demanding

Y+€ = 0 (46)
to
1 (d—1)1ab
(8M + Zwﬂab r )6 =0

Thus (at least) half of the supersymmetry is brokeFhe integrability condition of this equation
is Ricci-flatness for the connectiwﬂi;l), which, using the constancy ef is again thel + 1
dimensional field equatioR,,, = 0.

Coming back to a five-dimensional example as in the preceding sectioh;fdr= 3 Ricci
flatness implies flatness, and the spinor is not further constrained. For higher dimensions, the
supersymmetry might be further broken on the transverse space.

2Note that, ifd + 1 is even, the condition (4.6) may be seen to be consistent with the spinor decomposition when
reducing tad dimensions [25]



4.4, Summary

Finally, it shall be commented on the speculations that these solitons might be suitable to
probe the structure of the hyperbolig. Eyq is supposed to arise upon a null reduction to one-
dimensional supergravity as a symmetry. If the above solitons, howevey, cimstruction not
depend on the light cone coordinates as assumed here, a direct reductien toby forming
periodic arrays in transverse space will always yield a trivial, that is constant solutibge-if,
and it seems hard to imagine a nontrivial interpretation of this scenario.

44 Summary

In this chapter, soliton solutions of M-theory and connected applications of U-duality have been
discussed.

Soliton solutions that correspond to black holes with regular horizon allow a microscopic
interpretation of black hole entropy by using duality symmetries and counting of D-brane and
string states. These corresponding concepts have been reviewed and explained.

Elementary solitons carrying just one nonzero charge have been introduced, as well as dyonic
solutions, and applications of U-duality on these solutions have been given. The most general
spherical symmetric black hole has been embedded into the conventions of this thesis and re-
viewed, its relevance to the microscopic entropy discussion and the importance of U-duality in
this context has been shown.

Elementary solitons id = 3 have been constructed by forming periodic arrays # 4 and
direct reduction tal = 3. They have been shown to carry tie= 4 charges, dressed by the
compactification radius, and discrete U-duality transformations correspond to travelling around
the solutions on full circles.

The question if the existence of a null-Killing vector implies the saturation of the Bogomolnyi
bound has been addressed from a supersymmetric point of view. It has been shown that, in
general, both assumptions are not equivalent in this view. The solutions have, however, been
argued not to be suitable to probe a hyperbolic symmetry in M-theory.
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Chapter 5

Conclusions and QOutlook

The main results of this thesis shall briefly be summarized.

M-theory admits a class of large non-perturbative duality symmetries, called U-dualities,
putting all the moduli of the theory on the same footing. These symmetries may be constructed
from first principles in the low energy effective approximation by imposing the DSZ quantiza-
tion condition. This breaks the classical duality symmetries present in these theories to discrete
subgroups. For M-theory compactifications on the torus, these groups were investigated in this
thesis.

In a toy model resembling the low energy effective limit of M-theory, it was shown that a
hidden classical duality symmetry may be "uncovered” by using a proper set of fields. The DSZ
condition was shown to break the classical group to a discrete group, which turned out to be
SL(2,7), acting in the4 representation, with standard generatdrs§. Thed = 4 discrete
groups acts as electric-magnetic duality with theta term in the asymptotic limit, but always mixes
all four types of charges.

Upon further compactification té = 3, different views of the compact theory by choosing
different orders of compactification lead to differeht= 4 U-duality groups embedded into the
d = 3 theory. These groups merge together to formdhe 3 U-duality. It turned out that the
discrete group given by this construction is strictly smaller than the one expected from the action
of admissible lattices in basic representations. This indicates that, even in the most simple case of
toroidal compactification, the discrete groups need to addressed with care, and the same should
be kept in mind when addressing truncations of M-theory, as the toy model corresponds to such a
truncation.

For the low energy limit of M-theory, compactification on the torus leadsdo-a4 theory
that exhibits a classicdl7(, 7) duality. This theory can be made more manageable by embedding
theer(, 7) algebra intag gy and defining the fundamentab carried by the vector fields and the
scalars of the theory by the adjoint action of the, 7) subalgebra withirg ).

The discrete U-duality is given by imposing the DSZ quantization condition. The representa-
tions space may then be chosen to be an admissible lattice. Lie algebras acting on those lattices in
basic representations are generated by the analogies 87it%7Z) S, T' generators for all roots,
and thus, a set of generators for the discrete U-duality gfoypy)(Z) is found. Subgroups iden-
tified with T- and S-duality involve subtleties and mix non-trivially, e.g., a true electric-magnetic
duality for one specific gauge field is always a combination of S- and T-duality, and the string
coupling constant related to tlile= 11 compactification radius always transforms non-trivially
under a T-duality.

Using the definition of generators @f;, 7)(Z), the different definitions of U-duality given
in the literature are seen to agree.

U-duality ind = 3 is given by merging the discrete= 4 duality groups embedded into the



d = 3 theory together. For M-theory, this gives the expected result: The U-duality graliz i8
agrees with the definition dfg,g)(Z) by the action on admissible lattices.

Solitons in the theory play an important role as counterpart of strings, and especially for a
microscopic interpretation of black hole entropy if they correspond to black holes with nonzero
horizon. Elementary solitons correspond to naked singularities dressed by an anti-gravitating
dilaton, and fill the56-plet by the fact that the representation is minimal. Explicit knowledge
of U-duality proves useful when calculating multiplets of dyonic black holes. The most general
spherically symmetric black hole has five nhonzero charges, and all other charged black holes of
same topology are generated from it. However, no state counting procedure has been found yet
for this black hole, and U-duality is a useful tool to look for configuration that might allow such
a counting.

Thed = 3 analogies of the elementasly= 4 solitons are shown to be vortex solutions, and
discrete duality transformations correspond to traveling around them on a full circle.

Finally, purely gravitational solutions that admit a null-Killing vector and a space-like Killing
vector and are asymptotically flat when reducing along a space-like Killing direction were shown
in the literature to saturate the Bogomol'nyi bound. This would follow immediately if these solu-
tion can generally be shown to be supersymmetric, however, for the most general case, this seems
not to be possible. The solutions seem not to be suitable to address the questions of hyperbolic
symmetries in M-theory, since they are trivial in the corresponding reduction.

Several future directions of research are suggested by the results of this thesis.

The methods to study U-duality are quite general and also apply to compactifications of
M-theory that admit less supersymmetry, and it is interesting to study corresponding U-duality
groups from a physical and mathematical point of view in this context.

U-duality has several other applications for which a precise knowledge of the discrete group
proves useful. Apart from the search for a proper regime that allows a state counting of the most
general spherical symmetric BPS black hole, it may e.g. be applied to determine counter-terms
and non-perturbative effects in string theory, a subject not reviewed in this thesis. A precise
definition of U-duality as given here might prove useful in this context as well.

The method used to constru¢t= 3 U-duality can be extended to lower dimensions. This
would then yield a discrete subgroup of an affine or hyperbolic group, and would, which is even
more attractive, make contact to the quantized approaches in these dimensions. This might give
new insights into the structure of M-theory, and it should be interesting to consider this "stringy”
symmetry and compare it to e.g. the known quantized symmetriés-ia.

Finally, it is interesting to connect the discrete group construction found here to the super-
groups discussed in [58] and references.
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Appendix A

Lie Algebrasand Maple Procedures

In this appendix, definitions and conventions for Lie algebras are introduced and procedures are
presented that generate representation matrices for highest weight representations of simple Lie
algebras. The weights of the representation are demanded to be nondegenerate, except for adjoint
and basic representations that include zero weights with degeneracy equal to the number of simple
roots among the weights. A procedure to study tensor products is discussed as well.

For the work presented in this thesis, these procedures were used to generate and investigate
representations af ), ¢7(17), es(+8) as well asgy(2), for discrete subgroup calculus and for
the calculation of coset spaces. For further study, the procedures were extended to general Lie
algebras.

As platformMaple V Release 5 was used. A description of its syntax and procedures
may be found in [14, 15]. However, the procedures were programmed to be as simple as pos-
sible and may be migrated to any other platform or programming languagdsdiRE RAN, C
or LISP with minor changes in the syntax and by using standard procedures e.g. for matrix
inversion.

A.1 LieAlgebras: Definitions and Conventions

For the necessary mathematical background in Lie algebras used in this appendix see [61, 57, 48].
A collection of tables and useful recipes can be found in [70, 91]. The necessary definitions and
conventions shall be briefly recalled in this section.

A.1l1 LieAlgebras

Some general definitions shall be stated first.
A Lie algebra may be defined as a vector spacever a fieldF (taken to beC or R in the
following) with bilinear brackety x g — g : [z, y] — 2z satisfying

[z, 2] =0, x € g,
[z, [y, 2]] + [2,[2, z]] + [2, [z,y]] = 0 (Jacobi identity, z,Y,% € g.

A subspace’ C g closed under the bracket is called a (Lsabalgebra of g. If [g,g'] C ¢/, itis
said to benvariant. Any algebra that contains an invariant subalgebra is cafiéutible, while
an irreducible Lie algebra is callestmple. Only those algebras will be of interest here.

An important class of subalgebras may be given by using two further definitions: For a sub-
algebrag’, one may define theormalizer nin gbyn = {z € g | [z, ¢'] C ¢'}. Furthermore, the
adjoint of an elemeny € g is defined by the map adz € g,y — [z, y|, and an algebrg is said
to benilpotent if (adg)™=0 for somen € N. A Cartan subalgebrah C g is then defined to be a
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subalgebra that is nilpotent and equals its normalizgr For simple Lie algebras ovét, Cartan
subalgebras are abelian, and the action of a fixed Cartan subalgebra may be simultaneously diag-
onalized. This plays a central role in defining proper generators of a Lie algebra. A general set of
generators shall now be presented and discussed.

Define anl x I (generalized) Cartan matrix A¢ by demanding that}, = 2, Agj € —Nfor
1#£ 7] andAgj =0= A?i = 0. It is assumed tha#® is symmetrizable, that is, a nondegenerate
diagonal matrixD exists such thaD A? is symmetric, and that it may not be put into block-
diagonal form by the exchange of rows and columns (ensuring irreducibility).

To each such Cartan matri¥® a Kac-Moody algebra may be associated generated by the sets
{E;,F; |1 <i<l}and{H; |1 <<}, and the generators satisfy the following relations:

[H;, H;] =0, 1<4,7 <1,

|E;, Fi] = H;, [E;, Fj] =0 1<i#j<l,

(Hi, By = ASE;, [H;, F] = —ASE;,  1<i#j<l,
(adB;) =5 (By) =0, i # 3,

(adE;) 43 () = 0, i (A1)

The{H; |1 < i <1} € hobviously form a Cartan subalgebra.

The last two relations are call€gbrre relations. If the matrix DA? is indefinite or positive
semi-definite, the algebra is infinite dimensionalDIf? is positive definite, the above Lie algebra
is finite dimensional. This will be assumed in the following.

A realization ofAfj may then be given on am-dimensional real Euclidian space with scalar
product- by defining sets of vectof¥? = {«;, ..., «;} for which

ai-aj

Otj . Oéj
The setdI® are called sets aimpleroots. In view of (A.1), theE;, F; will be denotedE,,, E_,,;,
and theH; by H,, in the following.

A multiple commutatorX = (ad Eq, )* ... (ad Eabn)“"Eaan, if nontrivial, satisfies
[Ho;, X] = (o, )X, wherea = ) . a;on, + ap, ., b € {1,...,1}, a; € N, and is there-
fore associated with th@ot «. Theset of all rootsis calledA?, and from (A.1) it may be written
asA® = A% UA?, where

Af ={a|la= zriaai,rf‘ € No},

7

A ={ala=) rifo,ry e -No}
%

are called the sets @bsitive and negative roots. The{r¢} will be calledroot coordinates.
For the rootsy € A® the following properties may be shown from (A.1):

0¢ A"
aclA? = nag¢g A* neZ|n| #1,
aelA! = —aeA’
a,B €AY = 04(8)=0—(B,a)a €Al
a,f €AY = (B,a)€Z. (A.2)

Theo, are called\eyl reflections and form théAgyl group W. It may be shown that, it € A8,
o € W exists such that («) € I18.
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Recall that, investigating (A.2), it may be shown that the finite dimensional simple Lie alge-
bras split intosimply laced Lie algebras, where all roots are of the same length,renesimply
laced Lie algebras with exactly two different lengths. The simply laced algebras fall into three
classes, denoted ly, 9; ande;, while the non-simply laced algebras are classifiet as, {4 and
go. Their Cartan matrices may be conveniently giverDiyykin diagrams.

Dynkin diagrams are defined to halveertices, with vertices and;j connected bYA | lines
if |Af;] > |AJ;|, and an arrow pointing towards vertgxf |Af;| > 1, that is, pointing towards
the shorter root. The Dynkin diagrams for simple finite dimensional Lie algebras as used here are
listed in figure A.1.

°
a6
a oo o o o
a1 a2 asg ap—1 ag al a2 as aq as
o,
b, & - —€ > *o—o oo o o
ai a2 as a1 o ail a2 as ag as ag

Ias
¢ —e® o—eo oo o—o .

a1 a2 [e%] -1 a1 a2 as Qg Qs (1] ar
ap—1
0 fa g2
[e3} a2 ag a2 o a1 ag as oy [« %} a2

Figure A.1: Lie Algebra Conventions

The root systems shall now be described in more detail in order to present generators and relations
for the full algebras. Consider an Euclidian space with standardégsis ,  and scalar product
& - €; = 0;;. For the simply laced Lie algebrasg, 0;, ¢; the simple roots may be represented as

Hal = {alzel_627a2262_637"'aal:el_el+1}7
M = {ay=e1—&,...,aq0 1=€ 16,0, =61 +8},
I = {a1 =6 €1, -1 =€ — &, =—g(e + - +&) + 6 +e + e}

(A.3)
satisfyinga; - «; = 2 for all simple roots. They span the remaining roots by

A ={ala=) rla,rfeNVre € Ny, a=2}.

i

The roots for the non-simply laced algebbasc;, 4, go are connected to those of the simply laced
algebras by second and third order automorphigras specific root spaces [61]. Consider

A% () =, 1< <=1, jg(a) = e, o) = o

A%2-t ﬂ(azl k) =a, k=1...21—1;
A% (o) = as, o) = oy, p(as) = a3, (o) = oz, i(as) = o, i(as) = as;
A% (o) = as, plas) = g, ilon) = o, f(a2) = az. (A.4)
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and define

MY~ {o— r(aal) + 4 (@) | of € A, i) £ ) (A5)

for (97 glv T) = {(bh al+17 2)7 (Cl7 as—1, 2)7 (f47 €6, 2)7 (927 047 3)} This gives thdong and short
roots for the non-simply laced algebras, their union gives the set of all roots for these algebras.
For the simple roots one obtains

me = {ag =Vv1 —Vo,...,oq_1 =Vj_1 — Vj, oy = Vi },

n* = {a; = %vl — Vo, ..., 0q 1 = %(qu — V), a1 = V2v),

I = {on =V — V3,02 = V3 — Vg, 03 = Va, 4 = %(Vl_V2_V3—V4)}7
0% = {og =Vvi—Vy,az = 3(—Vi+2vy —V3)}

where thev; form again a basis dk™ andyv; - v; = 6,~j1. The root spaces (A.5) are spanned by

A8 = {a|a=2rf‘ai,7‘ia € Ny, a-a=10r2,g € {b;,c,fa}},
7
A" ={a|a=> ria,re+Ny, a-a=23or2}.

i

Finally, the sets of all roots for the simple Lie algebras following from the construction introduced
above shall be given.

A" = {£(e-g)l=<i<j<i+1)}

A% = {dvitv(1<i<j<I),+vi(l<i<D)},

AT = {SEvi V)1 <i<j<D), V201 <i <))

A" = {tete (1<i<j<li+1)},

A% = {t(e-g)(1<i<j<9),

H(-tet - te)tetete)l<i<i<k<8),
(3@t te)te+e +a)(l<i<j<8),

AT = {*+(e—€)(2<i<j<8),
t(-le+ - te)tete+e)(2<i<j<k<8),
(-t + o te)te+et+e)(2<i<s)},

A¥ = {£(e—¢)B<i<j<8),
t(-te+---te)tete+e)3<i<j<k<s),
t(-3@+ - +te)te +e+ea),

A = {2v(1<i<d),2v£v;(1<i<j<4),i(tviEvo vy,

A" = {E£(v; — V) (1 <i<j<3),£(—3(Vi+Va+V3)+Vv;) (1 <i<3)} (AB)

The above construction gives specific orthonormal base vepigisor g € {b;, ¢, f4, g2 }. Explicitly,
b . v, = ei;
I :vi = (e — e21+17i)§

9
I vi=—3 Y ety Zek+esv2 _ézek+ Zek+eg’
et e )

V3=%(e4 es—ea—ez),v4= 1(es

1% : vy = €p,V2 = €3,V3 = —€y.



A. Lie AlgebrasMaple Procedures

With these conventions, the simple Lie algebgasf figure A.1 with simple rootsy; € II?
spanning root spacds | « € A?} may be given completely. They are

g = Zh’aiHai + ZeaEaa h’aiaea S (C,
) o

[H. J

[Ho,;, Eo] = (o, ;) Eq a € A9,

[Ea, E-a] = Ha a € A8

[Ea,Eg) =0 a,f €A% a+ 5 ¢ AP U{0},
[Ea, Eg] = €(a, B)Eayp o, B+ B € A% g€ {a,0, e},
[ ]

Ea?Eﬂ = (p+ 1)6(0/7/3/)Ea+ﬂ a,ﬂ,a + ﬁ € Agag € {cla blaf4ag2}7
peENa—-pBeA¥a—(p+1)5¢A° (A.7)

wheree(a, ) is a bimultiplicative asymmetry function [61] obeying
el +a,B) = (o, )el(@. )
E(a’/B—i_B) = 6(a7/3)6(a’/é)7 a’d7/876~ 6 Ag
It may be given by choosing an orientation for the Dynkin diagram as$ in figure A.2.

€(o,a;) =—lifi=jorif e——e

a; o

€(oi,aj) = +1 otherwise,i.e., ® ® ore—=e

Rt @ a; a;

a

i az as a1 o
o1 ap
0; e
ai a2 as a—2 o ai a2 a3 og_z Q1

Figure A.2: Bimultiplicative Asymmetry Function

For the algebrag € {b;, ¢;, {4, g2}, the primed roots refer to the embedding (&,5nd orien-
tations are used invariant under the automorphisms (A.4), displayed in figure A.3. The automor-
phisms (A.4), calledliagram automor phisms, are indicated by arrows.

A.1l.2 Representations

For a Lie algebrgy, consider am-dimensional vector spacE, endowed with the operation
gxV =V :(X,v)— Xvthat satisfies

(aX +bY)v =a(Xv) + b(Yv),
X (av + bw) =a(Xv) + b(Xw),
[X,Y]v=XYv—Y Xv, (X,)Y e g;v,w e V;a,bel). (A.8)

2The corresponding Lie algebra generators are embeddét,by E!,, o € A7,
Ea = E;E(al) +-+ E}’?”(a’)? [0 RS Ag
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!
Qy
o oy Qh_y Oy , ,
< X
C; <> 0911 go — 04

Figure A.3: Bimultiplicative Asymmetry Function for Non-Simply Laced Algebras

Such a vector space is calledgamodule and defines a representatign: g — gl(V). An
irreducible g-module contains only itself and 0 as submodules.

The Cartan subalgebfgacts diagonally oV, andV may be decomposed into a direct sum
overVy whereA = {M\}} andVy = {v € V | Hy,v = Mv}. TheA are calledveights and V)
theweight space of A.

For a finite dimensional irreducible modulé a unique weight\? and vector, exist such
that Equg = 0 for all @ € Af.. This weight is called theighest weight of V', andv the highest
weight vector. Conversely, for each such highest weight vector an irredugini@dule exists.

The representation theory gf= a; with generator&, = E, E_, = F, H, = H shall be
recalled briefly. Choose a maximal weighit and consider a maximal vectog € VA", Define
v; = (1/i!)Flvy. Then

Huv; =(A° — 2i)v;,
Fu; :(’i + 1)%.,.1,
Ev; =(A° — i+ 1)v;_1, (i > 0) (A.9)

as may be easily shown by induction. Furthermorey ifs the smallest integer such that, #
0,vm+1 = 0, the last equation showa = A° for i = m + 1, that is,A° is a nonnegative integer.

In the general case of an algelgrand a finite dimensiongtmoduleV, define for each simple
roota; € II? the corresponding algebfa; ); consisting ofE,,, E_,, andH,,. Then a highest
weight ofg is also a highest weight of th@ );, showing that in the general case fot = {)\{‘0}
the)\f\0 € N, and it may be seen thét is the sum of finite dimensiongd; );-modules.

A g-module with highest weighd? is calledfundamental if > )\f‘o = 1. All irreducible
representations gf may be generated by tensor products from the fundamental ones. One such
fundamental irreducible representation exists that generates all others, amgohasl, where
oy corresponds to an endpoint of the Dynkin diagrang.of

A g-module with highest weighA® will be calledbasic if all nontrivial weights are trans-
formed into each other by the Weyl group. Then all weights are of multiplicity one, and the
multiplicity of the weight O equals the number of simple roots among the weighfs @he only
basic representations that contain zero weights are those whose set of weights equals the the short
roots ofg [57, 69].

A g-module with highest weight? will be calledminimal if no other highest weighA® of
g exists such thah® — A® = 3~ b;8;, whereb; € N andB; € A%. Then(A% a) € {0,+1}
for all « € A8, and the Weyl-orbit of the highest weight is saturated (thus, basic representations
containing no zero weights are minimal).
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For the procedures to follow, the spaleshall be specified more explicitly by describing
possible basis’ o¥ and considering the action of the generatbfs, E_,, on them.
For this, consider all root$g;, ...,34} € Ai and fix a specific ordering Define A =

(a1,...,aq), B = (b1,...,b)andC = (ci,...,cq), Wherea;, b;, c¢; € N and consider
Fy :(E—ﬁl)al . (E—ﬂd)ad’
ap! aq!

( Ha, H,,
o= (B ) ().
Es)  (Ep)™
o 51') | ,@d')

ct! cq!

where

Ha, \  Hoy(Hay, —1)... (Ho; —bi +1)
b ) bi!

The elementd’y Hp Ec form ankF basis of/(g), theuniversal enveloping algebra of g. Denote
by U, , UY andl4; theZ spans ofF 4, Hp and E¢;, and byl/;, theZ span of F4 Hg Ec.
TheZ-span of a specific basis in shall be called #attice of V. A lattice M that is invariant
under the action d¥fz, is calledadmissible. Obviously, this implies the action of ali? /n!in V
to be integral.
For an admissible latticdZ, consider a basis vectd, € V2, and letA = {)\f‘} be a
highest weight for(a;); for somel < j < [. Consider another basis vector &f denoted by

A\, . .
#ya € VA% By considering
J
AL )\A
Eoj Foj
Ay A0
)\] ! )\] !

it may be shown that necessarily

AL
N Foj
UA? = :I:Wvo.
J
This fact will be of interest in section 3.2.1. For the procedures to follow, the basis shall be
specified further. Consider now tgemoduleV with highest weight\?. Theminimal admissible
lattice of V- may then be defined by = U/, vo. For each/* ¢ V one may choose basis vectors
vi by the intersectiod NV (M spans/ over[F). Consider such a basfs:} in V. The action
of the (a;); on such a basis may then be given quite analogously to (A.9), thatiss i weight
of V, )\ﬁ-\ a highest weight of afa; ) ;-module andip_ka; € VA-ke; g basis vector oM,

Ha,0p—koy =(A} = 2K)07kay
FajﬁA—kaj =(k + 1)61\—(]4:—0—1)04]'7
Eajf)A*kaj :()‘? —k+ 1)6A—(k—l)aja
wheredy_(j11)a, € VA~HFDY% andd,_(j,_1)e, € VA~ =1 are again basis vectors f.

Note that the spacdg® "%, 1 < n < )\5.‘ need not be one-dimensional (in this case the weight
A — noj is calleddegenerate).

3E.g., fix an ordering of the simple roots and order the remaining roots byt#gt, that is, by the number of
simple roots they decompose into. For roots of the same height, the ordering of simple roots may be used again.
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For the following procedures, rootswill either be given by their root coordinatgs* }, or
in Dynkin components {a$'} given by

ai = (a,q;) = T?A]g-i.

WeightsA will be given by{\*} as defined above, corresponding to Dynkin components.

A.2 Maple Procedures

The Maple procedures used to generate highest weight matrix representations are grouped into
several subroutines.

A.21 LieAlgebraData

The procedurénitialize generates the necessary Lie algebra data to be used in subsequent
procedures. It is called with a specific group (1 égr 2 for b;, 3 for ¢;, 4 foro;, 5 for ¢, 6 for {4,

7 for g2) and Rank and generates the Cartan matrix with conventions as in figure A.1, as well as
the simple roots and the highest root in Dynkin components. The correspdvidiplg code is

given in table A.1.

A.2.2 Normalizations

The procedur&acnorm, when called with two roote, 8 of a specified simply laced algebga
returns the asymmetry functiafic, 3). Let {r}, {rf} be the corresponding root coordinates.
Using bimultiplicativity, one has

qug
e, B) = [ (elei, )"
1,j
with the definitions of figure A.2.

For non-simply laced algebrgsfor o, 3 € A corresponding’, 3’ € A¥ of the embeddings
(A.5) need to be determined. Defining

o+t - a; =aq4, 1=1...1;

121 . a; =aq4, 1=1...1;
1% - a1 = ag, 0y = a3, &3 = g, 4 = Qy;
% - a1 = g, b9 = ay;

they are calculated as follows: Let € A? and{r{} be the corresponding root coordinates,
& €AY, & ell?, (g,9") = {(b,041), (c1,021-1), (Fs, ¢6) }, then one may use

&= 3 29 + za(r) @),

i

with z given in (A.4) and

<
<R
N
—~
3
<R
~—
§
—~~
3
< Q
~—

A WN R
NN P B
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It may be easily seen that this yields a r@ote A%. The procedure then checks fat e
{&, i(é@)yandB’ € {3,u(B)}if o + B € AY. If s0,e(c/, §') is calculated with orientations as
in figure A.3, and returned.

Fora € A%2, & € A%, &; € I1°%,

with z as in (A.4) and

it | 2(rf) | Za(rf) | zp2 ()
1] 1 0 0
2] 1 1 0
3] 1 1 1

Foro/ e {&, (), i2(a)} andf’ e {B,u(B), i2(B)} it is checked ife/ + 8 € A and, if
so,e(a’, 8") is calculated using orientations as in figure A.3, and returned. The corresponding
Maple code is given in table A.2.

Apart from the realization (A.7), for the exceptional series gadhe realization using a
decomposition with respect &,, subalgebras following Freudenthal [38] is used in this thesis,
as described in sections 2.4.2, 3.1.3. This amounts to calculating different normalizétipfis
(wheree(c, 3) is not necessarily bimultiplicative) in (A.7) to obtain the commutators (2.18) and
(3.18). The corresponding calculations have therefore been implemented as well.

For this, define (cf. (A.3))

€j = € —§€ (1<i#j<9),

9
1
tegp = Hetete—c) @)  (1<i<j<k<Y),
=1

Given a root in Dynkin components, the procedtreuden extracts the indices j, k of €;,

€;; ande;j;. The procedurdreudeneps is then used to calculai€c, 3) when generating
representation matrices. For this, as will become clear in subsequent subsections, it is sufficient
to considery € I1¢ and3 € A?. The procedure is called with indices far3 anda + 8 and
contains the necessary information to calculate and refl4tn3). The correspondin/laple

code is given in table A.3.

A.23 Maitrix Calculus

Since most representation matrices, especially in higher dimensional representations, have only
a very limited number of nonzero entries, procedures were used for matrix calculus that benefit

from this fact. Computation times and the usage of memory could be shortened considerably by

this.

Matrices are stored in arrays that list only the nonzero entries and their position within the
matrix, as well as the total number of honzero entries. The basic operations (scalar multiplication
scalmult , matrix multiplicationmult , matrix sumaddi ) are then straightforward, as well as
the procedure for commutatocemmu In order to generate matrices in their “ordinary” form
to make them accessible for more complicated operations whfliple , the procedurenatri
may be used.

All Maple codes are listed in table A.4.



A.2. Procedures

A.2.4 Generation of Representation Matrices

Representation matrices of the algepran theg-moduleV with highest weightA? are deter-
mined by the procedut@ighweightrep called with a specific group, rank and highest weight
vector.

If degenerate weights exist 1A, the calculation of the action of the generatorsomvolves
in general a deeper study of its basis. In the case of no degenerate weights, using the conventions
of section A.1, the action can be simply read off from the Dynkin components of the weights
of V. In this thesis, only modules without degenerate weights are of interest, and therefore the
procedure is restricted to assume that no degenerate weights exist, with two exceptions: Adjoint
representations that have a weight 0 with degeneracy equal to the rank of the algebra, and general
basic representations that have a zero weight of degeneracy equal to the number of short roots in
I18.

For the following, conside¥” with highest weightA, and call the set of all weights d&f
dMo, The procedure works in two steps.

In the first step, the weight lattiGg™ is constructed, and the entries in the generator matrices
are produced. The procedure starts by checkidg)itorresponds to the highest root or yields a
basic representation. Consider first the case that this is not the case. The Agighthecked
for nonzero/\ﬁo, 1 <k <I Ifthe )\QO > 0 for specifick, the corresponding chain of weights
AN =Ag—iop, 1 <1< )\20 is produced, and th&; are added to a sdi’. The entries in the
representation matrices féf,, , £_,, are then made corresponding to

Eio,vi = D(Etqa,)jiv;

wherev; € V2 and the base vectas; and the entrie (E+,);; follow the convention intro-

duced in section A.1.2. This is then done subsequently for all the following welghtand if

)\Q" > 0, 1 < k < I, new weights and the corresponding entries in the representation matrices
are created. Since it is assumed that no degenerate weights exist, when creating a new weight,
it is checked if the weight already has been added®4e, and if so, the entries of the represen-
tation matrices are produced correspondingly. This finally yiéldls = ®*° and representation
matrices for all simple roots gf. Note that the matrices have entriefNp in this construction.

In the case of adjoint representations, the procedure works as above, but additional normal-
izations are added. If the weight; corresponds to the roet and the simple rood, is added
or subtracted, the representation matrix entryHar,, is produced as above and multiplied with
e(£ag, a), such that the representation matrices correspond to

[EiakaEAi] = D(Eiak)jiEAj
where algebra conventions (A.7) are used for all algebras exgdpt 6 andgs. For the latter,
conventions corresponding to sections 2.4.2, 3.1.3 are applied as default, but conventions (A.7)
may be used as well. If a zero weight is reached, the procedure adds all zero weights at once
and then generates matrix entries corresponding to (A.7) and 2.4.2, refe8freud, respectively. The
representation matrices in this case have entriés in

The weights of basic representations are, as already mentioned in section A.1.2, simply sub-
sets of the weights of the adjoint representations. This is used for all basic representations with
degenerate zero weight. The procedure creates the representation matrices as above, yielding
matrices with entries if.

In the second step, matrices for the remaining generators are produced by multiple commu-
tators of the simple root generator matrices, with normalizations adjusted to (A.7) and sections
2.4.2, 3.1.3 respectively. This is done again subsequently by generating the negative weights
(corresponding to negative roots) of the adjoint representation. If the simple gastsubtracted
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from the weightA corresponding to the rocta, [E_,,, E_,] and[E,,, E,] is calculated and
normalized to givel_,_,, andE ., , Where the normalization is again simply given from the
Dynkin indices ofA and by calculating(ay, o) (= —e(—ax, —)) corresponding to (A.7) and
sections 2.4.2, 3.1.3, respectively.

The correspondinlylaple code is given in table A.5.

A.25 LieAlgebraCheck

In the process of developing the above algorithms, a procedure was also created to check if the
generated representation matrices are correct and give a faithful representation of the algebra.

The procedurgéestCartan  is called with the representation matrices for the positive and
negative root generators, along with their corresponding roots in Dynkin components, for a spe-
cific group and rank. It then checks all relations (A.1) for these matrices, and the commutator
[Eq, E_o] = H, for all positive rootsy. The correspondinlylaple code is given in table A.6.

A.2.6 Tensor Products

For a given finite dimensional simple Lie algelgrall irreducible representations can in principle

be generated from the ones generated by the above procedures by tensor products. Therefore, a
simple proceduréens was generated. LeX € g, and consider twg-modulesV ! andV? of
dimensiond; andds with basis{v!} and{v?}. Let the corresponding representation matrices

be given byX },, X7 and X, on the tensor product modulé' ® V2, wherel = ai runs from
1...dy-d>. One has

X' ®v?) sk = Xaipj(vp ® v3) = (X50ij + S X3) (vp @ v3).

The procedurgens is called with the matrice&’}, and X7, and dimensiong dy. It returns
X1s. The correspondinlylaple code is given in table A.7.
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Lie Algebra Data

initialize:=proc(grou,Ran,Cart,highest,Dimen,car)
local k,k1,k2,Temp,zaes;

with(linalg):

#

# Cartan matrices, highest root, Dimension
#

for k from 1 to 7 do
Cart[k]:=array(1..Ran,1..Ran,sparse):

od:

highest:=array(1..7):

for k from 1 to 7 do
highest[k]:=array(1..1,1..Ran,sparse):

od:

#

# A series (=sl(Ran+1))

#

Dimen[1]:=(Ran+1)"2-1:
Cart[1][1,1]:=2:
Cart[1][1,2]:=-1:
Cart[1][Ran,Ran-1]:=-1:
Cart[1][Ran,Ran]:=2:

for k from 1 to Ran-2 do
Cart[1][1+k K]:=-1:
Cart[1][1+k,k+1]:
Cart[1][1+kk+2]:=
od:

for k1 from 1 to Ran do
car[1][k1]:=submatrix(Cart[1],k1..k1,1..Ran):o0d:
for k from 1 to Ran do

highest[1]:=

od:

#

# B series (=so(2Ran+1))

#

if Ran>1 then
Dimen[2]:=(2*Ran+1)*Ran:

if Ran=2 then
Cart[2]:=matrix([[2,-2],[-1,2]]):

fi:

if Ran>2 then
Cart[2][1,1]:=2:
Cart[2][1,2]:=-1:
Cart[2][Ran-1,Ran-2]
Cart[2][Ran-1,Ran-1]:=2:
Cart[2][Ran-1,Ran]:=-2:
Cart[2][Ran,Ran-1 :
Cart[2][Ran,Ran]:=
for k from 1 to Ran-3 do
Cart[2][1+k,k]:=-1:
Cart[2][1+k,k+1]:=2:
Cart[2][1+k,k+2]:=-1:
od:

fi:

for k from 1 to Ran do
car[2][k]:=submatrix(Cart[2] k..k,1..Ran):

od:

highest[2]:=car[2][1]:

for k from 2 to Ran do
highest[2]:=evalm(highest[2]+2*car[2][K]):

od:

fi:

#

# C series (=sp(2Ran))

#

if Ran>1 then
Dimen[3]:=(2*Ran+1)*Ran:
Cart[3]:=transpose(Cart[2]):

for k from 1 to Ran do
car[3][k]:=submatrix(Cart[3] k..k,1..Ran):
od:

highest[3]:=car[3][Ran]:

for k from 1 to Ran-1 do
highest[3]:=evalm(highest[3]+2*car[3][K]):
od:

fi:

evalm(highest[1]+submatrix(Cart[1],k..k,1..Ran)):

#

# D series (=so(2Ran))

#

if Ran>3 then

Dimen[4]:=(2*Ran-1)*Ran:
Cart[4][1,1]:=2:Cart[4][1,2]:=-1:
Cart[4][Ran-2,Ran-3]:=-1:Cart[4][Ran-2,Ran-2]:=2:
Cart[4][Ran-2,Ran-1]:=-1:Cart[4][Ran-2,Ran]:=-1:
Cart[4][Ran-1,Ran-2]:=-1:Cart[4][Ran-1,Ran-1]:=2:
Cart[4][Ran,Ran-2]:=-1:Cart[4][Ran,Ran]:=2:

for k from 1 to Ran-3 do
Cart[4][1+k K]:=-1:Cart[4][1+k k+1]:=2:
Cart[4][1+k, k+2]:=-1:

od:

for k from 1 to Ran do
car[4][k]:=submatrix(Cart[4] k..k,1..Ran):

od:
highest[4]:=car[4][Ran]+car[4][Ran-1]+car[4][1]:
for k from 2 to Ran-2 do
highest[4]:=evalm(highest[4]+2*car[4][K]):

od:

fi:

#

# E series

#

if Ran>5 and Ran<9 then

Temp:=matrix([
[2,-1,0,0,0,0,0,0],[-1,2,-1,0,0,0,0,0],
[0,-1,2,-1,0,0,0,0],[0,0,-1,2,-1,0,0,0],
[0,0,0,-1,2,-1,0,-1],[0,0,0,0,-1,2,-1,0],
[0,0,0,0,0,-1,2,0], [0,0,0,0,-1,0,0,2]]):
Cart[5]:=submatrix(Temp, 8-Ran+1..8, 8-Ran+1..8):
for k from 1 to Ran do
car[5][k]:=submatrix(Cart[5] k..k,1..Ran):

od:

if Ran=6 then
highest[5]:=matrix(1,6,[0,0,0,0,0,1]):
Dimen[5]:=78:

fi:

if Ran=7 then
highest[5]:=matrix(1,7,[0,0,0,0,0,1,0]):
Dimen[5]:=133:

fi

if Ran=8 then
highest[5]:=matrix(1,8,[1,0,0,0,0,0,0,0]):

Dimen[5]:=248:

fi:

fi:

#

# F4

#

if Ran=4 then

Cart[6]:=matrix([
[2,-1,0,0],[-1,2,-2,0],[0,-1,2,-11,[0,0,-1,2]]):
for k from 1 to Ran do
car[6][k]:=submatrix(Cart[6] k..k,1..Ran):
od:

highest[6]:=matrix(1,4,[1,0,0,0]):

Dimen[6]:=52:
fi:

#

# G2

#

if Ran=2 then

Cart[7]:=matrix([[2,-3],[-1,2]]):

for k from 1 to Ran do
car[7][k]:=submatrix(Cart[7],k..k,1..Ran):
od:

highest[7]:=matrix(1,2,[1,0]):
Dimen[7]:=14:

fi:

#

# output

#

print(‘Cartan matrix‘, Cart[grou],‘highest root’,

highest[grou],'Dimension‘, Dimen[grou]);

end:

Table A.1:Maple Code: Lie Algebra Data
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Procedures

Kat's Normalization

Kacnorm:=proc(vecl,vec2,Ran,grou,Cart)

local eps,roco,k1,k2,Rann,si,sim,rocon,test,
rocochl,rococh2,Test;

eps:=1:

roco[1]:=evalm(vecl&*inverse(Cart[grou])):

roco[2]:=evalm(vec2&*inverse(Cart[grou])):

# B series

if grou=2 and Ran>1 then

# Cartan matrix of

# mapped simply laced algebra (D _(Ran+1))
Rann:=Ran+1:
Test:=array(1..Rann,1..Rann,sparse):
Test[1,1]:=2:Test[1,2]:=-1:

if Rann>3 then
Test[Rann-2,Rann-3]:=-1:Test[Rann-2,Rann-2]:=2:
Test[Rann-2,Rann-1]:=-1:Test[Rann-2,Rann]:=-1:
Test[Rann-1,Rann-2]:=-1:Test[Rann-1,Rann-1]:=2:
Test[Rann,Rann-2]:=-1:Test[Rann,Rann]:=2:

for k1 from 1 to Rann-3 do

Test[1+kK]:=-1:Test[1+k k+1]:=2:Test[1+k k+2]:=-1:

od:

fi:

if Rann=3 then

Test:=matrix([[2,-1,-1],[-1,2,0],[-1,0,2]]):

fi:

# calculate corresponding roots

# of simply laced algebra

for k1 from 1 to Ran-1 do

sifk1]:=array(1..1,1..Rann,sparse):

sim[k1]:=array(1..1,1..Rann,sparse):

sifk1][1,k1]:=1: sim[k1][1,k1]:=1:

od:

si[Ran]:=array(1..1,1..Rann,sparse):

sim[Ran]:=array(1..1,1..Rann,sparse):

si[Ran][1,Ran+1]:=1:

sim[Ran][1,Ran]:=1:

for k1 from 1 to 2 do

for k2 from 1 to 2 do
rocon[kl,k2]:=array(1..1,1..Rann,sparse):

od:

od:

for k2 from 1 to 2 do

for k1 from 1 to Ran-1 do
rocon[k2,1]:=
evalm(rocon[k2,1]+roco[k2][1,k1]*si[k1]):
rocon[k2,2]:=
evalm(rocon[k2,2]+roco[k2][1,k1]*sim[k1]):

od:

od:

for k2 from 1 to 2 do

if roco[k2][1,Ran]=1 then
rocon[k2,1]:=evalm(rocon[k2,1]+si[Ran]):
rocon[k2,2]:=evalm(rocon[k2,2]+sim[Ran]):

fi:

if roco[k2][1,Ran]=2 then
rocon[k2,1]:=evalm(rocon[k2,1]+si[Ran]+sim[Ran]):
rocon[k2,2]:=evalm(rocon[k2,2]+sim[Ran]+si[Ran]):

fi:

od:

# check and select

for k1 from 1 to 2 do

for k2 from 1 to 2 do
test:=evalm((rocon[1,k1]+rocon|2,k2])&*

Test&*transpose(rocon[1,k1]+rocon[2,k2])):

if test[1,1]=2 then
rocochl:=rocon[1,k1]:rococh2:=rocon[2,k2]:
fi:

od:

od:

# calculate epsilon

for k1 from 1 to Rann do

for k2 from 1 to Rann do
if k1>k2 and Test[k1,k2]<>0 then

eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):

fi:

if k1=k2 then

eps:=eps*(-1)"(rocochl1[1,k1]*rococh2[1,k2]):

fi:
od:

od:

fi

# F4
if grou=6 and Ran=4 then
# Cartan matrix
# of mapped simply laced algebra (E _6)
Rann:=6:
Test:=matrix([
[2,-1,0,0,0,0],[-1,2,-1,0,0,0],
[0,-1,2,-1,0,-1],[0,0,-1,2,-1,0],
[0,0,0,-1,2,0], [0,0,-1,0,0,2])):
# calculate corresponding roots
# of simply laced algebra
for k1 from 1 to 4 do
si[k1]:=array(1..1,1..Rann,sparse):
sim[k1]:=array(1..1,1..Rann,sparse):
od:
si[1][1,6]:=1:sim[1][1,6]:=1:
si[2][1,3]:=1:sim[2][1,3]:=1:
si[3][1,2]:=1:sim[3][1,4]:=1:
si[4][1,1]:=1:sim[4][1,5]:=1:
for k1 from 1 to 2 do
for k2 from 1 to 2 do
rocon[kl,k2]:=array(1..1,1..Rann,sparse):
od:
od:
for k1 from 1 to 2 do
for k2 from 1 to 2 do
rocon[k2,1]:=
evalm(rocon[k2,1]+roco[k2][1,k1]*si[k1]):
rocon[k2,2]:=
evalm(rocon[k2,2]+roco[k2][1,k1]*sim[k1]):
od:
od:
for k1 from 1 to 2 do
for k2 from 3 to 4 do
if roco[k1][1,k2]=1 then
rocon[k1,1]:=evalm(rocon[k1,1]+si[k2]):
rocon[k1,2]:=evalm(rocon[k1,2]+sim[k2]):
fi
if roco[k1][1,k2]=2 then
rocon[k1,1]:=evalm(rocon[k1,1]+si[k2]+sim[k2]):
rocon[k1,2]:=evalm(rocon[k1,2]+si[k2]+sim[k2]):
fi:
if roco[k1][1,k2]=3 then
rocon[k1,1]:=evalm(rocon[k1,1]+2*si[k2]+sim[k2]):
rocon[k1,2]:=evalm(rocon[k1,2]+si[k2]+2*sim[k2]):
fi:
if roco[k1][1,k2]=4 then
rocon[kl,1]:=
evalm(rocon[k1,1]+2*si[k2]+2*sim[k2]):
rocon[k1,2]:=
evalm(rocon[k1,2]+2*si[k2]+2*sim[k2]):
fi:
od:
od:
for k1 from 1 to 2 do
for k2 from 1 to 2 do
test:=evalm((rocon[1,k1]+rocon[2,k2])&*
Test&*transpose(rocon[1,k1]+rocon[2,k2])):
if test[1,1]=2 then
rocochl:=rocon[1,k1]:rococh2:=rocon[2,k2]:
fi:
od:
od:
for k1 from 1 to Rann do
for k2 from 1 to Rann do
if k1>k2 and (k1<4 and k2<4)
and Test[k1,k2]<>0 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi:
if kl<k2 and ((k1>2 and k1<>6)
and (k2>2 and k2<>6)) and Test[k1,k2]<>0 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi

if k1=6 and k2=3 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi:
if k1=k2 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi:
od:
od:

fi:
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# simply laced
if (grou=1 or grou=4 or grou=5) or Ran=1 then
for k1 from 1 to Ran do
for k2 from 1 to Ran do
if k1>k2 and Cart[grou][kl,k2]<>0 then
eps:=eps*(-1)"(roco[1][1,k1]*roco[2][1,k2]):
i

fi:

if k1=k2 then
eps:=eps*(-1)"(roco[1][1,k1]*roco[2][1,k2]):

fii:

od:
od:
fi
# C series
if grou=3 and Ran>1 then
# Cartan matrix of
# mapped simply laced algebra (A —(2*Ran-1))
Rann:=2*Ran-1:
Test:=array(1..Rann,1..Rann,sparse):
Test[1,1]:=2:Test[1,2]:=-1:
Test[Rann,Rann-1]:=-1:Test[Rann,Rann]:=2:
for k1 from 1 to Rann-2 do
Test[1+k1 k1]:=-1:Test[1+k1,1k+1]:=2:
Test[1+k1,k1+2]:=-1:
od:
# calculate corresponding roots of
# simply laced algebra
for k1 from 1 to Ran do
silk1]:=array(1..1,1..Rann,sparse):
sifk1][1,k1]:=1:
sim[k1]:=array(1..1,1..Rann,sparse):
sim[k1][1,2*Ran-k1]:=1:
od:
for k1 from 1 to 2 do
for k2 from 1 to 2 do
rocon[kl,k2]:=array(1..1,1..Rann,sparse):
od:
od:
for k1 from 1 to Ran do
for k2 from 1 to 2 do
if rocolk2][1,k1]=1 then
rocon[k2,1]:=evalm(rocon[k2,1]+si[k1]):
rocon[k2,2]:=evalm(rocon[k2,2]+sim[k1]):
fi:
if roco[k2][1,k1]=2 then
rocon[k2,1]:=evalm(rocon[k2,1]+si[k1]+sim[k1]):
rocon[k2,2]:=evalm(rocon[k2,2]+sim[k1]+si[k1]):
fi:
od:
od:
# check and select
for k1 from 1 to 2 do
for k2 from 1 to 2 do
test:=evalm((rocon[1,k1]+rocon[2,k2])&*
Test&*transpose(rocon[1,k1]+rocon|[2,k2])):
if test[1,1]=2 then
rocochl:=rocon[1,k1]:rococh2:=rocon[2,k2]:
fi:
od:
od:
# calculate epsilon
for k1 from 1 to Rann do
for k2 from 1 to Rann do
if k1>k2 and kl<Ran+1
and k2<Ran+1 and Test[k1,k2]<>0 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi:
if kl<k2 and ki>Ran-1
and k2>Ran-1 and Test[k1,k2]<>0 then
eps:=eps*(-1)"(rocochl1[1,k1]*rococh2[1,k2]):
fi:

od:
od:
fi:

# G2

if grou=7 and Ran=2 then

# Cartan matrix

# of corresponding simply laced algebra (D

Rann:=4:

Test:=matrix([

[2,-1,0,0], [1,2,-1,-1], [0,-1,2,0], [0,-1,0,2])):

# calculate corresponding roots

# of simply laced algebra

for k1 from 1 to 2 do
for k2 from 1 to 3 do
si[k1,k2]:=array(1..1,1..Rann,sparse):
od:

od:

si[1,1][1,2]:=1:si[1,2][1,2]:=1:si[1,3][1,2]:=1:

si[2,1][1,1]:=1:si[2,2][1,3]:=1:si[2,3][1,4]:=1:

for k1 from 1 to 2 do
for k2 from 1 to 3 do
rocon[kl,k2]:=array(1..1,1..Rann,sparse):
od:

od:

for k1 from 1 to 3 do
rocon[1,k1]:=
evalm(rocon[1,k1]+roco[1][1,1]*si[1,1]):
rocon[2,k1]:=
evalm(rocon[2,k1]+roco[2][1,1]*si[1,1]):

od:
for k1 from 1 to 2 do
if roco[k1][1,2]=1 then
rocon[k1,1]:=evalm(rocon[k1,1]+si[2,1]):
rocon[k1,2]:=evalm(rocon[k1,2]+si[2,2]):
rocon[k1,3]:=evalm(rocon[k1,3]+si[2,3]):
fi:
if roco[k1][1,2]=2 then
rocon[k1,1]:=evalm(rocon[k1,1]+si[2,1]+si[2,2]):
rocon[k1,2]:=evalm(rocon[k1,2]+si[2,2]+si[2,3]):
rocon[k1,3]:=evalm(rocon[k1,3]+si[2,3]+si[2,1]):
fi:
if roco[k1][1,2]=3 then
for k2 from 1 to 3 do
rocon[kl,k2]:=
evalm(rocon[k1,k2]+si[2,1]+si[2,2]+si[2,3]):
od:
fi:
od:
for k1 from 1 to 3 do
for k2 from 1 to 3 do
test:=evalm((rocon[1,k1]+rocon[2,k2])&*
Test&*transpose(rocon[1,k1]+rocon[2,k2])):
if test[1,1]=2 then
rocochl:=rocon[1,kl]: rococh2:=rocon[2,k2]:
fi:
od:
od:
for k1 from 1 to Rann do
for k2 from 1 to Rann do
if k1=2 and k2<>2 and Test[k1,k2]<>0 then
eps:=eps*(-1)"(rococh1[1,k1]*rococh2[1,k2]):
fi:
if k1=k2 then
eps:=eps*(-1)"(rocochl[1,k1]*rococh2[1,k2]):
fi:
od:
od:
fi
eps:
end:

_4)
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Procedures

Freudenthal’'s Normalization

freuden:=proc(Ran,grou,vec,inde)

local Temp,Cart,ro,rootco,epsis,c7;

inde:=array(1..5):

if grou=5 then

Temp:=matrix([
[2,-1,0,0,0,0,0,0],[-1,2,-1,0,0,0,0,0],
[0,-1,2,-1,0,0,0,0],[0,0,-1,2,-1,0,0,0],
[0,0,0,-1,2,-1,0,-1],[0,0,0,0,-1,2,-1,0],
[0,0,0,0,0,-1,2,0], [0,0,0,0,-1,0,0,2]]):
Cart:=submatrix(Temp, 8-Ran+1..8, 8-Ran+1..8):
ro[7]:=ep[7]-ep[8]:
ro[8]:=-1/3*(ep[1]+ep[2]+ep[3]+ep[4]+ep[5]+ep[6]+
ep[7]+ep[8]+ep[9])+ep[6]+ep[7]+ep[8]:
ro[6]:=ep[6]-ep[7]:

ro[5]:=ep[5]-ep[6]:

ro[4]:=ep[4]-ep[5]:

ro[3]:=ep[3]-ep[4]:

ro[2]:=ep[2]-ep[3]:

ro[1]:=ep[1]-ep[2]:
rootco:=evalm(vec&*inverse(Cart)):
epsis:=sum(rootco[1,c6]*ro[c6+8-Ran],c6=1..Ran):

fi:

if grou=7 then

Temp:=matrix([[2,-3],[-1,2]]):

ro[1]:=ep[1]-ep[2]:
ro[2]:=ep[2]-1/3*(ep[1]+ep[2]+ep[3]):
rootco:=evalm(vec&*inverse(Temp)):
epsis:=sum(rootco[1,c6]*ro[c6],c6=1..Ran):

fi:

inde[4]:=0:

for ¢7 from 1 to 9 do

if (coeff(epsis,ep[c7])=1) then
inde[4]:=inde[4]+1: inde[inde[4]]:=c7: inde[5]:=0:
fi:

od:

for ¢c7 from 1 to 9 do

if (coeff(epsis,ep[c7])=-1) then

inde[4]:=inde[4]+1: inde[inde[4]]:=c7: inde[5]:=0:

fi:

od:

for ¢7 from 1 to 9 do

if (coeff(epsis,ep[c7])=2/3) then
inde[4]:=inde[4]+1: inde[inde[4]]:=c7: inde[5]:=+1:
fi:

od:

for ¢7 from 1 to 9 do

if (coeff(epsis,ep[c7])=-2/3) then
inde[4]:=inde[4]+1: inde[inde[4]]:=c7: inde[5]:=-1:
fi:

od:

end:

freudeneps:=proc(indel,inde2,inde3,eps)
local epsilon;
epsilon:=array(1..9,1..9,1..9,1..9,1..9,1..9,
1..9,1..9,1..9,antisymmetric):
epsilon[1,2,3,4,5,6,7,8,9]:=1:
eps:=1:
if indel[4]=2 then

if inde2[4]=2 then

if indel[1]=inde2[2] then eps:=-1:fi:
fie

i:

if inde2[4]=3 and inde2[5]=-1 then

eps:=-1:

fi:

if inde2[4]=1 and inde2[5]=-1 then

eps:=-1:

fi:

fi:

if inde1[4]=3 then

if inde2[4]=3 and inde2[5]=-1 then
eps:=+epsilon[6,7,8,inde2[1],inde2[2],inde2[3],
inde3[1],inde3[2],inde3[3]]:

fi:

if inde2[4]=3 and inde2[5]=+1 then
if inde2[1]=6 and inde2[2]=7 then eps:
if inde2[2]=6 and inde2[3]=7 then eps:
if inde2[1]=7 and inde2[2]=8 then eps:
if inde2[2]=7 and inde2[3]=8 then eps:

fi:

if inde2[4]=2 then

if inde2[1]=7 then eps:=-1:fi:

fi:

fi:

if indel[4]=1 then

if inde2[4]=1 and inde2[5]=-1 then
eps:=+epsilon[2,inde2[1],inde3[1],4,5,6,7,8,9]:

fi:

if inde2[4]=1 and inde2[5]=+1 then

eps:=-1:

fi:

fi:

end:
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Conventions Matrix Sum
. : . addi:=proc(col1,co02)
ng:ies :re{s_to}regrrgy a;rays. L;)cal z1,22,z3,z4,indew,co3,final;
a[1,4]: total number of nonzero entries in A # colco2: matrices
alk,1]i, alk,2];j, alk,3]: Ajj, k=1..a[1,4] # B
# final: col+co2
#
# if one matrix is zero, result equals the other
- ) if col[1,4]=0 then final:=co2:fi:
Scalar Multiplication if c02[1,4]=0 then final:=col:fi:

- # if both are not zero
fca'm”""-pm.c(ml'c) if col[1,4]<>0 and co2[14]<>0 then
ocal z1,final; g N
# # add first matrix to result
# col: matrix, c: scalar for z1 from 1 to colfl4] do
# for z2 from 1 to 3 do
# final:  c*col co3[z1,z2]:=col[z1,z2]:

# zd:
: ) P od:
!f c=0 then final[1,4]:=0:fi: 23=col[14]:
if c<>0 then .
for z1 from 1 to col[1,4] do # add second matrix
: - . for z1 from 1 to co2[1,4] do
final[z1,1]:=co1[z1,11; # if entry exists already, add
final[z1,2]:=co1[z1,2]: n deW':O)', Y
OZTal[Zl’?’]'_C colfz1.3) for z2 from 1 to col[1,4] do
final[,4]:=co1[L,4]: |f‘ co3[?g,1l]—c02[zl,1] and co3[z2,2]=c02[z1,2] then
it indew:=1:
final: f_co3[22,3]:2003[22,3]+c02[zl,3]:
. i:
end: od:
# if entry does not exists, new
if indew=0 then
z3:=z3+1:

. L . for z2 from 1 to 3 do
Matrix Multiplication c03[23,22]:=c02[71.22];
mult:=proc(co1,co2) od:
local z1,z2,k1,k2,k3,k4,co3,indew,final; fi:

# od:
# col,co2: matrices # keep only nonzero entries
# 22:=0:
# for z1 from 1 to z3 do
# final: col*co2 if co3[z1,3]<>0 then
# 72:=72+1:
71:=0: for z4 from 1 to 3 do final[z2,z4]:=co3[z1,z4]:0d:
for k1 from 1 to col[1,4] do fi
for k2 from 1 to co2[1,4] do od:

# check for nonzero entry final[1,4]:=22:

if col[kl,2]=co2[k2,1] then fi:

# if already exists, add final:

indew:=0: end:

for k3 from 1 to z1 do

if col[kl,1]=co3[k3,1]

and co2[k2,2]=co3[k3,2] then Commutator

indew:=1: commu:=proc(col,co2)

co3[k3,3]:=co3[k3,3]+col[k1,3]*co2[k2,3]: #

fiz # col,c2: matrices
od: #
# if does not exist, new # final: [col,co2]
if indew=0 then #
z1:=z1+1: local final;
co3(z1,1]:=col[k1,1]: final:=
co3[z1,2]:=co2[k2,2]: addi(mult(col,co02),scalmult(mult(co2,col),-1)):
co3[z1,3]:=col[k1,3]*co2[k2,3]: final:
fi: end:
fi:
Ozd Matrices from Arrays
# keep only nonzero entries matri:=proc(col,d)
z22:=0:
for k3 from 1 to z1 do # col: array, d: dimension of the representation
if co3[k3,3]<>0 then #
z2:=72+1: # ma: matrix
for k4 from 1 to 3 do #
final[z2,k4]:=co3[k3,k4]: local k,ma;
od: ma:=array(1..d,1..d,sparse):
fi: for k from 1 to col[1,4] do
od: ma[col[k,1],col[k,2]]:=col[k,3]:
final[1,4]:=z2: od:
final: ma:
end: end:
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Generation of Representation # check if the new weight already exists
Matrices indi3:=0:
indi4:=0:
for z3 from 1 to z1 do
highweightrep:=proc(grou,Ran,vec,rep,Repdimen,pco,mco) indi5:=0:
local al,a2,z0,z1,z2,z3,z5,k1,k2,k3,adj,adjf,chain, for k1 from 1 to Ran do
test,dummy,indil,indi2,indi3,indi4,indi5,indi6, if rep[k2][z3][1,k1]<>test[1,k1] then
indi7,indi8,eps,roco,indes,inde; indi5:=1:
fi:
# grou: group, Ran: rank, vec: highest weight od:
# rep: weights/roots, Repdimen: Dim. of the rep. if indi5=0 then
# pco/mco: pos./neg. root generators (entries) # YES, EXISTS
# indi3:=1:
initialize(grou,Ran, Cart’,’highest’,'Dimen’,’car’): # check if entry in generatormatrix
# test if adjoint # has been made, if not, do a new one
adj:=1: indi6:=0:
for k1 from 1 to Ran do for k1 from 1 to z5[z2] do
if vec[1,kl]<>highest[grou][1,k1] then if k2=1 and pco[z2][k1,1]=z0
adj:=0: and pco[z2][k1,2]=z3 then
fi: indi6:=1:
od: fiz
# test if basic od:
if (grou=6 and sum(vec[l,ka],ka=1..4)=1 # if no entry yet and not zero weight
and vec[1,4]=1) or (grou=3 and # in adjoint rep or basic rep
sum(vec[1,ka],ka=1..Ran)=1 and vec[1,2]=1) then if indi6=0 and not(indi2=0 and adj=1)
adjf:=1:adj:=1: and not(indi2=0 and adjf=1) then
else if k2=1 then
adjf:=0: # Kacnorm
fi: eps:=1:
# initial values: indi8:=0:
rep:=array(1..2): for k1 from 1 to Ran do
rep[1][1]:=vec: if rep[k2][dummy][1,k1]<>0 then indi8:=1:fi:
pco:=array(1..Dimen[grou]): od:
mco:=array(1..Dimen[grou]): if adj=1 and indi8=1 then
z1:=1: roco:=
z5:=array(1..Ran,sparse): evalm(rep[k2][dummy]&*inverse(Cart[grou])):
chain[1]:=array(1..1000,1..Ran,sparse): indi7:=0:
chain[2]:=array(1..1000,1..Ran,sparse): for k1 from 1 to Ran do
indi1:=0: if roco[1,k1]<0 then indi7:=1:fi:
# FIRST RUN: produce simple root generators od:
# SECOND RUN: produce remaining generators if indi7=1 then
for k2 from 1 to 2 do eps:=-Kacnorm(
# initial values for the second run car[grou][z2],-rep[k2][dummy],Ran,grou,Cart):
if k2=2 then fiz
adj:=1: if indi7=0 then
indi1:=0: eps:=Kacnorm(
z1:=Ran: car[grou][z2],rep[k2][z3],Ran,grou,Cart):
for k1 from 1 to z1 do fi
rep[2][k1]:=evalm(-car[grou][k1]): fi:
od: # Freudenthal
fi: if ((grou=5 and Ran>5 and Ran<9) or grou=7)
# Freudenthal’'s indices: initial values and adj=1 then
if (grou=5 and Ran>5 and Ran<9) or grou=7 then eps:=1:
indes:=array(1..2): inde:=array(1..2): freuden(Ran,grou,rep[k2][z3],inde[k2][z3]):
for k1 from 1 to Ran do freudeneps(indes[k2][z2],
freuden(Ran,grou,-car[grou][k1],indes[k2][k1]): inde[k2][dummy],inde[k2][z3],’eps’):
od: fi:
freuden(Ran,grou,rep[k2][1],inde[k2][1]): # entries
if k2=2 then z5[z2]:=z5[z2]+1:
for k1 from 1 to Ran do pco[z2][z5[z2],1):=dummy:
freuden(Ran,grou,rep[k2][k1],inde[k2][k1]): pco[z2][z5[z2],2 :
od: pco[z2][z5[z2],3]:=
fi: eps*(rep[k2][z0][1,z2]+1-k3):
fi: mco([z2][z5(z2],1]:=z3:
# begin mco([z2][z5(z2],2]:=dummy:
for z0 from 1 to 2000 while indil=0 do mco[z2][z5[z2],3]:=eps*k3:
# run as long as new weights are produced fi:
indil:=1: dummy:=2z3:
# if there’s more weights to look at, run further fi:
if z1>z0 then indil:=0:fi: # if zero weight in adjoint
# check for positive entries if indi2=0 and adj=1 and indi4=0 and k2=1 then
for z2 from 1 to Ran do al:=Ran:a2:=0:
# if positive entry exists and if grou=6 and adjf=1 then al:=2:a2:=2:fi:
# weight is not in a chain already if grou=3 and adjf=1 then al:=Ran-1:a2:=0:fi:
# cared for (see below) proceed for k1 from 1 to al do
if rep[k2][z0][1,z2]>0 and chain[k2][z0,z2]=0 then # Check CSA
# new chain starts if entry is larger than 1 if Cart[grou][z2,k1+a2]=2 then
if rep[k2][z0][1,z2]>1 then z5(z2]:=z5[z2]+1:
chain[k2][z0,z2]:=rep[k2][z0][1,22]: pco[z2][z5[z2],1]:=z0:
fi: pco[z2][z5[z2],2):=z3+k1-1
# produce chain/ new weight pco[z2][z5[z2],3]:=-2:
test:=evalm(rep[k2][z0]): mcol[z2][z5[z2],1]:=z3+k1-1:
dummy:=z0: mcol[z2][z5[z2],2]:=z0:
for k3 from 1 to rep[k2][z0][1,z2] do mcol[z2][z5[z2],3]:=-1:
indi1:=0: dummy:=z3+k1-1:
test:=evalm(test-car[grou][z2]): fi:
# check if zero if Cart[grou][z2,k1+a2]<>2
indi2:=0: and Cart[grou][z2,k1+a2]<>0 then
for k1 from 1 to Ran do 25(z2]:=z5[z2]+1:
if test[1,k1]<>0 then indi2:=1:fi: pco[z2][z5[z2],1]:=z0:
od: pco[z2][z5[z2],2]:=z3+k1-1:
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pco[z2][z5[z2],3]:
mco|[z2][z5(z2],1]:=z1+1:
mco|[z2][z5(z2],2]:=z3+k1-1:
mco(z2][z5(z2],3]:=Cart[grou][z2,k1+a2]:
fi:
od:
# set indicator to cope with degeneracy
# (do the above only once for zero root)
indi4:=1:
fi
fi:
od:
# NO, DOES NOT EXIST YET
# if zero weight in basic/adjoint rep:
# create all zero weights
if (indi2=0 and indi3=0 and adj=1 and k2=1) then
indi3:=1:
al:=Ran:a2:=0:
if grou=6 and adjf=1 then al:=2:a2:=2:fi:
if grou=3 and adjf=1 then al:=Ran-1:a2:=0:fi:
for k1 from 1 to al do
rep[k2][z1+k1]:=evalm(test):
if Cart[grou][z2,k1+a2]=2 then
z5(z2):=z5[z2]+1:
pco[z2][z5[z2],1]:=z0:

=-Cart[grou][z2,k1+a2]:

mco[z2][z5[z2],1]:=z1+k1:
mco[z2][z5[z2],2]:=z0:
mco[z2][z5[z2],3]:=-1:
dummy:=z1+k1:

fi:

if Cart[grou][z2,k1+a2]<>2

and Cart[grou][z2,k1+a2]<>0 then
z5[z2]:=z5[z2]+1:
pco[z2][z5[z2],1]:=z0:

pco[z2][z5[z2],3!
mco[z2][z5[z2],1
mco[z2][z5[z2],2 :
mco([z2][z5(z2],3]:=Cart[grou][z2,k1+a2]:
fi:
od:
z1:=z1+al:
fi:
# if nontrivial weight
if indi3=0 then
indi1:=0:
z1:=z1+1:
rep[k2][z1]:=evalm(test):
# check if member of a chain
if rep[k2][z0][1,z2]>1 then
chain[k2][z1,z2]:=rep[k2][z0][1,22]-k3:
fi:
# Kacnorm
eps:=1:
indi8:=0:
for k1 from 1 to Ran do
if rep[k2][dummy][1,k1]<>0 then
indi8:=1:
fi:
od:
if adj=1 and indi8=1 then
roco:=evalm(rep[k2][dummy]&*
inverse(Cart[grou])):
indi7:=0:
for k1 from 1 to Ran do
if roco[1,k1]<0 then indi7:=1:fi:
od:
if indi7=1 then
eps:=-Kacnorm(
car[grou][z2],-rep[k2][dummy],Ran,grou,Cart):

fii:
if indi7=0 then
eps:=Kacnorm(

car[grou][z2],rep[k2][z1],Ran,grou,Cart):
fi:
fi:
# Freudenthal
if ((grou=5 and Ran>5 and Ran<9) or grou=7)
and adj=1 then
eps:=1:
freuden(Ran,grou,rep[k2][z1],inde[k2][z1]):
freudeneps(indes[k2][z2],
inde[k2][dummy],inde[k2][z1],'eps’):
fi:
# entries
if k2=1 then
z5(z2]:=z5[z2]+1:
pco[z2][z5[z2],1]:=dummy:
pco[z2][z5[z2],2]:=z1:
pco[z2][z5[z2],3]:=
eps*(rep[k2][z0][1,z2]+1-k3):
mco[z2][z5[z2],1]:=z1:
mco(z2][z5(z2],2]:=dummy:
mco(z2][z5(z2],3]:=eps*k3:
fi:
# second run: produce generator
if k2=2 then
pco[z1]:=
scalmult(commu(pco[z2],pco[dummy]),-1/k3*eps):
mco[z1]:=
scalmult(commu(mco[z2],mco[dummy]),1/k3*eps):
fi:
dummy:=z1:
fi:
od:
fi:
od:
od:
for k1 from 1 to Ran do
pcolk1][1,4]:=z5[k1]:mco[k1][1,4]:=z5[k1]:
od:
if k2=1 then
print(‘Weights:*);
for k1 from 1 to z1 do
print(k1, rep[k2][k1]);
od;
print(‘Number of entries for
simple root generator k‘);
for k1 from 1 to Ran do print(k1,z5[k1]); od;
Repdimen:=z1:
fi:
if k2=2 then
print(‘positive root generators:*);
for k1 from 1 to z1 do
rep[k2][k1]:=evalm(rep[k2][k1]*(-1)):
if grou<>5 and grou<>7 then
print(‘generator‘,k1,‘rootcoordinates’,
evalm(rep[k2][k1]&*inverse(Cart[grou])));
fi;
if (grou=5 and Ran>5 and Ran<9) or grou=7 then
if inde[2][k1][4]=2 then
test:=seq(inde[2][k1][3-k3],k3=1..2):
else
test:=seq(inde[2][k1][k3],k3=1..inde[2][k1][4]):
fi:
print(‘generator‘,k1,'rootcoordinates’,
evalm(rep[k2][k1]&*inverse(Cart[grou])),
-, ‘epsilon‘ test);
else
print(‘generator’,k1,'rootcoordinates’,
evalm(rep[k2][k1]&*inverse(Cart[grou])),
‘epsilon‘,test);
fi;
fi;
od:
fi:
od:
end:

Table A.5:Maple Code: Generation of Representation Matrices
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Lie Algebra Check

testCartan:=proc(pco,mco,rep,grou,Ran)
local Le,k1,k2,k3,rest,roco,h,test;
initialize(grou,Ran,’Cart’,’highest’,'Dimen’,’car’):
# relative lengths of roots
for k1 from 1 to Ran do
for k2 from 1 to Ran do
for k3 from 1 to 7 do
Le[k3][k1,k2]:=1:
od:
od:
od:
for k1 from 1 to Ran-1 do
Le[2][k1,Ran]:=2:
Le[2][Ran,k1]:=1/2:
Le[3][k1,Ran]:=1/2:
Le[3][Ran,k1]:=2:
od:
Le[6][1,2]:=1:Le[6][2,1]:=1:
Le[6][1,3]:=2:Le[6][3,1]:=1/2:
Le[6][1,4]:=2:Le[6][4,1]:=1/2:
Le[6][2,3]:=2:Le[6][3,2]:=1/2:
Le[6][2,4]:=2:Le[6][4,2]:=1/2:
Le[6][3,4]:=1:Le[6][4,3]:=1:
Le[7][1,2]:=3:Le[7][2,1]:=1/3:
# Calculate CSA
for k1 from 1 to Ran do
h[k1]:=commu(pco[k1],mco[k1]):
od:
# Test Cartan Matrix
print(‘Test [H _alpha ., E _alpha j]=A _ji E _alpha j);
for k1 from 1 to Ran do
for k2 from 1 to Ran do
rest:=addi(commu(h[k1],pco[k2]),
scalmult(pco[k2],-Cart[grou][k2,k1])):
if rest[1,4]=0 then print(k1,k2,0k); fi;
if rest[1,4]<>0 then print(k1,k2,ups); fi;
od;
od;
print(‘Test [H _alpha 4, E _-alpha j]=A ji E _-alpha J);
for k1 from 1 to Ran do
for k2 from 1 to Ran do
rest:=addi(commu(h[k1],mco[k2]),
scalmult(mco[k2],Cart[grou][k2,k1])):
if rest[1,4]=0 then print(k1,k2,0k); fi;
if rest[1,4]<>0 then print(k1,k2,ups); fi;
od;
od;
# Test normalizations
# [E -alpha,F _alpha]=H _alpha for positive roots
# Calculate H _alpha
print(‘Test [E _alpha,F _alpha]=H _alpha
for positive roots®);
for k1 from Ran+1 to (Dimen[grou]-Ran)/2 do
roco:=evalm(rep[2][k1]&*inverse(Cart[grou])):
h[k1]:=scalmult(h[1],roco[1,1]*

(sum((roco[1,e1])"2*Le[grou][el,1],e1=1..Ran)+
sum(sum(roco[1,e1]*roco[1,e2]*Cart[grou][e2,e1]*
Le[grou][el,1],e2=el+1..Ran),
el=1..Ran))"(-1)):
for k2 from 2 to Ran do
h[k1]:=addi(scalmult(h[k2],roco[1,k2]*
(sum((roco[1,e1])"2*Le[grou][el,k2],e1=1..Ran)+
sum(sum(roco[1,el1]*roco[1,e2]*Cart[grou][e2,e1]*
Le[grou][el,k2],e2=el+1..Ran),
el=1..Ran))"(-1)),h[k1]):
od:
od:
# Check with [E _alpha,F _alpha]
for k1 from Ran+1l to (Dimen[grou]-Ran)/2 do
rest:=addi(h[k1],commu(mco[k1],pco[k1])):
if rest[1,4]=0 then print(k1, ‘ok’):fi:
if rest[1,4]<>0 then
print(k1, ‘ups‘rest[1,4]):
fi:
od:
# Check [E _alpha .i,F _alpha _j] for simple roots
print(‘Check [E _alpha .i,F _alpha _j]=0 for simple roots,
i not equal to j):
for k1 from 1 to Ran do
for k2 from 1 to Ran do
if kl<>k2 then
rest:=commu(pco[k1],mco[k1]):
if rest[1,4]=0 then print(k1,k2,'ok"):fi:
if rest[1,4]<>0 then print(k1,k2,‘ok"):fi:
fi:
od:
od:
# Check Serre relations
print(‘Test Serre relations
(adj[E -alpha d]'(-A  ji+1))(E
for k1 from 1 to Ran do
for k2 from ki+1l to Ran do
test:=commu(pco[k2],pco[k1]):
for k3 from 1 to -Cart[grou][k1,k2] do
test:=commu(pco[k2],test):
od:
if test[1,4]=0 then print(k2,k1,0Kk):fi:
if test[1,4]<>0 then print(k2,k1,ups):fi:
od:
od:
for k2 from 1 to Ran do
for k1 from k2+1 to Ran do
test:=commu(pco[k2],pco[k1]):
for k3 from 1 to -Cart[grou]k1,k2] do
test:=commu(pco[k2],test):
od:
if test[1,4]=0 then print(k2,k1,0k):fi:
if test[1,4]<>0 then print(k2,k1,ups):fi:
od:
od:

_alpha j)=0%);

end:

Table A.6:Maple Code: Lie Algebra Check

Tensor Products

tens:=proc(mal,d1l,ma2,d2)

local z1,z2,z3,z4,tensl,tens2,tens3;

z3:=0:

for z1 from 1 to mal[l,4] do

for z2 from 1 to d2 do
z3:=z3+1:
tens1[z3,1]:=z2+(mal[z1,1]-1)*d2:
tens1[z3,2]:=z2+(mal[z1,2]-1)*d2:
tens1[z3,3]:=mal[z1,3]:

od:

od:

tens1[1,4]:=z3:

z4:=0:

for z1 from 1 to ma2[1,4] do

for z2 from 1 to d1 do
z4:=74+1:
tens2[z4,1]:=ma2[z1,1]+(z2-1)*d2:
tens2[z4,2]:=ma2[z1,2]+(z2-1)*d2:
tens2[z4,3]:=ma2[z1,3]:

od:

od:

tens2[1,4]:=z4:

tens3:=addi(tens1,tens2):

tens3:

end:

Table A.7:Maple

Code: Tensor Products
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A.3 Examples

In this section, some simple examples to show how the above procedures can be applied are
presented.

A3l a4

The first example is given in table A.8. THeof sly is generated by the procedunegh-
weightrep . The representation matrices, known from the main part of this thesis, are then
printed.

> highweightrep(1,1,([[3]]),ro,'d’,pco,mco);

Cartan matrix, [2], highest root, [2], Dimension, 3
Weights:
1, [3]
2, [1]
3, [-1]
4, [-3]
Number of entries for simple root generator k
1,3
positive root generators:
generator, 1, rootcoordinates, [1]

> print(matri(pco[1],d),matri(mco[1],d),
matri(commu(pco[1],mco[1]),d));

0 3 0 O 0 0 0 O 3 0 0 0
0 0 2 0 10 0 O 0 1 0 0
0 001’0200/l 00 -1 0
0 0 0 O 0 0 3 0 0 0 0 -3

Table A.8: Examplet of a;

A32 gy 14

A more complicated example is tHel adjoint representation afs, involving a; modules of
dimension 4. It is generated by callilmgghweightrep . The normalization has been chosen
to correspond to section 2.4.2, refe8freud.

The correctness of the representation matrices is tested by dalitigartan . The corre-
sponding output is given in table A.9.

The whole algebra is then given in one matrix by

D(g2) = Y HiD(Hy,)+ > PD(Eg)+» MD(E_g), o; €TI® f;c AP

where the rootg3; correspond to the list given byighweightrep . The D(H,,), D(Ejg,),
D(Eg,) denote the representation matrices, and the paraméierB;, M; can be chosen to be

in C or R depending on the real form needed (the latter choice corresponds to the normal form
g2(+2))- The resultis given in table A.10.
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> highweightrep(7,2,([[1,0]]),ro,'d’,pco,mco);
Cartan matrix < 7% _g > , highest root, [1 0], Dimension, 14

Weights:
1,[10]
2,[13]
3,[01]
4,[1-1]
5, [2-3]
6,[-12]
7,[00]
8,[00]
9,[-23]
10, [1-2]
11,[-11]
12, [0-1]
13,[1-3]
14, [-1 0]
Number of entries for simple root generator k
1,7
2,9
positive root generators:
generator, 1, rootcoordinates, [1 0], epsilon, 1, 2
generator, 2, rootcoordinates, [0 1], epsilon, 2
generator, 3, rootcoordinates, [1 1], epsilon, 1
generator, 4, rootcoordinates, [1 2], -, epsilon, 3
generator, 5, rootcoordinates, [1 3], epsilon, 2, 3
generator, 6, rootcoordinates, [2 3], epsilon, 1, 3

> testCartan(pco,mco,ro,7,2);
Cartan matrix( 73 _g > , highest root, [1 0], Dimension, 14

Test [halphai, e_alphaj]=A _ji e_alphaj
1, 1, ok
1, 2, ok
2,1, ok
2,2, 0k
Test [halphai, f_alphaj]=-A ji f _alphaj
1, 1, ok
1, 2, ok
2,1, ok
2, 2, 0k
Test [ealpha,falpha]=halpha for all roots
3, ok
4, ok
5, ok
6, ok
Check [ealphai,f_alphaj]=0 for simple roots, i not equal to |
1, 2, ok
2,1, ok
Test Serre relations (adjf@phai]” (-A_ji+1))(e_alphaj)=0
2,1, ok
1, 2, ok

Table A.9: Examplet4 of go
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> G:=scalmult(pco[1],P[1]) ]
> for k from 2 to 6 do G:=(addi(scalmult pco[k],l?\%k}(),G :0d:
> for k from 1 to 6 do G:=(addi(scalmult(mco[k],M[K]),G)):0d:
> for k from 1 to 2 do
> G:=(addi(scalmult(commu(pco[k],mco[k]),H[K]),G)):0d:
> print(matri(G,d));
Hy P 3P3 —3P, —Ps 0 —Pg O 0 0 0 0 0 0
My, 3Hy — Hy 3P5 0 0 —3P, Ps —3P5 —Pg 0 0 0 0 0
M3 Mo Ho 2P 0 —2P3 0 —Py 0 —Ps —Pg 0 0 0
— My 0 2Mo —Ho + Hy — P> Py —P3 P3 0 —2Py 0 Pg 0 0
— Mg 0 0 —3Ms —3Hs + 2H; 0 —2P; 3P; 0 3P3 0 0 Pg 0
0 —My —2Ms3 My 0 2Ho — Hy P> —2P> —P3 0 2Py Py 0 0
—2Mg —Ms —3My —3Ms3 — M, 0 0 0 Py 0 3P3 3P, Ps 2Pg
—Mg —Ms —2My; —Ms3 0 — Mo 0 0 0 Py P3 2P, Py Pg
0 — Mg 0 0 0 —3Msz 2M; —3M,3Hy — 2H; 0 3P, 0 0 Ps
0 0 —Ms —2My M3 0 — Mo 2Moy 0 —2H, + H, —P; 2P3 Py 0
0 0 — Mg 0 0 2My M3 —Ms My —M, Hy — H, —2P, 0 Py
0 0 0 Mg 0 Ms 0 My 0 2Ms3 —2My —Hoy —Py —P3
0 0 0 0 Mg 0 —Ms 3Ms 0 3My 0 —3Mo—3Hy + Hy —P;
0 0 0 0 0 0 Mg O Ms 0 3My -3Msz —M; —H;
Table A.10: Exampld4 of go (Representation Matrix)
A33 f4: 26

A third example is the26 of {4, the (only) basic representation of this algebra. Agaigh-

weightrep

is called (see table A.11) and the algebra is given as a whole in one representation

matrix with conventions as above (table A.12).

> highweightrep(6,4,([[0,0,0,1]]),
ro,’d’,pco,mco);

2

-1

0

0

-1
2
-1
0

0
-2
2
-1

0
0
-1
2

Cartan matrix

highest root, 1 0 0 0], Dimension, 52

Weights:
1,[0001]
2,[001-1]
3,[01-10]
4,[1-110]
5[-1010]
6,[10-11]
7, [-(11-11]
8,[100-1]
9,[0-111]

10,[-110-1]
11,[00-12]
12,[0-12-1]
13,[0000]
14,[0000]
15,001 -2]
16,[01-21]
17,[01-1-1]
18,[1-101]
19,[1-11-1]
20,[-1001]
21,[-101-1]
22,[10-10]
23,[-11-10]
24,[0-110]

)

25,[00-11]
26,[000-1]
Number of entries for simple root generator k

1,6

2,6

3,11

4,11

positive root generators:

generator, 1, rootcoordinate$, () 0 0]
generator, 2, rootcoordinate$, 1 0 0]
generator, 3, rootcoordinate$,§ 1 0]
generator, 4, rootcoordinate$,( 0 1]
generator, 5, rootcoordinate$, I 0 0]
generator, 6, rootcoordinate$, 1 1 0]
generator, 7, rootcoordinate$, 1 2 0]
generator, 8, rootcoordinate$,( 1 1]
generator, 9, rootcoordinate4, 1 1 0]
generator, 10, rootcoordinates, [1 1 2 0]
generator, 11, rootcoordinates, [01 1 1]
generator, 12, rootcoordinates, [0 1 2 1]
generator, 13, rootcoordinates, [01 2 2]
generator, 14, rootcoordinates, [11 1 1]
generator, 15, rootcoordinates, [1 2 2 0]
generator, 16, rootcoordinates, [11 2 1]
generator, 17, rootcoordinates, [11 2 2]
generator, 18, rootcoordinates, [12 2 1]
generator, 19, rootcoordinates, [12 2 2]
generator, 20, rootcoordinates, [12 3 1]
generator, 21, rootcoordinates, [1 2 3 2]
generator, 22, rootcoordinates, [12 4 2]
generator, 23, rootcoordinates, [1 34 2]
generator, 24, rootcoordinates, [2 34 2]

Table A.11: Exampl&6 of {4
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A.3.4 Tensor Products

Finally, a simple example shall be given for ttens procedure introduced above. Fgip,
consider the tensor produ2tz 2 = 1 + 3. The corresponding output is given in table A.13.

The base vectors for the two zero weights of the tensor product mbe@eeed to be rotated
in order to see the singlet directly. For general tensor products, to separate the irreducible blocks,
the representation space basis will need to be transformed correspondingly. If the aim is to find
a specific irreducible module by constructing it in a tensor product, finding the transformation
to get block diagonal structure of the representation matrix might be nontrivial, and in general it
might be easier to consider closely the basis of this module and to construct it directly.

highweightrep(1,1,([[1]]),ro,’d’,pco,mco):
G1:=scalmult(pco[1],P):
G1:=(addi(scalmult(mco[1],M),G1)):
G1:=(addi(scalmult(commu(pco[1],mco[1]),H),G1)):
print(matri(G1,d));

V V V VYV

> x:=matri(tens(G1,2,G1,2),4):print(x);

H P P 0
M 0 0 P
M 0 0 P
0 M M -—-2H
> y:=array(1..4,1..4,[[1,0,0,0],[0,1,0,-1],[0,1,0,1],[0,0,1,0]]):
> evalm(inverse(y)&*x&*y);
2H 2P 0 0
M 0 P 0
0 2M —-2H O
0 0 0 0

Table A.13: Exampl ® 2 = 1 + 3 for a;
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