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Abstract. A brief description of the impact of the recent HERA run [+1I combination
of inclusive deep inelastic scattering cross-section data on the CT14 global analysis of
PDFs is given. The new CT14ygra; PDFs at NLO and NNLO are illustrated. They
employ the same parametrization used in the CT14 analysis, but with an additional shape
parameter for describing the strange quark PDF. The HERA I+II data are reasonably
well described by both CT14 and CT14ggra> PDFs, and differences are smaller than the
PDF uncertainties of the standard CT14 analysis. Both sets are acceptable when the error
estimates are calculated in the CTEQ-TEA (CT) methodology and the standard CT14
PDFs are recommended to be continuously used for the analysis of LHC measurements.

1 Introduction

The CT14 parton distribution functions (PDFs) [1] are obtained in a global analysis of a variety of
hadronic scattering experimental data and are suitable for general-purpose QCD calculations at the
Large Hadron Collider (LHC) and in other experiments.

In global analyses to determine the PDFs of the proton, inclusive DIS measurements impose the
most important constraints. In 2015, the H1 and ZEUS collaborations released a novel combination,
“HERA2”, of measurements of inclusive deep-inelastic scattering cross sections [2] at the HERA e*p
collider. The two collaborations employed different experimental techniques and used different detec-
tors and methods for kinematic reconstruction. As a result, the new HERA2 combined measurements
exhibit reduced systematic uncertainties with respect to the previous combination of DIS data sets,
“HERA1”, published in 2009 [3].

In the study of Ref. [4], the impact of the HERA2 measurements on the CT14 global analysis
is investigated by replacing the combined HERA1 data set used in the published CT14 PDFs [1],
with the HERA2 set and by examining the resulting changes in PDF central values and uncertainties.
Moreover, the dependence of the goodness-of-fit upon kinematic cuts on Q and x is also examined, as
in Ref. [2] it was suggested that the low Q> HERA2 data are not well fitted by the CT10 and CT14
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PDFs. Related studies of the impact of HERA2 data in the context of MMHT14 and NNPDF3.0
analyses can be found in Refs. [5-7].

The CTEQ-TEA PDFs have been refitted at NLO and NNLO by using the global CT14 data
ensemble, but with the HERA2 measurements in place of HERA1. The new PDFs obtained after the
refitting procedure are named CT14yggra: , to distinguish from CT14.

2 Features of the CT14r4, analysis

The HERA?2 data set has 1120 data points in the fitted region with Q > 2 GeV and W? > 12.5
GeV?. There are 162 correlated systematic errors, and 7 procedural uncertainties, in addition to the
luminosity uncertainty. When HERA?2 is included in the global fit, there are in total 3287 data points in
the CT14ygra2 data ensembles, compared to 2947 in the original CT14 fits. This is because two other
changes have been made in the data analysis: 1) the NMC muon-proton inclusive DIS data on F’ é’ [8]
have been dropped because this set is influenced by some unknown or underestimated systematic
errors !, in concordance with findings in our earlier studies [9]; 2) the data table for the CMS 7 TeV
5 fb~! inclusive jet experiment [10], which became available after the completion of the CT14 study,
has been updated and it produces no appreciable effects on the PDFs.

As in CT14, the theoretical predictions for the majority of processes in the CT 14ygra> fit are cal-
culated at the NNLO level of accuracy. In particular, a NNLO treatment [11] of heavy-quark mass
effects in neutral-current DIS is realized in the S-ACOT-y scheme [12-15] and is essential for ob-
taining correct predictions for LHC electroweak cross sections [16—-19]. However, the calculations
for charged-current DIS and inclusive jet production are included at NLO only; in both cases, the
complete NNLO contributions are not yet available. In Sec. II of Ref. [1], various arguments are pre-
sented suggesting that the expected impact of the missing NNLO effects in jet production on the PDFs
is small relatively to current experimental errors. Similarly, the NNLO contribution to charged-current
DIS, including massive charm scattering contributions [20], is modest compared to the experimental
uncertainties.

2.1 Parametrization of the PDFs

The CT14ygra2 analysis adopts the CT14 PDF functional forms [1] at initial scale Qp = 1.3 GeV
x fa(x, Qo) = x (1 = x)* Py(x), (1

where the P,(x) functions are linear combinations of Bernstein polynomials. One change is made
relative to the standard CT14. In Ref. [1] the strange quark PDF is parametrized according to Eq. (1),
with P(x) being a constant. The parameter a; is tied to the common a; of i and d, and s(x) = 3(x)
is assumed in the analysis. Therefore, in the standard CT14 analysis, one has only two parameters
for the strange quark PDF: a, and normalization. With this limitation on s(x, Qp), it is necessary to
extend the strange quark uncertainty by adding two “extreme strange” PDFs to the set of Hessian error
PDFs. In the CT14pgra2 PDFs, a different technique is used to avoid underestimating the strangeness
uncertainty provided by the Hessian error PDF set: while in the published CT14 PDFs the a; param-
eters are such that a;(s) = a;(5) = a,(d) = a;(@), in CT14ugra2 a1(s) = a1(5) is allowed to differ
from a;(d) = a,(i1). By freeing the parameter a,(s), it is found that it is not necessary to construct
additional extreme strange PDFs. So, whereas the CT14 error PDFs include two “extreme strange”

'In the CT14pERA2 analysis of Ref. [4] it has been observed that even if they were included in the fit, they would induce a
negligible change in the total y?
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and two “extreme gluon” PDFs, the CT14ygra» error PDFs include only two “extreme gluon” PDFs
to model the uncertainty of gluon PDFs in the very large x and small x regions, respectively. Thus the
total number of error PDFs is the same for CT14 and CT14ygra2-

3 Impact of data selection cuts

The HERA2 publication [2] found that both HERAPDF2.0 PDFs and y? values depend significantly
on the choice of Qy, the minimum value of the four-momentum-transfer Q in the HERA2 analysis.
In order to explore the impact of variations of Q¢ on the CT14ygra2 global analysis, multiple fits of
CT14ygrA2 PDFs have been performed in which Q. is varied from 2 GeV to 6 GeV and the results are
compared to those of the CT14 analysis. For every choice of Qcy, the total y?, reduced-y* (i.e., x2,),
and the systematic shift penalty R? (defined respectively in Eq. 2 and 3 of Ref. [4]), are illustrated
in Fig. 1. The y? /N s accounts for the sum of all four DIS subprocesses and the graphs show the
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Figure 1. x?/N,, (left), reduced-y*/N,,, (right), and R* (bottom) for the HERA2 data and CT14ggra> PDFs, as
a function of Q.

dependence on Q. in the CT14ygra2 analysis at both NLO and NNLO. The values of Xz /N s for the
HERAZ2 data exhibit a shallow minimum for Q. in the range 3.5 < Q. < 4 GeV. The reduction of
¥? at Qeye ~ 4 GeV, compared to the CT standard choice of Q. = 2 GeV, from 1.17 to 1.15, does not
seem significant. An interesting feature of the graphs is that near the minimum the NNLO and NLO
results are equal, whereas NNLO has larger y? on either side of the minimum. The lower panel in
Fig. 1 shows R?, the total quadratic penalty for the systematic errors, as a function of Q.. The value
of R? decreases significantly from Qg = 2 to 3.87 GeV, from 87 to 49 (for 170 systematic errors).
For ideal Gaussian systematic errors one would expect R> ~ 170. When the low-Q data points are
discarded by the cut, the systematic errors become less important. However, this reduction of R? is
shared by 1120 total data points, so the overall net change in y? [N pss is mild.
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4 Results for the CT1 4yerAn PDFs

The central values and uncertainties of the CT14ygra2 PDFs are compared to those of the CT14 global
analysis in Fig. 2, where only the NNLO PDFs at the scale Q equal to the initial scale Qg = 1.3 GeV
are shown. At this low scale, the PDF uncertainties are magnified, and they are reduced at electroweak
scales as a consequence of DGLAP evolution. Additional plots can be found on the CTEQ public
website [21]. The comparison is summarized below where a few comments are in order.

The central value of the CT14ygra2 gluon in the range 102 < x < 0.2 is almost unchanged
compared to CT14; it is larger by about 30% at x ~ 107, by a larger factor for x > 0.5, and it is
smaller by about 10% at x =~ 0.3.

The u and d quarks are generally slightly larger than (but close to) CT14 in the range 107 < x <
0.5 where the CT14ygra2 uncertainty band is comparable to that of CT14; whereas they are both sys-
tematically larger by about 5% in the intermediate region of 107* < x < 1072, The CT14upra2/CT14
ratio decreases at x < 107 in both cases. The d quark increases at x > 0.5, while the u quark decreases
slightly at x ~ 0.5. The slow oscillations in d(x, Q) reflect the behaviour of Bernstein polynomials in
Eq. (1).

The strange quark central prediction is reduced over the entire x range, mainly due to the change
of adding one additional shape parameter for describing the strange quark PDF; but this reduction
is statistically insignificant and completely within the uncertainty of the previous PDF ensemble. In
particular a reduction of approximately —50% is observed at both x < 1073 and x > 0.5.

The & and d quarks share similar features. They are almost unchanged for 1072 < x < 0.2 where
the uncertainties are comparable to those of CT14. The & quark PDF increases by about 10% at x
around 0.2, and the d quark PDF similarly at x around 0.3. Both of i and d quarks, similar to s
quark, decrease by large factors for x > 0.4, where both gluon and down quark PDFs increase, as a
consequence of momentum sum rule. It is important to keep in mind that at x > 0.5 the antiquark PDFs
take very small values, their behaviour is very uncertain and strongly depends on the parametrization
form.

The individual PDF uncertainties do not change much, except in the unconstrained x regions of
the strange quark PDF due to the change made in its parametrization form.

It has been verified that the change seen in gluon, up and down quark PDFs mainly arises from
replacing the HERA1 data (in CT14 analysis) by the HERA?2 data (in CT14ygra» analysis). This was
explicitly checked by comparing CT14 PDFs to the the result of a new fit which uses exactly the same
setup as that in the CT14 global analysis, but with the HERA1 data replaced by the HERA?2 data.

Conclusions

A short overview of the CT14 global analysis of proton’s PDFs has been given. With rapid advance-
ments in LHC measurements, the focus of the global analysis has shifted toward providing accurate
predictions in the wide range of x and Q covered by the LHC data. This development requires long-
term multi-prong effort in theoretical, experimental, and statistical areas. On the theory side, a more
flexible parametrization has been introduced to better capture variations in the PDF dependence. A
series of benchmark tests of NNLO cross sections, carried out in the run-up for the CT14 fit for all
key fitted processes, have resulted in better agreement with most experiments and brought accuracy of
most predictions to the truly NNLO level. The final CT14 PDFs are presented in the form of 1 central
and 56 Hessian eigenvector sets at NLO and NNLO. The 90% C.L. PDF uncertainties for physical
observables can be estimated from these sets using the symmetric [9] or asymmetric [22, 23] master
formulae. These PDFs are determined for the central QCD coupling of a4(M;) = 0.118, consistent
with the world-average a; value.
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Figure 2. Comparison of CT14ygra, (red) and CT14 (blue) PDFs at Q = 1.3 GeV. Flavors g, u,d, s, ii,d are
shown. The curves compare the central fits, plotted as ratios to CT14. The uncertainty bands are 90% C.L.
uncertainties evaluated from the CT14 (shaded blue) and CT14ygra,» (hatched red) error ensembles; both error
bands are normalized to the corresponding central CT14 PDFs. All PDFs are from the NNLO QCD analysis.
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