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With the rise of novel computing techniques such as big data and artificial intelligence, many
scientific and industrial disciplines are faced with exponentially increasing demands for data
storage and compute resources. Traditional data compression algorithms are either generically
applicable but lossless, limiting performance (e.g. zip), or lossy but designed for specific
applications (e.g. jpg, mp3). Machine learning can be deployed to identify the most significant
features of any given dataset and favour these features in a compression algorithm. Baler [1]
is a novel framework for developing, testing and deploying autoencoder-based data compression
algorithms. In this talk, we report on recent developments to the Baler framework, including the
implementation of Baler on FPGAs and how Baler has been used to compress data from atomic
physics (Mossbauer imaging).
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1. Introduction

Many scientific disciplines face a common challenge: managing increasingly large datasets.
For example, by the end of 2030, the Large Hadron Collider (LHC) and its experiments are projected
to analyze more than ten times what is currently being handled [2—4], while fields like Computational
Fluid Dynamics (CFD) and atomic physics (x-ray imaging) rely on simulation and imaging methods
which produces terabytes of data, all in need of storage and distribution. Without significant R&D
efforts, the vast amount of data generated by these large-scale scientific projects is expected to
surpass the available storage capacities (see e.g. Fig 1 regarding the ATLAS experiment at the
LHC). This issue is noonly confined to scientific research but affects industrial sectors as well [5].

In addition to storage, the efficient distribution of big data is another critical concern. Data
compression techniques can play a key role in reducing the volume of data that needs to be
transmitted, making distribution more manageable — and faster. Hardware solutions like Field-
Programmable Gate Arrays (FPGAs) are increasingly being explored for real-time data compression
due to their high processing speed and flexibility. This can significantly optimize both storage and
data sharing processes in large-scale scientific and industrial applications.

The most common mitigation strategy to this problem involves so-called lossless data com-
pression. With this strategy, one is able to compress data down to a size capped by the compression
algorithm, then forcing discarding of data past that point. For a more aggressive approach, one
can delve into lossy data compression. This method uses approximations and the partial discarding
of data to reduce data size further than lossless methods at the cost of data fidelity. Performing
lossy compression using Autoencoders (AEs) [6], has been proven to be viable in many different
fields [7] including High Energy Physics (HEP) [8—10], and a representation of the Autoencoder
neural network model is presented in Fig 2. This is the core part of the Baler framework, which
has been developed to easily investigate the feasibility of lossy compression using machine learn-
ing methods. For a more detailed description of how Baler incorporates and uses AEs for data
compression, as well as for previous results in the CFD and HEP fields, the reader is referred to
Reference [11].
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Figure 1: Projected evolution of disk usage neural network. Modified from [13]

from 2020 until 2034 at the ATLAS exper-
iment [12].
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2. Mossbauer

When a photon is emitted from a nuclide undergoing an energy level transition, the energy of
the photon is that of the difference in energy levels, less the recoil energy imparted on the nuclide.
For free atoms this recoil energy can be significant and can inhibit direct absorption of the photon
by another nuclide of the same type. However, when the nuclide is in a lattice the effective mass of
the nuclide becomes large and the recoil energy imparted becomes small. At this point, the photon
energy is similar to that of the transition energy and resonant absorption and emission becomes
possible. This is known as the Mossbauer effect [14], and produces a characteristic resonant peak
in the absorption spectra.

The initial gamma ray source can be linearly oscillated to account for any remaining recoil
energy in a technique known as Mossbauer spectroscopy, and can be used to study the hyperfine
transition in atoms. A Mdossbauer camera can be constructed by placing a CMOS sensor or similar
behind the sample to be measured in the spectroscope. By using the CMOS output to tune the
oscillation of the gamma-ray source, the structure of the material can be directly imaged via the
Mossbauer effect, allowing for a resolution as small as 5 pm. [15, 16]

One such camera with a 2048x2048 pixel sensor would produce a data rate of 2-4 MB/s during
a typical data-taking period of 1-5 days. This produces up to 2 TB of data per period. The data can
be compressed down to 10% of the original size with an acceptable loss of quality. Background
noise is significantly reduced whilst the features of the image are sufficiently preserved. An example
can be seen below in Figure 3.
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Figure 3: A comparison of an image captured by a Mossbauer camera before and after compression. The
features of the image (dots) are preserved at a good quality, and the background noise is reduced.

3. FPGA Compression

Implementing machine-learning-based data compression on FPGAs provides a high-performance,
efficient solution that leverages hardware acceleration. With inherent parallelism and low-latency
processing, FPGAs are ideal for the computational demands of ML algorithms, particularly in
real-time compression tasks for data-heavy applications like video/data streaming and telecom-
munications where bandwidth efficiency is crucial. Autoencoders and similar models can be
fine-tuned on FPGAs to reduce data size before transmission, thereby optimizing bandwidth us-
age. FPGAs’ parallel processing also accelerates complex compression tasks that are otherwise
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impractical on traditional processors, making them highly effective for bandwidth compression in
resource-constrained environments.

Figure 4 describes the general workflow/flowchart that was followed when investigating
machine-learning-based data compression on FPGAs. One of many results obtained by A. Lil-
ius [17] is presented in Table 1. These results show the throughput of three different DNN models
on an FPGA compared to a CPU. For this study, it was shown that a throughput increase of up to
16.9x could be obtained by using an FPGA.
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Figure 4: Overview of the workflow which was used to investigate the viability of machine-learning-based
data compression on FPGAs.

Model (Encoder) Processing Unit Time (s) Throughput (inferences / s)

CPU 0.95 189473
DNN Large FPGA 1.26 142377
CPU 0.94 191489
DNN R

NN Reduced FPGA 0.23 768481
p . 209302

DNN Tiny CPU 0.86 0930
FPGA 0.05 3472422

Table 1: The results of comparing the implementation of different model sizes for the encoder. From [17]

4. Conclusions & Outlook

In conclusion, managing the growing data demands across scientific and industrial fields
requires innovative approaches to storage and distribution. Large-scale projects, like those at the
LHC, produce vast amounts of data that current infrastructure struggles to handle. Lossy data
compression methods offer promising solutions by reducing data size - e.g. by using Autoencoders.
Moreover, leveraging FPGAs for machine-learning-based real-time data compression presents a
high-performance, efficient solution. An FPGA’s parallel processing capabilities significantly
optimize compression tasks, improving throughput and bandwidth efficiency for data-intensive
applications.



Baler: Machine Learning-based Data Compression Axel Gallén

In the future, the Baler collaboration will continue to advance and refine techniques for machine-

learning-based data compression, with a particular focus on optimizing performance for large-scale

scientific and industrial applications. A key area of interest will be the integration of FPGAs, which

have shown significant promise and potential for real-time data compression.
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