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Abstract

We observe the two narrow states of the orbitally excited (L = 1) Bs; mesons
using fully reconstructed Bt — J/Y KT, J/¢p — pp and Bt — DOzt DY —
K*n~ decays. In addition to the previously observed B, state also the By
state is observed here. A fit to the @ distribution yields Q(Bs1) = 10.73 +
0.21(stat) £0.14(sys) MeV and Q(BZ;) = 66.96 £ 0.39(stat) £ 0.14(sys) MeV.
The obtained result allows us for the time a unique interpretation and mass
assigment of the two narrow B}* states. The assigments gives masses m(Bs1) =
5829.41 £ 0.21(stat) £ 0.14(sys) £ 0.6(PDG) MeV and m(BY;) = 5839.64 +
0.39(stat) £ 0.14(sys) + 0.5(PDG) MeV.
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Documentation of changes from version 2.0 to 2.1 of the note

At the first occurance of the explaination of the () value in chapter Bl page b, it
is mentioned, that the reconstructed mass of the decaying particles is used, not
the PDG value.

In the description of the MC production in chapter Bl page bl is mentioned, that
the decay of BY* mesons is done according to phase space.

As well in the description of the MC production, page @, it is mentioned, that
the PID simulation is based on the parametric simulation provided by the Bot-
tomMods package.

In chapter Hl pages [3, [T the definitions of purity (at first occurance of figure H)
and efficiency (at first occurance of figure [3]) are made clear. They refer to the
training sample.

In chapter B on page B0 it is made more clear, why we use for one of the B™
neural networks a MC based method and in the other case a sideband subtrakting
method. In the di-muon channel there was already a MC available and the special
structure of the two track trigger data allows to cut away a big part of the
background without cutting away much of the signal. This increases the signal
to background level in a way that makes the used method possible.

In chapter Hl the individual preprocessing for each variable is written in the lists

on pages [Z, M@ 2T and B4

The parameter values after the minimazation of the likelihood function are given
in chapter Bl on page B2

The momentum distributions for checking of possible effects due to redecaying,
the number of candidates distribution and the mass distributions for the data
and MC samples as given to the B!* neural networks are given in the appendix,
starting at page
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4 2 THEORY AND PREVIOUS EXPERIMENTS

1 Introduction

Studies of excited states of hadrons play a vital role in understanding Quantum Chro-
modynamics, the theory of strong interaction. The excited heavy mesons plays simillar
role as hydrogen atom in Quantum electrodynamics. In this analogy, the heavy quark
plays role of the atomic nucleus, while light quark takes role of the electron in the
hydrogen atom. Lot of experimental results are obtained in recent years for the orbital
excitations with L = 1 of D, D, and B mesons (see for instance [II, 2] for CDF analy-
sis). On the contrary for orbital excitations of the Bs meson, only one of the four states
was observed up to now, first by the OPAL Collaboration [3] and later confirmed by
DELPHI Collaboration [H]. Recently also the DO experiment reported the observation
of the same state [B]. In all three experiments, only one narrow state was observed
and it is apriory unknown which one was observed. The DELPHI Collaboration inter-
preted the observed signal to stem more probably from the B, than from Bg;. This
interpretation is based on the width of the seen state, which was more consistent with
the BZ,.

In this note we report on the search and observation of orbital excitations with
L =1 of the B, mesons, which are commonly named as B}*. Observed pattern of two
narrow states allows us for the first time uniquely determine the masses of the narrow
B7* states.

The analysis presented here is based on the data collected by the CDF Runll
detector from February 2002 to February 2006, which corresponds to a total integrated
luminostity of approximatelly 1 fb=! of good runs with silicon detector switched on.

The note is organized as follows. In section Bl we described basic predictions for
the B!* states and current experimental knowledge. Section Bl describes the datasets
used, Monte Carlo samples and candidate reconstruction. This is followed in section Hl
by details of the candidate selection. In section Bl we describe the unbinned maximum
likelihood fit to extract () values of the observed states. In section Bl systematic uncer-
tainties on the extracted () values are evaluated. Finally in section [0 results are given
and the note is closed by a short summary.

2 Theory and previous experiments

2.1 Theory

Orbitally excited mesons are mesons with angular momentum L = 1. Heavy quark
effective theory (HQET), which is a limit of QCD for m, — oo, predicts four states.
The basic characteristics of the four state are summarized in table [[l. As one can see,
there are two states decaying through s-wave and two decaying through d-wave. For
the states decaying through s-wave large width is expected and are usually referred as
"broad” states, while other two should have small width and are referred as "narrow”
states. The common name for those four states is B}*. Decays to B,m are forbiden
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by isospin conservation. In addition the decay of By; — BK is forbidden by angular
momentum and parity conservation.

Jq | J¥ | B state | decay mode width

1/2 | 0F B, BK broad (S-wave)
/2|1t B B*K broad (S-wave)
3/2 | 1T Bg B*K narrow (D-wave)
3/2| 2t B%, BK, B*K | narrow (D-wave)

Table 1: Properties of the orbitally excited (L = 1) By mesons

As the B!* are mostly unknown theory predictions for their properties are rare.
Despite that, there are a few predictions for the masses of BX*, which are summarized
in table 1 From the table one can see that all the calculations predict mass splitings
for the narrow states on the level of 12 — 13 MeV/c?.

Another possible prediction is on the ratio of the branching fractions of the two
possible decays of the B,. The prediction is based on the observation for Dj, where
following relation is defined

B(D5 — D) _ 5. (k_D>5 )
B(D35 — D*m) k3,
Taking the world average for the two branching fractions from PDG [10] one gets

B(D5 — D)
B(D5 — D*m)

=23+ 0.6 (2)

Heavy quark effective theory sets F.. = F, [7] and taking same formula as for D} decays
and PDG masses one can predict for a B, of the mass 5840 MeV/c* (Q = 67 MeV)
the following ratio of branching ratios

B(B:, — BK)
B(B:; — B*K)

= 12.0 + 3.5 (3)

Taking all the information together, in the experiment one expects two or three
peaks for narrow states. The number of peaks would depend on the mass of the B,
state. If it is on the level of 5840 MeV/c?, than it dominantly decays to the BK final

state/reference | [6] [ 8 [
B5(1/2) 5.841 [ 5.83 | - -
Ba(1/2) 5.859 | 5.86 | - -
B.(3/2) 5.831 | 5.86 | 5.834 | 5.886
B%(3/2) 5.844 | 5.88 | 5.846 | 5.899

Table 2: Predictions of the masses of B}*
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Figure 1: Invariant mass distribution for BK combinations from Opal experiment [3],
a) for unlike-sign and b) for like-sign.

state. On the other hand if the mass is higher, the ratio of branching ratios of the
two decay modes become smaller and the second peak corresponding to B** K~ decay
should appear in the BK mass distribution. The mass difference of the two peaks
corresponding to the decay of B}, will be the same as the mass difference between B
and B*, which is measured to be AM(B* — B) = 45.78 + 0.35 MeV/c* [10]. The
signal for By is than expected 45.78 + 12 MeV/c? from peak of B, — BK depending
which state is lighter.

2.2 Previous observations

There were several attempts to observe narrow B}* states out of which three were
successful in the observation of one state.

The first observation was reported by Opal Collaboration. They look to the in-
variant mass of the BT and K~ pair using inclusively reconstructed B™ mesons and
observed an excess of 149 4+ 30 events above Monte Carlo prediction of the back-
ground in the unlike-sign pair distribution [B]. The invariant mass distributions for
both unlike-sign and like-sign BK combinations are shown by Figure[ll The extracted
mass is m = 5853 + 15 MeV/c?, but without possibility to decide if the decay to BK
or B*K is seen, the measured mass is not uniquely defined.

The second experiment, which observed one of the narrow states, is the DELPHI
experiment. They again use a sample of inclusively reconstructed B mesons, which
they combine with a charged kaon. The Q = m(BTK~)—m(B*)—m(K ™) distribution
is shown in Figure 1 [4]. In the case of the Q value the reconstructed masses of decaying
particles like the BT mesons is used and not the world average value. m(B™ K ~) means
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Figure 2: Q = m(B*K~) —m(B') —m(K ™) distribution of the BK pair from Delphi
collaboration M.

the invariant mass of the B* and the K~ candidates which are combined to the B¥*. A
fit to the @ distribution yields a number of 134 4+ 32 (stat) £ 12 (sys) signal events and
Q = 79.0 + 4.0 (stat) + 2.0 MeV/c*. Thanks to the improved resolution, the Delphi
Collaboration comes with interpretation, that the seen signal comes from B}, — BK
decay. This would then translate to the mass of B, to be 5852 + 4 MeV/c*. One
should stress, that this interpretation was preferred based on the observed width in the
data, but it is not excluded that the interpretation is not correct.

Recently also DO reported an observation of the same narrow state[] as seen by the
two LEP experiments. They observe it in the B* K~ channel using fully reconstructed
BT mesons in the J/¢ K™ channel. The @ distribution observed by the D@ experiment
is shown in FigureBl The result based on a dataset with integrated luminosity of 1 fb=!
shows a peak in the @ distribution at 66 MeV/c?. A fit with a third order polynomial
for background and a Gaussian for signal yields 135 + 31(stat) signal events with
Q = 66.4 + 1.4(stat) MeV/c* with resolution o = 4.7 4 1.5(stat) MeV/c?. The signal
is interpreted as coming from B¥, — BT K~ without deeper argumentation. This would
then translate to the mass of the B, state being m(B},) = 5839.1 + 1.4(stat) MeV/c?.
In addition they argue that the signal from narrow the By, is not seen because it is about
20 MeV/c? lower than seen signal and therefore the decay to B*K is not kinematically
allowed.

Looking to this situation it is still not clear, which state was observed by previous
experiments and what are the masses of the B!* states and mass splitting within the
doublet. The CDF experiment can play vital role here with its large data sample of
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Figure 3: Q@ = m(BTK~) —m(B") —m(K~) distribution of the BK pair from DO ex-
periment [H].

fully reconstructed B* mesons together with excellent mass resolution and provide
important information about B}* states.

3 Candidate reconstruction

3.1 Data samples

The present analysis uses events collected by the CDF RunllI detector from March 2002
to February 2006. The analysis uses data from the J/¢) and Two Track triggers and
selects runs based on the good run list provided by DQM group [I1]. The final dataset
corresponds to the total integrated luminosity of £ = 1066 4 64 pb~! for J/4 trigger
and £ = 976 & 59pb~! for TTT data.

The result is based on two fully reconstructed Bt channels. In this note charge
conjugates are implied implicitly. The first decay channel is BT — J/¢¥ K™, recon-
structed from the J/1 trigger data. The second one is B* — D+ with D® — Ktr—,
reconstructed from two track trigger data. The corresponding datasets together with
the version of the offline software used for event reconstruction are listed in the table
Bl User analysis is done using BottomMods[T2] package version v6_1_Imitstn60 with
version 6.1.2 of the CDF software for all the dataset.

One could possibly add also other decay channels for BT which are accessible in
the two track trigger data, but those have at least two more pions, which means, that
extracting a clean enough sample is harder and the statistics of such sample would be
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J /1 trigger Two track trigger
Dataset SW version | Dataset SW version
jpmmOd 5.3.1 xbhd0d 5.3.1
jpmmOh 6.1.1 xbhdOh 6.1.1
jpmmOi 6.1.1 xbhd0i 6.1.1

Table 3: Used datasets and CDF software version for the offline reconstruction.

much lower than statistics of the two main channels used here. Therefore, the expected
gain by including them to the analysis is small.

3.2 Monte Carlo samples

In the analysis we use three different Monte Carlo sample. They are used to train a
Neural Network for the selection of the BY* candidates and to choose cut on the Neural
Network output. All three Monte Carlo samples are generated by ourselves and are
accesible via SAM to the whole collaborationfl In all cases we use the EvtGen|[I3]
module to decay B-hadrons and a full CDF detector simulation, trigger simulation and
reconstruction is performed. Three samples are for BT — J/¢YK*, B¥* — BT K~ with
Bt — J/WK* and B¥* — BTK~ with Bt — D,

The first Monte Carlo sample is PYTHIA[T4] Monte Carlo with MSEL=1 events
for Bt — J/¢ K" decay. As an input we use existing MSEL=1 PYTHIA events in the
sample nbot90, which we redecay by EvtGen. During redecay, one of the BT in the
event is forced to decay to the selected channel, while all others are decayed according
the default decay table. The sample is stored in the SAM under the name fzkbul.

The samples for the B* decays are generated using BGenerator[IH] to generate BX*.
For decay tables used, see appendix [B and [0 After generating them, the mass and
the energy of generated B* is changed to have uniform distribution in mass starting
from BT K~ threshold up to values larger than any expectations. This is done to have
a sample, which allows us to analyse data and train Neural Networks in an unbiased
way, as many quantities, which could discrimanate signal from background will depend
on the exact mass of the B** states. Generated B* are than decayed to BT K~ and
B*t K~ with B** — BT~ according to phase space. B itself is decayed to the selected
channel. In both cases appropriate trigger simulation is performed. In SAM, they are
accessible under the names fzkbsdsl, fzkbsds2, fzkbsds3.

For all Monte Carlo samples we use the parametric particle ID simulation imple-
mented in the BottomMods package.

3Currently those samples are stored only at station cdf-fzkka, which is at GridKa Karlsruhe. This
cluster is not in the DCAF system, so people cannot run over it on this cluster, which would mean
copying it to other place. This should change in near future as we are working on Glideln interface
at GridKa.
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3.3 Candidate reconstruction

The reconstruction of our candidates starts with refitting of tracks with Layer00 hits
included. This is done separately for pion, kaon and muon mass hypothesis to properly
take to account energy loss of a given particle. The scaling of the COT covariance
matrix, measurement of the magnetic field and material description are done according
to the measurement[I6]. The reconstruction of data from J/i trigger was done by
ourselves, while for two track trigger data we use BStntuples produced by the CCKMP
group. As the decision to add Bt — D%" channel came latter, there are slight
differences in the two reconstructions. Those differences are checked and have no
strong effect on our result.

For all tracks in the J/v¢ trigger we require to have 10/10 hits in the axial and
stereo layers of the COT and at least 2 axial hits in the SVX II. This requirement is
not used in TTT data and as we don’t see difference when doing it in final steps of our
analysis, we use all tracks without the requirement on the number of hits.

In the next step, the J/¢ and D° are reconstructed in corresponding datasets.
For .J/4 all muon combinations of opposite charge are constrained to originate from a
common vertex using the CTVMFT[I7] vertex fitter. Candidates with mass between
2.9 and 3.3 GeV and x? less than 30 are kept for further analysis. D° is formed from K
and 7 of opposite charge again constrained to come from common vertex. Candidates
with mass between 1.77 and 1.97 GeV, x? less than 15 and a L,, significance at least
3 are used in next steps.

J /1 candidates are now combined with kaons and all three tracks are fitted to the
common vertex to form a BT. In the vertex fit, the J/¢ mass is constrained to the
PDG value. All candidates with x? less than 50 and mass between 4.6 and 6.8 GeV
are stored for the next step. In TTT data, each D° candidate is combined with a pion
and a vertex fit with the DY mass constraint is performed. BT candidates in the D7
channel are stored if the mass is between 4.4 and 6.6 GeV, the y? of the fit is less than
25 and the L, significance is at least 4.

In the final step for the BT — J/¢)K™* channel, each B candidate is combined
with an additional kaon to form a B!* candidate. A vertex fit is performed and all
candidates with y? < 80 and mass up to 10 GeV are stored on the Ntuple for further
analysis. For the decay channel BT — DUz, this step is not done, but rather on the
BStntuple level the existing BT candidates are combined with the another track from
the pion collection, to which kaon mass is assigned and invariant mass is calculated
from the four momenta of the track and BT candidate. The pion collection is used
because on BStntuple all tracks are stored only in the pion collection. This difference
in the reconstruction causes slightly worse resolution in the TTT data comparing to
the J/1 trigger data as will be shown later. This price has to be paid in exchange
of speeding up the analysis as running over BSTntuples needs much less time than
running over the full TTT datasets.

To get a feeling, what difference we can expect from the two ways of reconstructing
B** candidates, in Figures H] and B we show the expected resolution derived from
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Monte Carlo simulation. In both cases, we show the direct decay to BT K~ and decay
to B*T K~ as a function of @) value at which the decay would be reconstructed. The
effect of the different reconstruction in the two track trigger data is clearly visible.

4 Candidate selection

In this section we describe the candidate selection. In order to select BX* candidates
we use two quantities, which are the number of candidates n.4,qs and the output of
the Neural Network trained to select B!* from background. The selection is done sep-
arately for the two Bt channels. To preselect BT candidates, we use additional Neural
Networks. In all cases we use N euroBayes© [T8] package to build the Neural Networks.
Some more information about usage of NeuroBayes~ for the signal selection can be
found in CDF Notes [T9, 20).

First, we describe the four Neural Networks to select BT and B* candidates, then
we derive cuts to select B!* candidates. At the end of the section, we check, that
peaks, which are visible after the selection are stable against variation of the selection
and binning of the () distribution.

4.1 Neural Networks for the J/¢ trigger data
4.1.1 Preselection of the B — J/¢)K+ decay

For the preselection of the BT — J/¢) Kt decay a Neural Network is trainened on the
combination of data and Monte Carlo events. In the training two classes of events are
needed, one for the background and another one for the signal. The signal events are
taken from the PYTHIA Monte Carlo with full CDF detector and trigger simulation.
The simulation of the combinatorial background is generally a complicated task in the
hadronic enviroment and therefore events from the data sidebands are used as training
patterns for the background. The regions of B invariant mass from 5.190 GeV to
5.240 GeV and from 5.320 GeV to 5.370 GeV are used for the background patterns in the
Neural Network training. In terms of the invariant mass resolution, those corresponds
approximatelly to range from 30 to 7o.

The variables in the list below are combined in the Neural Network for discriminat-
ing between B events and combinatorial background. The number in brackets gives
the preprocessing number and an eventually preprocessing parameter. The meaning of
this is expalined in [2]]

1. the impact parameter of the BT (14)
2. the fit-probability of the BT vertex fit (15)
3. the significance of transverse decay length of the B* (15)

4. the transverse momentum of the J/v¢ , (14)
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Figure 6: Purity as a function of the Neural Network output for the BT — J/¢ K+
Neural Network using the training sample.

5. the impact parameter of the J/1 (14)

6. the significance of transverse decay length of the .J/1¢ with respect to the beamline
(15)

7. the transverse decay length of J/1) with respect to B decay vertex (14)
8. the transverse momentum of the kaon (14)
9. the significance of the impact parameter of kaon (14)

10. the cosine of the angle of kaon in center-of-mass frame of the B* relatively to
momentum of B in laboratory frame (15)

11. the cosine of the helicity angle of the muon with the higher transverse momentum
(14)

12. and the pseudorapidity of the kaon (14/9)

In order to avoid that Neural Network learns to calculate the mass and loose general-
ization power, the variables 4, 8, 10 and 12 are transformed to remove their dependence
on the invariant mass of the candidate.

From the Figure @ where the purity as a function of the Neural Network output
is shown, one sees, that the Neural Network is well trained as the points lie on the
diagonal. The purity is defined here as the fraction of MC candidates of the training
sample which is in the selected sample divided by the number of all candidates of
the training sample, MC as well as data, in the selected sample. The Figure [ shows
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Figure 7: Neural Network output distribution for signal (red) and background (black)
events in the Bt — J/¢ K" decay, using the training sample.

the Neural Network output distribution for the signal and background events using
the training sample and the fact, that the Neural Network is able to distinguish well
between signal and background events.

Having a well trained Neural Network, the full sample of the BT — J/¢ K™ can-
didates can be classified. The invariant mass distribution before the classification is
shown in Figure B The number of signal events in the sample is ~ 38700. After se-
lected events with the Neural Network output larger than 0.5 we retain ~ 31400 signal
candidates while 98.5 % of the background events are removed. The resulting invariant
mass distribution is shown in Figure @ This cut is not further optimized as the main
goal of this cut is to remove obvious background from next step while keeping most of
the signal, which is achieved by this cut.

4.1.2 Selection of the B!* mesons

The selection of the B!* candidates starts first with soft precuts, which remove a large
fraction of the background while keeping most of the signal. First precut is a cut at 0.5
on the Neural Network output of the BT preselection Neural Network. In addition only
events with at most two right signed candidates and at most two wrong sign candidates
are kept for the network training. The last precut selects events, where the kaon track
from the B!* decay has no particle identification (PID) information or if it has PID
information, that the corresponding likelihood ratio, that the track is a kaon has to be
at least 0.2. This cut is designed to remove the candidates, where we are rather sure,
that the track is not a kaon.

Again a combination of data and Monte Carlo simulation is used to train a Neural
Network. Monte Carlo events are used as signal patterns while data events are used
as background patterns. The events with a @) value from 0 to 200 MeV are used. As
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background.
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Figure 9: The invariant mass distribution of the B* candidates after a cut on the
Neural Network output at 0.5. The fit in the Figure has a single Gaussian for the
signal and a first order polynomial for the background.

the masses of the B}* states are unknown and discriminating variables depends on the
mass, we generate the Monte Carlo with uniform mass distribution and reweight it for
the training to the mass distribution of the background sample. In this way, we make
sure, that the Neural Network cannot learn based on the mass of the candidate.

In the Neural Network the following variables are combined to discriminate B*
from background, where the number behind the variable means the used preprocessing
and additional preprocessing parameters:

1. the impact parameter of the BT (14)

2. the fit-probability of the BT vertex fit (34)

3. the significance of the transverse decay length of BT (15)
4. the impact parameter of J/v (15)

5. the significance of transverse decay length of the .J/1 with respect to the beamline
(15)

6. the transverse decay length of J/v with respect to B* decay vertex (15)

7. the transverse momentum of the kaon from the BT decay (15)
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8. the distance of the mass of the B from world avarage BT mass (5.279 GeV) (15)
9. the fit-probability of the B¥* vertex fit (15)
10. the transverse momentum of the B:* (15)

11. the opening angle of the B™ and the kaon from the B** decay in ¢ in the labo-
ratory frame (15)

12. the cosine of the angle of the kaon from the B}* decay in center-of-mass frame of
the B¥* relatively to momentum of B** in laboratory frame (15/3)

13. the neural network output from the network for selecting B* mesons (15)
14. the transverse momentum of the kaon from the B* decay (15)

15. the significance of the impact parameter of the kaon from the B¥* decay (15)
16. the impact parameter of the kaon from the BX* decay (15)

17. the PID ratio of the Kaon from the B* decay in the case there is TOF information
(94)

18. the PID ratio of the Kaon from the B}* decay in the case there is no TOF
information (94)

19. the absolute value of the pseudorapidity of the kaon from the B* decay (15/7)
20. the mass of the B* candidate (15)

The first seven variables are already used in the BT preselection Neural Network. Here
we use them again to allow the Network to learn possible small differences between B
from B!* decay and from other sources. The mass of the B}* candidate is included as
an input variable to get better handle on possible effects of the mass of the candidate.
In the Neural Network, which we use, this variable is pruned away by the Network as
an unimportant variable uncorrelated to the target. We also check, that this is not
only due the information being available from the other variables. This can be seen
from the color coded correlation matrix of the variables used in the Neural Network,
which is shown in Figure [0

In Figure[[d the purity as a function on the Neural Network output is shown. Again,
the Network is well trained. The distributions of the Neural Network outputs for the
signal and background events are shown in Figure[[2l Here it is clear, that the Network
doesn’t have as large separation power as for the BT preselection. This statement is
even more clear looking to figure [3 It shows the purity vs. the efficiency, which is
defined by the number of candidates of the MC in a sample selected by a cut on the
neural nerwork on the MC training sample devided by the number of candidates in
the whole MC training sample. The @) distributions together with the determination
of the working cut are described later in the section B3



18 4 CANDIDATE SELECTION

<phi-t>

NeuroBayes Teacher

correlation matrix of input variables

. - 1

0.5

© 0 N o O b W DN R

= =
o 2o

[
w

I R N T e~
© © ® N o u b

N
[y

Figure 10: Correlation matrix of the Neural Network for selection of the BX* in the J /4
trigger data. First row corresponds to the target (was it signal or background). The
rest of the lines corresponds to the used variables. Here variable n from the variable
list corresponds to the row n + 1 in this figure.



4.1 Neural Networks for the J /v trigger data

purity

0.9
0.8
0.7
0.6
0.5
04
0.3
0.2

0.1

Jn||||

A
T+

t

...
| —+
A

i

-y

0.6

_6-
[:-]

0.4 0.2 0 0.2 0.4 0.6 0.8

Network output

19

Figure 11: Purity as a function of the Neural Network output for the B¥* — BTK~ —
J/WK ™K~ Neural Network using the training sample.

events

500

400

300

200

100

CDF run Il preliminary

0.4 0.2 0 0.2 0.4 0.6 0.8

Network output

Figure 12: Neural Network output distribution for signal (red) and background (black)

events in the B¥* — BTK~ — J/¢YKtK~ decay, using the training sample.



20 4 CANDIDATE SELECTION

CDF run Il preliminary

Ajund |eubis

IIIIIIIII|IIII|IIII|IIIIIIIII|I||I|IIII||1'_|!|.

A I IR PRI AR P B
04 0.5 05 0.7 [+ k-] 09 1

signal efficiency

P
[+ 0.1 02 0.3

o
[T

Figure 13: Purity versus efficiency dependence for the B¥* — BYK~ — J/YKTK~
Neural Network estimated from the training sample obtained by different cuts on the
Neural Network output. The upper points in the graph corresponds to the events,
which have Neural Network output larger than a given cut while lower ones correspond
to events with the Neural Network output lower than the cut.

4.2 Selection in the two track trigger data
4.2.1 Preselection of the Bt — Dr* decay

To preselect the BT mesons in this decay channel we use a different strategy, since
we do not have a MC sample. It is possible to train a neural network with sideband
subtraktion, if the amount of background compared to signal is not too high and there
is much statistics.

A high statistic is in both BT channels available, but the special structure of the two
track trigger allows to remove a rather big part of the background without loosing
much of the signal, since most B* mesons reconstructed in the two track trigger data
have a secondary vertex distinguishable from the primary vertex. So we can come
along without a MC sample.

The idea for the sideband subtrakted training originates from the fact, that the N euroBayes©

package allows a training of the Neural Network using weights, which can be also neg-
ative. For the training two mass ranges from the B invariant mass are used. First
one starts from 5.24 GeV and ends at 5.31 GeV and is refered later as the signal region,
while region from 5.325 GeV to 5.395 GeV is refered as the background region. Then
to train the Neural Network, the signal region is used with weight 1 as signal patterns,
the background region is used with weight —1H as signal patterns and the background

4The number is symbolical, the actual value is choosen such that it subtracts proper amount of
background.
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region is used once again with weight 1 as the source of background patterns.

In order to make background subtraction more stable it is usefull to supress back-
ground by some precuts, which would remove only marginal part of the signal. The
precuts, which are done mostly comes from the context of the mixing analysis where
they are used to skim BStntuples and are:

The absolute value of the impact parameter of the BT has to be smaller than
0.0075 cm.

The significance of the transverse decay length of the B has to be higher than
SiX.

The absolute value of the impact parameter of the D has to be higher than 0.0025
cm.

The significance of the transverse decay length of the D with respect to the B
decay vertex has to be larger than —4.

The transverse momentum of the pion of the BT decay has to be higher than
800 MeV.

The charge of the pion from the D decay has to be opposite to the charge of the
pion from the Bt decay. Striclty speaking, they can be same, but in the wrong
charge sample, there is a huge background with negligable amount of signal.

The following variables are combined in the Neural Network:

1.
2.

10.

the absolute value of the impact parameter of the B (15)
the fit probability of the Bt vertex fit (35)
the significance of the transverse decay length of the B (14)

the transverse momentum of the D meson (14)

. the absolute value of the impact parameter of the D meson (15)

the fit probability of the D meson vertex fit (35)

the significance of the transverse decay length of the D meson with respect to
the primary vertex (14)

the significance of the transverse decay length of the D meson with respect to
the decay vertex of the BT (14)

the transverse momentum of the pion from the Bt decay (14)

the significance of the impact parameter of the pion from the B* decay with
respect to the BT decay vertex (14)
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Figure 14: Purity as a function of the Neural Network output for the B* — D7 Neural
Network using the training sample.

11. the cosine of the angle of the pion from the B™ decay in the CMS of the BT
relatively to the momentum of the BT in the laboratory frame (14)

12. the cosine of the helicity angle of pion from the D decay (4)

13. the transverse momentum of the kaon from the D decay in the case it is smaller

than 2.0 GeV/c (95)

14. the transverse momentum of the kaon from the D decay in the case it is higher

than 2.0 in GeV/c (94)

15. the PID likelihood ratio of the kaon in the case there is time of flight information
(94)

16. the PID likelihood ratio of the kaon in the case there is no time of flight infor-
mation (94)

The Figure [A showing purity as a function of the Neural Network output tells us, that
the Neural Network is reasonably well trained. From Figure [[d we could conclude, that
the separation power of the Neural Network is good. The purity versus the efficiency is
shown in Figure In all three figures, the training sample is used. In Figure [[] the
invariant mass distribution of the B* candidates before a cut on the Neural Network
output is shown while in Figure [[§ after a cut of —0.2 on the Neural Network output.
From the simple fit with a single Gaussian for the signal and a linear background we
found, that we keep ~ 27000 signal events out of the &~ 28000. On the other hand only
36 % of the background events survived this cut.



4.2 Selection in the two track trigger data 23

CDF run Il preliminary

7000

6000

5000

4000

3000

events

2000

1000

N Ll
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Network output

b
®
)
[+]]
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The fit in the Figure has a single Gaussian for the signal and a first order polynomial
for the background.

4.2.2 Selection of B}* mesons

The selection of the B* in the decay to B* K~ with B¥ — D first starts with some
more preselection. The cuts made at this stage are:

e the transverse momentum of the pion from the BT decay has to be higher than

1.0 GeV
e the transverse momentum of the BT has to be higher than 5.0 GeV

e if the PID information is available for the kaon from the BZ*, than the corre-
sponding likelihood ratio has to be higher than 0.2

e the mass of the BT to be between 5.23 GeV and 5.34 GeV

e the output of the Neural Network trained for B¥ — Dr decay has to be higher
than —0.2

After those precuts, we train the Neural Network to discriminate between B!* signal
and background using Monte Carlo events as training patterns and data with a ) value
in the range from 0 MeV to 200 MeV as background patterns. The Monte Carlo events
are again reweighted to have the same invariant mass distribution as the events in the
data to avoid bias in the Network. The variables combined in the Neural Network are:
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Neural Network output of —0.2. The fit in the Figure has a single Gaussian for the
signal and a first order polynomial for the background.

1. the absolute value of the impact parameter of the B* (14)

2. the fit probability of the BT vertex fit (34)

3. the significance of the transverse decay length of the BT (14)

4. the absolute value of the the impact parameter of the D (14)

5. the fit probability of the D vertex fit (34)

6. the significance of the transverse decay length of the D meson with respect to
the primary vertex (15)

7. the significance of the transverse decay length of the D meson with respect to
the decay vertex of the BT (14)

8. the transverse momentum of the pion from the Bt decay (15)

9. the significance of the impact parameter of the pion from the BT decay with
respect to the BT decay vertex (15)

10. the cosine of the angle of the pion from the B* decay in the cms of the Bt
relatively to the momentum of the B in the laboratory frame (15)
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11. the cosine of the helicity angle of pion from the D decay (15)

12. the transverse momentum of the kaon from the D decay in the case it is smaller
than 2.0 GeV/c (95)

13. the transverse momentum of the kaon from the D decay in the case it is larger

than 2.0 GeV/c (95)
14. the distance of the mass of the BT from world avarage B* mass (5.279 GeV) (14)
15. the transversal momentum of the B¥* (15)
16. the opening angle of the BT and the kaon from the B* decay in ¢ (14)

17. the cosine of the angle of the kaon from the B!* decay in the cms of the B}*
relatively to the momentum of the BI* in the laboratory frame (15)

18. the neural network output from the network for selecting B* — D mesons (15)
19. the transverse momentum of the kaon from the B* decay (15)

20. the impact parameter of the kaon from the BY* decay (15)

21. the impact parameter significance of the kaon from the B!* decay (14)

22. the PID likelihood ratio of the kaon from the B}* decay in the case there is time
of flight information (95)

23. the PID likelihood ratio of the kaon from the B}* decay in the case there is no
time of flight information (95)

24. the mass of the B (15)

The first thirteen variables are used already in the B* preselection Neural Network and
here are used again to allow the Network to learn possible small differences between
BT from B** and from other sources. Also in this Neural Network we use the mass of
the B:* to control, that the Neural Network doesn’t learn anything about the mass.
In the training process it is pruned away. Also from the correlation matrix shown in
Figure [[d it is clear, that the mass of the B}* doesn’t contain any information.

Again from Figure 20 it is clear that the Neural Network is well trained and from
Figure 1] that the Neural Network has a reasonable separation power. The same
comment as for the B* selection Neural Network in the J/1¢ trigger data is valid
also here, namely, that the mass independence is much more important than the best
possible separation. The @) distribution of the B}* selected candidates together with
the cut derivation is the content of next section.
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4.3 Cut optimization

As already mentioned in the introduction to this section, we cut on two quantities, the
number of candidates in the event and the output of the Neural Network. The number
of candidates in the event was taken out from the variables used in Neural Networks as
it is challenging to model it properly. The main aim of using this quantity comes from
the fact, that in most of the events at most one real B!* is produced. Therefore if we
have a small number of candidates the signal to background ratio is relativily high. On
the other hand if we have lot of candidates and only one comes from B}* we get a very
poor signal to background ratio. Unfortunatelly as we use BGenerator Monte Carlo,
we cannot model this quantity even in approximate way and have to decide where to
cut without having the possibility to make an unbiased study. In order not to create
bias in our selection we decide on the value at which we could cut empirically based on
the arguments before rather than by looking to data. We decided to use only events
in which there are less than four candidates. This decision is done before we extract
any information from the @ distribution. Also as will be shown in the next subsection,
varying this cut doesn’t change the () distribution significantly.

The cut on the Neural Network output can be choosen using a combination of our
Monte Carlo samples and data. As the aim is to observe new states the best quantity
on which one could make a decision is a quantity which has a direct connect to the
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significance. The quantity choosen is

¥ = NMC (nn)/\/ NPt (nn) (4)

cand cand

where NM®(nn) is the number of candidates selected with a given cut in the Monte

Carlo while N2 (nn) is the number of candidates selected in the data. The number
of candidates selected in the Monte Carlo is directly connected to the number of signal
events while the number of candidates selected in the data gives sum of the real back-
ground and real signal independent of their ratio. The best cut on the Neural Network
output is then the cut, which maximazes ». As the two Neural Networks for the two
BT channels are independet optimization is performed independently for each channel.
To perform this optimization we have to decide on the ) window in which events will
be counted. The ) window selection is rather arbitrary and as the Neural Network
efficiency is a function of the ) value we decided to use a window which would be
somewhere in the middle of the search range. The search range can be defined roughly
as a region starting from threshold (@ = 0) till around @ = 150 MeV. In order not to
bias selection we decided to use a window between () = 60 MeV and ) = 70 MeV,
which containes the relatively established narrow state as this is the only place in the
() distribution where one knows what is inside and the definition of > has a very clear
meaning there. The main issue coming from the choosen window is the fact, that we
could bias the significance of the peak, which is located in the selected window. This
is checked later in section and no bias is found to be present.

In Figures B3 and B4 the scans of ¥ over the Neural Network output are plotted for
the J/¢ and two track trigger data respectively. From those scans we obtain the best
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Figure 24: Scan of X over the cut on Neural Network output for two track trigegr data.

cut on the Neural Network output to be 0.5 for the J/1 trigger data and 0.3 for the
two track trigger data.

4.4 Selection stability

Here we make a check that the data are stable in a sense, that if there are some peaks
visible they are not visible only at choosen cuts or only with a special binning.

In Figures B3 and 20 the () distributions with different cuts on the Neural Network
output are shown for J/1 and two track trigger data. In both cases, in addition to the
cut on the Neural Network output we demand that there are less than four candidates
in the event. For the J/v trigger data in all shown cases two clean peaks are visible.
For the two track trigger data, the situation is a little bit worse, mainly due to the
worse () value resolution, but again peaks are visible at the same () values as in the case
of J/v trigger data. The fact, that we see the same structure in the two independent
decay channels with two independent triggers gives us first confidence, that we observe
real signal and not only fluctuation.

In the next step we cross checks that what was seen in the previous figures is not just
the artefact of the choosen binning. To do this, we plot () distributions with different
bin widths starting always from () = 0. The three values for bin width were choosen
to be 1.25 MeV, 1.5 MeV and 2 MeV. The @) distribution with different binnings for
the best cut on the Neural Network output is shown on Figures P10 and ¥ for the two
triggers. Again the two peaks are visible with all three bin widths.

The last of the stability checks is to check the effect of the cut on the number of
candidates in the event. To make this check, we examine () distributions with the best
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Figure 26: The () distribution of the B}* candidates selected by different cuts on the
Neural Network output in two track trigger data. In all cases we demand, that less
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Figure 27: The @ distributions of the B}* candidates at the best Neural Network
output cut with different bin widths for the J/¢ trigger data.
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Figure 29: The @) distributions of the B}* candidates for different cuts on the number
of candidates in the event for J/v trigger data. In top left Neyngs < 3, top right
Neanas < 4 (default) and bottom Negngs < 5 is shown.

cut on the Neural Network output and vary the cut on the number of candidates by +1
around the choosen value. Aim here is not to see, if the other possibility is better, the
cut will stay fixed to less than four candidates in the further analysis, but to make sure
again, that the seen signals are not just fluctuation at one single point in the selection
space. In Figures and Bl the @ distributions for J/¢ and two track trigger data
with different cuts on the number of candidates are shown. In both cases in the top
left distribution the number of candidates is required to be less than 3, the top right
plot shows the default value (number of candidates less than four) and the bottom plot
shows the @) distribution with the number of candidates less than five. Here again we
can conclude, that the peaks seen on figures before are rather stable against the cut
on the number of candidates.

To summarize this subsection, we scan possible selection space and different bin-
nings to check, that we don’t pick up some fluctuation with the final selection and the
way of plotting ) distribution. After examination of distributions shown in this sub-
section, we can conclude, that this is indeed the case and that we see two real peaks,
which can be interpreted as the two narrow states of the BX*.
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4.5 Wrong sign candidates

Another usual possibility how to check that the observed peaks are real is to examine
distributions of the wrong sign candidates. In case of B}* we don’t expect any peak in
the wrong sign candidates.

One technical issue connected with it is, that we cut on the number of right sign
candidates in the event to select our final sample. For wrong sign candidates, we can
keep this cut same (means cutting on the number of right sign candidates) or cut on
the number of wrong sign candidates in the event, which is closer to the logic of the
selection cut for the right sign candidates. Both possibilities are checked and none
of them show any significant structure. Figures Bl and show @ distributions of
the wrong sign candidates for different cuts on the Neural Network output with the
requirement, that the number of right sign candidates is smaller than four. In Figures
and B4 we show same the except of the cut on the number of candidates, where we
require the number of wrong sign candidates to be smaller than four.
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Figure 31: The @) distribution of the wrong sign B!* candidates selected by different
cuts on the Neural Network output in J/v trigger data. In all cases we demand, that
less than four right sign candidates are in the event. Starting from the top left corner
the cut on the Neural Network output is —0.5. In the next plots we continue with steps
of 0.2 in the Neural Network output.
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Figure 32: The () distribution of the wrong sign B!* candidates selected by different
cuts on the Neural Network output in two track trigger data. In all cases we demand,
that less than four right sign candidates are in the event. Starting from the top left
corner the cut on the Neural Network output is —0.5. In the next plots we continue
with steps of 0.2 in the Neural Network output.
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Figure 33: The (@) distribution of the wrong sign B!* candidates selected by different
cuts on the Neural Network output in J/v trigger data. In all cases we demand, that
less than four wrong sign candidates are in the event. Starting from the top left corner
the cut on the Neural Network output is —0.5. In the next plots we continue with steps
of 0.2 in the Neural Network output.
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Figure 34: The () distribution of the wrong sign B!* candidates selected by different

cuts on the Neural Network output in two track trigger data. In all cases we demand,

that less than four wrong sign candidates are in the event. Starting from the top left

corner the cut on the Neural Network output is —0.5. In the next plots we continue

with steps of 0.2 in the Neural Network output.
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5 Unbinned Fit

In this section, the fit used to extract the () values of the observed B* states is de-
scribed. As the statistics of resulting sample is relatively low, we use an unbinned
maximum likelihood fit to perform the task. Two possibilities with different back-
ground parametrizations are implemented, in order to be able to check for the possible
systematic effects.

5.1 Likelihood expression

We fit the @ value distribution, which has three contributions. Those are the two
peaks for the signals seen and the background. In the fit itself we don’t separate
possible different contributions to the separate functions, but rather use one effective
function, which describes the complete background. As the statistics is still small, we
are neither sensitive nor interested to distinguish different types of the background.
Highest contributions to the background are combinatorial background and possible
contribution from the wide B!* states about which nothing is known.

The basic likelihood expression is

L= [Ilfs-8(Qi) + (1= f,) - B(Q:)] ()

1

where f; is fraction of the two signals, S(Q;) is the likelihood expression for the signals
and B(Q;) for the background. Index ¢ runs over all events in the sample. Likelihood
for the signals is composed from two Gaussian peaks in following way

S(Qi) = fB,-G(Q1,0-R)+ (1 - fp,) - G(Q2,0) (6)

Here, fp, is fraction of the By state from all signal events, ()1 and ()2 are ()-values of
the two states, o is the width of the B}, state and R is ratio of the widths of the two
states. For B(Q);) the expression used is

B(Q:) = alQi(B — Qi)]” exp[—7Q] (7)

where « is a normalisation constant, and § and v are free parameters. Alternatively
we use instead of equation [ a third order polynomial.

The actual fit is performed by minimizing —21In £ by MINUIT[22] provided by the
ROOTI[23] package. During the fit, all parameters in the likelihood are kept free, only
two fractions were forced to be inside a physical reagion.

The result for the fit parameters of the fit for the two subsamples and the whole sample
are shown in table @l



42 6 SYSTEMATIC UNCERTAINTIES

Parameter J/ TTT Full

Signal fractions 0.072 +- 0.012 | 0.060 +- 0.011 | 0.062 +- 0.009

Bsl fraction 0.278 +- 0.069 | 0.270 4- 0.077 | 0.278 +- 0.056

Bsl Q value 0.011 +- 0.000 | 0.011 4- 0.000 | 0.011 +- 0.000

Bs2 Q value 0.067 +- 0.000 | 0.067 4- 0.001 | 0.067 +- 0.000

Bs1/Bs2 width ratio | 0.361 +- 0.114 | 0.410 +- 0.161 | 0.417 +- 0.134

Bs2 width 0.002 +- 0.000 | 0.003 4- 0.001 | 0.002 +- 0.001

beta 0.278 +- 0.022 | 0.310 +- 0.027 | 0.291 +- 0.021

gamma 0.655 +- 0.004 | 0.602 +- 0.073 | 0.634 +- 0.066

Table 4: The results for the parameters of the likelihood function after the minimiza-
tion.

5.2 Fitter validation

In order to validate the fitter we use Toy Monte Carlo techniques. For each background
parametrization, we generate 10000 Toy Monte Carlo according to the PDF’s obtained
from the fit to the data. Each Toy Monte Carlo has the statistics of the final dataset.
On Figure BA an example of the one fit on the Toy Monte Carlo is shown.

After fitting the Toy Monte Carlos, we examine the pulls of the important param-
eters. As the statistics in the fit is relatively small, some of the fits don’t converge and
those are excluded from the pulls shown here. On figure Bl the pulls for parameters
fs and fp, in a case of using background parametrization from equation [ are shown.
From the Gaussian fit to the pulls one can see that those two parameters are practically
unbiased with reasonable error estimate. The parameters which are of real interest are
the Q-values of the two signals, for which we show pulls in Figure B In the case of
the (Q-values pulls are consistent with mean zero and unit width, which means that
the fitter code, returns unbiased values and proper error estimates for the important
parameters.

The same exercise was done also in the case of background parametrization using
third order polynomial. Pull distributions for four interesting parameters are shown on
Figure Again from the Gaussions fitted to the pull distributions we can conclude
that the important parameters are unbiased.

6 Systematic uncertainties

In the analysis two quantities are to be considered as a final result, namely the -
values for the two narrow B* states, those are the only quantities for which we study
systematic uncertainties. We consider two sources of systematic uncertainty and those
are the systematic uncertainty due to the tracking system calibration and uncertainty
due the fitting procedure.

In addition we perform a cross check that optimization of the cut on the Neural
Network using data in a small window, where B}, state resides doesn’t bias the resulting
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Figure 36: Pull distributions for the signal fraction and By fraction from the Toy
Monte Carlo experiments using background parametrization from equation [
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Figure 38: Pull distributions for the signal fraction and By fraction and @-values
from the Toy Monte Carlo experiments using third order polynomial for background
parametrization.
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significance. This question was raised during one of our presentations and we address
it here.

The last check performed deals with the fact, that we use two B* channels, which
are reconstructed from different triggers, which can potentially lead to samples with
different behaviour. Therefore we make a basic consistency check between two samples.

6.1 Tracking calibration

The main effect from tracking comes from the absolute calibration of the detector
material description in the tracking, magnetic field and COT error matrix scaling.
The systematic uncertainty comes from the error propagation of the uncertainties on
the calibrations. The measurements of the B**[I] masses and D**[2] are analysis very
simillar to this one, except of the fact, that ) value in the B}* decays is much smaller
than in the two mentioned analysis. Therefore we consider it safe to use the error
values quoted by those two analysis. They are found to be 0.1 MeV for the COT error
matrix scaling and 0.1 MeV for tracking material and magnetic field calibration. Those
values probably overestimate the actual uncertainty, but as the final uncertainty is
anyhow dominated by the statistical one, we don’t see neccessity to waste collaboration
resources to narrow it down.

6.2 Fitting procedure

For the fitting procedure two possible sources of a systematic uncertainty are investi-
gated. They are due the background model and signal resolution model as we use a
single Gaussian for the signal parametrization in the fit, but the two subsamples from
different triggers have slightly different resolution. Both effects are studied using Toy
Monte Carlo simulation.

To find out the possible effect of the background modeling, we generate 10000 Toy
Monte Carlo experiments using a third order polynomial as a PDF for generating back-
ground. The parameters of the polynomial are taken from the fit to the data. Those
Toy Monte Carlo experiments are afterward fitted using the background parametriza-
tion from equation [ The obtained pull distributions for the interesting parameters
are shown on Figure Examining the result of the fits with Gaussian function we
find, that results of the fit to Toy Monte Carlo are unbiased and the obtained errors
are correct. Therefore we don’t assign any systematic uncertainty due the background
modeling.

The second effect which we investigate is the approximation with single Gaussian
for each peak. This is only an approximation as the resolution of the two subsamples
are known to differ by about 20 % (see Figures ll and H). To estimate the effect of the
approximation, we generate 10000 Toy Monte Carlo experiments with two Gaussion
PDFs for each signal, where the width of the Gaussians were fixed to the expectation
from Monte Carlo. The relative ratio between the two Gaussians was taken from the fit
to the subsamples and is found to be 45%. The obtained pull distributions for the four
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Figure 39: Pull distributions from fits to Toy Monte Carlo experiments generated with
third order polynomial background and fitted fit background parametrization from
equation [1

important parameters are show in Figure Bl As one can see, they are consistent with
the unbiased fit with proper error estimate and therefore no systematic uncertainty is
assigned to this source.

6.3 Possible significance bias

As a cut on the Neural Network to select BY* candidates is optimazed using data in
the narrow ) window from 60 to 70 MeV, where one of our signal is present, one can
ask if the significance of that signal is unbiased. Looking to the Figures and 1],
which shows Neural Network Output distributions for signal and background in the
two channels, we don’t expect larger change if the cut on the Neural Network output
is moved by 0.2. Anyhow, in order to check for it we make our optimization also in a
wider @ window from 0 to 150 MeV and check if the two selections agrees in significance
values. In Table Bl we list significance estimations using three different estimators for
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Figure 40: Pull distributions from fits to Toy Monte Carlo experiments generated with
two Gaussians for each signal and fitted with one Gaussian for each signal.

the observed B* states using two different () windows for cut optimization. As can be
seen from the table, the significance for the B, is not biased in a significant way.

6.4 Consistency of two B™ decays

As last cross check we analyze the two subsamples from different B* decay channels
separately in order to check if the two samples are consistent. Special attention is put
to the position of the peaks and number of signal events in the peaks.

On Figures {1l and B2 fits with the default background model of the J/¢) and TTT
subsamples are shown and Table B shows values of the interesting parameters in the
two subsamples. Finally on Figure B3 the resulting background functions are plotted
together with the background function obtained on the full sample. The functions for
the subsamples are scaled to the area of the full sample in order to facilitate shape
comparisons. From all these information one concludes, that the two subsamples are
consistent with each other and therefore can be treated as one sample in the final fit.
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Figure 41: Unbinned maximum likelihood fit of the J/1 trigger subsample. Values of
the important parametersa re listed in table @
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60-70 MeV Window | 0-150 MeV Window
Estimator By By, By By,
S/VS+ B 4.70 6.19 4.08 6.31
Poisson probability | 7.75 > 8 7.24 > 8
L/Ly 6.29 7.74 4.98 8.2

Table 5: Estimation of the significance of the two observed B* states using different
) windows for cut optimization.

B B%
J/1 data TTT data J/1 data TTT data
Q [MeV] | 10.87£0.19 10.68+0.46 | 67.03£0.44 66.85+ 0.76
o [MeV] | 0.64+0.25 1.184+0.56 1.79 £ 0.42 2.88£0.75
N 16.98 £5.14 20.66 £ 7.12 | 44.15£13.36 55.74 £19.20

Table 6: Comparison of the unbinned maximum likelihood fits of the two data sub-
sets coming from different triggers. Those two subsamples are independent and have
roughly the same B* yield.

6.5 Systematic uncertainties summary

After investigating all possible important sources of systematic uncertainties we found,
that only uncertainty due the tracking calibrations needs to be assigned. We didn’t find
any other source, which would need an assigment of the systematic uncertainty. Adding
two contributions from the tracking calibrations in quadrature, the total systematic
uncertainty on the ) value of both observed states is 0.14 MeV.

7 Results

As was shown in the previous section, the two subsamples with different Bt decay
coming from different triggers are consistent, we proceed with the analysis using it as
one sample. The results of the unbinned maximum likelihood fit are listed in table [d
Fit projection is shown in Figure B4l Figure B3 zooms in to show better the signal
peaks. Taking binned data on figure B4 we calculate the fit probability by merging
neighbouring bins until each merged bin has at least 15 entries. Merged bins are then
used to calculate x2. Resulting x? = 86.01 at 87 degrees of freedom, which can be
translated to a fit probability 50.99%.

From the observed () values the natural interpretation of the two signals is that the
one at @ = 10.73 MeV is from decay B,; — B*T K~ and the one at Q = 66.96 MeV is
from B, — BTK~. In this case, one would also expects decay B, — B** K~ which
would be roughly at 22 MeV. Indeed the data show one bin which is above background.
If we include another peak with position fixed to be m(B*) —m(B) lower, than peak at
66.96 MeV, we get a result, which is consistent with the expectations. Unfortunately
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Figure 43: Comparison of the background shapes between two data subsamples. The
functions for J/1 trigger data and two track trigger data are scaled to same area as
function from fit to the full sample to facilitate shape comparison.

Default fit Alternative fit
B B3, Bs B,
Q [MeV] 10.73+0.21 66.96+0.39 10.754+0.21 66.95 4+ 0.39
o [MeV] 0904+0.36 2.16+0.53 0.93+£041 2.04+0.58
N 36.4+9.0 9484234 38.0£9.5 90.6 + 22.6

Table 7: Result of the fit to the full sample. Errors are statistical only. The default
fit uses background parametrisation according to equation [, while the alternative fit
uses a third order polynomial.

statistics is too low to claim that we also see the decay B, — B*"K~. This would
need more statistics, which is beyond scope of the current analysisﬁ

To estimate the significance of the two observed signals, we repeat the fit with given
peak switched off and form likelihood ratio L£o/L, where £ is value at the minimum
with both peaks included while L is value at the minimum if the corresponding peak
is excluded. Then —21In Ly/L is asymptotically distributed as a x? distribution with
the number of degrees of freedom equal to the difference in the number of parameters
in two fits. We can therefore ask, what is a probability to obtain value of —21n Ly/L

®One can still add some BT channels, which however have larger background and smaller yield,
than two used in the analysis. Another possibility is to use decays B¥* — B ()0 KO which again have
some limitations. Probably by inclusion of all possible channels with dataset on the level of 4 fb—!
one could hope for seeing the third peak also.
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Figure 44: Resulting unbinned maximum likelihood fit to the full data sample.

same or larger than is observed in data and convert this probability to the signifi-
cance. The advantage of the procedure is, that we can estimate significance completely
from unbinned data, which is crucial at the current statistics. Doing this we obtain
significances of the state at 10.73 MeV to be 6.3 ¢ and state at 66.96 MeV to be 7.7 0.

In order to get a better feeling about the significance of the two signals, we perform
a significance scan over wider region. For every peak, we fit data without this peak
and than fix width to the measured one and scan with fixed peak position and floating
normalisation. The significance is than obtained from —21n £y/L, which has now one
degree of freedom. Results of those scans are on Figures Bl and E7 for B,; and B,
respectively. From the figures we conclude that there is no hint that the observed peaks
would be just statistical fluctuations.

Up to now, we evaluated the significance under the assumption, that if there is a
signal, it is in the place, where we see it. This is not the best assumption, especially
for the B,y state, which was not seen before. The B}, state was seen already by three
experiments and therefore, we don’t need to consider a situation, that B, could be
produced at a mass different from the one, where we see a signal. For the By we
therefore define a search window from ) = 0 MeV to () = 50 MeV and calculate the
probability to see a signal like in data from pure background fluctuation (p-value). As
a figure of merit the —21n £y /L is taken and the p-value is defined as the probability to
obtain a value equal or larger than one seen in data from pure background fluctuation.
We evaluate it from Toy Monte Carlo experiments, where we generate only background
and a peak corresponding to B?, and perform a likelihood fit with and without the
By signal.  In Figure BY the distribution of the —21In £y/L for pure background
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Figure 45: Zoom of the Figure B4 to the region from 0 to 150 MeV @ value.
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Figure 50: Distribution of the —21n Ly/L
for the peak corresponding to the B,
state if it would stem pure background
fluctuation. The search window is defined

from @) = 20 MeV to () = 120 MeV.

fluctuation in the choosen @ window is shown. In total, in 4.7 million Toy Monte
Carlo experiments both fits converged and none of the toy experiments yields value
larger than —21n £/L£ = 48.72, which is seen in the data. In Figure B9 we integrate
and normalise distribution from Figure @8 and plot directly the p-Value. Last non-zero
bin gives p-Value 2.13 - 1077 at —21In Ly/L =~ 35.15, which is still far from the data
value. This result gives additional support that the significance of the By, is above 50.
As we would need much larger statistics to have reasonable sensitivity for p-Value at
—2In Ly/L ~ 48 we don’t continue the evaluation as it would not add new information
at the end. One could extrapolate the distribution, but unfortunately there seems to be
kink in the distribution at the place with low statistics and therefore the extrapolation
wouldn’t be reliable enough. Again much larger statistics would be needed to be able
to conclude whether kink is there or not. Same exercise can be repeated for B,
state. In this case we set the search window from 20 MeV to 120 MeV. Out of the
5.63 million Toy Monte Carlo experiments with both fits convereged we found largest
observed value of —21In Ly/L ~ 41.75. Comparing it to the value —21n Ly/L = 74.47
obtained on data we conclude that also this state is observed with significance above
50 level. Distribution of the —21n L,/ L for pure background fluctuation in the choosen
) window is shown in Figure bl and integral which gives directly p-Value is shown in
Figure B11

Figures B2 and B3 show projections of the likelihood around minimum of the fit for
two () values. The likelihood there behaves nicely without unwanted structures.
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Figure 54: Fit to the data, using third order polynomial as an alternative for the
background description. Values of important parameters are listed in table [

To make a cross check, we also use the alternative background description in our
fit. Instead of default function, we use third order polynomial. Results of this fit are
listed in table [d and fit projection is in Figure B4l The () values for the two peaks,
which we want to quote as the results are exactly same.

8 Summary

In summary, we performed a search for the orbital excitations of the By mesons, com-
monly known as B*. We observe two narrow peaks in the @ distribution of BTK~
pairs. Those can be interpreted as due to the two narrow states decays By, — BT*K ™~
and B, — BTK~. From the unbinned maximum likelihood fit to the @ distribution
we obtain

Q(Bs1) = 10.73 £ 0.21 (stat) £ 0.14 (sys) MeV
Q(BL,) = 66.96 + 0.39 (stat) £ 0.14 (sys) MeV
The significance of the two observed peaks calculated using asymptotic behaviour of
the —2-1In £/L of the unbinned maximum likelihood fit are 6.3 o and 7.7 ¢ for the By
and B}, respectively.
Using world avarage masses for K, B and B*t the @Q values can be converted to
the masses of the two states
m(Bs1) = 5829.41 + 0.21(stat) + 0.14(sys) + 0.6(PDG) MeV
m(BL,) = 5839.64 + 0.39(stat) + 0.14(sys) + 0.5(PDG) MeV
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where the PDG error is due the error on the mass of the BT and the mass difference
between BT and B**. Finally the mass difference of the two narrow B** states is

Am(B,, Byy) = 10.20 + 0.44(stat) + 0.35(PDG) MeV

which is close to the model expectations.
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Figure 55: B and B** momentum distribution of the di-muon trigger sample.
In black: The BT momentum distribution of PYTHIA MC
In green: The B;* momentum distribution of BGen MC

A Additional information from Godparent commit-
tee

The following figures (BARE) show various momentum distributions for different MCs
to make sure the the redecaying of the PYTHIA MC does not introduce new structures.
All plots are made after the complete detector simulation and reconstruction.
Possible structures are due to this.

Figure B4 shows the number of candidates in both trigger samples.

Figure b shows for the di-muon trigger sample the mass distribution of the B}* candi-
dates as given to the network. This shall demonstrate a correct reweighting of the MC
to the data. The MC is reweighted to a smoothed data sample instead of the original
data sample.

Figures B9 and B0 show the same for the TT trigger sample. Here are stronge fluctu-
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Figure 56: Momentum of B}* BGen MC mesons in both trigger samples
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trigger.
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| Number of candidates in one event for both channels
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Figure 57: Distribution of the number of B}* candidates for both trigger samples and
for right sign and wrong sign combinations

In black: number of candidates in the channel with .J/v right sign combinations

In blue: number of candidates in the channel with J/v; wrong sign combinations

In green: number of candidates in the channel with D; right sign combinations

In pink: number of candidates in the channel with D; wrong sign combinations
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Mass distribution of MC and DATA for in the dimuon trigger data
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Figure 58: Mass distribution of the dimuon trigger sample B}* candidates as given to
the net.

In red (dotted): The MC distribution after the reweighting to the smoothed data
distribution.

In black (full line): The data after all precuts.

ations, so for a better understanding in the B0 there are error bars given to estimate
the goddness of the reweighting.
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Mass distribution of MC and DATA for in the 2Track trigger data
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Figure 59: Mass distribution of the TT trigger sample B!* candidates as given to the
net.

In red (dotted): The MC reweighted to the smoothed data distribution

In black (full line): The data after all precuts
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Mass distribution of MC and DATA for in the 2Track trigger data
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Figure 60: Mass distribution of the TT trigger sample B!* candidates as given to the
net.

In red (dotted): The MC reweighted to the smoothed data sample. This figure includes
error bars. The binning is increased to 2 MeV /c? for better visualisation

Black (full line): The data distribution after all precuts
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B Decay table for J/vy trigger

Alias myB+ B+

Alias myB- B-

Alias myBx*+ Bx*+
Alias myBx- Bx-
Alias myJ/psi J/psi

Decay B_s2*0

.2 myBx+ K- PHSP;
.2 myB+ K- PHSP;
Enddecay

#

Decay anti-B_s2x0

.2 myBx- K+ PHSP;
.2 myB- K+ PHSP;
Enddecay

#

#

Decay myB*+

.2 myB+ gamma PHSP;
Enddecay

#

Decay myB*-

.2 myB- gamma PHSP;
Enddecay

#

#

Decay myB+

.11 myJ/psi K+ SVS;
Enddecay

#

Decay myB-

.11 myJ/psi K- SVS;
Enddecay

#

#

Decay myJ/psi

11 mu+ mu- PHOTOS VLL;
Enddecay

#

End



C Decay table for two track trigger

Alias myB+ B+

Alias myB- B-

Alias myBx*+ Bx*+
Alias myBx- Bx-
Alias myJ/psi J/psi

Decay B_s2*0

.2 myB*x+ K-

.2 myB+ K-
Enddecay

#

Decay anti-B_s2x0

.2 myB*x- K+

.2 myB- K+
Enddecay

#

#

Decay myB*+

.2 myB+ gamma
Enddecay

#

Decay myB*-

.2 myB- gamma
Enddecay

#

#

Decay myB+

0.0100 anti-DO pi+
0.0090 a_1+ anti-DO
0.0005 anti-DO rhoO pi+
0.0005 anti-DO pi- pi+ pi+t
Enddecay

#

Decay myB-

0.0100 DO pi-
0.0090 a_1- DO
0.0005 DO rhoO pi-
0.0005 DO pi+ pi- pi-
Enddecay

Decay DO

PHSP;
PHSP;

PHSP;
PHSP;

PHSP;

PHSP;

PHSP;
SVS;
PHSP;
PHSP;

PHSP;
SVS;
PHSP;
PHSP;

65
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0.0383 K- pi+
Enddecay

#

Decay anti-DO
0.0383 K+ pi-
Enddecay

#

Decay a_1+

0.4910  rhoO pi+
0.0;

Enddecay

#

Decay a_1-

0.4910  rhoO pi-
0.0;

Enddecay

#

Decay rhoO

1.000 pi+ pi-
Enddecay

#
End

C DECAY TABLE FOR TWO TRACK TRIGGER

PHSP;

PHSP;

VVS_PWAVE 0.9091 0.0 0.0 0.0 -0.0909

VVS_PWAVE 0.9091 0.0 0.0 0.0 -0.0909

VSS;
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