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Abstract

We give an adequate, concrete, categorical-based model for Lambda-S, which is a typed version of a linear-
algebraic lambda calculus, extended with measurements. Lambda-S is an extension to first-order lambda
calculus unifying two approaches of non-cloning in quantum lambda-calculi: to forbid duplication of vari-
ables and to consider all lambda-terms as algebraic linear functions. The type system of Lambda-S has a
superposition constructor S such that a type A is considered as the base of a vector space, while SA is its
span. Our model considers S as the composition of two functors in an adjunction relation between the
category of sets and the category of vector spaces over C. The right adjoint is a forgetful functor U, which
is hidden in the language, and plays a central role in the computational reasoning.

Keywords: Quantum computing; algebraic lambda-calculus; categorical semantics

1. Introduction

The non-cloning property of quantum computing has been treated in different ways in
quantum programming languages. One way is to forbid duplication of variables with linear
types (Abramsky, 1993; Girard, 1987), and hence, a program taking a quantum argument will not
duplicate it, e.g., Altenkirch and Grattage (2005); Green et al. (2013); Pagani et al. (2014); Selinger
and Valiron (2006); Zorzi (2016). Another way is to consider all lambda-terms as expressing lin-
ear functions, in what is known as linear-algebraic lambda-calculi, e.g., Arrighi and Diaz-Caro
(2012); Arrighi et al. (2017); Arrighi and Dowek (2017); Diaz-Caro and Petit (2012). The first
approach forbids a term Ax.(x ® x) (for some convenient definition of ®), while the second
approach distributes (Ax.(x ® x))(0) + [1) ) to Ax.(x ® x) |0) + Ax.(x ® x) |1), mimicking the way
linear operations act on vectors in a vector space. However, adding a measurement operator to a
calculus following the linear-algebraic approach needs to also add linear types: indeed, if 7 repre-
sents a measurement operator, (Ax.77x)(|0) 4 |1)) should not reduce to (Ax.7x) [0) + (Ax.7rx) |1)
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This paper is the long journal version of (Diaz-Caro and Malherbe, 2019). In the present paper, the main new result is to
revisit some rewrite rules in order to prove a theorem of adequacy.
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but to 7 (]0) + |1)). Therefore, there must be functions taking superpositions and functions dis-
tributing over them. However, the functions taking a superposition have to be marked in some
way, so to ensure that they will not use their arguments more than once (i.e., to ensure linearity in
the linear-logic sense).

Lineal, the first linear-algebraic lambda-calculus, is an untyped calculus introduced by Arrighi
and Dowek (2017) to study the superposition of programs, with quantum computing as a goal.
However, Lineal is not a quantum calculus in the sense that there is no construction allowing one
to characterize which terms can be directly compiled into a quantum machine. Vectorial (Arrighi
et al., 2017) has been the conclusion of a long path to obtain a typed Lineal (Arrighi and Diaz-
Caro, 2012; Arrighi et al.,, 2017; Diaz-Caro and Petit, 2012). In Vectorial, the type system gives
information on whether the final term can be considered or not as a quantum state (of norm 1).
Nevertheless, it fails to establish whether typed programs can be considered quantum, in the sense
of implementing unitary transformations and measurements — in any case, measurements are left
out of the equation in these versions of typed Lineal.

The calculus Lambda-S is a start over, with a new type system not related to Vectorial. It is a
first-order fragment of Lineal, extended with measurements. It has been introduced by Diaz-Caro
and Dowek (2017) and slightly modified later by Diaz-Caro et al. (20194). Following this line,
Diaz-Caro et al. (2019b) presented a calculus defined through realizability techniques, which val-
idates this long line of research on Lineal as a quantum calculus, by proving the terms which are
typable with certain types coincide with implementations of unitary operators. In Diaz-Caro and
Malherbe (2020), we gave a categorical model of Lambda-S without measurements. The object of
the current paper is to set up the bases for a categorical model of Lambda-S in full (with mea-
surements), by defining a concrete model with a categorical presentation, paving the way to an
abstract construction in future research.

In linear logic, a type A without decoration represents a type of a term that cannot be dupli-
cated, while !A types duplicable terms. In Lambda-S instead, A are the types of the terms that
cannot be superposed, while SA are the terms that can be superposed, and since superposition
forbids duplication, A means that we can duplicate, while SA means that we cannot duplicate. So
the S is not the same as the bang “!,” but somehow the opposite, in the sense that we mark the
fragile terms (those that cannot be duplicated). This can be explained by the fact that linear logic
is focused on the possibility of duplication, while here we focus on the possibility of superposition,
which implies the impossibility of duplication.

Diaz-Caro and Dowek (2017) gave a first denotational semantics for Lambda-S (in envi-
ronment style) where the atomic type B is interpreted as {|0),|1)} while SB is interpreted as
Span({|0), [1)}) = C?, and, in general, a type A is interpreted as a basis, while SA is the vector
space generated by such a basis. In this paper, we go beyond and give a categorical interpretation
of Lambda-S where S is a functor of an adjunction between the category Set and the category
Vec. Explicitly, when we evaluate S, we obtain formal finite linear combinations of elements of
a set with complex numbers as coefficients. The other functor of the adjunction, U, allows us to
forget the vectorial structure.

The main structural feature of our model is that it is expressive enough to describe the bridge
between the quantum and the classical universes explicitly by controlling its interaction. This is
achieved by providing a monoidal adjunction. In the literature, intuitionistic linear (as in linear-
logic) models are obtained by a comonad determined by a monoidal adjunction (S, m) - (U, !,
i.e., the bang ! is interpreted by the comonad SU (see Benton (1994)). In a different way, a crucial
ingredient of our model is to consider the monad US for the interpretation of S determined by
a similar monoidal adjunction. This implies that, on the one hand, we have a tight control of
the Cartesian structure of the model (i.e., duplication, etc) and, on the other hand, the world of
superpositions lives inside the classical world, i.e., determined externally by classical rules until we
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Y .=B"|SY|¥xY¥Y Qubit types (Q)

A:=Y|¥=4]|54 Types (7)

bi=x¥ | Ax¥e||0) | [1) ]2t |bx b Basis terms (B)

vi=b|(v+v)|0ss|av|vxv Values (V)

ti=v|t|(t+1t)|mit|ot|t xt|headt|tailt [{h.t et Terms (A)

p={pitti| |l {pn}ta Distributions (D)
where o € C and p; € [0, 1] CR.

Figure 1. Syntax of types and terms of Lambda-S.

decide to explore it. This is given by the following composition of maps:

USB x USB 2> U(SB ® SB) 7> US(B x B)

that allows us to operate in a monoidal structure representing the quantum world and then to
return to the Cartesian product.

This is different from linear logic, where the classical world lives inside the quantum world
ie. (IB) ® (IB) is a product inside a monoidal category.

Another source of inspiration for our model has been the work of Selinger (2007) and
Abramsky and Coecke (2004) where they formalized the concept of scalars and inner product
in a more abstract categorical setting, i.e., a category in which there is an abstract notion of a dag-
ger functor. It is envisaged that this approach will provide the basis for an abstract model in future
work.

The paper is structured as follows. In Section 2, we recall the definition of Lambda-S and give
some examples, stating its main properties. Section 3 is divided into three subsections: first we
define the categorical constructions needed to interpret the calculus, then we give the interpreta-
tion, and finally we prove such an interpretation to be adequate. We conclude in Section 4. An
appendix with the full proofs follows the article.

2. The Calculus Lambda-S

We give a slightly modified presentation of Lambda-S (Diaz-Caro et al., 2019a). In particular,
instead of giving a probabilistic rewrite system, where t —, r; means that ¢ reduces with prob-
ability px to rx, we introduce the notation t — {p1}r1 || - - - || {pn}7s, Where {p1}ri || - - - || {Pn}7a
denotes a finite distribution. This way, the rewrite system is deterministic and the probabilities are
internalized.

The syntax of terms and types is given in Figure 1. We write B” for B x - - - x B n-times, with
the convention that B! =B, and may write I, {pilti> for {p1}t1 || - - - || {pn}tn. We use capital
Latin letters (A, B, C, . . . ) for general types and the capital Greek letters W, @, E, and Y for qubit
types. Q is the set of qubit types, and 7T is the set of all the types (Q C 7). We write B={B" |
neNJU{VU = A| W e Q,A c T}, thatis, the set of nonsuperposed types. In addition, Vars is the
set of variables, B is the set of basis terms, V the set of values, A the set of terms, and D the set of
distributions on terms. We have Vars C B C V C A C D, where the last inclusion is considering the
constant function that associates probability 1 to any term. As customary, we may write x instead
of x¥ when the type is clear from the context. Notice that this language is in Church-style.

The terms are considered modulo associativity and commutativity of the syntactic symbol +.
On the other hand, the symbol | is used to represent a true distribution over terms, not as a
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Figure 2. Typing relation.

syntactic symbol, and so it is not only associative and commutative, we also have that {p}t || {q}t
is the same as {p + q}t, {p}t || {0}r = {p}t, and ||}_, {1}t = {1}¢%.

There is one atomic type B, for basis qubits |0) and |1), and three constructors: X, for pairs, =,
for first-order functions, and S for superpositions.

The syntax of terms contains:

L]

L]

The three terms for first-order lambda-calculus, namely, variables, abstractions, and applica-
tions.

Two basic terms |0) and |1) to represent qubits, and one test ?r-s on them. We usually write
t2r-s for (?r-s)t, see Example 2.2 for a clarification of why to choose this presentation.

A product x to represent associative pairs (i.e., lists), with its destructors head and tail.
We usually use the notations |b1b2 .. bn> for ‘bl) X |b2) X oo X |bn), }b)n for }bb- . b> and
[Th tiforfy x -+ X ty,.

Constructors to write linear combinations of terms, namely + (sum) and . (scalar multiplica-
tion), and its destructor 7; measuring the first j qubits written as linear combinations of lists
of qubits. Also, one null vector Os4 for each type SA. We may write —t for —1.t. The sym-
bol + is taken to be associative and commutative (that is, our terms are expressed modulo
AC (Arrighi and Dowek, 2017)), therefore, we may use the summation symbol >, with the
convention that 31, t=t.

Two casting functions 1}, and {}, allowing to transform lists of superpositions into superpo-
sitions of lists (see Example 2.4).

The rewrite system depends on types. Indeed, Ax:SW.t follows a call-by-name strategy, while
Ax:B.t, which can duplicate its argument, follows a call-by-base strategy (Assaf et al., 2014), that
is, not only the argument must be reduced first but also it will distribute over linear combinations.
Therefore, we give first the type system and then the rewrite system.

The typing relation is given in Figure 2. Recall that Lambda-S is a first-order calculus, so only
qubit types are allowed to the left of arrows, and in the contexts. We write S" A for SS - - - SA, with
m > 1. Contexts, identified by the capital Greek letters I', A, and ©, are partial functions from
Vars to Q. The contexts assigning only types of the form B” are identified with the super-index BB,
e.g. ®F. Whenever more than one context appear in a typing rule, their domains are considered
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Ifb:B"and b € B, (Ax:B".t)b — (b/x)t  (Bp)
Ifu:¥, with ¥ #B", (Ax:¥Y.t)u — (u/x)t  (Bn)

Figure 3. Betarules.

If:B" =4, tlu+v)— (tu+tv) (lin])
Ift:B" =4, t(ot.u) — o.tu (linZ)
Ift:B" = 4, t054[B"] — Osy (1in%)
(t+u)y— (tv+uv) (lin])
(a.t)u — ot.tu (linf)
Os4[(B" = A)]t — Os4 (lind)
Figure 4. Linear distribution rules.

[0)2tr — ¢t (if1) [0Y2tr — r  (ifo)

Figure 5. Rules of the conditional construction.

Ifh#uxvandheB, headh xt—h (head)
Ifh#uxvandheB, tailh xt —t  (tail)

Figure 6. Rules for lists.

(Os4 4 )t — ¢ (neutral)
1t —t (unit)
t:A, with4 € B, or "
If , 0.6 — Ogy (zeroy)
t:SA, andt /A
06.65,4 — 65,4 (zero)
o.(Bt) — ()1 (prod)
o.(t+u)— (ot +o.u) (odist)
(at+P.t)— (o+B).t (fact)
(at+1) — (o + 1)t (fact!)
Figure 7. Rules implementing the vector space (t+1)— 2t (fact?)

axioms.

pair-wise disjoint. Observe that all types are linear (as in linear-logic) except on basis types B",
which can be weakened and contracted (expressed by the common contexts ®). The particular
form of rule Sg, allows us to type a measurement even if its argument has been typed with an
arbitrary k number of S. We choose this presentation to avoid subtyping, which was present in the
original presentation of Lambda-S (Diaz-Caro and Dowek, 2017).

The rewrite relation is given in Figures 3 to 10. We write t : A when there exists I such that
'+t:A,and t /A if not.

The two beta rules (Figure 3) are applied according to the type of the argument. If the abstrac-
tion expects an argument with a superposed type, then the reduction follows a call-by-name
strategy (rule (8)), while if the abstraction expects a basis type, the reduction is call-by-base (rule
(Bp)): it B-reduces only when its argument is a basis term. However, typing rules also allow typ-
ing an abstraction expecting an argument with basis type, applied to a term with superposed type
(see Example 2.1). In this case, the beta reduction cannot occur and, instead, the application must
distribute first, using the rules from Figure 4: the linear distribution rules.
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N (r+s) xu—s (frrxut+frsxu) (dist))

feux (r+s) — (feuxr+fouxs) (dist))

iy (0r) X u—> 0. fipr X u (dist%)

foux (or) — o fhruxr (distf)

If u has type W, 11y Os4[®] x 1 — Og4[(D x )] (dist?)
If u has type W, ¢ u X Og4[®] — Og4[(¥ x D)] (dist?)
Tt +u)— (Tt +1fu) (dist%)

1 (ot) — ot (dist{)

1 Os4[(S(SW) x @)] — 1 Os4[(S¥ x D)) (dist?)

e Osa [ (P x S(S®))] — 1y Os4[(¥ x SO)] (dist?, )

1 Os4[(SB” x @)] — Os4[(B" x @)] (neut}))

0 Osa[(W x SB")] — Os4[(¥ x B")] (neut])

IfueB, fruxv—uxv (neut™)

IfveB, fruxv—uxv (neutg)

Figure 8. Rules for castings 1} and 1.

m n 2/‘71
”i(zf[ai‘]}ll_[‘bhi»*) [| {pe} (%) x 16)  (proj)
= =1 k=0

7;054[B"] — [0)™" (projz)

Figure 9. Rules for the projection.

If t — u, then

headt — head u

tail t — tail u

tv—uy (Ax®" W)t — (AP v)u (t+v)— (u+v)
ot — o.u it — Tju tXV—uXxvy
VXt— VXU Mt —u et —u

t%-s — u?r-s

(padall--- e}l I{pattn)  — (padtall--- [[{puell - - - [ {Pa}ta)

Figure 10. Contextual rules (notice that, in particular, there is no reduction under lambda).

Example 2.1. The term Ax:B.x x x does not represent a cloning machine, but a CNOT with an
ancillary qubit |0). Indeed,

(e x )= (10) + 1)) i), L (B x 2)(10) + 1)

(lin})

-5 %.((Ax:lﬂ%.x x x) |0) + (x:B.x x x) [1))

B 1
LN %.(wo) +]11))
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The type derivation is the following:

AX|o) — Ax

A A
xBFxB  xBrxB, FIO:B S F):B
x:BFxxx:B* - 10) : SB F1):SB +1
FaxB.x x x: B = B2 F10)+1]1): SB

Fax:B.ax x x:S(B = B?) F-L.(0) +11)): SB
V2 =ES

F(Ax]Bxxx) (|O)+|1)) SB?

S1 o

The rules from Figure 4 also say how superposed first-order functions reduce, which can be
useful for example to describe an operator as the superposition of simpler operators, cf. Arrighi
and Dowek (2017) for more interesting examples.

Figure 5 gives the two rules for the conditional construction. Together with the linear distri-
bution rules (Figure 4), these rules implement the quantum-if (Altenkirch and Grattage, 2005), as
shown in the following example.

Example 2.2. The term ?r-s is meant to test whether the condition is |1) or |0). However, defining
it as a function allows us to use the linear distribution rules from Figure 4, implementing the
quantum-if:
(1)2
(@r-s)(ee. [1) + B.10)) o Grs)(a. 1)) + @r-s)(B.0)) RL2 (r-s) [1) + B.(3r-5) |0)
=a.(|1)?r-s) + B.(]0)?r-s) —1> a.r+ B.(10)2r-s) (—°> a.r+ B.s

This construction allow us to encode any quantum gate.

Figure 6 gives the rules for lists, (head) and (tail), which can only act in basis qubits, otherwise,
we would be able, for example, to extract a qubit from an entangled pair of qubits.

Figure 7 deals with the vector space structure implementing a directed version of the vector
space axioms. The direction is chosen in order to yield a canonical form (Arrighi and Dowek,
2017). The rules are self-explanatory. There is a subtlety, however, on the rule (zero,). A simpler

rule, for example “If ¢: A then 0.t —> 6sA,” would lead to break confluence with the following

critical pair: 0. OSA g) 0gsa and 0. OSA ﬂ) 0sa. To solve the critical pair, Diaz-Caro et al.

(2019a) added a new definition “min A,” which leaves the type A with a minimum amount of S
in head position (one, if there is at least one, or zero, in other case). This solution makes sense
in such a presentation of Lambda-S, since the interpretation of the type SSA coincides with the
interpretation of SA (both are the vector space generated by the span over A). However, in our
categorical interpretation these two types are not interpreted in the same way, and so, our rule
(zero,) sends O.6SA to 6SA directly. Similarly, all the rules ending in 65A have been modified from
its original presentation in the same way, namely: (zeroy ), (zero), (lin?), and (lin?).

Example 2.3.
1 i 1
2. (5. 10) + |1>> _o gy edsy (5. |o>> +2.01) — 2. 1)

d
®r0D 1 10y 4+ 2. 11) — 2. 1)
L0010y +2. 1) — 2.11)
(fact)

—[0) +0. 1)
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Laeroa), 10) 4 Osp
(neutral)
_—

|0)

Remind that the symbol + is associative and commutative.

Figure 8 are the rules to implement the castings®. The idea is that x does not distribute with
respect to +, unless a casting allows such a distribution. This way, the types SB x B and S(B x
B) are different. Indeed, ( |0) + |1) ) x |0) have the first type but not the second, while |00) +
[10) have the second type but not the first. The first type gives us the information that the state
is separable, while the second type does not. We can choose to take the first state as a pair of
qubits forgetting the separability information, by casting its type, in the same way as in certain
programming languages an integer can be cast to a float (and so, forgetting the information that
it was indeed an integer and not just any float).

Example 2.4. The term (%.( [0) +11))) x |0} is the encoding of the qubit \%( [0) + 1)) ® |0).
However, while the qubit «/LE( [0) +]1) ) ® |0) is equal to «/LE( |00) + |10) ), the term will not
rewrite to the encoding of it, unless it is preceded by a casting

T (#( 10) + (1) )) « Joy L&,

NG (frr (10) +11)) x 10))

1
A

Gt (4 100) + 1 110))
\/5 r r
(neuthHz 1
—.( 100 10
L 1000+ 10))

Notice that ( .(10) + 1) )) % |0) has type SB x B, highlighting the fact that the second qubit is

a basis qubit, i.e., duplicable, while \/LE'( |00) 4 |10) ) has type S(B x B), showing that the full term
is a superposition where no information can be extracted, and hence, non-duplicable.

Figure 9 gives the rule (proj) for the projective measurement with respect to the basis {|0) , [1)}.
It acts only on superpositions of terms in normal form; however, these terms do not necessarily
represent a norm-1 vector, so the measurement must perform a division by the norm of the vector
prior to measure. In case the norm of the term is 0, then an error is raised. In the original version
of Lambda-S, such an error is left as a term that does not reduce. In this paper, however, we added
a new rule (proj;) for the projective measurement over the null vector, in order to simplify the
model (otherwise, we would have been forced to add Moggi’s exception monad (Moggi, 1988) to
the model). Since the model we present in this paper is already complex, we prefer to add a rule
sending the error to a fixed value and focus on the novel constructions.

In rule (proj), j < n, and we use the following notations:

[ee.]t may be either ¢ or a.t (if it is not present, & = 1)
|k> |b1 ) where by . .. bj is the binary representation of k

n

)= — [T Ion)

i, \/ 2rery lorl? ) n=jt
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n=2 ()

ieTy
Te={i<m]|by...bjs)= |k}

This way, }k) X |¢g) is the normalized kth projection of the term.

Example 2.5. Lets measure the first two qubits of a three qubits superposition. So, in rule (proj)
take j =2 and n = 3. Say, the term to measure is [000) + 2. |110) 4 3.]001) + |111). So, we have

m =4, and
i||cti || bribaibsi) k|| k)| T Pk |P)
1|1 1[000) 0/(100) {1,3} |75 + 15 = 3| 75- 100 + 25 1)
22| 110) 1/[jo1)| ¢ 0 -
33| jo01) 2([110)| @ 0 -
4 1 _ 1| 2 1
4l1] J111) 3D 245+ 5=3| Z 10+ 11

All in all, the reduction is as follows:

72(1000) + 2. [110) + 3. [001) + [111))

{proj). 12) <|00) X (5100 + 5. 1) )) {3} (|11> x (Z-10) + . 11) )>

Notice that, since F [000) + 2. |110) + 3.]001) + |111) : SB?, we have
F 75(1000) + 2.]110) 4 3.]001) + |111) ) : B? x SB

Finally, Figure 10 gives the contextual rules implementing the call-by-value and call-by-name
weak strategies (weak in the sense that there is no reduction under lambda).

Example 2.6. A Hadamard gate can be implemented by H = Ax:B.x?|—)-|+), where |+)=
J%' 10) + % 11) and |—) = %2 |0) — J% 1).
Therefore, H : B = SB and we have H |0) —* |+) and H |1) —* |—).

Correctness has been established in previous works for slightly different versions of Lambda-
S, except for the case of confluence, which have only been proved for Lineal (Arrighi and Dowek,
2017). Lineal can be seen as an untyped fragment of Lambda-S without several constructions (in
particular, without 7). The proof of confluence for Lambda-S is delayed to future work, using the
development of probabilistic confluence by Diaz-Caro and Martinez (2018). The proof of Subject
Reduction and Strong Normalization are straightforward modifications from the proofs of the
different presentations of Lambda-S.

Theorem 2.7 (Confluence of Lineal, [Arrighi and Dowek (2017), Thm. 7.25). | Lineal, an untyped
fragment of Lambda-S, is confluent. O

Theorem 2.8 (Subject reduction on closed terms, [Diaz-Caro et al. (2019a), Thm. 5.12). ] For any
closed terms t and u and type A, if t —> ||; {pi}ui and -t 1 A, then ||, {pi}u; : A. O

Theorem 2.9 (Strong normalization, [Diaz-Caro et al. (20194), Thm. 6.10). ] If\-t: A, then t is
strongly normalizing, that is, there is no infinite rewrite sequence starting from t. O

Theorem 2.10 (Progress). If-t: A and t does not reduce, then t is a value.
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Proof. By induction on t.

« If t is a value, then we are done.

o Let t=rs, then Fr: S(¥ = C). So, by the induction hypothesis, r is a value. Therefore, by
its type, r is either a lambda term or a superposition of them, and so rs reduces, which is
absurd.

o Let t =r+s, then by the induction hypothesis both r and s are values, and so r+s is a
value.

o Let t =jr, then by the induction hypothesis r is a value, and since ¢ is typed, r: SB".
Therefore, the only possible r are superpositions of kets, and so, t reduces, which is absurd.

o Let t = a.r, then by the induction hypothesis r is a value, and so t is a value.

o Let t =7 X s, then by the induction hypothesis both r and s are values, and so ¢ is a value.

o Let t = head r, then by the induction hypothesis r is a value, and since ¢ is typed, |- r: B".
Therefore, the only possible r are products of kets, and so t reduces, which is absurd.

o Let t = tail r. Analogous to previous case.

o Let t =1, 7, then, by the induction hypothesis, r is a value. Since ¢ is typed, F r: S(S¥ x ®).
Therefore, the cases for r are
- r=x. Absurd, since r is closed.

- r=XAx:0©.r. Absurd since - r: S(S¥ x ®).
- r=10). Absurd since - r: S(S¥ x ®).
- r=11). Absurd since - r: S(S¥ x ®).
- r=1v1 + v, then ¢ reduces by rule (dist%), which is absurd.
-r= 65(S\p>< ), then f reduces by rule (dist%r) or (neutgr), which is absurd.
- r=a.v, then t, reduces by rule (diSt(TXT)’ which is absurd.
- r=1s1-55. Absurd since - r : S(S¥ x ®).
- r=1v] X -+ X v, with v; not a pair, then the possible v; are:
* v] € B, then t reduces by rule (neuty), which is absurd.
% V1 = V| + v}, then ¢ reduces by rule (dist;"), which is absurd.
* V] = 65(5\qu>), then t reduces by rule (dist?), which is absurd.
* v] = a.v, then t reduces by rule (dist%), which is absurd.
o Let t =1y, r. Analogous to previous case. O

3. Denotational Semantics

Even though the semantic of this article is about particular categories, i.e., the category of sets and
the category of vector spaces, from the start our approach uses theory and tools from category
theory in an abstract way. The idea is that the concrete situation exposed in this article will pave the
way to a more abstract formulation, and that is why we develop the constructions as abstract and
general as possible. A more general treatment, using a monoidal adjunction between a Cartesian
closed category and a monoidal category with some extra conditions, remains a topic for future
work. A first result in such direction has been published recently (Diaz-Caro and Malherbe, 2020),
however, in a simplified version of Lambda-S without measurements.

3.1 Categorical constructions
The concrete categorical model* for Lambda-S will be given using the following constructions:

« A monoidal adjunction

https://doi.org/10.1017/5S0960129523000361 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129523000361

Mathematical Structures in Computer Science 11

(S,m)
/\
(Set, x, 1) 1 (Vec, ®,1)

~_

(Un)

where

- Set is the category of sets with 1 as a terminal object.

- Vec s the category of vector spaces over C, in which I = C.

- Sis the functor such that for each set A, SA is the vector space whose vectors are the formal
finite linear combinations of the elements of A with coefficients in C, and given a function
f:A— Bwe define Sf : SA — SB by evaluating f in A.

- U is the forgetful functor such that for each vector space V, UV is the underlying set of
vectors in V and for each linear map f, Uf is just f as function not taking into account its

linear property.
- m is a natural isomorphism defined by
map:SA® SB— S(A x B) (Z aga) Q ( Z Bypb) — Z aqPp(a, b)
acA beB (a,b)eAxB
- nis a natural transformation defined by
nag: UV x UW — U(VR® W) (vwW)—>rvw

« Vec' is a subcategory of Vec, where every morphism f : V — W have associated a morphism
11 W — V, called the dagger of f, such that forall f : V— W and g: W — U we have

Id}, =Idy (gof) =fTog' fff=r
Notice that Vec' is a subcategory of FinVec, the category of finite vector spaces over C.

o Setp is a Kleisli category over Set defined with the following monoidal monad, called the
distribution monad (Giry, 1982; Moggi, 1988), (D, 7}, i1, #1ap, 11 ):

n n
D : Set — Set DA = Zp,«xai|2p,~=l,a,~eA,neN
i=1 i=1
where x, is the characteristic function of a, and 7, [i, 714, and 11, are defined as follows:
n:A— DA a1y,
. m;
fu: DDA — DA i1 Pix S a0 Doin1 2oil PidijXay
ﬁ/lAB : DA X DB - D(A X B) < ?zlpixa,‘) Z]nil CI]XbJ) = ?:1 Zjnll Pin(Xap ij)
m;:1— D1 * = 1y,

Remarks 3.1.

o There exists an object B and maps iy, i in Set such that foreveryt:1 — Aandr:1 — A,
there exists a unique map [t, 7] making following diagram commute:

1 Ay B 21

N
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This object B is the Boolean set and such a map will allow us to interpret the if construction
(Definition 3.4).

o For every A € [Set|, Vec(I,SA) is an abelian group with the sum defined point-wise.
Therefore, there exists a map 4 : USA x USA — USA in Set, given by (a, b) — a + b using
the underlying sum from SA.

o To have an adjunction means that each function g: A — UV extends to a unique linear
transformation f : SA — V, given explicitly by f (3_; atixi) = Y_; ctig(x;), that is, formal linear
combinations in SA to actual linear combinations in V (see (Mac Lane, 1998) for details).

« Set is a Cartesian closed category where nA is the unit and & is the counit of — x A - [A, -],
from which we can define the curryfication (curry) and un-curryfication (uncurry) of any
map.

o The defined adjunction between Set and Vec gives rise to a monad (T, n, ) in the category
Set, where T'= US, 1y : Ild — T is the unit of the adjunction, and using the counit €, we obtain
u="UeS: TT — T, satistying unity and associativity laws (see Mac Lane (1998)).

3.2 Interpretation
Definition 3.2. Types are interpreted in the category Setp, as follows:

[B] =B [V =A]=[¥Y]=[A] [SA] = US [A] [V x @] =[¥] x [®]

Remark 3.3. To avoid cumbersome notation, we omit the brackets [-] when there is no ambiguity.
For example, we write directly USA for [SA] = US [A] and A for [A].

Before giving the interpretation of typing derivation trees in the model, we need to define
certain maps that will serve to implement some of the constructions in the language.
To implement the if construction, we define the following map.

Definition 3.4. Given t,r € [I", A] there exists a map Bit’s [[, A] in Set defined by f;, =
[t,7] where t:1 — [I', A] and 7:1— [T, A] are given by the constant maps x> ¢ and x> s,
respectively. Concretely this means that i;(x ) = t and ir(x ) > 7.

Example 3.5. Consider t =i; and r =i, with t,r € [1,B], where B = {i; (%), i2(x)}. To make
the example more clear, let us consider i;(x)=0) and i,( ) =|1), hence B={|0), [1)}. The

map B &> [1,B] in Set is defined by f; , = [i1,1,], where i : 1 — [1, B], for k = 1, 2. Therefore, we
have the following commuting diagram:

1 — s B2
11 2
[1,B]

Hence, we have: f;, [0) = fi,(i1(%)) = (firo i)k =11 (%) =ij =t
for 1) =fir(p(*) = (firoi)x=ir(x)=ir =7
Therefore, f; , is the map |0) — t and |1) > 7.

In order to implement the projection, we define a map 7; (Definition 3.14), which is formed
from the several maps that we describe below.
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A projection 7j acts in the following way: first it projects the first j components of its argu-
ment, an n-dimensional vector, to the basis vector |k} in the vector space of dimension j, then it
renormalizes it, and finally it factorizes the first j components. Then, the projection 7 takes the

probabilistic distribution between the 2/ projectors ik, each of these probabilities, calculated from
the normalized vector to be projected.

Example 3.6. Let us analyse the Example 2.5:

72(]000) + 2. [110) + 3.]001) + |111))
(proj) 5 1 3 1 2 1
123 (100) x (=100 + . 1)) 13 (111 x (. 10) + . 1))
We can divide this in four projectors (since j =2, we have 22 projectors), which are taken in
parallel (with the symbol ||). The four projectors are 75 00, 72,01, 772,10, and 72,11. In this case, the
probability for the projectors 75 0; and 72,1 are 0, and hence these do not appear in the final term.
The projector w09 acts as described before: first it projects the first 2 components of
[000) 4 2.]110) 4 3.|001) + [111) to the basis vector |00), obtaining [000) + 3. |001). Then it
renormalizes it, by dividing it by its norm, obtaining ﬁ. |000) + \/ifo' |001). Finally, it fac-

torizes the vector, obtaining [00) x (JLTO' |0) + J%' [1) ). Similarly, the projector m;; gives

[11) x (%. |0) + \/Lg [1) ). Finally, the probabilities to assemble the final term are calculated as

_ [12+]3[? 22412 1

Po = IpTpEHarnp =

2
= Z an = = =
3 and p1 = [P = 3

Categorically, we can describe the operator 7j; (Definition 3.11) by the composition of
three arrows: a projector arrow to the |k) basis vector (Definition 3.7), a normalizing arrow
Norm (Definition 3.8), and a factorizing arrow ¢; (Definition 3.9). Then, the projection 7;
(Definition 3.14) maps a vector to the probabilistic distribution between the 2/ basis vectors |k),
using a distribution map (Definition 3.12).

In the following definitions, if [) is a vector of dimension n, we write 1Y) : I — SB" to the
constant map 1 — [¥r).

Definition 3.7. The projector arrow to the |k) basis vector Proj, is defined as follows:

+
Py : (SB)®" > (SB)®" Pr=(lkjo|k) )T
Definition 3.8. The normalizing arrow Norm is defined as follows:

—L— if [y) #£0
Norm : USB" — USB" ) > V([ o))

|0) otherwise

Definition 3.9. The factorizing arrow g; is defined as any arrow making the following diagram
commute:

Bi x USB" 1% USBi x USB" — " U(SB @ SB")

| [om

B x USB" 7 ¢ 7 USB" = US(B/ x B")

https://doi.org/10.1017/5S0960129523000361 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129523000361

14 A. Diaz-Caro and O. Malherbe

Example 3.10. For example, take ¢; as the following map:
@;: USB" — B/ x USB/™"

]L[|bh)x£:ai.< I |b,.,,>> ifa:ia,.(mbh)x I |bih))
ar> 3y k=1 i=1 h=j+1 i=1 h=1 h=j+1

|0y otherwise

Definition 3.11. For each k=0,...,2 — 1, the projection to the |k) basis vector, mj, is defined
as any arrow making the following diagram commute:

UsB” U—Pk> USB"

l”jk lN orm

B x USB"~/ — USB"

where we are implicitly using the isomorphism USB" = U(SB)®", obtained by composing n — 1
times the mediating arrow m and then applying the functor U.

The following distribution map is needed to assemble the final distribution of projections in
Definition 3.14.

Definition 3.12. Let {p;}’| be a set with p; € [0, 1] such that )" | p; = 1. Then, we define dyy,,
as the arrow:

n
dipy; : A" — DA @5 n) > ) piday

Example 3.13. Consider d : B> — DB? defined by d 111

1y 1101) = 3X0 + 3 X0 + X0

{1, }(bl X bZ X b3) = %Xbl + %sz +

3 Xb;- Then, for example, d{

(S N
w\»—‘ w\»—-
a\\v— =

——

Definition 3.14. The projective arrow is as follows, where p = Norm( |¢) )T o P o Norm( |y) ).
7;: USB" — D(B/ x USB" ) ) > Z Pyl

Example 3.15. Consider the set B? and the vector space SB?. We can describe the projection
71 as the map 7y : USB? — D(B x USB) such that |) > POXmioly) + P1Xmu v)» Where, if [/) =

2 2 2 2
a1.100) + az. |01) + @3. |10) + g |11), then py = % and p; = %
i=1 1% i=1 1%

The normalizing arrow is the arrow Norm : USB? — USB? such that:
o1.]00) + . |01) + 3. [10) + 4. |11)

> ——1—]00) + -—2—.|01) + —=—.10) + —=—.]11)
S lel? S lel? JEL a2 VEL a2
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The factorization arrow is the arrow ¢; : USB? — B x USB such that:

[0) X (21.10) + 2. 1)) ifaz =04 =0
@1.100) + @2. |01) + 3. [10) + o [11) > { [1) X (3. |0) + 4. ]1)) ifa; =2 =0
|00) otherwise

Finally, 719 and 71; are defined as maps in USB? — B x USB such that 19 = ¢; o Norm o UP,
and T11 = @1 © Norm o UPl.

We write (US)" A for US . .. USA, where m > 0. The arrow sum on (US)™A with A = USB will
use the underlying sum in the vector space SA. To define such a sum, we need the following map.

Definition 3.16. The map g : ((US)F1A) x (US)1A) — (US)(USA x USA) is defined by:

g = (U1 Um o (US)* 11 o (US)"2Um o (US)*2no---0Umon

(US*FLA) x ((US)F+14) & s (US)K(USA x USA)
ln (US)k_lUmT
U(S(US)*A ® S(US)kA) (US)F=1U(SUSA ® SUSA)
lUm (US)HnT
US((US)*A x (US)kA) (US)E=1((US)2A x (US)*A)
os
USU(S(US)F1A ® S(US)F14) ——8Um (US)Z((US)k—lA x (US)F—14)

Example 3.17. We can define the sum on (US)*A x (US)*A by using the sum on SA as:
(USPA x (USPA 5 (US(UsA x USA) Y25 (USPA  where g = USUm o USn o Um o,

Using all the previous definitions, we can finally give the interpretation of a type derivation tree

in our model. If " - ¢ : A with a derivation T, we write generically [T] as T L A.Inthe following
definition, we write S"A for S. .. SA, where m > 0 and A # SB.

Definition 3.18. If T is a type derivation tree, we define inductively [T] as an arrow in the category
Setp, as follows. To avoid cumbersome notation, we omit to write the monad D in most cases (we
only give it in the case of the measurement, which is the only interesting case).

Ix1d
HG)]B X WEx: W AX]] =®Bx‘l/l>lxll-'%\1! where Id is the identity in Set

Ax: 0 2 .

[[O]B b Os4 : SA x"]] —©® 5 1% UsA  where 0 is the constant function > 0
Ax‘o B ! 10) A .

H@B 10 ]] =0" —>1— B where |0) is the constant function x — |0)

[[ B . AX“ ]] 0% 51 ) B where |1) is the constant function * —> |1)
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m—1
WU sy USA® )

(usymtur-!

r 4 (usyma
(US"'U(ld®a)
_—

[[Fl—t:S’"A a;]] _
NFa.t:S"A

(U™ 1USA®I) (US)™A

HF,@Bl—t:S’”A A OB 1. S"A

i o +IH=FXAX®BM—X§>FXAX®BX®B
I, A, t+r:

Idxo xId EXr
e

I'x OF x A x ©F =5 (US)™A x (US)"A

(Us)™14
e

Sl (US)"L(USA x USA) (US)™A

[ THt:A t U
A gl =
THe:sA ’H F=A=UsA
Ikt SB" S t k uk-1 7 i _i
g S Us)* (B") — USB" — D(B x S (B"™/
't B x SB"™ ]] — (U9 (B") — DB xS ( )
THt:A TTkFr:A ]] curry(uncurry(f; ) o swap)
Ifll =T B, A
| TH#r:B=>A [ ]
. . d
Mx:WHEt:A ]]—l" (W, T x W] [1d,¢] (W, A]
FFAxWt: U= A

A,OBFu: W T,0BLt:v=A4
AT, OB tu: A

Bldxa AxT x OF x oF

iEH:Axe@

w
Jxoxld A L OB x T x OF %4 w x [W,A] 5> 4
(A, OB u:SU T,OBRt:S(U=A) dxs

A AXT x 08 x oF
AT, OB Fty:SA

iES]]:Axe(H)Bl

Idxo xId uxt
—_

AxOPxT'x@F 2255 USw x US[V, A]
2 UGS @ S[W, A]) 5 US(W x [W, A))

v
e, Usa

T,0BHt: 0 AOQBLu:d®
CLAOB i xu: U xd

B b A x OF x ©F

mﬂ:f‘xAx@

Ldxaxid IxOF x Ax 08 2% yxo
. n
B XEr]] T 5B ™4 B where headis the projector of the first component in Set
.T" - head t: B

FHt:B" Xuﬂ —r 1 pgn il gn—1  where tail is the projector of the n — 1 last compo-
I tail t : B"! nents

[THt:S(SY x ®)

T Hrt:S(W x D) ﬂ

U(ldxn)

I L US(USW x ®) ——% US(USW x US®D)

Yon, USU(SY ® SO) U8Um, USUS(V x ®) LY US(¥ x ®)

[ THt:S(W x SD) UlrxId)
I 5 US(W x US®) —22 US(USW x USD
T e t: S x @) H = US( x US®) ) (USW x US®)
B UsUSW @ S®) 29 UsUS(W x @) L5 US(W x @)
THt:A Y.pi=1 ety i,
A 2P |H O R NN Y
CE{pajtill-- -l {pa}tn: A

Proposition 3.19 (Independence of derivation). If ' -t: A can be derived with two different
derivations T and T, then [T] = [T'].

Proof. Without taking into account rules =g, = s, and Sy, the typing system is syntax directed.
Hence, we give a rewrite system on trees such that each time a rule S; can be applied before or
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after another rule, we choose a direction to rewrite the tree to one of these forms. Similarly,
rules = and =gs, can be exchanged in few specific cases, so we also choose a direction for
these.

Then, we prove that every rule preserves the semantics of the tree. This rewrite system is clearly
confluent and normalizing, hence for each tree T we can take the semantics of its normal form,
and so every sequent will have one way to calculate its semantics: as the semantics of the normal
tree. The full proof is given in the appendix. O

Remark 3.20. Proposition 3.19 allows us to write the semantics of a sequent, independently of its
derivation tree. Hence, from now on, we will use [I" - ¢ : A], without ambiguity.

3.3 Soundness and adequacy

We first prove the soundness of the interpretation with respect to the reduction relation
(Theorem 3.22), then we prove the computational adequacy (Theorem 3.28). Finally, we prove
adequacy (Theorem 3.29) as a consequence of both results.

3.3.1 Soundness
Soundness is proved only for closed terms, since the reduction is weak (cf. Figure 10). First, we
need a substitution lemma.

Lemma 3.21 (Substitution). Ifx: W t: A and - r: W, the following diagram commutes:

1 (r/x)t A
r t
\ . /

Thatis, [F (r/x)t: Al =[x: W t:A] o[- r: V].

Proof. We prove, more generally, that if I'/,x: W,T'F¢:A and I r: W, the following diagram
commutes:

[ x [ —

|
~

A

I x 1x 'S o <
That is, [I', T (r/x)t: A] =", x: ¥, T +t:A]o(Id x [Fr: W] x Id). Then, by taking I' =
I'" = ¢, we get the result stated by the lemma.
We proceed by induction on the derivation of I, x : W, " - ¢ : A. The full proof is given in the
appendix. O

Theorem 3.22 (Soundness). If-t: A, andt —> r, then [Ft: A] = [Fr: A].

Proof. By induction on the rewrite relation, using the first derivable type for each term. The full
proof is given in the appendix. O

3.3.2 Computational adequacy
We adapt Tait's proof for strong normalization to prove the computational adequacy of
Lambda-S.

https://doi.org/10.1017/5S0960129523000361 Published online by Cambridge University Press


https://doi.org/10.1017/S0960129523000361

18 A. Diaz-Caro and O. Malherbe

Definition 3.23. Let 2, B be sets of closed terms. We define the following operators on them:

o Closure by antireduction: A={t|t —* r, with r € 2 and FV (¢) = ¢}.
o Closure by distribution: Al = {|l; {pa}tiltieAand ), p;s =1}

o Product: A x B ={t x u|teAand u € B}.

o Arrow: A = B ={t|Yue, tuecB}.

o Span: SA={)_, [a;.]ri | ri € A}.

The set of computational closed terms of type A (denoted €4), is defined by
. S R ——
G ={0.1)) Caxs=CixCs  Cuoa=Cy=>C;  Cs4=5C4U (0sa)
A substitution o is valid in a context I" (notation o FT") if foreach x: A € ', ox € €4.
Lemma 3.24. If-t: Athente €y

Proof. We prove, more generally, that if TH¢:A and o ET, then ot € &4. We proceed by
induction on the derivation of I' - ¢ : A. The full proof is given in the appendix. O

Definition 3.25 (Elimination context). An elimination context is a term of type B produced by
the following grammar, where exactly one subterm has been replaced with a hole [-].

C:=[-]1|Ct|tC|miC| head C|tail C |, C|ft¢ C
We write C[¢] for the term of type B obtained from replacing the hole of C by ¢.

Definition 3.26 (Operational equivalence). We write t =, r if, for every elimination context C,
there exists s such that C[t] —* sand C[r] —*s.
We define the operational equivalence ~,, inductively by

o Ift~,r, thent~,,r.

o Ift A~y rthen a.t ~pp ..

o If g Rop 11 and t, Rop 125 thent; + 1, Rop 12 + 1.
o If t) Rpp 11 and £y Xy 12, then £y X 1y Rpp 11 X 1.

Remark that operational equivalence differ from the standard notion of observational equiva-
lence since t ;) r does not imply Ax : W.t X, Ax : W.r, as a consequence of not having reductions
under lambda.

Lemma 3.27. If C[t] ~,p C[r], then t = 1.

Proof. By the shape of C, the only possibility for C[t] ~,, C[r] is C[t] ~, C[r]. Then, by definition,
there exists a term s and a context D such that D[C[t]] —>* s and D[C[r]] —>* 5. Consider the
context E = D[C], we have E[t] = D[C[t]] —>* s and E[r] = D[C[r]] —>* t'. Therefore, t ~, 1,
and so t X 1. O
Theorem 3.28 (Computational adequacy). If [t : A] = [ v: A], then t =, v.

Proof. We proceed by induction on A.

« A=B. By Lemma 3.24, we have te€ €4, thus, t —*{q1}10) || {q2} |1), and, by the
same lemma, v={p1}0) || {p2}|1). Hence, by Theorem 3.22, we have [Fv:A]=
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ERLLIRg dipy py) Doren) e 2 10XI0), 5o diq1.92)

[-t:A] = [~ (a1} 10} || {a2} 11} : A]. So,
DB. Therefore, p; = qi, thus t —* v.

+ A=C; x Cy. By Lemma 3.24, we have t € €4, thus, t —> ™ ||; {q1 }(wi1 x wp), with w;; € chj,
and, by the same lemma, v=|; {pi}(vi1 x vi2), with v;; € €¢;. Hence, by Theorem 3.22,

we have [[I— viA]=[Ft:A] =[F||; {qi}(wa x wi): A]. So, (1%)" (i) o x (v X w)

(€1 x G 2% Dy x € = (12 Xt ¢, gy 20 ey x ).
Therefore, p; =q;, m=mn, and [Fv;;: G = [ w;j: Cj]. Therefore, by the induction
hypothesis, Wij Xop Vijs and so, t & Rop V.

« A=WV = C. The only possibility for v, a value of type ¥ = C, is v=||; {pi} Ax‘p ti.

Hence, let f = [ ¢: A] = [ v: A] = 1"%[\1/1 wpr M g o 20 by,

By Lemma 3.24, we have t € €4. Hence, t —>* ¢/, such that for all s € €y, t's € C¢.

d
Letwle\pbeavalue,andg:[[l—w:\ll]]zlg\IJ&D\IJ.

Thus, [ tw: C] = [ vw: €] = 1" 2% Dlw, €] x Dw ™ (v, ] x W) 25 DC.
By Theorem 2.9 and Theorem 2.10, there exists u value, such that vw —* u, and by
Theorem 2.8, F u : C. So, by Theorem 3.22, [l u: C] = [ vw: C].
Therefore, by the induction hypothesis, tw ~,, u. Since vw —>* u, we have u ~,, vw. Hence,
tw ~Xop vw, and so, by Lemma 3.27, t X, v.

+ A=SC. By Lemma 3.24, we have t € €y, thus, t —*||; {q} Zj ajwij, with wy; € €¢, and,
by the same lemma, v=||; {pi} > _j BrVit> with v € €c. Hence, by Theorem 3.22, we have
[Fv:Al=[+t:A] = [[I— [ {ai} Zj ojwij :A]]. So, dig;}; 0 US+ owiy X -+« X Wy =dyp,, ©

US + ovi1 X -+ X Vyyy. Therefore, p; =qi, m=m', n=n' and [[I— wij : Cﬂ = [[I— vij : Cﬂ.
Therefore, by the induction hypothesis, w;; X, vij, and so, t ~gp v. O

ql)l

3.3.3 Adequacy
Adequacy is a consequence of Theorems 2.8 (subject reduction), 2.9 (strong normalization), 2.10
(progress), 3.22 (soundness), and 3.28 (computational adequacy).

Theorem 3.29 (Adequacy). If [ t: A] =[-r: A], thent = r.

Proof. By Theorem 2.9, t is strongly normalizing, and by Theorem 2.10, it normalizes to a value.
Hence, there exists v such that t —* v, and, by Theorem 2.8, we have v : A. By Theorem 3.22,
[Fv:A] =[+t:A] =[tr:A]. Then, by Theorem 3.28, v~ t and v &, r. Hence, t gy r. [

4. Conclusion

We have revisited the concrete categorical semantics for Lambda-S presented in our LSFA'18
paper (Diaz-Caro and Malherbe, 2019) by slightly modifying the operational semantics of the
calculus, obtaining an adequate model (Theorem 3.29).

Our semantics highlights the dynamics of the calculus: the algebraic rewriting (linear dis-
tribution, vector space axioms, and typing casts rules) emphasizes the standard behavior of
vector spaces. The natural transformation # takes these arrows from the Cartesian category
Set to the tensorial category Vec, where such a behavior occurs naturally, and then are taken
back to the Cartesian realm with the natural transformation m. This way, rules such as (lin}):
t(u+v) —> tu+ tv, are simply considered as Um o n producing (u+ v, t) > (u,t) + (v, t) in
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two steps: (u+v, )~ (U+v)Qt=u@t+ vt (u,t)+ (v,t), using the fact that, in Vec,
U+ Rt=uRt+vQt.

We have constructed a concrete mathematical semantic model of Lambda-S based on a
monoidal adjunction with some extra conditions. The construction depends crucially on inherent
properties of the categories of set and vector spaces. In a future work, we will study the semantics
from a more abstract point of view. Our approach will be based on recasting the concrete model at
a more abstract categorical level of monoidal categories with some axiomatic properties that are
now veiled in the concrete model. Some of these properties, such as to consider an abstract dagger
instead of an inner product, were introduced in the concrete model from the very beginning, but
others are described in Remark 3.1 and Definitions 3.4, 3.8, 3.9, 3.11, 3.12, and 3.14. Another ques-
tion we hope to address in future work is the exact categorical relationship between the notion of
amplitude and probability in the context of the abstract semantics. While some research has been
done in this topic (e.g., Abramsky and Coecke (2004); Selinger (2007)), it differs from our point
of view in some important aspects: for example to consider a notion of abstract normalization as
primitive.

Competing interests. The authors declare none.

Notes

1 Where m and n are the mediating arrows given by the monoidality of the adjunction.

2 As aremark, notice that || can be seen as the + symbol of the algebraic lambda calculus (Vaux, 2009), where the equality is
confluent since scalars are positive, while the + symbol in Lambda-S coincides with the + from Lineal (Arrighi and Dowek,
2017) (see Assaf et al. (2014) for a more detailed discussion on different presentations of algebraic lambda calculi).

3 The subtlety about Og4 explained for Figure 7 has led us to add some extra rules to Lambda-&, with respect to its original
presentation, in Figure 8. Those are (dist%r), (dist%/Z ), (neutgr), and (neutg().

4 Although “concrete categorical” seems paradoxical, since a model can either be concrete or categorical, we chose to use this
terms to stress the fact that we use a categorical presentation of this concrete model.
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Appendix A. Detailed Proofs

Proposition 3.19 (Independence of derivation). If T'tt: A can be derived with two different
derivations T and T', then [T] = [T'].

Proof. Without taking into account rules =g, =gs, and Sy, the typing system is syntax directed.
Hence, we give a rewrite system on trees such that each time a rule S; can be applied before or
after another rule, we choose a direction to rewrite the tree to one of these forms. Similarly, rules
= and = gs can be exchanged in few specific cases, so we also choose a direction for these.

Then, we prove that every rule preserves the semantics of the tree. This rewrite system is clearly
confluent and normalizing, hence for each tree T we can take the semantics of its normal form,
and so every sequent will have one way to calculate its semantics: as the semantics of the normal
tree.

In order to define the rewrite system, we first analyse the typing rules containing only one
premise, and check whether these rules allow for a previous and posterior rule S;. If both are
allowed, we choose a direction for the rewrite rule. Then we continue with rules with more than
one premise and check under which conditions a commutation of rules is possible, choosing also
a direction.

Rules with one premise:

« Rule a:
CHt:SA ¢ CHt:SA
FHt:8SA o —> That:SA ¢ (1)
'Fa.t:SSA Ho.t:SSA

« Rules Sg, =1, XE,, XE;» 'r» and {¢: These rules end with a specific types not admitting two
S in the head position (i.e. B x SB"J, W = A, B, B"1, and S(¥ x ®)) hence removing an
S or adding an S would not allow the rule to be applied, and hence, these rules followed or
preceded by S; cannot commute.
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Rules with more than one premise:

o Rule +;:
[LEB-t:SA 5 A EB-r:84 5 ILEBRr:SA A EBHu:SA .
I, 2B ¢:854 A, ZBFu:SSA Mians IA BB (t+u):SA 5 (2)
O,A BB (t+u):SSA A, BB (t 4+ u): SSA
e Rules = and = g:
AEBFuw o TEPFU=A AEPRu:w TEPHwA
AEPRu:SY  TEPR:S(W=4A) AT E Fmu:A
AT, BB tu:SA AT, BB tu:SA
(3)
« Rule ||:
FEtitA o FEti:A Y ,pi=1 |
FH4:SA 3 ipi=1 T DEdpdti - - I {padtn: A (4)
C'E{pajti || - || {pn}tn : SA CH={pi}tr - | {pa}tn: SA

o Rules Ifand x: these rules end with specific types not admitting two S in the head position
(i.e. B= A and ¥ x &), hence removing an S or adding an S would not allow the rule to be
applied, and hence, these rules followed or preceded by S; cannot commute.

The confluence of this rewrite system is easily inferred from the fact that there are no critical pairs.
The normalization follows from the fact that the trees are finite and all the rewrite rules push the
Sy to the root of the trees.

It only remains to check that each rule preserves the semantics.

o Rule (1): The following diagram gives the semantics of both trees (we only treat, without loss
of generality, the case where A # S(A”)). This diagram commutes by the naturality of 7.

r—*' ., usa T, UsusA —BU, ysu(sa o 1) BUYY Ususa @ 1)
lU/\ lUSUA“
UsAeD 2199 psaen —Y 5 Usa ", USUSA

« Rule (2): The following diagram gives the semantics of both trees (we only treat, without lost
of generality, the case where A # SA').

I'x 8B x Ax BB 2y USA x USA -1y USUSA x USUSA
IdxaxIdT Jg0=|d \Lgl
[ x Ax 2B x zB USA x USA US(USA x USA)
1dx &7 1+ Lus+
I'x A x EB USA —— 1+ USUSA

This diagram commutes since the maps are as follows:

T S TS t4r and (LRSS () s b4y
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« Rule (3): The following diagram gives the semantics of both trees. The lower diagram with
the dotted arrow commutes by the naturality of , and the upper diagram commutes because
n is a monoidal natural transformation.

A x =B <« T x -B | (Idxo xId)o(ldx §) A xT x ~B
\I(uxt
v x [V, A] —> US¥ x US([III A]) —2= U(SY @ S([W¥, A]))
. A Juim)
N n T

s USA ﬁ US(W x [W, A])

« Rule (4): The following diagram gives the semantics of both trees.

s AM 7 s USA™
Jdip; L
DA — 1 USDA = DUSA

t X+ ><tn

r—2% spn

The mappings are as follows:
" dipg); dipg); n
(@1,...,an) > (a1,...,8,) = Y ;PiXa; and (a1,...,ay) = Y ;PiXa; > D ;PiXe;

LemmaA.l. IfTt:A, then T, ABt: A Moreover, [[, ABFt:A] =[t:AJo(1d x ).

Proof. A derivation of I' - ¢ : A can be turned into a derivation I', AB - ¢ : A just by adding AB in
its axioms’ contexts. Since FV(f) N AB = ¢, we have [[l", AB ¢ Aﬂ =[Ckt:A]lo(idx!). O

Lemma 3.21 (Substitution). If x : W ¢ : A and b r : W, the following diagram commutes:
(r/x)t
l———— A
Thatis, [ (r/x)t : Al =[x: Y Et:A]o [Fr:¥].

Proof. We prove, more generally, that if [V, x: W, ¢: A and Fr: W, the following diagram
commutes:

I x [ — !

I~

A

M"x1xD '8 g wr

That is, [I',TF(r/x)t: Al =", x: ¥, ' Ft:A]o(Id x [Fr: W] x Id). Then, by taking I' =
= (J, we get the result stated by the lemma.
We proceed by induction on the derivation of I'/,x: W, '¢: A. In this proof, we write
d=(ld x o x Id) o (Id x §). Also, we take the rules oy and + with m = 1, the generalization is
straightforward.

*AB x: Wk x: W By Lemma A.1, [ABF7: W] = [Fr: W] o! Hence,
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AB 1 4 N/

i | j ldT
i~ Ix WA
Lo txiaf

ABXILABX\D

This diagram commutes by the naturality of the projection.

* AB x:B"F0g4:SA

AB : 5> 1 » USA

|
I~

1~ !T
-~

AB x 1 XTIy AB o gn

This diagram commutes by the naturality of the projection.
o The cases AB, x:B" - |0) : Band AB, x:B"+ |1) : B are analogous to the previous case.
. I, x:W,[Ft:SA

Mx: W, I'-a.t:SA

—1
" psaen 9 ysaen 24 Usa

TPt Usa

|

I~

1~ 4\
~

Mx1x@ o g

This diagram commutes by the induction hypothesis.
Mx:WT,E8Ft:SA AEPRu:SA
Ix:W,T,AEP -t +u:SA

USA < + USA x USA

J
I"xTxAxEE 9y "5 x 8B x Ax 28 79", sa x USA

I
|~ txu/’\
L

Mx1xTxAx EB' XX p oy PxAXEB — 45 I x W x T x BB x A x =B

This diagram commutes by the induction hypothesis.

If x € FV(u) or x € FV(u) N FV(t) the cases are analogous.
. IMx: W, I+t A

I x: W, ['+t:SA

Mx D — 0 4" ysa
i% t

v

Mx1xT' X80y

This diagram commutes by the induction hypothesis.
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I x: W, ['+t:SB"
* F/,x:\IJ,FI—njt:IB%fo]B”_j

Ut yser — s D(BI x SB)

5 t

I'xT

X

$-——-

Mx1xD 'S8 g wr

This diagram commutes by the induction hypothesis.
Mx:W,F'Ht:A T, x:W,Tks:A
[Mx:W,IHs:B=A

(r/x)G (B, A]
~ G

M x1xT' X80y

I"xT
I
I
I

where (r/x)G = curry(uncurry(fi;/x),(r/x)s) © sSwap) and G = curry(uncurry(f; ;) o swap)

By the induction hypothesis, (r x Id) o t = (r/x)t and (r x Id) o s = (r/x)s, hence, (r x Id) o

fts =fa/0t,(r/x)s and so (r/x)G = (r x Id) o G, which makes the diagram commute.
Mx:W,T,y:d-t:A

CTLxiU,Thaydt:®=A

@ d
I xT —1 5 [, T x T x &] — g 4]

|~ OdldxrxId] e [Id,t]T

~ Y A
I x1xT A2 g T (@, x W xT x @]

The dotted arrow divides the diagram in two. The upper part commutes by the IH and the
functoriality of [®, —], while the lower part commutes by the naturality of n®.
AEPFu:d Tx: W NLEEFd=A

AT x: W, EPFtu: A

A
SCP
AxT/ xTx 88 —4 y AxEBxT/ xTI x g8 X/ ;@ x[@,4]
i% gldx(r/x)t u><|d ~
1 ~ e
i A x [®, A] uxt
! ldxt

AxT/ x1xTx BB A M xwxTxEB —4 3 AxEBExT/ xWxT x 5B

This diagram commutes by the induction hypothesis and the functoriality of the product.
Ax:U,AEPRu: @ T,EPFrid=4
AL x: W, AT, BBt A
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Analogous to previous case.

AERRu:S® T,x: U, LERL1:S(= A)
AT x:W, T, EBFtu:SA

L]

AXT/ XTxER -y AxT/x1xTx 5B XA o« W T x EB

Js Js

Ax EEx T xT x 88 2% g » US[®, A] «——— A x BF x I x W x T x EE

n

USD @ S[®, A]) —I" 5 US(® x [®, A]) Use® s USA

This diagram commutes by the induction hypothesis and the functoriality of the product.
A,x: W AERRu:80 T EBHt:8(d= A)

Ax: W, AT, EB -t SA
Analogous to previous case.

Ix: W EB Rt AEBRu:Y
IMx: WA BB Fixu:dxY

I"xTxAx 8 —4 5 '« xEBx AxgF — W% gy

[P
: tqu

I xIxTxAxEB M r gy TxAXxEE — 4 s " x W xT x BB x Ax 5B

This diagram commutes by the induction hypothesis and coherence results.
IEPRE:d Ax: WA ERFu:Y

A x: WA BBt xu:dxT
Analogous to previous case.

IMx: W, I'+t:B"
I x:W,'+headt: B

I"'xT (/) gn __head g

[P
i t
, ldxrxId

I"x1xI' — TI"x ¥ xTI'

This diagram commutes by the induction hypothesis.
IM,x: W, T'Ht:B"
I, x: W, tail t : B

(r/x)t . B tail s r-1

t

~
~

I"xT
I
I
I

x1x D' 0 g r

This diagram commutes by the induction hypothesis.
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I,x: W, THt:8(5SP xY)
IMx: W, TH£:S(P x T)

I x T =0 Ususd x 1) L% ususe x Us(r)) —2 US(U(SD @ S(T))

.
e tT lUSU(m)
M IdxrxId

[Mx1xI ——=T'x¥xT US(@XT)(TUSUS((DXT)

This diagram commutes by the induction hypothesis.
IM,x: W, THt:S(P x S(T))

T x W, T e t:S(® x 1)
Analogous to previous case.

MMx:W,THt:A i=1...,n Y i, pi=1
Iox: W, T H([L {paltic A

dip;);

s — 3 (7 x Ty =0y

I
|~ [T tiT

Mx1xT 20U by — 2 s (I x W xTI)"

> D(A)

This diagram commutes by the induction hypothesis. O

Theorem 3.22 (Soundness). If Ht: A, andt —> r, then [ t: A] = [Fr: A].

Proof. By induction on the rewrite relation, using the first derivable type for each term. We take
the rules a; and +; with m = 1, the generalization is straightforward.

e (comm) (t+r) = (r+t). We have

Ft:SA Fr:SA and Fr:SA Ft:SA
F(t+71):SA F(r+1):SA
Then

rxt

7 2/—>\ 2 Id +
1--=-»1 USA* —— USA x USA —— USA
~_ >
txr

This diagram commutes by the commutativity of sum in SA as vector space.
e (assoc) ((t+71)+s)=(t+ (r+5s)). We have

Ft:SA Fr:SA Fr:SA Fs:SA
F(t+r):SA Fs:SA and Ft:SA F(r4s):SA
F({(t+r)+s):SA F(t+(r+s):SA

Then
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~ Id
1--Soy 13 B pgad 5 A’ USA

Jsoxia Jos 4]

UsA? X9 a2 4y rgp2

This diagram commutes by the associativity of sum in SA as vector space.
o (Bp) If b has type B" and b € B, then (Ax:B".t)b —> (b/x)t. We have

x:B"Ht:A
FaxB"t:B"=A +b:B" and | (b/x)t:A
FOx:B")b: A

Then
]B”
12 2T o B 1 x B A B x (B, BT 'Y By (n 4]
A
~ e
1
] (b/2)t y A

This diagram commutes using Lemma 3.21.
o (By) If u has type SW, then (Ax:SW.t)u —> (u/x)t. We have

x:SVHt:A
FaxSUt:SU=A Fu:S¥  and  F(p/n)i:A
FAx:SV.H)u: A

Then

2 uxnUs¥ Idx[ld,t]
1 ———— USW¥ x [USY, 1 x USV] ~ USY¥ x [USY¥, USW] —= SV x [SW¥, A]

A
%: l‘g
I
1

(b/x)t A

This diagram commutes using Lemma 3.21.
o (lin) If £ has type B" = A, then t(u + v) —> tu + tv. We have

Ft:B"=A Fu:SB" Fv:SB"
Ft:S(B"=A) Fu-+v:SB"”

Ft(u+v):SA
and
Ft:B"= A Ft:B"= A
Ft:SB"=A) Fu:SB" Ft:SB"=>A) Fv:SB"”
Ftu:SA Ftv:SA
Ftu+tv:SA
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USB" x US([B", A]) —2— U(SB" ® S([B", A])) USA
+><IdT lU(m) V T
(USB™)? x US([B", A)) US(B UsA A2
gox’lT go
(USB™)? x [B", A] UsA A2
uxvxtT US(eB” )2
3 US(B" x [B", A])?
~ U(M)ZT

1 U(SB" ® S([B", A]))?

- A
b

14t s (B, A)? X, (UsBY x US((B, A

The mappings are as follows:
* > (k% %) = (v, ) > (v, )= u+v)—> U+ V)QI=ut+ vt
(u, t) + (v, t) > t(u) + t(v)
k> Gk, %, %, %) > (U, v, ) > (b, v, )= (UL, vt = (u,t, v, t) — (Hw), t(v)) >
(t(w), t(v)) > t(u) + t(v)
o (lin%) If t has type B” = A, then t(o.u) —> o.(tu). We have

Fi:B"= A
Ft:B"= A Fu:SB” T = .
Ft:SB"=A) Fa.u:SB” and Ft:SB"=A) Fu:SB
F t(or.u) : SA _Ftu:SA
a Foa.(tu) : SA
Then
U(ld®a) x|d

U(SB" ® I) x US[B", A] —> U(SB" ® I) x US[B", A] —> USB" x US[B", A]

Ui I

USB" x [B", A] U(SB" ® S[B", A])
uxtT lU’”
12 US(B" x [B", A])
luxt J/USSIB%”
USB" x [B", A] UGSA®I) vt y USA
lldxn U(Id®a)T
USB" x US[B", A] UGSA®I)
I T
U(SB" ® S[B", A]) —— ™ 5 US(B" x [B", A]) se™” 5 USA

The mappings are as follows:
x> Ut UL uUQa, )~ (cut) > au@t=a.(u®t) — a.(u,t) —
o.t(u)
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(4, %) > (1, 1) > (1, 1) > U @ t = (1, 1) > (1) > H(u) @ 1+ H(u) ® o > a.t(u)
. (lin?) If t has type B” = A, then tOsgn —> 0sa. We have
Ft:B"= A _
. n . n re——
Ft:S(B :ﬁA) F Ogpn : SB and - Osq < SA
F tOggn : SA

Then

USB" x [B", A] M USB" x US([B", A]) —— U(SB" ® S([B", A]))

X tT lU(m)

b

12 US(B" x [B", A])
A

~ lUS(afB")
1
1 2x.0 s USA

The mappings are as follows:
x> (k%) > (0,) > (0,) > 0®t=0+> 00

x> 0
. (linZ) (t +u)y — (tv + uv). We have

Ft:S(W=A) Fu:S(¥V=A)

Ft+u):S(¥=A) Fv:S¥
F(t+u)v:SA
and
Ft:S(W=A) Fv:SY Fu:S(W=A) Fv:SV
Ftv:SA Fuv:SA
F(tv+uv):SA
Then

Id
USW x US([W, A])2 —2° Usw x US([¥, A])? “2E Usw x US([w, A])

VXtX”T ln

13 U(SY ® S([¥, A]))
~ lU(’“)

] US(¥ x [¥, A])
iz lUS(s“’)
14 USA
[ Ki

(USW x US([¥, A]))? USA?
lnz U&s\“)f

USY ® S([¥, A]))? Uom” s US(U x [W, A])?

The mappings are as follows:
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> Gk % %) > (KLhu) > (KLuwe Kt vQUE+u)=vRt+vQui>

v, t) + (v, u) = t(v) +u(v)

> (k6 % %) > (L EVKLU) = (VR LV u) = (v, 1 v, u) = (), u(v)) = t(v) + u(v)
o (lin}) (e.t)u —> o.(tu). We have

Ft:S(V=A) Ft:S(W=A) Fu:S¥
Foat:S(W=A) Fu:S¥ and Ftu:SA
F(a.t)u:SA Fo.(tu) : SA

Then

USW x US(IW, A]) @ I) ~XV40 s« US([W, A]) ———s U(SW & S([W, A]))

Id x U(Id®a)T lU(m)

USW x U(S([W, A]) ® I) US(W x [V, A])
Idx U()»)T ls(e‘l‘)
USW x US([W, A]) UGSA®I) e s USA
uxtT IdxaT
12 USARI) < o) USA
luxt US(s%T

USW x US([W, A]) —— " USW @ S([W, A])) —2™ s US(¥ x [W, A])

The mappings are as follows:

> W= ULt~ (tRa)— (at) — u® () =a.(u®t) ~ a.(u, t) —
o.t(u)

(, *)|—> () > u@tr> (u,t) > tu) > tu) @ 1+ tH(u) @ o > a.t(u)

(llne) OS(]B%"aA)t —> OSA We have

F 68(3”:>A) :S(B" = A) Ft:SB"
- Osan— At : SA

and = 65A :SA

Then

USB" x US([B", A]) —2— U(SB" ® S([B", A]))

tx)»x.aT lU(m)
2

1 US(B" x [B", A])
A~
~ lUS(e‘“)
I 3
1 0 > USA
The mappings are as follows:
x> (k%) > (2, 0)r—>t®0 0 0+ 0
¥ 0
o (ify) |1)2t-r —> t. We have
Ft:A Fr:A
Fir:B=>A H]|1):B and FfA
Fl1)2tr: A
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Then

Notice that curry(uncurry(f; ,) o swap) transforms the arrow B &> [1, A] (which is the arrow

|0) = 1, |1) > t) into an arrow 1 — [B, A], and hence, |1) x curry(uncurry(f;,) o swap) o

e=t.
o (ifo) Analogous to (if1).
e (head) Ifth #u x v,and h € B, head h x t —> h. We have

Fh:B Ft:B" !
Fhxt:B" and Fh:B
Fheadh x t:B

Then

12 hxt B"

lhead
B

This diagram commutes since head is just the projection wg.
e (tai) Ifh Au x v,and h € B, tail h x t —> t. We have
Fh:B be:B!
Fhxt:B" and Ft:B"!
Ftail h x t: B!

A
~
I

1

ko

Then

This diagram commutes since tail is just the projection mgs—1.
« (neutral) (0gs + t) —> t. We have

F0sa:SA FHt:SA
F0sa +t:SA
Then

and Ft:SA

12 2ty ysa? 5 ysa?

A
. |+

1
1
1
1 d » USA

The mappings are as follows:
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*r—>(*,*)r—>(6,t)r—>(6,t)r—>t
* >
e (unit) 1.t —> t. We have

Ft:SA
F1.t:SA and Ft:SA

Then

usa —7 s usaen —21Y S ysae

i Jo

1 ! » USA

The mappings are as follows:
*> > tQl—tQR1— lt=t
*>t
« (zeroy) Cases: .
- Ift: Awith A € B, 0.t —> 0g4. We have

Ht:A
Ft:SA and F()SA:SA
F0.t:SA
Then
A—" s usa—" L usaen 2% ysaeD

i o

1 > USA
The mappings are as follows:
* > t> >t Q1> t®0=0+>0
x>0 .
- Ift:SAandt /A, 0.t —> 0g4. We have

b

t:SA amd o
F0.t:SA k054 : SA

Then

UsA — U s usaen —2190 . psaw T

fT lurl
1 > USA
The mappings are as follows:
* > > @ 1> t®0=0r>0
%1 0
. (zero) a.f)sA —> 6SA- We have

b

- Og4 : SA

—_— and = 6SA :SA
Fo.0g4 : SA

Then
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Uu)

U(ld®a)

USA —~5 USA®I) —= U(SUSA ® )

1

[T

lU()ﬁl)

1 > USA
The mappings are as follows:
*|—>Q|—>0®1»—>0®a=01—>0
* >0
e (prod) a.(B.t) —> (aB).t. We have
Ht:SA .
FBt:SA and %
Fa.(B.1): SA Pt
Then
d -1
USA® ) Uidsh) s USA®D) —2% ) usa
U(A)/ lU(A)
USA USARI)
t lU(Id@a)
1 UBSARI)
t lU()Fl)
NE do(a. -1
usa — Y ysaen L psagid) —Y4) s usa

The mappings are as follows:

¥ >t tR1—>tR B Bit> BitR1— Bt ut— a.(f.t) = (x.B).t

¥ >t Q1 t® (a.f) — (a.f).t
o (adist) a.(t + u) — a.t + a.u. We have

Ft:SA Fu:SA

Hit:SA Fu:SA
Ft+u:SA and Fat:SA Fou:SA
Fa.(t+u):SA Fo.t+a.u:SA
Then
USAZ * Lusa —"Y L ysaeD
80 U(ld®a)
5 UG 5 A
USA* ———— U(SAQ®I) U(SA ® Id)
tXMT lU(Id®a) UGl
12 U(SA ®I)? USA
%T W +/\
I
I
1 USA?

The mappings are as follows:
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tuw—>tu—>ttu—> 4+ Ql— (t+u)QRu> at+a.u
L~ (ERLUR) (R, u® a) — (a.f,w.u) — a.t +a.u
e (fact) (a.t + B.t) —> (o + B).t. We have

Ft:SA bt:SA
Ft:SA
Fat:SA FBt:SA  and —1:SA
[ 1:SA
F(at+ B.1):SA (a+p).t:S

Then

U(SA ® )2 Ulldge)x U1d2A) s U(SA® I)2
U(A)ZT lU(rl)2
USA? USA?
] Is
12 USA?
~ J/+
I
1 USA
lt U(A*I)T
UA) U(ld®(a+8))

UA——FF—— USAQRI) ——— U(SAQ®I)

The mappings are as follows:

x> (55~ (L)~ QLR > (t®a, t® B) — (a.t, B.t) — (a.t, B.t) = (o + B).t

x>t tQ1—>tQ® (a+ B)— (o + B).t
o (fact!) (.t + t) —> (o + 1).t. We have

Ft:SA FKFt:SA

Ft:SA
= iaiAJr t;—: t :ASA and m
Then
USA®I) x USA Ulld@a) x1d s UGSA®I) x USA
U(A)xldT lU()ﬁl)xld
USA? USA2
1 A
12 USA?
~ l+
1 USA
lt U()»_I)T
USA U U(ld®(a+1))

» USA®I) ————— U(SAQI)
The mappings are as follows:

= G~ (LD (ERQL )~ Qo t) — (a.t, t) — (a.t,t) — (o + 1).t
¥ > t>tR 1>t (a+ 1) (o + 1).t
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36
o (fact?) (t +t) —> 2.t. We have
Ft:SA Ht:SA Ht:SA
and o sA

H(t+1):SA

Then
12 Xt spusA? 8 ysA?

l+
USA

U(A‘I)T

A
<
I

1

lt
usa —2Y L ysaen —2992 ., ysawn

The mappings are as follows:
= (k%) (L) = (51— 2.t
¥t tQ1l—>t®2+—> 2.t

o (dist) f1r ((r+5) X u) —> 0 (r X 1)+ iy (s X ).

We have
Fr:SU Fs:S¥ Fr:SVY Fu:d Fs: SV Fu:d
Fr+s:S¥ Fu:d Frxu:S5¥ x o Fsxu:S¢ x o
Frxu:S(S¥ x @) Fsxu:S(SY x @)

Fr+s)xu:S¥x o and
F(r+s) xu:S(S¥ x ®) Fr(rxu):S(¥ x @) Hp(sxu):S(¥ x D)
Fr ((r+5) x u) : S(¥ x ©) Fr (r x )4+ 1y (s x u) : S(U x D)

Then
n U(ldxn)
USU x & ———— US(US¥ x &) —— US(USW) x USP
+x1dT Lusm
USW? x & US(U(SV ® S®))
goxIdT Jusuim)
USW? x & USUS(¥ x @)
rxsqu \LM
P11t US(¥ x ®)
\Lr><u><s><u +T
(USW x ®)? US(¥ x ®)?
b s
US(USW x ®)? US(¥ x ®)?
w?t

Jutidxn)?
2 2
US(USW x US®)? B Us(Uu(sw @ s@))2 LV, Usus(w x @)?

The mappings are as follows:
= (k% %) = (s, u) = (s u)=> (r+s,u)— (r+s,u)— (r+s,u)

B r+s)Qu=>rQu)+(Qu)r (r,u)+ (s,u)—~ (r,u) + (s, u)

> (%, %, %, %) > (r,u, s, u) = (1, u, s, u) — (1, u, s, u)
=T Qu,sQu) = (r,u,s, u)— (r,u, s, u) = (r,u, s, u) — (r, u) + (s, u)

. (distZ‘) Meux (r+s) —> e (u x r)+ ¢ (u x s). Analogous to case (distj‘)
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o (dist®) 1, (a.r) x u —> a. ff, ¥ x u. We have

Fr:S¥ Fr:SV Fu:®
Foar:SV Fu:d Frxu:SVx®
Flar)xu:S¥ x @ and Frxu:S(SW x ®)
F(a.r) x u:S(SY x ) Fr (r x u) : S(¥ x )
1y (0r) X u: S(¥ x ©) Fa.ft,rxu:S(W x D)
Then
USW x @ L s US(USW x ®)
U(A’l)xldT lU(Idxn)
US¥Y QI) x @ US(USY x US®P)
U(Id®a)><IdT lUS(n)
USY QI) x & US(U(S¥ ® SP))
U()\)xld/\ lUSU(m)
USY x @ USUS(¥ x @)
rxu] l”
12 US(V x ®)
rxu UWI)T
USW x & UGS x ) @)
n U(Id®a)T
US(US\\iJ x @) UGS x ) @)
lU(Idxr/) U(A)T
US(USW x US®) US(W x @)
esio ]
USU(m)

US(U(SY ® S®)) ———— > USUS(V¥ x )

The mappings are as follows:
) (rHu—> reLu)r (rea,u) — (a.ru) = (a.ru) — (a.rnu) —arQu—
o.(r, u) — a.(r,u)
%)= (e (hu)—> (> rQu (nu) > (nu (Hu @l (ru) Qu>
a.(r,u)

o (disty) fre u x (@.r) — a. f¢ u x r. Analogous to case (disty).

. (dist?) If u has type @, 1+ 65\1; X U —> 65(\qu>). We have

FOgw:SU Fu:d
FOgy X u:SU x &
FO0gw X u:S(SY x ®)
I—ﬂ,(_jsq; X u:S(V x ®)

and b Ogg )1 SV x D)

Then
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(=T

Xu

1212 — 2% 0 Usw x & — s US(USY x @) 20 gUsw x USd)

ls Juss

US(W x ®) < m USUS(V x ®) TsTm USU(SY @ SP)

The mappings are as follows:

*|—>£>x<,>x<)r—>(6,u)+—>(6,u)+—>(6,u)|—>6®u=6|—>6|—>6

* >0 . R

(distg) If u has type W, f¢ u X Os¢ —> Og(w x o). Analogous to case (dist?).

(distp M (t+ u) — (1 t+ 1 u). We only give the details for 1}, the case 1}, is analogous.

Ft:S(SW x &) Fu:S(SY x ®) Ft:S(SY x @)  Fu:S(SY x ©)
Ft+u:S(SY x @) and Frt:S(P x @) Fyu:S(Y x ©)
iy (84 w) : S(U x @) Ayt Ay u: S(U x ©)
Then

(US(USW x @) ——F s US(USW x &) — 09" o ys(Usw x US®)

o
(USUSW x ®))> —IED s Usw x Usa))? USU(SY ® S)
tqu l(USn)Z USUm
1x1 (USU(SY ® SP))? USUS(E/ x ®)
l(USUm)Z w
(USUS(¥ x ®))? US(lI;’x ®)
e dl
(US(U x ®))2 £ s US(¥ x D)>

The mappings are as follows. For i=1,...,m,let a; =)\ Vik, @ik, t = Y, Bi(ai, b;) and
U= sz:n 41 Bi(ai, bj). To avoid a more cumbersome notation, we only consider the case
where W and ¢ do not have an § in head position, and we omit the steps not modifying
the argument.

m m
tLwt+u— Y Bai®bi=Y B vi-(au, ® by)

i=1 i=1 ki

HZﬂtZVJk (azk b)HZZﬁIVzk Aik;> b;)

i=1 k;

(t, u) — <Z Bi.a; ® b;, Z Bi.ai ® bi)

i=1 i=n+1

Z Bi. Z Yik;- (alk, b), Z Bi. Z Yik;- (azk,

i=n+1
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n

= Z Bi-Yik;- (alk bi), Z Z Bi-Yik;- (@ik;» b;)

i=1 k; i=n+1 ki
m
= Bivi- (i bi)
i=1 k;

(dlst ) (e.t) —> o. ) t. We only give the details for {},, the case {}¢ is similar.

Ft:S(SY x @) Ft:S(SY x @)
Foa.t:S(SY x @) and it S(W x @)
F1y (a.t) : S(¥ x ) Fa.ft,t:S(V x D)
Then
US(USY x @) @ 1) — " US(USW x &) — P gs(Usw x USD)
U(|d®t¥)T \LUS”
U(S(USY x &) ® I) USU(S¥ ® S®)
U)»T lUSUm
US(USW x @) — M1 gousw x US®) USUS(W x @)
tT lUSn lu
1 USU(S¥ ® S®) US(¥ x @)
lUSUm U}‘_IT
US(W x ®) ¢ . USUS(W x ®) US(¥ x &) ® )

US(¥ x &)R®1)

The mappings are as follows. Fori=1,...,m,leta; = Zk,- Yik;-aik; and t =Y. Bi.(ai, bj). To
avoid a more cumbersome notation, we only consider the case where W and ® do not have
an S in head position, and we omit the steps not modifying the argument.

> tR1l>tQa=( Z Bi(ai, b)) @a = Z api.(a;, b)) — Z ofi.(a;i ® b;)

= Z api. Z Yik;-(@ik; @ bi) = Z api. Z Yik;-(@ik;» bi) = Z Z aBivik,-(aix;» bi)
i ki i k; i ki

tHZﬂi (ai @ by) ZlgzZyzk,(azk,(x)b)*_)ZﬂzZyzk,(azk,
HZZﬂz%k zklb)H(ZZﬂzytk (azk b)) @1+ ZZﬂz%k zklb))®a
=«. ZZ,BtVzk @i, b)HZZaﬂz%k aik;> bi)
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. (dist%r) 11 Os(s(sw)x®) — T Os(sw x@)- We have

= 63(3\yx<p) :S(S¥ x d)
and = 65(s\y><q>) 1 S(SSY x @)
Ftr Osiswxa) : S(SW x @)

F Os(ssw x @) : S(SSW x @)
=1 6S(SS\IJ><<I>) :S(S¥ x D)

Then

US(US(USW) x &) —ZU o s(Uus(USW) x USD)

\/}

US(USY¥ x @) US(n)

(=15

1

USUS(USY x @) s US(U(S(USY) ® SP))

Both mappings start with % 0, and then continue mapping, by linearity, to 0.
. (dist%e) e Os(@dxssw) —> e Os(d xsw). Analogous to case (dist%r).

« (neut]) iy Os(serxa) —> Os(erxa). We have

= 63(_9an<1>) :S(SIB" X (D)
1y Os(sBrxca) : S(B" x @)

and = 6S(an¢) ZS(B" X Cb)

Then

d
1 L US(USB" x q)) M US(USB" X US(D)

lﬁ lUS(”)
Both mappings start with * — 0, and then continue mapping, by linearity, to 0.
. (neutgg) e 6S(¢XS]Bn) — 6S(<I>X]Bn). Analogous to case (neutgr).
. (neutﬁ) IfueB, {t, uxv—> uxv. Wehave

Fu:W

Fu:S¢ Fy:d Fu:W Fy:®
Fuxv:S5¥ x & and Fuxv:¥x o
Fuxv:S(S¥ x ®) Fuxv:S(W x ®)

Fruxv:S(P x ©)
Then

ux nxId

1~v12 — 2 s uxd —2 s USUxd — 5 US(USY x ®)

/ Jotaxm

US(W x ®) i USUS(¥ x P) m US(U(SY ® SP)) W US(USY x USP)

Both mappings are the identity, so we do not give the mappings. Notice that even if v is a
linear combination, the 7 on ® will freeze its linearity by considering it as a basis vector in a

new vector space US® having @ as base.
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« (proj) mj [¢) —

(neutﬂ) If ve B, ft¢ u X v —> u x v. Analogous to case (neutﬂ)
|| {px} (k) x 1)),
where

Z a. l_[}hhz
)= [b1)

X |bj) where by .

b; is the binary representation of k
m
)= B [ |bw
iGTk h:]-‘rl
_ o _ Joti|?
Bik = ﬁ and px= Z 7 )
C(r i
‘,reTk €Tk rgl lor|
with Ty ={i<n| }b11> X }bji> = |k)}
We have
F|bu):B F|bmi): B Fbw):B ... b :B
m m
SR - 1 o) B
h=1 h=1
H 1_[ ’bhl):SBm l_[ |bhn> SB™
h=1 h=1
m
Flai] TT |bm): SB™ o] 1‘[ |bpy) : SB
h=1 h=1
F ) : SB™
Fojly) : B x SB™
and
F |bjg1i) : B F |bmyiy) : B = ‘bJ'*l’izj 1>:B = ‘bm’izf—l> B
m . .
= l_[ |bhi1> B f— 1_[ ‘bhl >2Bm_]
h=j+1 h=j+1
F T Jbu): SB7 - 11 Jow, )58
h=j+1 h=j+1 7-
m .
FBite [T |bwy): SB™
h=j+1
k) B

o m—j
iy v | JH\% ):sB

F ) : SB™I
F|k) x |¢) : B x SB™

= kII [P} (k) x Igpx) ) : B x SB™—
=1

https://doi.org/10.1017/50960129523000361 Published online by Cambridge University Press

Mathematical Structures in Computer Science

41


https://doi.org/10.1017/S0960129523000361

42 A. Diaz-Caro and O. Malherbe

The following diagram, where

—[F1¥):SB"] and Pp= [[I—|k)x |¢k>:fos]B%m—fﬂ

commutes.
. Pyx---xP_; . i
11?7 20 (B USBT)?
l\y ld{Pk}k
USB™ i s D(B/ x USB™—)
Indeed
2J—1 2J-1
oW = Z PiXmjply) = dipy)y © 1_[ Py
k=0 k=0

« (proj;) ﬂjasIBs" — ]0)*". We have

F0)y:B --- F10):B
F Ogpn : SB" and [ClO:B - F]0):B 10y . B
k- 7j0spn : B/ x SB"~ - 10) : B 10y : SB™

F10)*: B/ x SB"/
Then

~1 —> UsB"

e b

B 7 B UsBr-i

The mappings are as follows:
* > 0> 0)"
*~ %" > [0)" > 0)"
« Contextual rules Trivial by composition law. O

Lemma 3.24. If-t: A thent e €4.

Proof. We prove, more generally, thatif ' -t:Aand o F T, then ot € €4. We proceed by struc-
tural induction on the derivation of I" ¢ : A. In order to avoid cumbersome notation, we do not
take the closure by parallelism into account, except when needed. The extension of this proof to
such a closure is straightforward.

e LetTB x: WHx:Wasa consequence of rule Ax. Since o F B, x: W, wehaveox e Cy.

* Axg, Axjg) and Ax|y) are trivial since, by definition 0s4 € €s4, |0) € €p and [1) € Cp.

o Let ' .t : SA as a consequence of I' - £ : SA and rule ;. By the IH, ot € €s4, hence, by
definition ¢.0t =oca.t € Cga.

e LetI, A, BB (t4+u):SAasa consequence of I, EB¢:SA, A, BB u: SA, and rule +;.
By the IH, 010t, a0 u € €s4, hence, by definition 010t + 020t = 01020 (t + u) € Cg4.
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o Let 't : B x SB" 7/ as a consequence of I' -t : SB” and rule Sg. By the IH, ot € Cgpn =
SCpn U {Opn}. Then, ot € S[[0), [1)}7, s0 ot —>* 3", |bir) X - - - X |bin), with b;; =0 or
b))% X1 Bi b ) ©

bjj = 1. Therefore, mjot —*1; ) ", at; |bi1) X o X {bm) — |b/l) X ...
o (B € (10) L 1D x 10), 117 S €gisin.

o Let T H2t-r:B= A as a consequence of 't:A, I'-r:A and rule If. By the induction
hypothesis, ot € €4 and or € €4. Hence, for any s € €p, s?ot-or reduces either to ot or to
ot, hence it is in €y, therefore, 20t-0r € Cg_s4.

o Let 'HAx:W.t: W= A as a consequence of I',x: W t:A and rule =]. Let r e Cy.
Then, o (Ax:W.t)r = Ax:W.ot)r — (r/x)ot. Since (r/x)ot = ', x: W, we have, by the IH, that
(r/x)ot € €4. Therefore, Ax:W.t € Cy_ 4.

e Let A, T, E® - tu: A as a consequence of A, E® - u: W, ', EB -t : U = A and rule = . By
the IH, o10u € €y and 0p0t € €y 4. Then, by definition, o0 toror = o100 (tr) € €4.

e Let A,T,EBtu:SA asa consequence of A, EBFu:SU, I, EB¢: S(W = A) and rule
=gs. By the IH o010t € €y a) = SCyma U {65(\y:>A)} and oyou € Csy = SCy U {Oswy }.
Cases:

* 010t —>* Og(w=4) and o204 — Osy. Then 01070 (tu) = o10tor0u —>* Og(w = 4)0Osw —
0sa € Cga. _
% 010t —*Ogw=4) and or0u— ZJ- Bjuj, with wu;je&y. Then o1020(tu)=

010t020 U —>* Og(w=4) Zj Bjuj — 0sa € Csa.

% 010t —>* Y ajt; with t; € €y q and oyou — 654,. Then o020 (tu) = o0 toyou —>*
> @i(tiOsy) —>* 054 € Esa.

x oot —* Y ajt with t; € Cy—4 and orou — Zj Bju;j, with uj € €y. Then 01020 (tu) =
ootoou —>* sz a;Bjtiuj with tju; € €4, therefore, 01020 (tu) € Ega.

o LetI'-1t:SA asaconsequence of I - ¢ : A and rule S;. By the IH, ot € €4 C S€4 C Cgq.

e Let I, A, BBt x u: W x ® as a consequence of I', 2 - ¢: W, A, E® - 4 : & and rule x;.
By the IH, 010t € €y and oyou € €¢, hence, 010t X orou=01020(t X u) € €y x €p C
Cyxo.

o Let '+head t:B as a consequence of '¢:B" and rule xpg. By the IH, ote
Cpn =€ X Cpn1 = {u | u —>* uy x uy with u; € €p andu, € Cpu—1}. Hence, o(head t) =
head ot —* head(u; x uy) — u; € Cp.

o Let T'tail t:B""! as a consequence of I'¢:B" and rule xg. By the IH, ote€
Cpn =€ X Cpn1 = {u | u —>* uy x uy with u; € €g andu, € €—1}. Hence, o(tail t) =
tail ot —>* tail(uy X uy) — uy € Cn-1.

o Let T 1y, t: S(W x @), as a consequence of I' -¢: S(SW x @) and rule 1},. By the IH, we

have that o't € Cgsw x o). Therefore, ot € S((SCy U {65q;}) X chp)U{ag(s\qu;)}. Cases:
* ot —>* Og(swx @), then o 1, t =11, 0t —> " Ossw x ) —> Os(w xd) € Cs(wxd)-

* Otherwise, ot e S((SCy U {65q,}) x Cqp), S0 ot —>* Z,'Oli(ri x u;) with u; € € and
rieSCy U {65\[}}. Cases: If r, —* 63q,, then 1, r; X u; —> ™1, 6Sq, X Uj —> 63(\pxq>) €
Cswxa). If ri—* 27;1 Bijri with rij€ €y. Hence, f,ri X uj —>* J";l Bij
(rij X uj) € €swx ). Hence, if all the r; reduce to 65\1;, o, t=frot—* 65(\p><q>).
Otherwise, let I be the set of index of r; not reducing to Osy, therefore,
ofrt=frot—"3 iai(ry X u) = Y 0y (i X u) —* )i Z]’L Bij fr

(rij x ui) —>* Yo 2L @iy fr (i X i) € Csw xa)-
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o Let T Hfyp t:S(¥ x @) as a consequence of ' +#:S(¥ x S®) and rule f},. Analogous to
previous case.

o LetT'H{p1}t1 |l - - - || {pn}tn : A asaconsequence of I' - t; : A and rule ||. By the IH each o't; €
€4, hence, by definition o ({p1}t1 || - - - [| {Pn}tn) = {p1}oti | - - - [ {Pn}otn € 4. O
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