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Abstract

Feasibility studies are conducted to test if the BY — 1y~ branching fraction can be
measured using a partial reconstruction technique, using the B?S) — uTp~ analysis with
no optimisation for the radiative counterpart. An improved measurement of the decay
BY — T~ and searches for the decays B® — p*pu~ and BY — ut = are performed at
the LHCb experiment using data collected in proton-proton collisions at /s = 7, 8 and
13 TeV, corresponding to integrated luminosities of 1, 2 and 6 fb~!, respectively. The BY —

ptp~ branching fraction is measured to be B(BY — ptu~) = (3.0970757017) x 1072,

where the uncertainty includes both statistical and systematic contributions. No significant
signal is found for B — p*p~ and the upper limit of B(B° — putp~) < 2.6 x 10710
at 95% confidence level is determined. Positive results from the feasibility studies led
to the first search for BY — u*pu~y decays using partial reconstruction, and an upper
limit of B(B? — putu~7) < 2.0 x 1079 is set at 95% confidence level, limited to the range
my+ - > 4.9 GeV/ 2.

Additionally, the ratio between the BY — p*u~ and B® — utpu~ branching fractions

is measured to be R ,+,- < 0.095 at 95% confidence level. The results are all in agreement

pwtp
with the Standard Model predictions.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics describes the nature of matter. It covers
the properties and interactions of the fundamental particles that make up our universe,
explaining the observations made by scientists over several decades. There are, however, a

few observations which cannot be explained by the SM as it currently stands, including;:

1. The matter/antimatter asymmetry in the universe.

2. The nature of dark matter and dark energy, which combined are thought to make up

over 95% of the universe.

3. The force of gravity; we do not know how to quantize it to add it in to the SM

consistently.

In order to explain these shortcomings, several New Physics (NP) models have been
suggested and are currently being searched for by physicists all over the world. This can
be done in one of two ways; directly, via the production of potential new particles in
high energy collisions, or indirectly, by discovering discrepancies between the way particles
should behave according to the SM, and how they actually behave in experiment. Finding
that a particle behaves differently to what is theorised may be an indication that there are
new particles making a contribution to the process. Indirect searches have the benefit of not
being limited to the collision energy, meaning that higher mass particles could potentially
be discovered. For direct searches, the mass of any new particle is limited by the input
energy.

According to the SM, the B?S) — ptp~ decays are extremely rare, occurring only four
times in a billion for the B? meson and one in ten billion for the B® meson. This makes
them sensitive probes of NP, as the decay rate is so small and precisely predicted by theory.
For this reason, these decay channels have been studied by several collaborations, with the
search beginning more that 30 years ago. Before the LHC, no evidence had been found
for either decay mode and the upper limits on the branching fractions were an order of

magnitude above the SM predictions.
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The search culminated in the recent observation of the BY — u* = decay and evidence
of the B® — T u~ decay reported by the LHCb and CMS collaborations [1] in 2015. Since
then, more data collected by the LHC has resulted in more and more precise measurements
and limits. The most recent results are discussed in Sect. 1.2.

A summary of the history of the limits and measurements of these decays up to 2015

is given in Fig. 1.1.
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Figure 1.1: History of the limits and measurements of the BY — y*p~ and B® — ptpu~
decays over the past 30 years, from Ref. [2]

The BY — p*p~7 decay, involving initial state radiation, has not yet been studied;
there are no current limits on the branching fraction of this decay. This radiative decay

offers sensitivity to a wider range of new physics due to the additional photon.

1.1 Outline of this Thesis

This thesis will present the most recent and improved measurement of the branching frac-
tion of the BY — u*u~ decay, as well as the search for the B® — ptp~ and B? — utp=y
decays performed at LHCb. The search for BY — p* = is conducted only for a certain

dimuon invariant mass range, being m,+,- > 4.9 GeV/c?. The present analysis uses data

wrp
collected in pp collisions at /s = 7TeV, 8 TeV and 13 TeV, corresponding to integrated
luminosities of 1.0fb~!, 2.0fb~! and 5.9fb~!, respectively. Tools in place from the previ-
ous LHCb analysis [3] are used with several improvements. B? — p*pu~v is included as
an additional observable, following the success of feasibility studies conducted on Monte
Carlo. The BY — u*pu~+ decay is partially reconstructed, using only the two muons in

the final state and not reconstructing the photon.
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In this thesis, emphasis is placed on my personal contributions to the analysis. The
BY — ptp~~ feasibility studies were conducted entirely by myself, with guidance from
another group member. Following these studies, my role within the main analysis group
was primarily focused on the particle identification of the signal and various background
contributions, as well as the calculation of other efficiencies entering into the normalisation

and computation of the background yields.

1.1.1 Overview of the theory and LHCb experiment

Chapters 2 and 3 cover an introduction to both the theory behind the analysis and the
physics of the detector used to collect the data. The framework of the Standard Model
is explained and theoretical branching fractions are defined in Chapter 2. The rarity of
B?S) — uTp~ decays is also discussed along with the possible New Physics contributions.
Chapter 3 outlines the experimental environment for the analysis recorded in this thesis,
being the LHCb detector at CERN’s Large Hadron Collider. Chapter 4 then discusses how

events are reconstructed within LHCb, and how certain particles are identified.

1.1.2 B? — pu~puTy Feasibility Studies

Chapter 5 presents the studies conducted using the tools and dataset from the previous
LHCD analysis round [3], to see whether the BY — u*u~v branching fraction could be
extracted as a partially reconstructed decay, with no photon reconstruction. The signal
efficiencies for the B? — 71~ decay are calculated using Monte Carlo and compared to
those of the BY — u = decay. The variables used in the selection process are compared,
and selection cuts are examined at each stage, to compare signal retention and plan possible

optimisations.

1.1.3 The B?S) — u~pt () Analysis

Chapter 6 presents the full branching fraction analysis of B?S) — T p~ with the inclu-

sion of BY — p*pu~, using the full Run 1 + Run 2 datasets collected by LHCb. The
particle identification procedure is explained, including the calculations for the efficien-
cies of misidentified backgrounds. Background yields are estimated, and signal efficiencies

entering the normalisation are calculated. The final results are presented in this chapter.

1.1.4 Conclusions and Future Outlook

The final chapter present the implications of the results of the current analysis. The future

prospects for the decay channels studied are also discussed.
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1.2 Current Experimental Status

The last analysis conducted by LHCDb in the search for B?s) — ptp~ decays, prior to
the analysis presented here, is detailed in Ref. [3]. An excess of B — uTu~ decays was
observed with a significance of 7.8 standard deviations, representing the first observation

of this decay in a single experiment. The branching fraction was measured to be:

B(BY — pp™) = (3.0+£0.67039) x 1079, (1.2.1)

where the first uncertainty is statistical and the second is systematic.
No significant excess of B® — ut ™ events was found, so an upper limit was placed on

the branching fraction of:

B(BY — ptp) < 3.4x 10710, (1.2.2)

at 95% confidence level.

The most recent results for the branching fractions of B?S) — utp~ are from the
combination of ATLAS, LHCb and CMS Run 1 (2011 and 2012) and partial Run 2 (2015
and 2016) datasets, described in Ref. [4]. The results are shown in Figs. 1.2 and 1.3.

ATLAS, CMS, LHCb - Summer 2020
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Figure 1.2: The 2D likelihood contours of the results for the BY — p*p~ and B —
ptp~ decays for the three experiments are shown, together with their combination. The
red dashed line represents the ATLAS experiment, the green dot-dashed line the CMS
experiment, the blue long-dashed line the LHCb experiment and the continuous line their
combination. For each experiment and for the combination, likelihood contours correspond
lo, 20 and 3. The red point shows the SM prediction.

The branching fraction of the BY — y+pu~ decay from the combined analysis is:
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Figure 1.3: The combination of the three experiments is shown alone, with contours of
different shades corresponding to 1o, 20, 30, 40, and 50 represented in order by darkest
to less dark colour. The red point shows the SM prediction.

B(BY — ptu™) = (2.691037) x 1079, (1.2.3)

and the upper limit on the B® — p+pu~ branching fraction is determined as

B(BY — ptp™) < 1.6(1.9) x 10710 (1.2.4)

at 90% (95%) confidence level. From these two results, an upper limit on the ratio of
the Bg — putp~ and BY — putpu~ branching fractions is calculated to be 0.052 (0.060) at
90% (95%) confidence level. The measured B? — p*u~ branching fraction is compatible
with the SM within 1.1 standard deviations, the B® — puTu~ branching fraction at 2.3
standard deviations, and the relative branching fraction at 2.4 standard deviations. Prior
to the analysis presented in this thesis, has been no previous limit set on the BY — pu*pu=~y
branching fraction.

The present analysis, discussed in this thesis, has recently been published by the LHCb

collaboration and can be found in Refs. [5] and [6].



Chapter 2
Theory

This chapter will outline the Standard Model (SM), describing the theoretical background
needed to understand the processes behind the B?s) — p~pt and BY — ppty decays.
The structure of the SM will be described, including an introduction to modern flavour
physics, the CKM matrix, and Quantum Field Theory (QFT). Possible New Physics (NP)
contributions are discussed at the end of the chapter, as well as the constraints on NP from

current experimental results.

2.1 The Standard Model

The Standard Model is built within the framework of Quantum Field theory (QFT), and
describes our observations of the fundamental particles of the universe. QFT states that
each fundamental particle has a quantized field associated to it, and the particles themselves

are seen as excitations of their corresponding fields.

2.1.1 The Fundamental Particles and Forces

Our universe is thought to be made up of three main components; dark matter (27%), dark
energy (68%), and visible matter (5%). Dark matter is the name given to an unknown form
of matter that does not interact with light, and it was theorised to explain the movement
of galaxies, including their rotation curves, which do not behave as expected. It seems
that there is more stuff distributed throughout the galaxies than can be seen, although we
still don’t know exactly what this matter is. Dark energy is more mysterious still, but is
thought to be what causes the expansion of the universe to speed up.

The dynamics of universe can be described by four fundamental interactions: the grav-
itational force, the electromagnetic force, and the weak and strong nuclear forces [7]. A
description of the gravitational force is not yet included within the SM framework, and it
is the only one of the four forces which is thought to interact not only with visible matter,

but also with dark matter.
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Visible matter can be broken down into fermions and bosons. The fermions have half-
integer spin, and obey Fermi-Dirac statistics, while bosons have integer spin, and obey
Bose-Einstein statistics [8]. Fermions are grouped into quarks and leptons, with only the
quarks interacting via the strong force. Each fermion has a corresponding ‘antifermion’,
which has equal mass but opposite electric charge. The fermions and bosons that make up

the SM, together with some of their properties, are shown in Fig. 2.2.

Particles with an electric charge all couple to the electromagnetic force, including the
e, u~ and 77 leptons which each have a charge of -1e, and their corresponding antiparticles
(each with a charge of +1e). Quarks also carry charge, with the ‘up-type’ quarks (up,
charm, top) carrying a charge of —i—%e, and the ‘down-type’ quarks (down, strange, bottom)
carrying a charge of —%e. The neutrinos (ve, v, and v;) are neutral, and hence do not

interact electromagnetically.

Quarks and leptons are the building blocks of matter. Leptons can be found as free
particles, whilst quarks are always observed as part of a larger composite particle. Combi-
nations of quarks make up different hadrons, which can either be mesons (a quark antiquark
pair), or baryons (particles containing three quarks). In recent years LHCb have also found
evidence of more exotic combinations of quarks including the four quark state Z(4430)~ [9]
and five quark states P;(4380) and P;(4450) [10].

The weak force affects all twelve of the fermions (and all twelve corresponding an-
tifermions). It can transform up type quarks into down type quarks, and can also trans-
form charged leptons into neutrinos (and vice versa). Both of these processes occur in

nuclear 8 decay: n(udd) — p(udu) + e~ + ve.

-

udu De

udd
n

Figure 2.1: Nuclear 8 decay
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Studies into the strength of the weak force among the different fermions has allowed
categorisation of the quarks and leptons each into three pairs, also known as ‘generations’.
The quarks are grouped into (%), (5), (;) and the leptons into (5, ), (), (7.) [11]. The
strong force is, as the name suggests, the strongest of the four fundamental forces. It holds
together the quarks inside composite particles.

Each of the forces discussed are mediated via bosons, shown on the right hand side of
Fig. 2.2. These bosons can be thought of as force carriers, with each force having its own
boson(s) responsible for the force carrying; the gluon mediates the strong force, the photon
mediates the electromagnetic force, and the W* and Z° bosons mediate the weak force.
The force carrier for the force of gravity is known as the graviton, although this particle is

still hypothetical.
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2.1.2 Mathematical Framework

Quantum Field Theory states that each fundamental particle (as described in Sect. 2.1.1)
has a quantized field associated to it, and the particles themselves are seen as excitations of
their corresponding fields. There are 12 fermion fields, although the SM does not attempt
to explain the number, structure or properties of the corresponding fermions. Just as the
fermions are excitations of their respective fields, the bosons are excitations of relevant
gauge fields, which must be included in the SM to ensure that the model is invariant under

local phase transformations of the type:

SUB)e x SU2), x U(1)y. (2.1.1)

Invariance under SU(3)¢ transformations are ensured by the mediator of the strong
force, the gluon. The ‘C’ here stands for colour charge, with SU(3) being a unitary transfor-
mation acting on a triplet of quark colour states. Being invariant under this transformation
requires all hadrons that exist in nature to be colourless. This is a conclusion of Quantum
Chromodynamics (QCD) which is the theory of quarks and gluons, postulating that each
of the quarks have a colour charge that is either red, blue or green (and the antiquarks
have anticolour charge). Since a meson is made up of a quark antiquark pair, if the quark
has a green colour charge, then the antiquark must have an antigreen charge to ensure
that the particle overall is colourless. Colourless combinations can be made by either a
colour and its anticolour, or by all three of the colours at the same time. For example, a
baryon consisting of three quarks with colour charges blue, red, and green, is also colourless
overall. Quark confinement is believed to be a consequence of QCD, but is not rigorously
derived from it, so for now it is included as an additional hypothesis.

Invariance under SU(2);, x U(1)y transformations require the introduction of four
further gauge fields. These fields give rise to the other force mediators, W*, Z° (Weak)
and v (EM). The SU(2)y, transformation corresponds to the weak force, with the SU(2)
part being a unitary transformation acting on a doublet of quark spin states. Here it is
important to introduce the concept of ‘chirality’, which is an intrinsic property of particles
that describes how they behave in a weak interaction. Particles can either be ‘left handed’
or ‘right handed’, and due to the parity violating feature of the weak force, the SU(2)r
transformation applies only to the left-handed chiral component (L). This means that only
fermions with ‘left-handed’ chirality, or antifermions with ‘right-handed’ chirality interact
via the weak force. Each of the fermion fields can be separated into the right and left

handed components:

1 1
ur = 5(1 —")u = Pru, UR = 5(1 +9°)u = Pru, (2.1.2)

where Pr and Pr are respectively the left handed and right handed chiral projection

operators and 7% is the product of the four Dirac matrices (i7°, v,~2,73).

10
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The U(1)y transformation is related to the weak hypercharge, Y, which depends on
the electromagnetic charge (Q) and the third component of the weak isospin I%V:

Y =2Q + 21}, (2.1.3)

2.1.3 The Higgs Mechanism

The masses of the Weak force mediators, W* and Z°, are explained only with the intro-
duction of a new scalar field. This field is called the Higgs field, and it allows the bosons to
acquire mass by breaking the electroweak symmetry in a process called Spontaneous Sym-
metry Breaking. The mechanism relies on the Goldstone Theorem [13], which states that
a Lagrangian with continuous global symmetry (other than the vacuum symmetry) must
have one massless boson associated to each generator. Spontaneous Symmetry Breaking
relies on introducing an isospin SU(2);, doublet, ®, to the SM Lagrangian comprised of

charged and neutral complex fields, where:

(O 1 (1 +ide
o (2o o

These charged and neutral scalar fields have hypercharge Y=+1 in SU(2); x U(1)y

space, and have an associated potential of:

V(g) = 1?¢To + A(919)?, A>0 (2.1.5)

Re(d)

Figure 2.3: The Higgs potential for p? < 0 [14]

If 42 > 0 then the potential has a minimum at ® = 0, and is symmetric. If, however,
u? < 0, then the potential has the shape shown in Fig. 2.3. This potential has an infinite

number of minima, at the points:

11
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9] = \/g = % (2.1.6)

Where v is the vacuum expectation value which is the lowest energy configuration, being
~ 246 GeV for the Higgs field. According to Goldstone’s Theorem this potential will result

in four Goldstone Bosons, one for each degree of freedom of the doublet, corresponding

to the four real scalar fields. However, three of these degrees of freedom mix with the
three bosons from the weak interaction (W and Z°) which are made massive, leaving
only one single degree of freedom which becomes a new scalar particle, the Higgs boson,
with My = V22,

The addition of the ® field means another component must be added to the electroweak

Lagrangian:
LEW = LBosons + LFermions + LHiggs- (217)

2.1.4 Fermion Masses

As well as containing information of the couplings of the electroweak gauge bosons, the
Higgs Lagrangian also contains couplings to the SM fermions. The part of the electroweak
Lagrangian that is responsible for the mass of the fermions is called the Yukawa Lagrangian,
which describes the coupling between the Higgs field and massless quark and lepton fields.
The Yukawa couplings enable the fermions to acquire masses through the Higgs mechanism.

These couplings are described by Eq. 2.1.8.

—Lyukawa = YijPLi0¥R j + h-c., (2.1.8)

where h.c. stands for the hermitian conjugates, 1y, ; is a vector of the weak isospin doublets
(with one component for each of the three quark generations described in Sect. 2.1.1), ¢
is the scalar Higgs field, 1r; are the weak isospin singlets, and Y;; is a complex 3 x 3
matrix in flavour space. Ly ykawa is SU(2) x U(1) invariant. After spontaneous symmetry

breaking this Lagrangian becomes

—Lyvukawa = M7 Qa5 + M % " g™ + hec., (2.1.9)

where the M;; terms represent matrices that represent the mass terms for the quarks.
These mass terms are determined experimentally, meaning that the Yukawa coupling terms

themselves are also experimentally determined.

2.1.5 The CKM Matrix

The Cabibbo-Kobayashi-Maskawa (CKM) matrix is a complex 3 x 3 unitary matrix con-

taining information on the strength of the flavour-changing weak interaction. It determines

12
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the probability that a particular quark will turn into a quark of another flavour.
The ‘up type’ quarks (charge = +§e), being u, ¢ and t, are by convention chosen to be
pure states [15], and flavour mixing is described in terms the CKM matrix, Vog s, acting

on the d, s and b quark states:

d d Vid Vus Vb d
sSl1=Vexkm |s|=|Vea Ves Ve
v b Via Vis Vi

Where d’; s’ and b’ are partners of u, ¢ and t respectively within the weak isospin
doublets. The quark mixing matrix, and the most recent calculations for the values of its

elements [16] are given below:

Vid Vus Vb 0.974 0.225 0.004
Vexkm = | Vea Ves Vo | = 10225 0.974 0.041
Via Vis Vi 0.009 0.040 0.999

The matrix is almost diagonal, so the diagonal elements are close to one, while the
off-diagonal elements are very small (but not zero). This means that the most probable
transitions are between quarks of the same generation. The values of the matrix elements
are determined by experiment, by measuring the rates of weak decays of the relevant
quarks. For the Bg — pTp~ analysis, the relevant elements are V;; and V;, which describe
the strength of the coupling between the ¢ <+ s quarks and t <+ b quarks respectively. The
fact that the value of Vi, is so small gives rise to a suppression of the branching fractions
of the BY — u~u*(7) decays (see Sect. 2.2).

2.2 B(OS) — u~pt () in the Standard Model

Mesons are the simplest form of hadron, consisting of a quark antiquark pair. The focus
of this thesis is decays of neutral B mesons. The B? meson is a neutral combination of bs
quarks, with an antiparticle, B, made up of a b5 quark combination. For this analysis,
reference to the BY meson covers both the particle itself and the antiparticle (since we do
not differentiate between the two). The same applies to the B® meson, which is made up
of either bd, or bd (which is the antiparticle, B%) quark combinations. The B?s) notation
refers to either of these neutral B mesons.

The B?s) — puTp~ decays involve a transition between two ‘down type’ quarks of
different flavours. This is known as a Flavour Changing Neutral Current (FCNC) which
is forbidden in the SM at leading order. These transitions are only allowed to proceed
via a quantum loop involving an ‘up type’ quark and two up-down transitions, as shown

in Fig. 2.4. The fact that the decays cannot proceed at leading order causes suppression,

13
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which is one of the reasons why the B?S) — ptp~ decays are so rare. The loop suppression

factor is calculated using the weak coupling constant, gy as:

(*—%)2 ~ 1073, (2:2.1)

The probability of any decay decreases rapidly depending on the number of electroweak

vertices (from the mass of the W=+ bosons), as well as the heaviness of the virtual particles

involved.
b S b s b S
V(. % (Vs Vao( € (Vg VinG t (Vi
W= W+ w- W+ w- W+

Figure 2.4: Possible b — s transitions via a loop with an ‘up-type’ quark.

In addition to this loop suppression factor, the unitary nature of the CKM matrix

causes further suppression for the b — s transition:

The decay is only saved from being forbidden entirely due to the different quark masses,
which mean that complete cancellation is avoided. If all of the up type quarks had the same
mass, the total contribution would be reduced to zero. The strength of the contributions
is defined by:

A(By = £107) o< Vip Vg Yo(u) + Vs Vi Yo(e) + Vs Vig Yo (), (2.2.3)

where ¢ is the d or s quark depending on the type of B meson (B° or BY respectively),
Yo(z;) a gauge-independent Inami-Lim factor [17], and z; (i = u,c,t) is m?/m3,, where
m; is the quark mass and myy is the mass of the W= boson.

The strength of the contribution from each quark loop to the BY — p*pu~ decay
is therefore determined by the values of the CKM matrix and the quark masses. The
strength of each contribution is calculated in Ref. [17], and is proportional to the quark
mass at first order, meaning that it strongly favours contributions from heavier quarks.
Due to the large mass of the top quark, this contribution is dominant and the contributions
from the ¢ and u quark loops become negligible. The cancellation effects on the up, charm,
and top loops from the unitary conditions of the CKM matrix are less effective on the top
because of the large mass difference. The top loop contribution is dominant because of
these factors, and also because of the fact that Vy is large (0.999) compared to V and
Vup (0.041 and 0.004 respectively). The dominating ‘Z penguin’ loop process (shown in

14
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b v b i
W+ t
t W
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Figure 2.5: The ‘Z penguin’ contributions to the B?s) — putp~ decays, where ¢ is a strange

or down quark.

Fig. 2.5, responsible for the largest contribution (75%) to the decay [18]) also involves four
electroweak vertices. Furthermore, there are quark transitions from b — ¢ and ¢ — s, so
the CKM matrix transitions relating to these flavour changes (Vy, and Vi) are important;
the fact that Vs has such a low strength contributes to the rareness of the BY — utpu~
decay. The Bg — ptp~ decay is rarer still, since the value of V4 is even smaller than V.

In addition to these suppression factors, we must also take into account helicity for
BY — ptp~. The BY meson is a spin-0 particle, so it is only allowed to decay to a
final state that also has zero total angular momentum. In terms of helicity, this means
that the 4™ and p~ in the final state must both be in either positive or negative helicity
states. However, weak interactions produce muons with opposite chirality, meaning that
the helicity of one of the muons has to be flipped. This adds a helicity suppression factor
proportional to the mass of the muon squared: (m,/mg)* ~ 4 x 1071 Because of this
factor, the suppression of the B? — eTe™ decay is much greater (as m, < my,), and
B? — 7777 is less suppressed (as m, > m,,) but is experimentally more difficult to detect.

These suppression factors mean that overall the fraction of Bg and BY decays to putpu~

are reduced to the level of 10~ and 10~ respectively.

2.2.1 Effective Field Theory

The SM prediction of the transitions involved in these decays are typically calculated in
an effective field theory framework, with an effective Hamiltonian (H.f¢) derived from the
SM Lagrangian, parameterized in terms of a sum of operators O; and Wilson Coefficients

C; giving

Hepr = f;/g Z Ve Ci(NO; (). (2.2.4)

The Wilson coefficients (C;) provide information about short-distance effects at high
energy scales, while the operators (O;) encompass the information about the long distance
(non-pertubative) effects. The subscript of the operator O; indicates the type of current,

and a primed operator ((9;) refers to the contribution from currents of quarks with opposite
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handedness. The Wilson coefficients are independent of the initial and final states, and
are usually computed using lattice QCD. Their values are found by matching the effective
field theory expression to the amplitude obtained using the full theory [19], at the scale of
the mass of the W boson, O(myy).

For the B?s) — ptp~ decays, the only non-vanishing contributions to the decay ampli-
tudes are the axial-vector, scalar, and pseudo-scalar lepton currents, corresponding to the
operators 08, OSI), Og) respectively [20], defined in Eqs. 2.2.5 and 2.2.6. That said, in
the SM, the contributions from (’)g) and (’)9 are suppressed by a factor of Mp, /My [21]
(where Mp, is the mass of the B?S) meson) meaning that they are negligible.

O = OZ%:E’WPLZ)Z’YM%E (2.2.5)
Qem _ = Qem _ =
OP = 7mbSPRb£"}/5£, OS = mbSPRbfg, (2.2.6)
4 47

where Pp, g = 1 £ 5. Here, the (93D and (’)/S are defined by replacing Pr with Pr, and my
with m.

The Vo m factor in Eq. 2.2.4 encompasses the transition values from the CKM matrix
relevant to the decay. For example, in the case of B? — utu~, the Vogas factor is
the product of two CKM elements: Vis and Vy, so Vo in the effective Hamiltonian is
replaced with |V;%V;,|%.

2.2.2 Branching Fraction Computation

Using the effective Hamiltonian defined earlier in Eq. 2.2.4, the SM branching fraction for
BY — ptp~ can then be calculated using Eq. 2.2.7:

B(B° + - __ GRA o 1_4mavv*QCSM2 997
( s T MM )SM = TB; 1672 stmumBs m2 ’ tb ts| ’ 10 | ) ( -4 )
Bs

where 7p, is the lifetime of the BY meson, fp, is the B meson decay constant (obtained

in lattice QCD [22]), GF is the Fermi decay constant, ., is the fine structure constant,
and m, and mp are the mass of the y and BY meson respectively. Using this calculation

the most recent SM prediction for the branching fraction, from Ref. [23], is:

B(BY = p ) sa = (3.65 +£0.23) x 1077 (2.2.8)

2.2.3 From B? — utp~ to BY — utu—y

The suppression of the BY — ptpu~v decay differs slightly to that of its non-radiative

counterpart. Since we now have a photon in the final state, there is no helicity suppression.
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However, we now have to take into account another electroweak vertex, meaning that the
overall suppression of the two decays comes out to be similar.
The SM predictions of the branching ratio for the Bg’ 4 — T p~y decay from Ref. [24]

are given below:

B(BY — pt = y)sn = 1.89 x 1078 (2.2.9)

B(BY — ptpy)su = 1.31 x 10710 (2.2.10)

Like the B? — putpu~ decay, BY — utpu~~ is sensitive to the Cj9 Wilson coefficient,
however it is additionally sensitive to Cy and C7 due to the additional photon, offering a
new probe into physics beyond the SM.

The electromagnetic operator Oy and semileptonic operator Qg are defined as:

O7 = G0, PROFH (2.2.11)
e

Og = ¢, PLbly"e (2.2.12)

The sensitivity to C7, Cy and C1g (as well as C;, Cé and Cio) make the decay extremely
interesting, and particularly in the light of current data which already seems to favour NP
contributions to these coefficients. The current discrepancies between experimental results
and the SM that favour new values of these coefficients are summarised in Ref. [25]. Two

examples are given below:

e The measurement of the branching ratio of B — ¢u*u~ is lower than the SM
prediction by more than 3o [26],

e The ratio of the branching fractions B(B™ — KTete™) to B(BT — KTu*tu™), Rk,
shows evidence for the breaking of lepton universality in beauty-quark decays, with

a significance of 3.1 standard deviations [27].

In the analysis described in this thesis, only the high invariant mass region of the two
muons in the BY — u+ =y decay is probed. This is due to the analysis strategy, which will
)

be described later in Sect. 5. For this reason, there is sensitivity only to the operator Cy’,

as sensitivity to ) s only in the lower invariant mass range. The SM prediction for the
BY — T~ decays is obtained from Refs. [24,28]. It is composed of three terms: initial
state radiation (ISR, photon emitted from a quark leg), final state radiation (FSR, photon
emitted by a lepton leg), and their interference. Feynman diagrams of the SM processes
for the ISR and FSR decays are shown in Fig. 2.6.

Figure 2.7 from Ref. [25] shows the total B? — p* =7 spectrum and the breakdown

of the ISR, FSR and interference components.
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Figure 2.6: Examples of SM Feynamn diagrams mediating the BY — u*p~v decays with
contributions from ISR (left) and FSR (right).

The FSR photons are predominantly soft and their contribution is included experimen-
tally in the B?S) mass shape (via PHOTOS [30] software) as a radiative taill.

The ISR process however is characterised by a larger momentum of the photon. The
interference of ISR and FSR is negligible [24]. Therefore here and in the following thesis,
BY — ut = refers only to the ISR component. The branching fraction relative to this part
is obtained by integrating the differential branching fraction of only the ISR component in

the region of interest m,+,- € [4.9GeV, Mpo], and yields:

B(BY = w 11”7y mp,>a.0Gev = (1.92 £ 0.19) x 10717 (2.2.13)

2.3 BPS) — p~pt(y) and New Physics models

Within the present errors, new contributions to the Wilson coefficient of the operator
O1o (defined in Eq. 2.2.5) are allowed and actually favored [25]. The sensitivity of the
BY — utpu () decay to the Cyg coefficient offers a very interesting probe into NP.
Additionally, although the SM branching ratio (Eq. 2.2.7) is dependent on only the
Wilson coefficient Cg, NP models allow other contributions to the decay. In the SM, the
pseudo-scalar and scalar operators Op and Og (Eq. 2.2.6), described by the coefficients
‘P’ and ‘S’ (defined in Egs. 2.3.1 and 2.3.2), are PSM= 1 and SSM= 0. ‘P’ is normalized
to the SM (g value, meaning it could contain other Cp, Cig or C’io contributions if the

SM is incorrect.

M2
po Gl TP my(CF - Chy (2.3.1)
Cl%M 2mu mp + My s CigOM
M2
T P L A Y ey (2.32)
Méo 2my, \my + mg s CFOM

()

!Using Monte Carlo simulation in the PHOTOS software rather than the analytic approach outlined in
Ref [29] is advantageous as detector efficiencies are taken into account.
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Figure 2.7: Breakdown of the BY — p*u~v full spectrum (solid blue line) calculated in
Ref. [24], denoted as MN in the legend — into its pure ISR component (long-dashed blue),
FSR component (medium-dashed blue), and ISR-FSR interference (dot-dashed blue). The
dotted orange line is the soft photon approximation (denoted as BGGI) from Ref. [29].
Figure taken from Ref. [25].

In NP models, S and P could have several different values, some examples of which are

given below. [31]:

e S = 0: Pseudo-scalar dominated NP - For example, Constrained Minimal Flavor
Violation (CMFV), the Randall-Sundrum model, and certain two Higgs Doublet
Models (2HDMsS).

e P = 1: Scalar dominated NP - Complementary to the above scenario of S=0 as NP

effects dominated by scalar operators.

e P £ S =1: Mixed (pseudo-)scalar NP - For example, the Minimal Super-symmetric
extension of the SM (MSSM), and models involving the Minimal Flavour Violation
(MFV) [32] hypothesis.

2.3.1 Implications of current experimental results

The measurements of the branching fraction of the B — u* = decay have already con-
strained the possible values of the Wilson Coefficients Cy and C1g. Reducing the uncer-
tainty on the measurement will further constrain these variables, and the NP models that
predict larger fluctuations in these. Constraints from individual decay modes can be com-

bined to find an overall constraint on the values. Figure 2.8 shows individual constrains
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Figure 2.8: Constraint contours in the (6Cq,dC1g) plane at 1o and 30 from Rk (Blue),
Rr+ (Green) and BY — utu~ (Grey), as well as the fit to combined X, — X /T¢~ data
(Orange). The cross indicates the position of the minimum. Figure taken from Ref. [33].

from Ry = B(B — K®Wutp=)/B(B — K®ete) and BY — ptpu~, as well as that
K B S

from the fit to all three modes combined.

Measurements of the BY — p*u~ and B® — putpu~ branching fractions alone also

provide strong constraints on NP. Various new physics models predict fluctuations in these

branching fraction measurements or the ratio between them. Figure 2.9 shows the allowed

regions of the BY — pu*p~ and B® — p*p~ branching fractions for various new physics

scenarios, including Minimal Flavour violation (MFV), the SM with a fourth generation
(SM4) [34], the Randall-Sundrum model with custodial protection (RSc) [35] and four

SUSY models (MSSM):

e LL - model with left-handed currents only [36],

e RVV2 - proposed by Ross, Velasco-Sevilla and Vives [37],

e AKM - proposed by Antusch, King and Malinsky [38],

e AC - proposed by Agashe and Carone [39].
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The greyed out area shows what has already been ruled out experimentally.

10° x BR(Bg — putp™)

30 40 50

0 RSc 10 20
107 x BR(Bs = pp™)

Figure 2.9: The correlation between the branching ratios of BY — utu~ and B® — ptpu~
in MFV, the SM4, RSc and four SUSY flavour models. The SM point is marked by a star,
and the grey area is ruled out experimentally. Figure taken from Ref. [40].
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Chapter 3

Experimental Environment

3.1 The Large Hadron Collider

The European Organisation for Nuclear Research (CERN) is the largest laboratory in the
world for particle physics research. CERN hosts several particle accelerators including the
Large Hadron Collider (LHC) [41], which is a superconductive synchrotron located across
the French-Swiss border near Geneva. It is installed inside a tunnel 100m underground,
which was originally built to host the Large Electron-Positron collider (LEP). The primary
purpose of the LHC is to study processes taking place in proton-proton (pp) collisions
at high energies. Two proton beams are accelerated in opposite directions and brought
together at four collision points around the ring. Surrounding these collision points are the
four main experiments at the LHC:

1) ALICE [42] (A Large Ion Collider Experiment) is specifically designed to study heavy
nuclei collisions.

2) ATLAS [43] (A Toroidal Lhc ApparatuS) is a multi-purpose detector for Higgs physics
and NP direct searches;

3) CMS [44] (Compact Muon Solenoid) is a multi-purpose detector that complements and
competes with ATLAS;

4) LHCb (Large Hadron Collider Beauty), which focuses on physics containing b quarks,
and is the detector used for the analysis outlined in this thesis. LHCb will be discussed in
detail in Sect. 3.2.

3.1.1 The LHC Accelerator System

The LHC represents the last element in the chain of the CERN accelerator complex, shown
in Fig 3.1.

The protons for the LHC beams are provided by gaseous hydrogen. Using a strong
electric field, the electrons are stripped from the hydrogen atoms leaving just the protons.

These isolated protons are then accelerated to higher and higher energies using various
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Figure 3.1: The CERN Accelerator Complex [45]

machines, the first of which is the linear accelerator LINAC2, which focuses the beam
using quadrupole magnets and accelerates the protons to an energy of 50 MeV. The beam
is then injected into the Proton Synchrotron Booster (PSB) where it reaches an energy of
1.4 GeV before being transferred to the Proton Synchrotron (PS).

The PS accelerates the beam to 25GeV and also forms ‘bunches’ of protons, with
each bunch typically containing around 10'" protons and a time spacing between bunches
of 25ns. The bunches are sent to the Super Proton Synchrotron (SPS), a 7km long
accelerator ring that ramps up their energy to 450 GeV, at which time they are finally fed
into the LHC.

The LHC continues to accelerate the proton bunches until they reach the required

energy, using eight radio-frequency cavities located around the ring.
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3.1.2 Luminosity of colliding beam experiments

The rate at which a process occurs during collisions (R) is given by the proton-proton
cross section (opy,) of the process multiplied by the instantaneous luminosity (£) of the

accelerator:

R=o0, x L (3.1.1)

The number of pp collisions (N,,) can then be written as:

Npp =0y | Ldt. (3.1.2)
At

The luminosity is a key parameter for colliding beam experiments. The instanta-
neous luminosity is the number of incident particles, per centimeter squared, per second
[em~2s71]. Tt includes information regarding the magnets ability to focus the beams at the
interaction point, described by o, and oy, which are the transverse beam profiles in the
horizontal and vertical planes respectively. The luminosity also depends on the number of
protons per bunch (N; and Ny are the number of particles in beam 1 and 2 respectively),
and the beam crossing frequency, f (number of bunch crossings per second). In terms of
these beam parameters, the instantaneous luminosity can be expressed as:

= p il (3.1.3)

drooy

Due to the large number of incident particles every second in the LHC, the instanta-
neous luminosity is not often used. Instead, it is more practical to use the total integrated

luminosity (L), which is the time-integral of the instantaneous luminosity,

L= / Ldt. (3.1.4)

The integrated luminosity is measured in units of ‘barns’ with one barn being 10724 cm?.
The design instantaneous luminosity' of the LHC is 103 ecm ™2 s~!. During regular opera-
tions, the beam intensity degrades over time due to the pp collisions and proton scattering
on residual gas in the beam pipe. Consequently, the collision rate also decays with time.
When it becomes too low, the beam is dumped on an absorber and a new fill is prepared.

A high luminosity is required for experiments searching primarily for New Physics, as
the cross sections of such processes are predicted to be low. For this reason, projects like
ATLAS and CMS require the luminosity to be as high as possible, as this provides higher
statistics for their searches. However, a high luminosity means an increased number of
collisions per bunch-crossing, u, which is problematic for detectors designed specifically to

study rare decays with high precision, such as LHCb.

'Numbers pertain mainly to ATLAS/CMS, as LHCb uses a method to specifically designed to reduce
this level, discussed shortly.
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The presence of multiple interactions per bunch crossing, known as pile-up, makes
reconstruction for experiments such as LHCb more difficult. The ideal scenario for LHCb
is to have only one collision per bunch crossing, as this allows the primary and secondary
vertices of each collision to be properly determined in order to differentiate signal from
background events. Because of this, the luminosity at the LHCb collision point is kept
below the maximum deliverable from the LHC. This is achieved by offsetting the colliding
beams slightly, in order to reduce the active collision area.

By finely tuning the transverse separation between the beams, radiation damage of the
detector elements closer to the beam pipe is also reduced. The beams are progressively
brought closer to each other in the transverse plane, so that the rate of collisions is almost
constant even as the proton beams decay. This process is called ‘luminosity levelling’.

Largely thanks to this luminosity control and excellent performance of the trigger and
reconstruction system, most of the LHCb data was recorded at an instantaneous luminosity
of ~ 4 x 1032 ecm~? s~!, which is equivalent to u ~ 1.7, compared to the design value of
L=4x10> cm 2 s ! and u =~ 0.4.
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= : 2017 (6_5+:51 TeV): 1.71 /b + 0.10 /b 201 8 2 '1 2
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Figure 3.2: LHCb integrated recorded luminosity by data taking year.

3.1.3 Current performance

The LHC was originally commissioned to run at a centre-of-mass energy of /s = 14 TeV for

proton collisions, and /s = 2.76 TeV per nucleon in the case of lead ion collisions, after a
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period of commissioning. Unfortunately an incident in 2008 meant that the operation had
to be suspended whilst repairs were made. The decision was then made to start running
the LHC at a centre-of-mass energy of \/s = 7 TeV, before increasing to /s = 8 TeV in
2012 (known collectively as Run 1). Following the long-stop for upgrades in the period
2013-2014, the LHC was then restarted in 2015 at an energy of /s = 13 TeV. It ran for 4
years (Run 2) at this energy until switched off at the end of 2018 for planned upgrades of
the detectors. A summary of the integrated recorded luminosity per data taking year can

be seen in Fig. 3.2.

3.1.4 Production of B mesons at the LHC

The production rate of B mesons is given by the probability that a b-quark forms a par-
ticular B meson, multiplied by the pp — bb cross section. The dominant mechanisms
producing bb pairs in proton collisions are gluon fusion and quark-antiquark annihilation,
as shown in Fig. 3.3. The parton distribution functions (pdf) for the initial states show that
the bb pairs tend to be boosted along the direction of the beam line, due to the asymmetric
incoming parton momenta. This means that the pseudorapidity (7, defined in Eq. 3.2.1)
distributions for both of the produced b-quarks are relatively flat in the range —5 < n <5,
and there is a strong correlation between the b and b pseudorapidity values. This means
that if one b-quark is produced in the forward (or backward) region, the other will also
be produced in that same direction. The production angles of bb pairs with respect to the

proton beam direction are shown in Fig. 3.4 [46].

9 b g b q b

(a) (b) (c)
Figure 3.3: The three main bb pair production processes in proton-proton collisions. Dom-

inant contributions are from gluon-fusion (a) and (b), while the contribution from quark-
antiquark annihilation (c) is small.

3.2 The LHCb experiement

The LHCb detector is a forward spectrometer designed to study the physics of b- and
c-quarks arising from proton-proton collisions at the LHC. It covers a range from 10-300

mrad in the horizontal plane and 10-250 mrad in the vertical plane. The study of the
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Figure 3.4: Angular distribution of simulated bb pairs at the LHC, with the LHCb detector
acceptance range is shown in red. The lighter red area shows the events where both b-
quarks are produced in the LHCDb acceptance [47].

rare B? ds) T~ decays is one of the reasons for which the detector was designed. The
performance and design of the LHCD detector are discussed in detail in Refs. [47,48]. This
section will provide an overview of the detector components and the common variables

used to describe the reconstructed particle tracks.

3.2.1 Coordinates and Variables

Particle tracks reconstructed in the LHCb detector are described using a right-handed
coordinate system, with the z axis pointing along the direction of the beam line, and y
being the vertical axis. The direction of the particles emerging from the collision point are

described by the pseudorapidity, 7:

n=—In <tan (g)) , (3.2.1)
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where 6 is the polar angle; the angle with respect to the beam axis z. Particles emerging
perpendicular to the beam will have n = 0.

The area where the two proton beams are bought together is called the ‘Interaction
region’, with the exact proton-proton collision point being the ‘Primary Vertex’ (PV). The
PV varies with each collision and is found by reconstructing particle tracks. If an unstable
particle is produced at the PV, then it will decay at another point in the detector. The
position of the secondary decay is known as the ‘Secondary Vertex’. The closest distance
between the reconstructed particle track and the associated PV is known as the ‘Impact
Parameter’ (IP). Another important variable used in distinguishing signal from background

events is the pr, which is the transverse component of the particle momentum p.

3.2.2 The Layout of the LHCb detector

HCAL

i
/ / Side View ECAL

’ ; / SPDVPS M3 A"
Magnet RICH2 )

Figure 3.5: A schematic view of the LHCD detector, illustrating the positions of the various
subdetectors [48].

LHCD is made up of various subdetectors adopting diverse technologies, in order to
track and identify different particles with a range of energies. Figure 3.5 shows the detector

elements, which can be divided into two categories based on their main purpose:

e Tracking System: Vertex Locator (VELO), Dipole Magnet, Tracker Turicensis (TT),
and three tracking stations (T1-T3), which are divided into Inner Tracker (IT) and
Outer Tracker (OT).
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e Particle Identification (PID) system: Two Ring Imaging Cherenkov detectors (RICH1
and RICH2), Electromagnetic calorimeter (SPD+PS+ECAL), Hadronic calorimeter
(HCAL) and five muon stations (M1-M5).

The tracking system allows reconstruction of charged particles passing through the

magnetic field.

3.2.3 The LHCb Magnet

The LHCb magnet is a dipole, made up of two 25 tonne saddle shaped coils, inside a 1450
tonne iron frame [49]. Each of the coils is constructed from 10 ‘pancakes’, made out of
almost 3,000 m of aluminium cable. The high precision necessary for the tracking detectors
demand an integrated magnetic field of 4 Tm for tracks originating near the primary
interaction point. The magnetic field is aligned with the y-axis and covers the full LHCb
acceptance, with a free aperture of £300 mrad horizontally and £250 mrad vertically. Since
one of the primary goals of LHCD is to study CP violation, the polarity of the magnet can
be switched, providing reduced systematic uncertainties for these asymmetry studies. The
behaviour of a particle in a magnetic field provides information not only about the charge
of a particle (from the direction of curvature), but also its momentum (from the radius of

curvature).

3.2.4 Vertex Locator

Displaced secondary vertices are a distinctive feature of b—hadron decays, as the particles
are long-lived meaning that they fly a significant distance before decaying. Since the VELO
is the first subdetector, surrounding the interaction region, it must provide an accurate
measurement of the particle coordinates in this area, which are used in the LHCD trigger
to reconstruct the PV and IP defined earlier in Sect. 3.2.1. Precision measurements of the
primary and displaced secondary vertices can be achieved via the accurate reconstruction
of tracks in the region immediately surrounding the interaction point. Within the VELO,
a series of silicon modules spaced along the beam axis are used, positioned 8mm away
from the beam to detect almost all of the tracks originating from the interaction point, as
shown in Fig. 3.6. The silicon technology provides good spatial resolution and a strong
resistance to radiation. In order to allow fast reconstruction of the tracks in the LHCb
trigger system the modules have cylindrical geometry, with each module separated into
two halves, and each half equipped with 300 um thick R and ¢ sensors. The R sensors
measure the r-coordinate of the hit (the distance from the z axis) using circular strips split
into four segments around the beam axis. The ¢ sensors have radial strips to measure
the azimuthal coordinate. The modules on each side of the beam are staggered by 1.5cm
in z, meaning that when the VELO is fully closed there is a slight overlap to ensure no

acceptance holes and improve alignment.
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Figure 3.6: The set-up of the VELO silicon modules along the beam line (top), and the
layout of the r (red) and ¢ (blue) sensors in closed (left) and open (right) positions.
Indicated are the average crossing angle for minimum bias events (60 mrad), and the
minimal (15 mrad) and maximal (390 mrad) angle for which at least 3 VELO stations are
crossed.

There are 23 modules in total on each side of the beam, housed in an 0.5 mm thick
aluminium case which separates the beam vacuum from the VELO vacuum, and also
shields the detector from the radio frequency (RF) electromagnetic fields generated by the
LHC beam. Two of the VELO modules are placed behind the interaction point (in the
-z direction), and their purpose is to measure the number of interactions per collision,

producing pile-up information for the trigger.

3.2.5 Tracking System

In addition to the VELQ, there are a number of other subdetectors comprising the tracking
system. These are placed either side of the magnet, and collect information about the
particle trajectory of charged particles in order to determine the charge and momentum of
the particle. These properties are determined by measuring the direction and magnitude
of the particle’s deflection in the magnetic field. Silicon microstrip technology is used in

the Tracker Turnicensis (TT) and the inner tracker (IT), meaning that they are collectively
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called the Silicon Tracker (ST). The ST uses a strip pitch of ~200 pm which provides high
resolution close to the interaction region. The TT consists of four silicon sensor ladders as
shown in Fig. 3.7. Each sensor is 500 um thick, 9.64 cm by 9.44 cm in area, and carries
512 readout strips with a strip pitch of ~183 pm. The second (u) and third (v) layers are
rotated by stereo angles of -5° and +5° respectively, whilst the first and last layers contain
vertical (x) strips. The x-u-v-x geometry and dimensions of the TT allow for better track
reconstruction and coverage of the full detector acceptance. The TT stands between the
VELO and the magnet, while the IT is located at the far side of the magnet at the centre
of the tracking stations T1-T3.

The IT plays a key role in providing accurate momentum estimates, which are impor-
tant for determination of the invariant mass of a particle and decay-time resolutions. The
three IT stations consist of four boxes in a cross shape (covering a region approximately
120 cm wide and 40 cm high) around the beam pipe, configured in the same geometry as
the TT.

In the IT, each sensor is 7.6 cm by 11 cm in area and has 384 readout strips, with a
strip pitch of 198 pym. The modules in the I'T are 310 pm thick for single sensor modules
or 410 pum thick for two-sensor modules.

The outside of these stations is called the Outer Tracker (OT), which is a drift-time
detector covering a large area, using straw-tube drift chambers with 5 mm cell diameter,
ideal for the tracking of charged particles over a large acceptance area. The chambers are
arranged in the same geometry z-u-v-z as the TT and the I'T, with each module containing
two layers of drift tubes. The three OT stations are shown in Fig. 3.8. The individual
tubes have a diameter of 4.9 mm and are filled with a mixture of Ar (70%), CO2 (28.5%),
and Oz (1.5%) [50], which guarantees a fast drift time (<50ns) whilst maintaining good
spacial resolution. When a charged particle passes through, the gas becomes ionised and
the freed electrons drift to the anode, where an electron avalanche causes a signal current.
The delay between the electron being freed and causing the signal can be used to determine
the position of the ionisation within the tube, and therefore the position of the detected
particle.

The tracking system provides an overall charged particle momentum resolution of
dp/p ~ 0.5 for p = 20 GeV/c and dp/p ~ 0.8 at p = 100 GeV/c [47]. This leads to a

B mass resolution of ~25 MeV/c? for dimuon modes.

3.2.6 Cherenkov detectors (RICH1 and RICH2)

The Ring Imaging Cherenkov (RICH) detectors are used to distinguish particles of different
mass at low (RICH1) and high (RICH2) momentum. If a particle passes through the RICH
detectors at a speed faster than the speed of light in that medium of the detector (known
as the ‘radiator’), then electromagnetic radiation is emitted. This radiation, known as

Cherenkov radiation, is emitted in a cone shape with a polar angle 6 (the Cherenkov
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Figure 3.7: Layout of the TT detection layers, in the z-u-v-z configuration.

angle) and is related to the particle velocity by Eq. 3.2.2, where n is the refractive index
of the medium and S is the ratio of the speed of the particle (vp) to the speed of light (c):

B =wvp/ec. .

cosfOc = e (3.2.2)
The basic principles of the two RICH detectors are the same: in both detectors, the cone
of light is reflected by a series of flat mirrors. Hybrid Photon Detectors, placed outside the
detector acceptance, detect the circular projection of the reflected cones. A schematic view
of the RICH detectors is shown in Fig. 3.9. The RICH1 detector uses aero-gel and C4F g
radiators and covers 1 — 60 GeV/c¢ particle momentum range, while the RICH2 detector
uses a CF4 radiator to cover the momentum range 15 — 150 GeV/c. Combining the particle
velocity information from the RICH detectors with the momentum information from the
tracking stations, particle masses can be determined, allowing for particle identification.
The RICH detectors mainly provide discrimination between charged kaons and pions, but
also complement the calorimeters and muon chambers in the identification of muons and

electrons [51].
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Figure 3.8: The three LHCb Outer Tracker Stations.

3.2.7 Calorimeters

The calorimeter system is designed to measure the position and energy of electrons, photons
and hadrons, allowing identification of these particles. This is done by utilising a material
which will stop the incoming particle within this part of the detector. The system is used
to select events in the LHCb trigger discussed in Sect. 3.2.9.

The Scintillating Pad Detector (SPD) and pre-shower (PS) are positioned in front of
the calorimeters, separated by a lead wall of 1.5 cm width, equal to 2.5 Xy. The lead wall
causes showers that deposit significant amounts of energy for electrons but not for hadrons,
thus distinguishing them from each other. This system helps with background rejection
and efficiency of photon detection. The SPD/PS system identifies charged particles, and
allows electrons to be separated from photons.

After the SPD/PS there are two calorimeters in LHCb; the ECAL (Electronic calorime-
ter) and the HCAL (Hadronic calorimeter). Both have a sandwich-like structure, with
alternating layers of metal and plastic. Calorimeters make use of particle showering, which
occurs when particles hit the metal plates. The secondary particles excite molecules in
the plastic layers which emit ultraviolet light, the amount of which is proportional to the

energy of the incoming particle. Figure 3.10 illustrates which particles leave signals in the
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Figure 3.9: Schematics of RICH1 (left) and RICH2 (right), as seen from above from
Ref. [52].

different parts of the calorimeter system.

The ECAL is made of alternating layers of 4mm thick scintillating tiles and 2mm
thick lead plates, with 10-stage photomultipliers used to detect the light that is emitted.
Since the hit density varies significantly with the distance from the beam, three different
cell sizes are used; 4x4 cm, 6xX6cm and 12x12 cm in the inner, middle and outer parts of
the detector respectively. In total there are 3312 modules made of 6016 individual cells,
with a total detector dimension of 7.6x6.3 m. The ECAL covers a range of 25 — 300 mrad
in the horizontal plane and 25 — 250 mrad in the vertical plane. The amount of radiation
lengths contained in the ECAL is 25 X, which fully contains the shower of highly energetic

photons. The ECAL achieves an energy resolution on electromagnetic showers of

SE/E =10%/VE © 1%. (3.2.3)

The HCAL is positioned behind the ECAL, and uses thin iron plates between the
scintillating tiles rather than lead. In this system the iron is 16 mm thick and the scintilator
is 4mm thick. As with the ECAL, the cells in the centre of the HCAL are smaller than
those on the outside of the detector (13x13 cm and 26x26 cm respectively). The HCAL is
a total of 5.6 hadronic interaction lengths deep, which is determined by the space available
within the LHCb cavern. Hadrons may start to develop initial showering in the PS/ECAL,
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Figure 3.10: Signal deposited on the different parts of the calorimeter by an electron, a
hadron, and a photon [53]. In addition to that shown, there are also hadronic showers in
the PS and ECAL but the showers are much smaller.

but most of the hadrons energy will be deposited in the HCAL. The energy resolution of
the HCAL on hadronic showers is

SE/E = 80%/VE @ 10%. (3.2.4)

Both of the calorimeters use wavelength-shifting (WLS) fibres to transport scintillation
light to a set of photomultipliers. Further details on calorimeter performance can be found
in Ref. [54].

3.2.8 The Muon System (M1-M5)

Muons are minimum ionising at the energies produced in the LHC and they do not produce
hadronic showers, meaning that they are not stopped by the calorimeter system. This
means that they are primarily identified by a set of separate detectors, which allow fast
detection of muon candidates with a high efficiency for muon identification, which is of
particular significance for the offline selection of rare B?s) — T~ decays.

The muon system covers a range of 20-306 mrad and 16-256 mrad in the horizontal
and vertical planes respectively and is comprised of five stations (M1-M5). The stations
are placed along the beam axis as seen in Fig. 3.11, with the first chamber located before
the calorimeter and the other four located downstream of the HCAL. This separation of
the stations allows for muon momentum measurements to be calculated in the LO trigger
(see Sect. 3.2.9).

Any hadrons, photons and electrons that are not stopped in the calorimeters are ab-
sorbed by 80 cm thick iron plates which are positioned between the muon stations, reducing

the likelihood that these particles will be misidentified as muons. Each of the stations is
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Figure 3.11: (a) Side view of the LHCb Muon Detector. (b) Muon station layout with the
four regions R1-R4 [55].

divided into four regions (R1-R4), as seen in Fig. 3.11, with each region at an increased
distance from the beam axis. The granularity of the detector is finest in R1, and the
linear dimensions of the regions is such that the channel occupancy and particle flux are
approximately the same over all four regions. All five of the muon stations, (with the ex-
ception of the inner region of M1) use multi-wire proportional chambers (MWPCs) which
contain 5 mm gas gaps. The innermost part of M1 is where the occupancy is highest, so
triple-GEM (gas electron multiplier) detectors are used here. The triple-GEM detectors
comprise of three GEM foils separated by a gas mixture of Ar, COy and CF4. The muon
chambers are positioned in such a way as to provide a high acceptance of high momentum
particles coming from the interaction region. The chambers provide space-point measure-
ments, with the detector being split into rectangular ‘pads’ defined in the z,y plane. The
granularity of the detector, which determines the resolution of the x and y coordinates,
depends on these pads. The pad size is smaller for the inner regions of the detector, and
larger for the outer regions since the resolution is dominated by multiple scattering in this
region anyway. The distribution of these pads is shown in Fig. 3.12. The number of pads
in the y direction is the same for each of the muon stations M1-M5, while the number in

the x direction follows the ratio 2:4:4:1:1 for M1-M5 respectively.

3.2.9 Trigger

The trigger is a key component of the detector system for rejecting background events and
selecting signal. At LHCb, the trigger has two stages; a ‘Level-0’ hardware trigger (L0), and
a ‘High Level’ software trigger (HLT). The trigger can be adapted as run conditions change,
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Figure 3.12: The image on the left shows a quadrant of a muon station with the regions R1-
R4 highlighted in different shades. The pad layout is shown in each of R1-R4 as rectangular
regions. The image on the right shows a comparison of the pad sizes for each of the regions
within M1. Image from Ref. [56].
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and uses a variety of techniques for event classification including the use of multivariate
classifiers to identify b-hadrons. An overview of the trigger system is given in Fig 3.13 for
Run 1 (a) and Run 2 (b).

Level-0

The first stage of the trigger system, L0, makes a decision about whether or not to store an
event in under 4 us and reduces the event rate from ~13 MHz to 1 MHz, which can then be
read out of the LHCb detector. In this time, the L0 trigger makes a decision for each of the
three independent subtriggers; LO-Muon which processes hits from the five muon stations,
LO-Calorimeter which uses information from the SPD, PS, ECAL and HCAL, and finally
LO-PileUp. If any of these three decisions is positive, then the event will be passed to the
next stage of the trigger, whilst those with all negative decisions will not be stored.
Events with either high pr muons are selected by the muon trigger, with either a single
muon with py > 1.76 GeV/c or a pair of muons with pry X pro > (1.6 GeV/e)?. The relative
resolution for the pr estimate for muons reconstructed using exclusively information from
the muon chambers is 20%. The output rate of the LO muon triggers is about 400 kHz.
The calorimeter trigger selects events with large transverse energy (Er) deposits in the
calorimeter. For hadrons, this is events with Ep > 3.68 GeV deposited in the HCAL and
for electrons and photons this is Ep > 3 GeV deposited in the ECAL. The L0O-Calorimeter

trigger uses this transverse energy information to build three candidates; LOHadron (hadron
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Figure 3.13: Overview of the LHCD trigger stages [57]
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candidate), LOPhoton (photon candidate), and LOElectron (electron candidate).

The output rates of the hadron and electromagnetic triggers are 450 kHz and 150 kHz
respectively. The LO-Pileup is an additional veto which uses information from the VELO
and SPD to exclude bunch-crossings containing multiple collisions, retaining those con-

taining single collisions.

HLT1

The HLT is a software based trigger which runs C++ algorithms on a farm of multiproces-
sor PCs called Event Filter Farm (EFF). The aim of the HLT is to reduce the event rate
down to a few kHz. The full offline reconstruction takes a total of 2 s per event, but due
to restrictions of the computing (the EFF allows only 30 ms per event), the HLT must be
simplified to meet the time requirements.

The first stage of the High-Level trigger (HLT1) performs a partial event reconstruction
on all events accepted by L0 and is based on VELO reconstruction software. At the start
of each LHC fill, the mean position of the proton-proton collisions within the VELO is
determined from track reconstruction. This quantity, the PV™¢*" remains stable within
a few pum throughout the fill. The tracks in a 300 pm radius that have either a large IP
or can be matched to hits in the muon chambers are extrapolated into the main tracker.
The selected track segments are extended in the tracking stations, by searching for hits
consistent with a high pp track.

For events triggered by the LO muon line, there is a fast reconstruction which extrapo-
lates VELO tracks in a straight line to M3, defining a search window in this subdetector.
The information from the VELO and M3 is then used to search for hits in the other muon
stations, where a candidate is accepted if there is a hit in at least one other muon station.

If a good quality track with a pr > 1.6 GeV/c (1 GeV/c for muon and 0.5 GeV/c¢ for
dimuon tracks) can be reconstructed, then the event is accepted and processing continues

in the next stage.

HLT2

Events selected by HLT1 are passed on to the second stage of the HLT (HLT2), which
performs a full offline reconstruction of all tracks with pp > 300 MeV/c. The trigger lines
in HLT2 are more specific than HLT1. The HLT2 trigger lines are classified as either
inclusive or exclusive. Exclusive lines require all final state particles for specific decay
to be reconstructed, whilst inclusive lines trigger on all b-hadron decays with a displaced
vertex and at least two charged particles in the final state. In general there are three types
of trigger lines used in LHCb: generic beauty triggers, muonic triggers and charm triggers.
The performance and efficiency of the different trigger lines depend on the particular
process being studied. The trigger efficiencies for the B?S) — ptp~ analysis are very high;

the trigger requirements will be discussed in Sect. 6.4.
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3.2.10 Data Acquisition

The role of the Data Acquisition (DAQ) system is to collect non-suppressed data in the
front end electronics, and assemble complete events, in order for this information to be
reduced by further selection. The DAQ system comprises of Readout Units, a Readout
Network, Sub-Farm controllers, and a CPU Farm [58]. The first components in the system,
the Readout Units, act as a Front-end multiplexer. The modules are used as an interface to
the Readout Network, which assembles all of the event fragments coming from one bunch
crossing in one place. There is then a second interface, the Sub-Farm controllers, which
come between this network and the processor farm which executes the high level trigger
algorithms, such as the HLT2 lines mentioned in the last section. Figure 3.14 shows a

schematic of the integrated LHCb Trigger and Data Acquisition systems.

{ N
LHC-B Detector Data
 VDET TRACK ECAL HCAL MUON RICH) rates
A0 MHz |||I|IJlllllllJ||\
LevelO | 1 1 1 1 1 1 T 7 1 1 1 1 1 1 40 TB/S
Trigger 1 MHz
&8 = Timing | L0
Fixed latenc) Pl = PR AR A i
4.0 Front-End Electronics
He sokmz| 25t g 1TBk
# Contr()l ..... o AVALVAIPR VRV LD
Level 1 . z
Trigger /1 MHz aK Front-End Multiplexers (FEM) 3
i 111 11 ‘s Front End Links
Variable latency HH I 1. Tt
<I'ms T {ruHrUHrU Read-out units (RU) [~ 4GB/
?':.. E A A A
£ 3 3 ¥ [ [ [ [ [
=K )
[ >< >< >< >< Read-out Network (RN) |—q 2-4GB/s

[ P 1

I PR SFC SFC| Sub-Farm Controllers (SFC) 1
Variable latency
L2 ~10 ms - CPU Trigger Level 2 & 3 Control 20 MB/s
L3 ~200 ms Storage Event Filter & .
CPU Monitoring

Figure 3.14: Schematic diagram of the DAQ architecture integrated with the Trigger system
for the LHCb experiment [58].

Data Quality Shifts

Once the data is collected, it must be checked to ensure that it is consistent with expectation
and nothing has gone wrong with any of the subdetectors during a run. The data quality
monitoring is summarised here, and described in detail in Ref. [59].

The most valuable method of assessing data is visual inspection. Data quality moni-

toring (DQM), is an important step for high-energy physics experiments, and ensures that
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the experimental apparatus is functioning correctly during data taking. The checking of
the data is the responsibility of research scientists, operating on a rotating shifts schedule.
The scientist on shift is known as the Data Quality (DQ) Shifter, who compares the data
collected for each part of the detector with existing performance histograms.

LHCb software Prompt DQ analyzes a subset of events that pass HLT2, a sample that
is typically is enriched in A°, D°, D* Dy and J/¢. When 93% of the HLT1 output files
of a run have been processed by HLT2, the run is added to a small database where it
will eventually be marked as ‘Done’, or ‘Failed’ in the case that the HLT?2 lines cannot be
found. When a run is marked as ‘Done’, a ROOT [60] output file is created and the run is
added to a second data quality database (DQDB).

Through Monet [59], the DQ Shifter can check histograms from that specific run to
ensure that they line up with expectation. At this point, they can either be marked as
‘OK’, in which case they will be used for physics analysis, or ‘BAD’, in which case they will
not. The flagging decision is made by the DQ Shifter. If they think a decision cannot be
reached, for example the statistics of the run are too small, the run is left UNCHECKED
in the bookkeeping but flagged UNKNOWN in the DQDB. Figures 3.15 and 3.16 show
examples of some of the performance histograms from the muon detectors, since they are
of particular relevance to this analysis. Tag-and-probe muons are used to estimate the

particle identification and misidentification rates later in the analysis.
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Figure 3.15: Data Quality plots for Muon detectors for probe Muon from J/v¢ decays.
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Chapter 4

Event Reconstruction and Particle

Identification

In this chapter, the LHCb data flow will be described; how the hits in the detectors are
turned into usable information for physics analysis. The general data flow is discussed first,
followed by a more detailed description of how tracks, and primary and secondary vertices
are reconstructed from the information provided by the subdetectors. Once the tracks are
reconstructed, the particles can be identified and their properties determined. The LHCb
particle identification procedure will be discussed in Sect. 4.3, with particular emphasis on

muon identification due to its significance in the B?S) — pp” analysis.

4.1 LHCDb Data flow

The collisions recorded by the LHCb detector pass through a specific ‘data flow’, which is
designed to maximise the quality of the data and the data taking efficiency.

BRUNEL [61] is an application based on the GAUDI [62] software framework, that is
used for the reconstruction of tracks and vertices. Once the data has been reconstructed
by the BRUNEL software into useful objects, it is stored in an output ‘DST’ file. The data
in the file is then filtered further through certain selection criteria called the stripping. The
stripping involves applying general cuts that reduce the size of the dataset by only keeping
those events that look interesting for physics analysis. This is done by the DaVinci [63]
application, which writes out data either in the DST or uDST (micro-DST) format. These
output files are put into groups known as streams, which contain similar selections. This
saves time for the physicists analysing the data as they can look only at the selections
relevant to their analysis. For the B?S) — uTp~ analysis, for example, the group of
interest for the signal would be the dimuon stream. The DaVinci application is used
to create datasets, or ‘ntuples’, containing the variables that are relevant for a specific
analysis.

The data flow changed between Run 1 and Run 2, as the increase in energy at the
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LHC provided an increase in particle production and a higher rate of interesting events.
Due to limited computing resources, a method had to be introduced that would filter
out the uninteresting events as soon as possible. To achieve this, the reconstruction went
from being offline, to being performed in the trigger, known as online reconstruction. This
became possible for Run 2 after major improvements to the online reconstruction software.

As such, in 2015, a Turbo stream was introduced which selected candidates solely in
HLT?2 and saved them directly to disk to be used in physics analysis. Any tracks or hits
that don’t form part of the triggered decay are not saved, meaning that it is not possible
to re-reconstruct this stream, as the information that would be needed to do this is not
saved. An overview of the LHCb data flow is shown in Fig. 4.1, with the Turbo Run 2
part highlighted in red.
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4.2 Event Reconstruction

Ounly events passing the HLT1 and HLT?2 triggers (described in Sect. 3.2.9) are stored
for physics analysis. The information from these ‘triggered’ events is stored at a rate of
500MB/s, and includes the raw hit data from the subdetector cells as well as the trigger
decisions (which particular trigger lines were passed for each event).

For Run 1, offline computer algorithms were used to reconstruct the particle tracks
(the trajectory of a particle through the detector) from this stored information. These
tracks could be extrapolated back to a vertex, which represented some source of particle
production in space. For Run 2 the reconstruction was done within the trigger. Information
regarding the pp collision position (primary vertex) is also stored with the other trigger

information.

4.2.1 Track Reconstruction

The BRUNEL application reconstructs objects such as tracks from the raw data. The
reconstruction algorithm aims to find all tracks in an event by combining hits from the
VELO, the TT, the IT and the OT subdetectors. The reconstruction begins with a search
for an initial track candidate in the VELO region and the T stations. A trajectory is
formed for each event using a Kalman filter [64] which accounts for multiple scattering and
energy loss. A track will only be reconstructed if a minimum number of hits in the relevant
subdetectors is met. In LHCDb, tracks are classified into five groups according to their hits

in the tracking stations:

e Velo tracks: Hits only in the Vertex Locator (VELO),

Ttrack tracks: Hits only in the T seeding stations,

Long tracks: Hits traversing the detector, from the VELO to the T stations. They

can have hits in all tracking stations,

Upstream tracks: Hits in the VELO and the Trigger Tracker (TT),

e Downstream tracks: Hits in the TT and T seeding stations.

Figure 4.2 shows a schematic view of these five types of tracks within the LHCDb tracking

system.

4.2.2 Vertex reconstruction

The Primary Vertex (PV) is the point at which the proton-proton collision happens, while
the Secondary Vertex (SV) is the point at which the resultant particle (for example a B
meson) decays into the final state particles. Figure 4.3 provides a sketched example of

the extrapolated tracks and vertices, all within the VELO subdetector. Reconstruction of
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Figure 4.2: Schematic view of the track types in the LHCb tracking system: long, upstream,
downstream, VELO and T tracks, from Ref. [65].

the PV must happen first, as this provides criteria for selection of the correct SV for the
decay of interest. The reconstruction of the PV is performed in two steps: seeding and
fitting, which will be described briefly in the next sections (see Ref. [66] for a more detailed

discussion).

Primary Vertex

‘Seeding’ requires finding space points at which the extrapolated particle trajectories ac-
cumulate along the z axis (or in the luminous region). This provides PV candidates with a
sufficient number of tracks passing close to one another. The seeding process is performed
by evaluating each track individually, and determining the number of other ‘close tracks’
to that one. A track is determined to be close to another if the distance between the closest
points of the two tracks is less than 1 mm. Space points passing these criteria, or seeds,
are determined to be a PV candidate if at least four close tracks are found. The seeds are
then sorted according to multiplicity, with the highest multiplicity candidate being recon-
structed first. Using this method means that the number of SVs incorrectly reconstructed

as PVs is reduced.

A PV fit is then performed for every seed. Every successfully fitted vertex is required
to be spatially separated from any previously reconstructed ones. The PV position is
determined using the weighted least square method. When at least 5 tracks (including
at least one backward track), are assigned to the PV candidate, the true PV position is
determined. The requirement of at least one backwards track reduces the probability of
mistaking a SV for a PV.

47



CHAPTER 4. EVENT RECONSTRUCTION AND PARTICLE IDENTIFICATION
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Run 174933
Sat, 21 May 2016 05:45:41

pp
collision point

Figure 4.3: An event display showing primary and secondary vertices of a BY — putpu~
decay from Ref. [67]. The PV is the pp collision point, and the SV is the point where the
B meson track (dashed green) ends and the muon tracks (solid green) begin.

Secondary Vertex

Based on the selected PV, tracks within the VELO can then be selected as originating from
an SV. The relevant SV is analysis dependant, as it is the vertex at which a certain particle
from the PV decays into other particles, and there might be several SVs for each PV. The
reconstruction technique is similar to that for the PV, but fewer tracks are required to
converge at the space point, since there could be as few as two particles originating here
(as is the case with the B?S) — putp~ analysis). The relevant SV for this analysis is the
vertex at which the B? meson decays into a y* and a u~. For cases involving B mesons
such as this, the SV is required to be separated from the PV to allow a certain flight
distance of the B meson. The SV will be the point at which the extrapolated muon tracks

come together. The particular selection criteria for this analysis are discussed in Sect. 5.3.

4.3 Particle Identification at LHCb

A high muon identification efficiency is crucial for the B(OS) — puTp~ analysis and many
others within LHCb. However, as well as correctly identifying the real muons, particles
‘faking’ muons must also be successfully rejected. Hadrons for example can be misidentified
(misID) as muons, with pion misID providing one of the major sources of background for
this analysis. Since the B?S) — ptp~ decays are extremely rare, hadron misID probabilities
must be kept at a very low level to allow accurate discrimination of signal from backgrounds
with a similar topology.

Each proton-proton collision within the LHCb detector will produce approximately 100
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particles within the geometric acceptance range of 2 < 1 < 5. In bb events, the majority
of the charged particles produced are pions (~75%), followed by kaons (~15%), electrons
(~6%), and protons (~4%) [68]. Muons make up less that 1% of the charged particle
tracks passing through the full tracking system.

Several subdetectors provide information contributing to the identification of these par-
ticles. Charged hadron identification is achieved with two RICH detectors, which distin-
guish between kaons, pions and protons. The RICH system also provides some separation
between leptons and hadrons, which is used to improve the overall particle identification
performance. The calorimeter system (ECAL, HCAL) identifies electrons, photons and
neutral pions. The muons system, as the name suggests, identifies muons. It provides
information for the selection of high pt muons at the trigger level and for the offline muon
identification. The muon detection strategy and performance, discussed in Ref. [69], is
summarised in the next section.

A schematic view of particles passing through each stage of the Particle Identifica-
tion (PID) system is shown in Fig. 4.4. The PID strategies relevant for the signal and
backgrounds of the B?S) — ptp~ analysis are presented in the following section.

Tracking Muon
System g BOAL HOAL Chambers
Electron
Muon
Proton
Kaon
Pion

Figure 4.4: Illustration of different charged particle type responses in the LHCb subdetec-
tors. Image from Ref. [70].

4.3.1 Muon Identification

Muon identification in LHCD relies on four key pieces of information which discriminates

muons from other particles:

e Muon mass - The particle momentum combined with the Cherenkov radiation angle
(defined in Eq. 3.2.2) measured in the RICH detectors can give an estimate of the
mass of the muon candidate. This enables a basic differentiation between muons and

heavier particles, such as protons and kaons.
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e Muon penetration power - Charged particles lose energy via different means
as they traverse the detector. Light particles, like the electron, mainly lose their
energy via bremsstrahlung radiation (radiation of photons in material). Electrons will
shower and eventually be stopped within the ECAL. However, since bremsstrahlung
is inversely proportional to the mass of the particle, the heavier muons are less
affected. Muons are minimum ionising particles in the momentum range 0.5 < p <
50 GeV/c [71]. The amount of ionisation energy lost by a particle traversing a material

(B7) is defined as:
p

= Me

where p is the particle momentum, M is the particle mass and c is the speed of light.

By (4.3.1)

An electron, being ~200 times lighter than a muon, has #v around 200 times larger
for the same momentum. Therefore electrons have much bigger ionisation losses
in the same momentum range, and muons can therefore travel much further than
electrons before being stopped. Since hadrons are also more massive, they do not
lose as much energy to bremsstrahlung either. However, unlike muons they interact
strongly with nuclei, meaning that for the most part they are stopped within the
HCAL following hadronic showering. Muons therefore have high penetration power
compared to most other particles; they can travel right to the end of the detector

without much interruption.

e Hit-pattern in the muon stations - Using hits in the tracking detectors, track
predictions within the muon stations can be extrapolated. These track predictions
provide an area in the muon stations in which the muon hits should lie. This allows
differentiation between muons that originate at the interaction point and those that
are the decay products of particles such as kaons or pions that decay in flight. If the
hits in the muon stations are in line with the predictions then this is a good indication
that the muons were formed in the interaction region. Muons coming from decays in
flight will generally exhibit a spread of hits larger than the true muon tracks. Tracks

containing a hit that is shared with another track can be rejected as false candidates.

e Calorimeter information - The information from the ECAL and HCAL can be
used to reject hadrons and electrons, reducing the misID rates. Real muons can be
identified by a small energy loss in the calorimeters close to the extrapolated muon
track, whilst hadrons and electrons deposit energy over a wider area predominately,
in the HCAL and ECAL respectively.

All of this information can be used and combined to make decisions on the identification
of a given candidate, using computer algorithms. LHCb uses a few different algorithms
which are applied to every track to identify muons.

For an initial loose selection, an algorithm called ISMUON is used. ISMUON is a selection

tool for muon candidates, which gives a binary output for each candidate deciding if it
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Table 4.1: ISMUON hit requirement for low, medium and high momentum muon candidates.

Candidate momentum, p | Required muon station hits
3<p<6 GeV/e M2 & M3

6 <p<10 GeV/c M2 & M3 & [M4 or M5]
p> 10 GeV/e M2 & M3 & M4 & M5

could be a muon (1) or not (0). The ISMUON algorithm is based on the penetration of the
muons through the calorimeters and iron filters of the muon stations. More specifically,
it requires muon station hits in a defined ‘Field Of Interest’ (FOI) which is identified
using the extrapolated muon candidate track. This FOI is dependant on the candidate
momentum and is parameterized separately for the 4 regions (R1-R4) of stations M2-M5,
in both x and y directions. The candidate momentum also defines how many muon station
hits (and in which particular stations) are necessary for a candidate to receive a positive
muon decision. The hit requirement for each candidate momentum range is summarised in
Table 4.1. 1SMUON is very effective at identifying muons, and reduces the misID probability
of hadrons to the percent level.

The candidates with a positive ISMUON outcome can be further selected using the
other muon identification strategies. From these differentiation methods, a candidate can
be given a muon ‘likelihood’, being the probability that a candidate is actually a real
muon. Non-muon likelihoods are also computed; the probability that a candidate is a
particle other than a muon. In the B?s) — pTp~ analysis, it is important that protons,
kaons and pions are not misidentified as muons. The muon likelihood arising from the hit-
pattern in the muon stations is computed using the distribution of the average hit distance

significance squared (D?), defined as,

) ) 9 ) ) 9
D? = i Z (xz:losest _'xzrack> + <yélosest _.yil:rack> 7 (4‘3'2)
N < pad;, pad;,

i
where 7 iterates over the stations that have hits in the FOI, up to the total, N. The values
T, Yelosest Tefer to the coordinates of the closest hit to the track extrapolation coordinates
Z, Ytrack for each of the stations. padivy is half the pad size in the x and y planes (with the
pads being predefined regions in the detector, see Sect. 3.2.8).

A narrow D? distribution is indicative of a real muon, while other particles which
have incorrectly been passed by the ISMUON algorithm will have a wider distribution. The
muon likelihood for each track is calculated by integrating the muon D? probability density
function up to the measured D value of the candidate. The distribution is created using a
sample of muons from J/¢ — putu~ decays.

For the non-muon likelihoods, the D? distribution of protons from A® — pr~ decays
is used. Most protons will be stopped in the HCAL, however, there are a few reasons why

protons might provide hits in the muon stations that are around the track extrapolation
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Figure 4.5: Average Distance Significance (D?) distributions for protons, kaons, pions and
muons, from Ref. [69)].

region:
1. the hits are random,
2. the proton is in line with a true muon pointing in the same direction,

3. they are punch-through or sneak-through protons'.

The D? distributions for protons, kaons, pions and muons are shown in Fig. 4.5.

4.3.2 Hadron Identification

Protons, kaons and charged pions are identified in the RICH detectors by an algorithm
that again outputs likelihoods for each particle hypothesis. The algorithm matches the
pattern of hits in the photodetectors to expected patterns of each particle [72].

In order to calculate the likelihood of a candidate to be a certain particle, each of
the pixels displaying hits are matched to a track that could have produced the hit via

Cherenkov radiation. The hit patterns take the form of rings, and the emission angle can

'A punch-through proton is one that passes through the calorimeters without depositing all of its
energy. This could be due to very highly energetic initial particles, or simply that the proton kept most of
the momentum in the interaction. Sneak through protons occur when there are fewer than normal number
of proton/nucleus interactions, and a protons might ‘sneak through’ the detector by finding a gap in the
calorimeters.
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Figure 4.6: The Cherenkov angles, 6¢, of various particles as a function of momentum, for
the radiators used in the LHCb RICH system from Ref. [48]

then be calculated for these pixel-track combinations. The expected emission angles, or

Cherenkov angles, for particles in each of the three RICH radiators can be seen in Fig. 4.6.

The overall likelihood for each particle hypothesis is found by considering all of the
three radiators simultaneously and performing a global pattern-recognition to associate
Cherenkov photons (hits) to tracks. Figure 4.7 shows an example of hits in the RICH
detector from a low occupancy event prior to Run 1. As shown, sometimes these Cherenkov
rings will overlap, which makes it more difficult to associate a hit to a particular track.
The particle most likely to have caused the hit is found first, then the likelihood of each

particle hypothesis for that hit-track combination is determined.

The calorimeter system also aids particle identification, by discriminating between pho-
tons, electrons and neutral pions. Differentiating between charged and neutral particles
is done by checking if there is a visible track corresponding to the energy deposit in the
ECAL/HCAL, as tracks are only left by charged particles. Photons and neutral pions can
then be recognised by the shape of the energy deposit or ‘cluster’. The classification of the
particle due to the cluster shape is performed by a neural network and used to create a

likelihood for each particle hypothesis.
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Figure 4.7: A typical simulated LHCDb event in the RICH1 detector [48]. The data from
the two photodetector planes are drawn in the upper and lower halves.

4.4 PID Variables

The muon station likelihoods are combined with the likelihoods from the RICH and
calorimeters, to come up with a combined particle likelihood for each track. The like-
lihoods are calculated from the RICH using different particle mass hypotheses, and from

the calorimeters using the size and spread of the energy deposits.

There are two main types of PID variables used in LHCb, obtained by computing the
combined particle likelihoods in slightly different ways: the Delta Log Likelihood (DLL)
variables, and the ProbNN variables. The first (DLL variables), are a sum of the logarithms
of the subdetector likelihoods, relative to the pion hypothesis, while the second (ProbNN
variables) are the pseudo-probability from 0 to 1 for each hypothesis returned by a Neural
Network. ProbNN takes into account correlations between the subdetector likelihoods. It
also adds information from the tracking system, to help reject ghost particles and particles

that result from decays in flight.

The variables used and requirements placed on them is dependant on the analysis.
ProbNN variables are used for the signal in B?s) — T~ analysis, since it was found they
provide a high signal efficiency and stronger background rejection compared to DLL [69].
The background rejection rate for each variable is shown in Fig 4.8, as a function of signal

efficiency for selected muons from simulated samples and data sidebands.

54



CHAPTER 4. EVENT RECONSTRUCTION AND PARTICLE IDENTIFICATION

— DLL
— ProbNN

Background rejection
© e o =& & o

IIIIIIIII|IIIIIIIIIIIIII|IIII|IIII

IIII|IIIIIIIII|IIIIIIIllllllI|IIIIIIIII|IIII|IIII

I 1 1 I L 1 1

1 P 1
0 02 04 06 08 1
Byt p- efficiency

Figure 4.8: The efficiency to select muons versus rejecting combinatorial background, using
the DLL variable (red) and ProbNN variable (black) for muons from BY — u*u~ MC

samples and sideband data.

The exact PID requirements for the B?S) — ptp~ analysis will be discussed in more

detail in Sect. 6.8.1.

55



Chapter 5
Bg — ut vy feasibility studies

5.1 Introduction

The BY — ptu~v decay offers sensitivity to a wider set of effective operators than its
non-radiative counterpart B? — putpu~, as discussed earlier in Chap. 2. That said, the
direct measurement of B — p* =+ in hadron collider experiments is much more difficult

than that of B — uTu~ for several reasons:

1. The detection and reconstruction efficiencies of photons are typically much smaller

than that of charged tracks, such as muons.

2. The energy of the final state muons is being shared with an additional photon, mean-
ing they have lower momentum and resulting in lower trigger and reconstruction

efficiencies.

3. Including a photon in the reconstruction of the invariant mass results in a lower

resolution, collecting more background candidates under the signal peak.

In order to overcome some of these difficulties, it was suggested in Ref. [25] that the
BY — utpu~y decay could be searched for in the same event sample selected for the
B — T~ measurement. The method involves searching for the BY — u*p~vy decay as
a contamination to the BY — u*p~ signal peak, by not reconstructing the photon in the
final state. The BY — u* ™~ measurement would be extracted as an additional observable,
without any specific optimisation to the selection. However, a search for B? — putu=vy
using this method will only possible if enough of the B — pF 1~ signal is retained during
the BY — p* = selection process.

This chapter outlines the feasibility studies conducted on Monte Carlo using the tools
and dataset from the previous LHCb B?s) — ptp” measurement [3], to see if the BY —
pt =y signal efficiency is close enough to that of BY — u*pu~. The signal efficiencies are
compared at each stage of the selection process, and the number of events we would expect

to see in our dataset is computed.
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In the B?S) — ptp~ analysis, the branching fraction is extracted from fits to the data

as a function of the invariant mass of the two final state muons, m +,-. This dimuon

wtp
invariant mass distribution will peak at the BY meson mass and B° meson mass for the
BY — ptp~ and BY — ptu~ decays respectively. The invariant mass window used in
the search for these decays is limited to 4.9 GeV/c? < Myt~ < 6.0 GeV/ c?. All of the
BY — ptp~ and BY — putpu~ signal events are expected to lie comfortably within that
region, so cutting out events outside of this region will only reduce background yields.
The possibility of enlarging this mass window for the B? — 71~ analysis is investi-
gated. Although all of the signal events for B?S) — ptp~ should be contained within the
4.9 GeV/e* <my+,

final state muons are now sharing their energy with a photon, which is not reconstructed,

~ < 6.0 GeV/c? region, this is not the case for B — T pu~. Since the

the dimuon invariant mass will appear to be lower for the radiative decay. The signal will

therefore increase as m,,+,~ decreases from the BY peak. For this reason, the possibility of

ptup
moving the lower boundary of m+,- down to 4.5 GeV/ c? will also be investigated here, to
see how much the signal yields would increase if the analysis was adapted in this way. The
shapes of the B?S) — T~ backgrounds will be explored using MC down to this lower

m,,+,~ boundary.

utp

Figure 5.1 from Ref. [25] shows a sketch of the predicted BY — u* =~ signal overlayed
onto the final B?s) — ptp~ fit from the previous LHCb analysis round. Also shown are
two NP scenarios which could enhance or suppress the B — u* ;= signal. From the data
it can already be seen that a large enhancement of the SM branching fraction (for example
10xSM), of B? — T~ is not likely. On the other hand, a suppressed signal is possible

and would be an indication of NP.

5.2 Monte Carlo Samples

This study uses Monte Carlo (MC) simulation corresponding to 2011 - 2012 (Run 1), and
2015 - 2016 (Run 2) data collected by LHCb. Creating the MC distributions for this study

requires several stages:
Generation — Acceptance — Tracking — Reconstruction — Selection — Trigger

The first stages, generation and acceptance, involve generating events in as much detail
as they are created in nature; all of the possible combinations of particles resulting from
a pp collision are generated in MC. At LHCb, this event simulation is performed by a
software package called GAUSS [73], which simulates pp collisions and the resultant particle
production, as well as the decays of these particles. GAUSS relies on PYTHIA [74] to simulate
processes within the pp collisions and the hadronisation that follows. B meson decays are
simulated by a dedicated package called EVTGEN [75], which excludes particles outside of

the LHCb acceptance range, meaning that the polar angle between the two muons in the
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Figure 5.1: The B? — p* = signal estimate (dark red) overlayed onto LHCb’s dimuon

invariant mass distribution from the previous measurement of B?S) — ptp~ [3]. Also

shown are two NP scenarios for B — it p~v: one where the signal is enhanced to a level
of 10xSM (light red), and one where the Wilson coefficient Cy is less than the SM value
such that 6Cy = —12% CM (dark green). The filled curves are not stacked on top of one
another. Figure taken from Ref. [25].
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final state is required to be between 10 and 40 mrad.

The role of MC is to provide simulations that mimic what really happens to particles
after the collision. This means incorporating experimental conditions and performance for
the particular detector. For this reason, once the particles are simulated, the GEANT4 [76,
77] software is used to pass these particles through the simulated detector materials and
magnetic field, to give a more accurate representation of what would happen within the
LHCD detector. Only the events that are within the detector acceptance range (defined
earlier in Sect. 3.2) are kept.

The next stage, tracking and reconstruction, involves tracing back the created tracks
in order to reconstruct a certain event. A particular selection criteria is then added, which
could involve cuts on variables such as particle mass, momentum, or flight distance, for
example. Finally, the trigger selection is added, which simulates the LO and HLT triggers
within the detector to ensure that the simulated events correspond to those that will

actually be stored in real data events.

5.3 Signal Selection

In order for it to be feasible to add B? — utpu~+y as an additional observable to the
B?S) — pTp analysis, first the effect of the full selection on this new signal must be
evaluated. The signal selection is taken from Ref. [3], and is optimised for selection of
B?s) — ptp~ signal. As previously discussed, no changes have been made to optimise for
the radiative decay search.

In this analysis, signal events are selected using a series of selection cuts, made on
variables that are likely to distinguish the signal events from the background ones. One of
these variables is the output of a boosted decision tree (the BDTS) which will be discussed
in more detail in Sect. 5.3.3. The basic principals of a boosted decision tree will described

in the next section.

5.3.1 Boosted Decision Trees

Several multivariate analysis tools (MVAs) are used in the B?S) — uTp~ analysis. These

are machine learning techniques used to classify events based on the values of certain
discriminating variables. The analysis uses boosted decision trees (or BDTs), which take
into account that not all of the characteristics of ‘signal’ are shown by every signal event.
Instead events are given a likelihood of being signal, not by simply ruling out those that
fail one particular criterion (like a cut based selection does).

Decision trees start with a root node, then a series of ‘yes/no’ decisions are made for
each event based on certain discriminating variables. Each of the criteria for the decision
are based on the variable that gives the best signal/background discrimination at that

point. This means that each of the input variables for any decision tree may be used a
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Figure 5.2: Schematic view of a decision tree from Ref. [78]. The tree begins with the root
node at the top, followed by a series of binary decisions until events are classified as signal
(S) or background (B) in the leaf nodes at the bottom.

number of times or not at all. At the end of the tree are the leaf nodes, which are classified
as signal or background depending on how many of each event end up there. These decision
trees are trained on known data, i.e. a signal sample and a selection of known backgrounds.
This is typically done with MC simulated samples. That way, when the trees are used for
unknown data samples we get a prediction of how signal-like they are. A schematic view

of a decision tree is found in Fig. 5.2.

The boosting of a decision tree involves extending this concept from one tree into
several, known as a forest. The candidates that have been mis-classified in a single tree
are given a higher weighting for the training of the next tree. This collection of trees
is finally grouped back together in a single classifier using the weighted average of the
individual trees. Boosting generally provides better signal /background discrimination than
using a single tree, and stabilises the response with respect to fluctuations in the training

sample [78].

The first BDT used in this analysis is called ‘BDTS’, and is used as part of the selection
process to reduce the sample size by rejecting background events, whilst keeping most of
the signal. The BDTS and the variables entering it will be discussed in Sect. 5.3.3. The
second BDT, simply called the ‘BDT’, is used at the final analysis stage to classify the

candidates according on how likely they are to be signal or background events.
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5.3.2 Selection Cuts

In this analysis several cuts are implemented in order to select the signal candidates.
Specific cuts are used in the selection process to achieve certain goals. A summary of all
of the selection cuts is given in Table 5.1.

Firstly, events are selected only when the two daughter tracks (the muons) have a small
distance of closest approach (DOCA) and form a good vertex with one another. The tracks
are also required to have a small x? per degree of freedom (x?/ndf), which means that the
tracks are a good representation of the hits in the detector. These cuts collectively ensure

that the muon candidates have high reconstruction quality.

Table 5.1: The selection criteria for B?S) — ptu~ signal, where t is proper time, X%P is
the significance of the Impact Parameter for each muon track (top) and for the secondary
vertex fit (bottom). Definitions and explanations of other variables can be found in the
text.

Cut Applied Value
on
1ISMUON uE TRUE
track x?2/ndf <3
ghost prob <0.3
DOCA < 0.3mm
Xip > 25
pr > 0.25 < 40MeV/c
D < 500 GeV/e
PID, > 0.8
Vix x? B?S) <9
VDS > 15
AM [ M (pp) —mpy | <
60 MeV /c?
Xip <25
t <9-7(BY%)
pT > 0.5GeV/c
BDTS > 0.05

The next group of cuts are designed to reject any non-physical candidates. Firstly,
any candidates with momentum (p) or transverse momentum (pr) outside of the LHCb
acceptance range are rejected. Then a third MVA tool is used to reject ‘ghost’ tracks,
that is, those that are not physical particle paths, but are instead artefacts created during
event reconstruction. The ghost probability multi-variate operator combines 22 different
parameters to compute a likelihood of a track being a ghost, including the number of
subdetector hits, comparisons between measured and observed numbers of subdetector
hits, and values of several other kinematic variables. From the output of this operator, any
tracks that are likely to be ghosts can be rejected. Finally, any B?s) candidates with too
long proper time (t) are also rejected.

A requirement on the transverse momentum of the B meson candidate rejects those
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that may have originated from elastic pp collisions, while cuts on the impact parameter sig-
nificance (I Px?) of the B meson and muons, and distance significance of the reconstructed
B decay vertex (VDS) significantly reduce background muons produced from inelastic pp
collisions. A requirement on the dimuon invariant mass means that only candidates with
mass close to that of the B?s) meson are kept.

The muon identification procedure (muonlD) is a key ingredient of the analysis. It
consists of two steps: the requirement for the muon candidate to satisfy the 1ISMUON
algorithm, and a more restrictive ProbNN PID selection that returns a total likelihood
for a candidate to be a certain particle. The two procedures were described earlier in
Sect. 4.3.1.

The PID cuts are designed to maximize the muon efficiency and reject any pions,
kaons or protons that may have been misidentified. The muon selection criteria have been
optimized in Ref. [79] by ensuring a strong rejection of backgrounds while preserving a
high signal efficiency. The best performances for the branching fraction analysis have been

obtained with the requirement:

PID,, = ProbNN, x (1 — ProbNN,) x (1 — ProbNN) > 0.8, (5.3.1)

where the ProbNN,, ,, ;¢ variables are outputs of the Neural Network, indicating how
likely particles are to be muons, protons and kaons respectively [80]. Since pions and
muons are very close in mass, and the Cherenkov rings produced in the RICH detectors
are very close to one another, meaning that at most momenta the discrimination between
pions and muons must be done using information from the other subdetectors, which is

included in the neural network.

5.3.3 The BDTS Discriminant

The main purpose of the BDTS is to reject background that comes from combinatorial
events, where two muons arise from different B decays. The cuts applied during the
selection process partially reduce the number of combinatorial events, by ensuring that the
two tracks originate from the same location (see next section). However, if two random
muons line up in such a way as to appear to have come from the same displaced vertex,
they can look like signal events. Figure 5.3 shows a sketch of two muons from different
decays forming a combinatorial background event.

Further rejection of these events is therefore required and is performed using the BDTS.
This variable is from an MVA tool which outputs a value for each candidate between 0
and 1, depending on how ‘signal-like’ or ‘background like’ the event appears to be. This
number is used to separate signal and background.

The BDTS is built and optimized in The Toolkit for Multivariate Analysis (TMVA) [78].
Using TMVA, the BDT operators were chosen as they provided the best background re-

jection and signal efficiency, allowing for exclusion of candidates with low signal likelihood.
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Figure 5.3: Sketch example of two muons from decays of other B mesons (X, and X))
forming combinatorial background. Image from Ref. [68].

The six variables used by the BDTS are:

e The B candidate impact parameter to closest PV (B(OS)IP),

e The B candidate impact parameter significance (B?S) o),
e The dimuon (secondary) vertex significance (Vtx x?),
e The minimum distance between the two daughter tracks (DOCA),

e The angle between the direction of the momentum of the B candidate and the direc-

tion defined by the secondary and the primary vertices (DIRA),

e The minimum impact parameter of each muon with respect to any primary vertex
(1 min IP).

The BDTS is trained on bb — puuX (representing combinatorial background) and B? —
ptu~ (representing signal) simulated events with the standard selection applied. The
trained BDTS is applied to all signal candidates. The BDTS itself and the BDTS cut have
not been optimized since Ref. [81], where a cut of BDTS > 0.05 was found to be optimal
for signal retention and background rejection. Figure 5.4 shows the BDTS distributions

for signal and background events, from Ref. [82].

5.4 Signal Efficiencies

There are several stages that impact the total signal efficiency in the B?s) — ptp~ analysis.

The total detection efficiency is split according to Eq. 5.4.1.

63



CHAPTER 5. B% — put =+ FEASIBILITY STUDIES

= 3000 —
S r 8 'F
g I s F
< 2500 8 T —— Data sidebands
S E107—
“ F 8 E-
2000 WMWWW J - —— MC background
F 102 -
F E e,
1500 B o S
B e s 2
1000} E ’FF15+
E 10% *‘H:
500 E T‘fT T
G:‘ | | [ T T P 10'55‘..|.,..1.H.\....J...m(..‘l....l....\....l....{-
01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
BDTS BDTS

Figure 5.4: Left: BDTS distribution for BY — p*u~ Monte Carlo events; right: BDTS
distribution for BY — u*pu~ sideband events (black markers) and bb — ppX simulated
events (red markers).

€Tot = €Acc X €Rec X €Sel X €Trig, (5.4.1)

where €4cc, €Rec, €5e1 and eryiy are the efficiencies for the geometric detector acceptance,
reconstruction, selection, and trigger respectively.

The detector acceptance efficiency is defined as the fraction of the decays that have all of
their decay products within the geometrical detector acceptance. Not all of the candidates
in the acceptance will be reconstructed, as they are affected by the magnetic field and
interactions with the detector materials. The reconstruction efficiency is then the fraction
of decay candidates in the detector acceptance that are successfully reconstructed. The
selection efficiency is the fraction of reconstructed decay candidates that pass the selection
described in Sect. 5.3. Finally, the trigger efficiency shows how many of these simulated
events would actually pass the initial trigger criteria within the detector if they were real
data. Each of these efficiencies need to be computed in order to compare the total signal

efficiencies of BY — pu*p~ and BY — utpu—.

5.4.1 Acceptance and Reconstruction

The acceptance efficiencies for the two signal channels are first compared using simulated
samples of 2016 data. As this efficiency includes the detector acceptance, it will naturally
be less than ~ 50% due to the forward design of the LHCb detector. The decay products
are actually required to be within an acceptance defined by the polar angle [10, 400] mrad,
which is slightly larger than the physical LHCb detector acceptance to allow for the recovery
of particles by the magnetic field. The acceptance efficiencies for each signal channel are
given in Table 5.2.

In principle these should be very similar for the two channels. However, during the
creation of the MC, the geometric acceptance cut of the detector that is usually applied

at that level was not included for the B? — p*p~v sample. This just means that this
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efficiency will be taken into account in the reconstruction stage (as a candidate outside
of the acceptance can not be reconstructed). The reconstruction efficiency is the fraction
of decay candidates in the detector acceptance that are successfully reconstructed. The
reconstruction efficiency for B? — u*pu~v is much lower than that of B — utu~ as
the geometric cut is taken into account at this stage rather than at the generation stage,
however the products of the two efficiencies show that the combined €pe. .. efficiency is
similar for each of the decay modes, as expected. Table 5.2 shows the acceptance and
reconstruction efficiencies for BY — p*u~ and BY — utu~+, as well as the product of the
two efficiencies. As shown, the total €gecjace is 12.11% for BY — ptp~ and 12.91% for
BY = putpy.

Table 5.2: The acceptance and reconstruction efficiencies for B — putu~ and BY —
+ —
2 ek

Channel €Ace €Rec €Rec|Acc
BY — utu~ [19.33% 62.64% 12.11%
BY — utpu=y | 47.38% 27.24% 12.91%

5.4.2 Selection

It is important to calculate exactly how much of the BY — u*u~~ signal will pass the
BY — T~ event selection. So far, the product of the reconstruction and acceptance
efficiencies are similar, but there are likely to be some differences between the efficiencies
of the two channels at the selection stage, due to the additional photon. Figure 5.5 shows
a sketch of a BY — p*u~7 decay, and how the addition of a photon in the final state
might shift the dimuon extrapolation back to the PV. This in turn will affect the X%P of
the B candidate and also the output of the BDTS, which uses the x% as a discriminating

variable.

Pre- and post-selection variable comparisons

An estimate of which variables involved in the selection process cause the largest drop in
signal efficiency for BY — u* = can be seen using plots of the candidates before and after
the selection cuts. These comparisons were performed using MC, and mostly showed good
agreement between BY — u™u~ and BY — p . However, there were some significant
differences with certain variables. The variables showing a good agreement between the
two signals have been included in Appendix A for reference.

Figure 5.6 shows the pre- and post-selection dimuon invariant mass distributions for
the two signals. As expected, the B — uT =~ appears as a ‘shoulder’ on the left hand
side of the BY — T u~ signal peak in both plots. It is important to note here that at this

stage, no mass cut is explicitly applied at the selection stage. However there is a mass cut
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Figure 5.5: Sketch of how the dimuon extrapolation back the PV might be shifted due to
the unreconstructed photon

in the generation of the MC at 4.5 GeV/c?, which is why the B — utpu~~ signal drops
away at this point.

There is not a significant difference in the shapes following the application of the se-
lection cuts. The X%P distributions on the other hand shown in Fig. 5.7 show that the
selection cuts remove much more B? — 17~ signal than BY — y+pu~. The distribution
for BY — ptu~y does not fall as quickly as the B? — p*pu~ signal, meaning that the
cut at IPy? > 25 causes a greater loss of signal for B — y*pu~v. In addition to this,
the BDTS distributions for the two signals are quite different. The BDTS is designed to
give a flat distribution between 0 and 1 for signal. However, the BDTS was not designed
to include BY — pu*u~ as a signal, so the distribution for this is more ‘background like’
with a peak at 0 (see Fig. 5.8). Like the x% cut, the BDTS cut will therefore decrease
the signal efficiency of BY — p* =+ more that B? — ptu~. The exact amount of signal

efficiency loss will be discussed in the next section.

Cutflow Table for Signal Selection

Having compared the shapes of the B — u*p~ and BY — utp~+ variables from simulated
samples at both pre- and post-selection stages, it is important to calculate exactly how
much of the signal is passing the event selection. In order to do this, each of the specific cuts
used in the BY — T u~ selection are investigated to ensure that the BY — u* =+ signal
efficiency remains high enough to enable an analysis using this selection. Table 5.3 lists all
of the cuts applied in the selection process for BY — u*pu~. Again, the table excludes the
specific mass cut for both signal as two mass cut options will be investigated. The require-

ment at generation of the BY — p*u~ and B? — p =y MC that m .+, > 4.5 GeV/c? is

ptp
implicitly included.
The table shows that the overall cumulative efficiency of the selection cuts for BY —

put =y is 29.61%, and for B — putp~ it is 44.92%, determined using MC. Inspection of the
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Figure 5.6: Invariant mass of the two muons, m,+,~ for BY — ppu~ (blue) and BY —
ptu~y (pink), normalised for shape comparison (y-axis arb. units). The plot on the
left shows the comparison before selection, and the right shows the comparison after the
selection from Table 5.1.
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Figure 5.7: Impact parameter significance, IP x?, of the B candidate, for BY — utu~
(blue) and BY — u*p~~ (pink), normalised for shape comparison (y-axis arb. units). The
plot on the left shows the comparison before selection, and the right shows the comparison
after the selection from Table 5.1.
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Figure 5.8: The BDTS output for B — pu*u~ (blue) and BY — uTp~ (pink), normalised
for shape comparison (y-axis arb. units). The plot on the left shows the comparison before
selection, and the right shows the comparison after the selection cuts. The BDTS > 0.05
cut itself is not applied, so that the signal lost from this cut can be seen in the shaded gray
region.

Table 5.3: Cutflow table, showing the cumulative efficiencies for each signal decay mode
following individual selection cuts (using MC). No explicit invariant mass cut is applied at
this stage. The two lines in bold show the variables with the biggest difference in efficiency
between the two signals.

By = ptuy BY — ptpu”
Cumulative Cumulative

Variable Eff (%) | Eff (%) Eff (%) | Eff (%)
pw* 1IsSMuoON =1 84.0194 | 84.0194 84.1533 | 84.1533
pt Track x2/ndf <3 | 99.6584 | 83.7441 99.6036 | 83.8345
pt ghost prob <0.3 | 99.5834 | 83.4441 99.6107 | 83.5656
BY DOCA <0.3 99.8011 | 83.3037 99.7903 | 83.4273
pE X >25 63.6491 | 54.327 62.881 53.6526
BY Vtx x? <9 98.232 | 53.4546 98.1088 | 52.7305
BY x3p <25 85.4531 | 41.7508 97.6886 | 51.4316
BY VDS >15 68.9392 | 37.9626 68.2196 | 47.7566
BY DIRA >0 98.3907 | 37.9457 98.2924 | 47.747
BY 7 <13.248 x1073 | 99.9419 | 37.9423 99.9337 | 47.7331
pEpr <40 MeV/c 99.9831 | 37.9370 99.9711 | 47.7178
pEpr >0.25MeV/e | 99.9206 | 37.9273 99.9232 | 47.7073
pwEp <500 GeV/e 99.729 | 37.8881 99.5653 | 47.6285
Bpr >500 98.7995 | 37.4633 98.9819 | 47.1921
B? BDTS >0.05 71.1036 | 29.9624 84.7498 | 45.4001
p* PID, >0.8 82.3341 | 29.6092 82.8538 | 44.9215
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cutflow table indicates that the dramatic decreases in signal efficiency for B — utpu=~
compared to BY — ptpu~ are due to the cuts relating the variables discussed at the
beginning of this section, being BY X12pa and BDTS, which are shown in bold on the
table. The signal efficiency for the BY x% and BDTS cuts are ~ 13% and ~ 16% less for
BY — ut =y respectively. As these signal decays are rare anyway, signal loss like this is
not ideal, but was foreseen. Overall the selection efficiency for BY — u* = is only ~ 35%
lower than for B? — p*p~, which is good considering the selection was only optimised for
the non-radiative decay.

That said, given the difference in the shapes of the invariant mass distributions for these

two signals, it is clear that applying a cut on m will have a significant impact on the

wtp~
BY — utp~y signal efficiency. As mentioned in the introduction to this chapter, two invari-
ant mass cut options will be investigated; m+,- > 4.5 GeV/c? and my+ - > 4.9 GeV/ 2.
Leaving the mass cut at m,+,- > 4.9 GeV/ ¢? would be much more straight forward for
simply including BY — p*u~v as an additional observable in the B?S) — utp~ analysis,
since this is the cut already in place. This means that the background contributions have
already been estimated for this mass region. Extending the lower mass boundary down to
4.5 GeV/c? would include much more BY — it~ signal, but also much more background.

Since the B? — p =y MC being used in this study is generated for candidates with
ptp- > 4.9GeV/c?
at the selection stage would dramatically decrease the efficiency, since all of the events in
the region 4.5 GeV/c? < my+,~ < 4.9GeV/c? will be rejected. To ensure a like for like
efficiency comparison between the two mass window options, the higher mass cut needs to

be included in the generation stage (so that events in the 4.5 GeV/c? < m+,~ < 4.9 GeV/c?

a dimuon invariant mass greater than 4.5 GeV/c?, adding a cut of m

range are not considered from the offset) rather than being added as a selection cut.

The total selection efficiencies have been calculated including each of the m,+,- cuts

utp
at generation stage, and will be discussed in Sect. 5.4.5. These selection efficiencies will

then be used in the normalisation and computation of the event sensitivity (see Sect. 5.5).

5.4.3 'Trigger

No specific trigger requirements are imposed on the B?s) — ptpu~ data in order to maximise

the available statistics. This means that events passing any of the trigger lines are used for
analysis. For this study full trigger calibration was not completed, therefore to obtain a
trigger efficiency for data for Bg — T~y the ratio of €Trig,Data / €Trig,MC from Bg — utuT
is used. This gives a more accurate representation of the trigger efficiency than simply
taking the number from simulation. This means that the trigger efficiency obtained in
real data! for BY — p*p~ is compared to the trigger efficiency obtained in MC, providing

a conversion factor between the two and allowing an estimate to be made of the trigger

'The trigger efficiency for BY — u*p~ data is calculated using the TISTOS method [83], which will be
explained in detail in Sect. 6.11
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efficiency for real data for the radiative decay mode:

BY—pp

GBgﬁu,wy . 6TrigData BY—ppy (5 4 2)
TrigData — BO—pu TrigMC cE
€TrighIC

This data correction for the trigger efficiencies is done using values from data/MC, and

is computed for both of the mass regions of interest; m,+,- > 4.5 GeV/ ¢? and Myt = >
4.9 GeV/c?.
0.974
My > 49GV/E : i = Sy X 0-960 = 96.2% (5.4.3)
0.974
My > A5GV : i = Sy X 0-957 = 95.9% (5.4.4)

These calculations show that the trigger efficiency stays high for both of the mass
options, with a ratio B? — utu=v to BY — utu~ of ~ 99% (on top of the full selection).

5.4.4 Total Signal Efficiencies without Invariant Mass Cuts

Table 5.4 provides a summary of the efficiencies at each selection stage for both decay
modes. The total efficiency is obtained by finding the product of all of these. From the
table the total ratio of efficiencies for BY — utpu=yto B — utpu~ (using MC) is calculated

at around 70%. This is without any explicit dimuon invariant mass cut.

Table 5.4: Table of total efficiencies for each signal channel

Decay Mode €Gen €Rec €Sel €Trig €Tot
BY — utpu—y 47.38% 27.24% 29.39% 96.20% 3.65%
BY — ptu~  19.33% 62.64% 44.92% 97.40% 5.30%

5.4.5 Exploring the two Invariant Mass windows

As mentioned earlier, to investigate the different mass window options for B — utu=+,
any invariant mass region cuts should be made in the generation stage. Because these
efficiency calculations are made using simulation rather than real data, if events are sim-
ulated down to 4.5 GeV/c? and a higher mass cut of 4.9 GeV/c? is imposed, the selection
efficiency would be extremely low and would not represent the efficiency in real data. For
this reason the efficiencies entering the normalisation are taken from efficiencies calculated
with any mass cuts required at the generation stage. Figure 5.9 shows a histogram of
events as a function of dimuon invariant mass for each of the stages of selection for the
utu- > 4.5GeV/c?. Figure 5.10 shows the same plot but
with m+,- > 4.9 GeV/c2. Both of the plots are created with MC.

From visual inspection of both sets of histograms it is clear that the gradient of the

mass window extended down to m

yellow line (Generated events) is greater than the gradient of the red line (Reconstructed
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Figure 5.9: Number of events passing each of the signal selection stages for BY — utpu=,

with a cut of m,,+,- > 4.5 GeV/c? applied at generation. Plot created using MC.
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Figure 5.10: Number of events passing each of the signal selection stages for BY — utpu=,

with a cut of m+,- > 4.9 GeV/c? applied at generation. Plot created using MC.
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events). This means that as the mass window is lowered, the reconstruction efficiency
is reduced. The gradient difference between the red and blue lines (reconstructed and
selected respectively) follows the same pattern, so the selection efficiency also decreases
as the invariant mass window extended to the lower boundary. This decrease in efficiency
and the effect on the number of detectable particles expected will be investigated in the
next section.

The total signal efficiency, ety for each mass window scenario is found by dividing
the Selected histogram (blue) by the Generated (yellow), then multiplying by the data
corrected trigger efficiencies found in Eqs. 5.4.3 and 5.4.4. The calculations are performed
for BY — utp~v MC for each year studied in the previous analysis round, for both mass

window options. The results are presented in Table 5.5.

Table 5.5: Table of total signal efficiencies for BY — u* =+ by MC year, for both mass
window options. Efficiency differences between years is due different collision energies,
as well as the use of different simulation software versions (which are continually being
updates and improved) used to create the MC.

Lower m,+,~- Cut | MC Year | Total Signal Efficiency
4.5 GeV/c? 2011 3.112%

2012 2.986%

2015 3.294%

2016 3.652%
4.9 GeV/c? 2011 4.463%

2012 4.314%

2015 4.753%

2016 5.213%

5.5 Normalisation and Single event sensitivity

From the efficiency calculations discussed in the previous section, the number of events that
we should expect to see in our LHCb data can be computed. This number of expected
events, Npo_,,+,-~, can be described using the following relationship:

Npo_ytu— = R X fs X B(B? — pt ) x EBO syt =y (5.5.1)

where R is the reaction rate, f5 is the probability of a b quark forming a BY hadron, B is
the branching ratio of the decay and €pgo_,,+,-~ is the total efficiency of the decay. The

reaction rate, R is defined as:

R=IL" %0, ;%2 (5.5.2)

where LMHCP s the total integrated luminosity collected by LHCb and Oppsbp 1S the bb
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production cross section. The factor of two is due to the fact that either of the b quarks
can form the B meson.

The issue with calculating the number of expected events using Eqs. 5.5.1 and 5.5.2 is
that there are high uncertainties involved in cross section measurement. This limits the
precision of the number of events expected. Since the decays in this analysis are extremely
rare, it is important to measure the rates with high precision, meaning that another method
must be used. The precision problem can be alleviated by instead considering another B
meson decay channel, and normalising the signal branching fraction with respect to this
channel. Using a ratio of signal to normalisation channels means that many factors cancel
out, and we can compute the rates with higher precision.

The normalisation channels used in the B?S) — pTp~ analysis are BT — J/¢Y KT and

B® — K*+7~. These channels are chosen as they have similar final states to B(Os) — utu,
with common trigger, reconstruction, and selection procedures. They are also selected due
to their relative abundance and well measured branching fractions. B™ — J/% K™ decays
(where J/v¢ — up~) are often triggered by the same muon trigger lines as the signal,
resulting in a very similar trigger efficiency, whilst B — K7~ has two particles in the
final state and will have reconstruction and selection efficiencies very similar to the signal
decays. Since both channels offer their individual advantages, a weighted average of the
two normalisation channels is used.

Using the efficiencies calculated in Sect. 5.3, the number of expected events can be
calculated using the following relationship to a normalisation channel, using the ‘single

event sensitivity’ factor, as:

B € f
B BO _) + —_ — norm % norm % norm XN ., 5‘5.3
(Bs — up ) Noorm ™ eu 7. BO— ity (5.5.3)
Os

where Bjorm is the branching fraction, Nyorm is the number of expected events, €norm
is the efficiency and form is the hadronisation factor of the normalisation channel. The
‘single event sensitivity’, a,, incorporates these factors and relates the branching fraction,
B(B? — u* =) to the number of expected events, Npo_putp—-
The branching ratios for the normalisation channels, B, taken from the particle

data group [16], are:

B(B" — J/YKT) = (1.010 4+ 0.028) x 1073,
B(J/ — ptp™) = (5.961 +0.033) x 1072 (5.5.4)
B(B* — J/¢(— utu”)KT) = (6.021 £ 0.170) x 107°,

and
B(B® - K*77) = (1.96 4+ 0.05) x 1075, (5.5.5)

The normalisation channel yields, Nyumm, are measured on the data sample that is
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collected in the same period as the signal sample (or signal MC relating to that period). For
this feasibility study, the yields from Ref. [3] are used, the values of which are summarised
in Table 5.6 for reference. It is assumed that f, = f4, and the value of fs/fq was taken to
be the most up to date measurement at the time of the study?, being 0.259 & 0.015 [85].

Table 5.6: Normalisation Channel yields used for B — pu*pu~v study, from Ref. [3].

Normalisation Channel | Year | Aprox. Yield
Bt = J/YyK* 2011 | 347000
2012 | 774000
2015 | 167000
2016 | 684000

BY - Ktn— 2011 | 7000
2012 | 18000
2015 | 9000
2016 | 28000

The theoretical branching fractions for BY — p*pu~v for the two regions of interest,

calculated from Ref. [24] are given below.

B(BY — ut )| =1.91 x 10710,

muu>4A9 GeV/c2

and

B(BY — ut )| =3.70 x 10710,

My >4.5 GeV/c2

Using this information, as can be calculated for each of the mass options. For the mass

window used in B? — pp~ analysis, of m,+,~ > 4.9 GeV/c?, the single event sensitivities

ptp
for each year of MC simulation are given in Table 5.7, with the corresponding integrated
luminosity.

Taking into account all of the data used in the previous B?S) — ptp~ analysis (up to

the last quarter of 2016), the combined total event sensitivity for m ,+,- > 4.9 GeV/c? is:

ptp

ol |my+ - > 4.9GeV/c? = (6.79 £ 0.43) x 107 (5.5.6)

2The value of fs/fs has since been updated by the LHCb collaboration in Ref. [84], with a value of
0.2539 £ 0.0079 (for Run 2).

Table 5.7: The single event sensitivity, «as, for each of the data taking years, with the
corresponding integrated luminosity, for m,,+,- > 4.9 GeV/ .

Data Taking Year | Single event sensitivity (o) | Luminosity (fb~!)
2011 (4.35+0.31) x 10°10 1

2012 (1.99 £ 0.14) x 10710 1.9

2015 (6.85 +0.54) x 10710 0.3

2016 (1.70 £ 0.12) x 10710 1.1
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Table 5.8: The single event sensitivity, «as, for each of the data taking years, with the

corresponding integrated luminosity, for m,,+,- > 4.5 GeV/ .
Data Taking Year | Single event sensitivity (o) | Luminosity (fb~!)
2011 (6.25 4 0.45) x 10~10 1
2012 (2.86 + 0.20) x 10710 1.9
2015 (9.85 4+ 0.77) x 10710 0.3
2016 (2.4540.17) x 10710 1.1

Enlarging the mass region by extending the low mass boundary down to m,+,- >

wtp
4.5 GeV/c? provides the single event sensitivities per year found in Table 5.8, and a com-

bined total sensitivity of:

ol |my+ - > 4.5GeV/c? = (9.75 £ 0.63) x 1071 (5.5.7)

Comparing the two values of ag, it is evident that the single event sensitivity is larger
for the lower mass window as expected. Using the ay values and the branching fraction
predictions, the number of expected events can be calculated using Eq. 5.5.3:
= 2.83, (5.5.8)

Np -
Q—ptp Nm o > 4.9GeV/c2
nrp

and,
NBg_,/ﬁﬂw‘m = 3.83. (5.5.9)

2
utu— > 4.5GeV/e

This translates to ~1 SM event per fb~! for m+,- > 4.9 GeV/c?, and ~ 1.35 SM events
ptp— > 4.5 GeV/c? at /s =13 TeV. This means that extending the mass
window down to 4.5 GeV/c? provides around 35% more expected events than keeping it at

4.9 GeV/c2.

per fb~! for m

5.6 Backgrounds

In the last section it was shown that extending the mass window down to 4.5 GeV/c? gives
us sensitivity to ~35% more B? — 't~y signal events than leaving the boundary at the
existing BY — p*p~ lower limit of 4.9 GeV/c?. However, lowering the mass window would
only be beneficial if the backgrounds don’t increase considerably in the region 4.5 GeV/c?
< Myt~ < 4.9GeV/ ¢?, since the increase in signal sensitivity is not overwhelming. A
quick look at the MC distributions for some of the B — ¥ u~ backgrounds shows that
they grow almost exponentially going down in mass (Figs. 5.11, 5.12).

Enlarging the mass window would only be viable with careful study of these back-
grounds, and any additional backgrounds that might enter in the lower mass region that
are not taken into account in the B?s) — ptp~ analysis. As well as this, all of the MC

samples would need to be recreated with a lower mass boundary in order to obtain reliable
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Figure 5.11: The post-selection MC distributions for BY — u*u~v and three backgrounds
from the B?s) — whp~ analysis; Bf — J/yuty,, B — 7~ pty, and B? — K~ utu,.
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Figure 5.12: The post-selection MC distributions for B — =+ and two backgrounds
from the B?s) — ptp~ analysis; BY — mutp~ and BY — ntputu.
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efficiencies for these backgrounds and avoid any boundary effects? at the 4.5 GeV/c? point.

5.7 Conclusions

In conclusion, the partially reconstructed B? — %~ analysis has been studied with
Monte Carlo signal samples with 2011, 2012, 2015 and 2016 data taking conditions.
The total signal efficiency has been found to be only 30% worse with respect to BY —
T~ when no explicit mass cut is taken into account, besides the one in generation of
my+,~ > 4.5GeV/ c?. The variables exhibiting the largest discrepancies in their distribu-
tions are the invariant mass, X%P and the BDTS output, as expected.

The total signal efficiencies were computed for two lower mass boundary options:
utu- > 4.5GeV/c? and my+,- > 4.9GeV/c?. Using these efficiencies and the theo-
retical branching fractions, the number of expected SM events per fb~! at /s =13 TeV

m

was calculated to be 1.35 and 1 for the lower and higher cut options respectively. Taking
into account the lower centre-of-mass energies for Run 1, 1 event per fb~! at /s =13 TeV
translates to 2.8 signal events over the full dataset used for this study. Since the increase
in signal sensitivity does not dramatically increase with an extended mass window, and the
backgrounds grow significantly in that region, it was decided that B — %~ should be
added to the existing framework for the next B?s) — ptp~ analysis, without alteration to
the mass window. That said, this would still be an interesting analysis to be performed in
future. Following the success of the feasibility studies, BY — p* =+ has been included as
an additional observable to the analysis using the full Run 1 + Run 2 datasets, which will
be described in the next chapter. From these studies it has been calculated that there will
be an expected 7.5 SM BY — p 7 events in this full (Run 1 + Run 2) dataset using

the existing invariant mass window of 4.9 GeV/c* < m,+,- < 6 GeV/c?.

3Boundary effects are an artefact of binned histograms, where if a value is exactly on the boundary it
will be assigned automatically into the higher or lower bin depending on the tools used. This can cause
fluctuations at the boundary point.
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Chapter 6

B?S> — utu~(y) Analysis

6.1 Introduction

The BY — ptpu~ and BY — ptp~ decays are flavour-changing neutral current (FCNC)
processes, which means that they are highly suppressed in the SM, as discussed earlier in
Sect. 2. The loop and helicity suppression of the decays means that they are extremely
rare. The purely leptonic final states of these decays mean that their branching fractions
can be predicted with very small uncertainties [23,86-88]. Since the decays proceed via
loop-diagrams, they can be significantly affected by the presence of non-SM particles (for
example, an additional Higgs boson), entering at tree or loop level. Some examples of pos-
sible tree-level FCNC contributions to the B?S) — ptp~ decays are shown in Fig. 6.1. Any
new heavy particles, or new processes, can significantly enhance or reduce the branching
fraction values, meaning that the decays are very sensitive probes of physics beyond the
SM (BSM).

That said, the results so far do not show significant deviations from the SM; the BY —
pp~ branching fraction measurements by LHCb, CMS and ATLAS are all consistent the
SM prediction (all results are presented and have been combined in Ref. [4]). However,

all of these measured values do lie below the SM value, with their average being around 2

b p b It b v

q I q I q m

Figure 6.1: Examples of possible new physics contributions to the B?s) — putp~ decays
from Z’ (left), and the two-Higgs doublet model with heavy scalar (centre) and pseudoscalar
(right) bosons.
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standard deviations away from the standard model prediction [4,89]. LHCb was the first of
these experiments to announce results from the full Run 2 dataset [90], which are from the
analysis described in this chapter. With the Run 2 results from CMS and ATLAS, it will be
interesting to see how the agreement between the experiments, and indeed the combination
of results evolve. The B® — p i~ decay also provides an interesting independent probe of
new physics, and evidence of this decay by a single experiment has not yet been obtained.
The ratio of the B® — p*p~ and BY — ptu~ branching fractions has also been measured
and will be presented in this chapter.

As discussed in Chapter 2, the physics of b — ¢/ ¢~ transitions can be described using
an effective-field theory approach. In this approach, physics beyond the standard model can
be described as shifts to the Wilson coefficients of the operators of the effective Hamiltonian.
The B® — ptp~ and BY — ptp~ channels are sensitive to the scalar and pseudoscalar
operators Og}P, and to the operators Ogg (as defined in Egs. 2.2.5 and 2.2.6). The BY —
pt v decay offers complementary sensitivity to the same operators, but also to Qg and to
the electromagnetic-dipole operator Oz, as well as to their chirality-flipped counterparts.
That said, the sensitivity to O7 occurs only for values of the dilepton invariant mass
squared close to zero [24,91-95]. As discussed in the previous chapter, the invariant mass
region to be investigated in this analysis is 4.9 GeV/c? < my,+,~ < 6 GeV/c?, which is not
relevant for the O7 operator. This radiative decay can be searched for at LHCb by fully
reconstructing the three decay products, but only when the photons are of high enough
energy. For soft photons (lower energy), the partially reconstructed method described in
Ref. [25], and in the previous chapter, can be used. This method involves reconstructing
only the two muons of the decay, and selecting them using the BY — uTpu~ selection
criteria. The B? — 1T =+ signal will therefore appear as a shoulder on the left hand side

of the BY — p*pu~ invariant mass peak, in a high m,+,- search complementary to the

pwtp
fully reconstructed analysis. This method is performed for the first time in the analysis
discussed in this chapter. While there has been a search for B® — u+pu~v performed by
the BaBar experiment [96], no search search for BY — p* =7 has yet been performed.
When referring to BY — p ™, it should be understood that this refers only to the initial
state radiation component of the decay (see Sect. 2.2.3 for more details).

This chapter therefore presents a search for three decays; B — utu=, B — utpu~

and B? — =y, with an analysis conducted using the full LHCb dataset to date.

6.2 Analysis Strategy

The aim of the work presented in this chapter is the measurement of the B — u+pu~ and
BY — utpu~ branching fractions and the search for the B — %~ decay. Included in
the same analysis is the measurement of the B? — pu*pu~ effective lifetime, although this

will not be discussed in this thesis. Since the analysis is not optimised for the BY — pu+pu=~y
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(a) Single misidentified background (b) Double misidentified background

Figure 6.2: Different types of misidentified backgrounds for the B(Os) — utp~ decays [68]

search, the strategy will focus on the BY — pu*p~ and BY — p*u~ decays for which the

analysis was designed.

The search uses the full Run 1 and Run 2 data sets from LHCb, which represents a
dataset around 2.4 times larger than the size of that used in the previous analysis round

presented in Ref. [3].

The strategy involves searching for the dimuon decay product using a loose event pre-
selection with a tight muon requirement applied to the muon candidate tracks. The signal
selection strategy has already been discussed in the previous chapter, where the effect of
the signal selections on the B — p*pu~v channel was investigated. Further details will
be discussed in Sect. 6.5. The selection is used to obtain a ‘clean’ sample, containing most
of the B?s) — putp~ decay candidates, while suppressing the background contributions by

many orders of magnitude.

The main backgrounds that remain following the muon selection are those with a similar
dimuon signature, primarily combinatorial events, or those with particles misidentified as
muons, including the B?S) — hth()- peaking backgrounds (where h, h' = K, 7). The back-
grounds could have either one muon and a single misidentified hadron, or two misidentified
hadrons. Figure 6.2 shows a sketch of these two types of contribution. The combinatorial
backgrounds affect both the BY and B® mass regions, while the misidentified backgrounds
mainly affect only the B° mass region. Other backgrounds from partially reconstructed
3-body B decays populate the left mass sideband, so are of particular significance for the
BY — p* v decay which also appears in that region.

The rejection power of the B?S) — hth()~ peaking background is strongly dependent

on the particle identification (PID) selection. In the Run 1 analysis [97] performed at
LHCb, the emphasis was put on keeping a high efficiency for the B — ¥~ signal. This
translated into a loose PID selection, so as to retain as much of the signal as possible.
However, this did mean that the sensitivity to the B — pu~ signal was reduced. In the
last analysis the PID cuts were re-optimised to maximize the sensitivity to the BY — ptu~

channel, resulting in a large reduction of the purely hadronic background with only a small
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reduction in signal. The muon PID selection has not changed in this updated analysis and
will be described in Sect. 6.8.1.

The evaluation of the pion (7 — p) and kaon (K — p) misidentification (herein referred
to as MisID) rates have, however, been changed since the last analysis round. Since pions
and muons have a small mass difference, distinguishing between the two is a challenging
process. As mentioned in the previous chapter, the Cerenkov rings in the RICH detector
are very close and sometimes overlap in the relevant momentum range, making them hard
to identify. Added to this, the bend in the track caused by the charge of the muons
is sometimes not obvious due to the lack of tracking detectors between the TT and T
stations in the detector. For these reasons, pions can be easily misidentified as muons.
To accurately estimate the background contributions for this analysis, the percentage of
misidentified particles must be carefully estimated and taken into account.

The signal and background PID efficiencies are usually calculated using a dedicated
software package called PIDCalib [98], which provides access to the calibration samples
of electrons, muons, pions, kaons and protons. However, it was found that using the
PIDCalib software did not take into account the large pion and kaon track momentum
degradation when the hadron decays to a muon (known as decays in flight) [99-101]. This
effect was responsible for a bias of ~40% of the MisID rates given by PIDCalib. For this
reason, a dedicated procedure has been developed for this analysis to extract the MisID
rates from D** — D°(— KKr)nT control samples that are reconstructed without PID
from dedicated trigger channels. With this method, the decays in flight can be taken into
consideration. More details on this strategy will be given in Sect. 6.9.1. The B?S) — hth()-
background yields are then determined from decays selected in data without the muon
requirement, via a convolution of the p and pr distributions of the hadrons with the 7 — p
and K — p MisID probability maps.

In addition to the purely hadronic B?S) — htR()- backgrounds, other relevant specific
decays of b hadrons, referred to as exclusive backgrounds, also contribute. The exclusive

backgrounds mainly polluting the left sideband include:
o AY = pu vy,

e BY 5 utuy,,

BY - K~ putu,,

Bt — ntutpu”,

B? - 7%~ and

Bf — J/yuty,.

These backgrounds arise when one of the hadrons in the decay is misidentified as a muon

(see Fig. 6.2a), or in the case of B® — 7%t pu~ and BY — atpu*p~, when the two real
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muons form a good vertex and pass the signal selection criteria. These backgrounds must be
carefully estimated so as not to introduce bias in the determination of the combinatorial
background from the mass fit. In order to calculate the yields of these backgrounds,
PIDCalib or the revised # — p and K — p MisID method are used to calculate the
PID efficiencies from data, which are then used with the other efficiencies calculated with
MC and the measured (or predicted) branching fractions. This information is used to
normalise the backgrounds relative to Bt — J/¢ K™ in order to obtain yields, which will
be computed in Sect. 6.10. In contrast to the method used in Ref. [3], the B® — n~ T,
and B? — K~ pv, components that were previously merged together have this time been
split and estimated separately.

The majority of the background impacting the B?s) — ptp~ (and BY — ptpu~y) mass

regions is the combinatorial, that is, two muons coming from two different b hadron decays.
In the dataset used for this analysis, around 3 billion of this type of event are expected,
making it essential that this background is suppressed as much as possible. The rejection
of this combinatorial background is mainly done by the BDT (introduced in the previous
chapter), which is used at the final stages of the analysis. The BDT is a multivariate
classifier that is used to divide the selected sample into more or less signal-like subsamples.
The BDT uses seven discriminating variables associated to the candidate topology and
track isolation, including the impact parameter resolution and muon isolation criteria,
which are able to suppress the muon tracks from primary vertices (rather than SVs), or
from b and c¢ semileptonic decays. The combinatorial backgrounds often have extra tracks
close to the muon tracks, while real B?s) — uTp~ decays do not, meaning that the track

isolation variables give the BDT most of its discriminating power.

The criteria for the BDT, described in more detail in Sect. 6.6, were optimised in the
previous analysis and have not been updated for this round. The dimuon invariant mass
and the BDT are the most discriminating variables (that is, the best at separating the
signal from the background), and are therefore used in the final maximum likelihood fit.
For reference, Fig. 6.3 shows the final fit from the previous analysis round, for signal with

a BDT value greater than 0.5 (the most ‘signal-like’ decays).

Once the fit shapes for the signal and background, and the background yields have been
computed, a final two dimensional maximum likelihood fit is performed to search for the
B(Os) — ptp~ and BY — putp~y decays. The mass shape of the B?S) — uTp~ decays are
described by a Crystal Ball function [102] containing four parameters: the mean, resolution,

and two tail parameters.

The branching fractions are measured relative to other b hadron decays namely BT —
J/(— ptp~)K* and B® — K7~ which complement each other thanks to their different
final states (as described in the previous chapter). The normalisation enables the yields
obtained from the fit to be converted into branching fractions using the updated value of
the hadronisation fraction fs/fy at 13 TeV, computed recently by LHCb [84].
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Figure 6.3: Mass distribution of the selected B?s) — utp~ candidates (black dots) with

BDT > 0.5, from the last analysis round. The result of the fit (blue) is overlaid and the
different components detailed.

6.3 Data and Monte Carlo Samples

6.3.1 Data Samples

This analysis is performed using pp collision data collected by the LHCb experiment in
2011 and 2012 at a centre of mass energy (1/s) of 7 TeV and 8 TeV respectively (known
collectively as Run 1), and 2015, 2016, 2017 and 2018 at /s = 13 TeV (known collectively
as Run 2). Table 6.1 lists the integrated luminosities collected each year from the dimuon

stream, which is used for the signal and normalisation modes.

Table 6.1: Integrated luminosities of the data samples used in this analysis. For 2016, 2017
and 2018 no exact luminosity can be quoted since the luminosity tool is not yet calibrated
for those years.

Year +/s [TeV] Integrated luminosity (pb~!)
Dimuon stream
2011 7 962.7
2012 8 1973.2
2015 13 285.3
2016 13 ~ 1650
2017 13 ~ 1710
2018 13 ~ 2200
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6.3.2 Monte Carlo Samples

Monte Carlo (MC) simulation is used for the computation of background yields and signal
efficiencies which enter into the normalisation. The simulation samples used are sum-
marised in Table 6.2. All channels are simulated with conditions (mentioned above) of
each of the data taking years, being 2011, 2012, 2015, 2016, 2017 and 2018.

Table 6.2: Summary of Monte Carlo samples used in this analysis.

Number of events

Purpose Channel Run 1 Run 2
Calculation of Signal Efficiencies BY — utu~ 2M 6 M
BY — utpu~ 2.5 M 6 M
BY — utuy 1.5 M 9M
Calculation of Normalisation Efficiencies | B — K7~ 9.3 M 14 M
Bt — J/YKt 58 M 26 M
Calculation of Background Efficiencies BY— J /¢ 1.3 M 18 M
BY - KTK~ 85M | 14 M
BY — Ktn~ ™M 14 M
BY — 1t 85M | 14 M

B = nmpty, 6 M 19 M
B K puty, | 6M 9M

A — puy, 2 M 14 M
BY — 7Ot~ 2 M 7™M
Bt watutpy~ | 2M ™™
Bf — J/yptv, | 2M 7™

6.4 Trigger

Events passing the trigger can be divided into three categories:

e TOS (Triggered On the Signal) - Meaning that the signal is able to trigger the event,
i.e. an event is triggered by a dimuon trigger, where both of the muons are from the

signal,

e TIS (Triggered Independently of the Signal) - Meaning that the rest of the event is
able to pass the trigger, i.e. an event is triggered by a dimuon trigger, where both of

the muons causing the trigger are not used in the reconstruction of the B?S) decay,

e TOB (Triggered On Both) - Meaning that both the signal and the rest of the event
are needed to trigger, i.e. an event is triggered by a dimuon trigger, but one of the

muons comes from the signal and one comes from the rest of the event.

Since the decays in this analysis are so rare, no specific trigger requirement is imposed

in order to retain as much signal is possible. This means that all of the events that pass the
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trigger, regardless of the specific line, are kept. Despite this, there will still be some signal
events that are not triggered at all, meaning that the trigger efficiency must be evaluated
in order to correctly normalise the signal yields. This is done using a data-driven trigger
efficiency estimation using events that are triggered on both TIS and TOS (known as the
TISTOS method), described in detail in Ref. [103]. The trigger efficiencies for the signals

are presented in Sect. 6.11.

6.5 Signal Selection

The rareness of the B — up~ and BY — p* ™ decays makes it challenging to distinguish
them from backgrounds, even though the decay signatures are relatively straightforward.
The signal selection procedure must accurately get rid of as much background as possible,
whilst retaining almost all of the signal. The selection begins with cuts to reduce the
sample size, but maintain a very high signal efficiency. The dataset is then passed through
two multivariate classifiers; one used to further reduce the sample size and one used in the
final classification. This section will describe each step of the candidate selection process

in greater detail.

6.5.1 Stripping

The triggered events pass through a general offline selection called the stripping (see
Sect. 4.1), where cuts are applied to reduce the size of the dataset while keeping the
signal efficiency as high as possible. The stripping cuts help reject background events such
as non-physical backgrounds (with cuts on the track x?/ndf, the DOCA! between the
two tracks and the x? of their vertex), quasi-elastic pp collisions (with cut on minimum
pr of the B meson candidate) and prompt muons produced in inelastic collisions (with
cuts on the significance of the impact parameter for the muon candidates, as well as flight
distance significance of the secondary vertex). The three stripping lines relevant for the
B?S) — wtp~ analysis are BY — ptpu~, B?S) — hTh()~ and Bt — J/i K+, whose selec-
tions are kept as similar as possible. In order to ensure that the B?S) — hth()~ selection
is similar to BY — p* ™, the hadrons are required to be within the muon acceptance. The
stripping cuts, and the channels they are applied to are summarised in Table 6.3. Some

of the cuts are different for Run 1 and Run 2 as the reconstruction improved in that time
meaning the cuts could be loosened slightly.

For a detailed description of the variables themselves and the purpose of each of the
selection cuts, see Sect. 5.4.2, where all of these cuts were used to find the overall selection

efficiency for the BY — p* =~ signal.

!Distance of Closest Approach between the two muon daughter tracks.
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Table 6.3: Stripping selections for B?S) — utum, B?S) — hth()= and BT — J/YpK+
channels; DOCA is the distance of closest approach between the two tracks, VDS is the
secondary vertex flight distance significance. Cut values in parenthesis for track x2/ndf
and ghost probability show softer cuts used starting from 2015 data taking. Tighter cut
values in squared parentheses for X%P and VDS are used starting from 2016 data taking.

Variable Requirement Requirement
— ptp” & Bl = htR()- Bt = J/YKT

track x?/ndf <3 (<4) <3 (<4

ghost probability < 0.3 (<0.4) < 0.3 (<0.4)

DOCA < 0.3mm < 0.3mm

o > 9 [> 25 > 9[> 25] (u: > 25)

T > 250 MeV/e > 250 MeV/e

ISMUON true true

vertex y2 <9 <9

VDS > 11 [> 15] > 11 [> 15]

im(pp) —m gy < 100 MeV/c?

|m(pup) —mp| < 1200 MeV/c?

|m(hh) — mp| < 500 MeV/c?

Xop <25 <25

t <9-7(BY)

pT > 350 MeV/c (hh)

im(J/YK) —mp < 500 MeV/c?

vertex 2 < 45
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6.5.2 Offline Cuts

Following the stripping, fiducial or ‘offline’ cuts are applied to further reduce the size of
the samples by getting rid of any non-physical candidates in the data sample; those that

are artefacts of the reconstruction. These further cuts are summarised in Table 6.4.

Table 6.4: The offline selection cuts, applied after the stripping. The BDTS discriminant
was described in the previous chapter.

Variable | applied Requirement applied Requirement
to Bl = ptu~ & BYy — hthr()- to Bt — J/yK*
D 1 < 500 GeV/e p/h
pT > 250 MeV/c and < 40 GeV/e
vertex x? | pu/hh <9 o <9
VDS > 11 (> 15) > 11 (> 15)
AM |M (hh, pp) —mp| < | M (ppe) —myyy| <
500 MeV /c? 100 MeV /c?
P B?S) > 500 MeV/c Bt
BDTS > 0.05 > 0.05
AM M(J/$K) = mp| <
100 MeV /c?

Keeping the cuts as consistent as possible between the signal and normalisation channels
means that uncertainties are minimised. For the BT — J/¢K* mode, the x? of the
secondary vertex is substituted by the x? of the J/¢ vertex, the flight distance is computed
between the J/1) vertex and the primary vertex, and the DOCA is computed between the
two muons from the J/1¢ decay. This means that the distributions of all of the variables
are similar for the signal and normalisation channels resulting in similar efficiencies.

The BDTS was described in Sect. 5.3.3, and the cut on the BDTS output of > 0.05
retains ~93% of the signal, while rejecting ~70% of the background.

The events retained after the stripping and fiductial cuts detailed in Tables 6.3 and 6.4
are then subject to a J/v¢ veto and particle identification cuts.

The J/1 veto is included in the signal selection specifically to reject background from
B} — J/¢utv, decays, where the J/1 decays to two muons. If one of the muons from a
signal candidate event can be combined with a non-signal muon that has a reconstructed
invariant mass close to the J/1 mass, then it is likely that the candidate came from this
background and should therefore be rejected. For this reason, signal candidates where
either muon forms a dimuon candidate with a mass within 30 MeV/c? of the J/1) mass are
rejected.

A particle identification cut on muon candidates further reduces the contribution from
the exclusive backgrounds. Accurate particle identification is imperative for estimation of
the background yields, as we need to know how often other particles look like signal by

‘faking’ muons. The particle identification process for the signal and backgrounds processes

87



CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

will be explained in more detail in Sect. 6.8.

Following the PID selection, the signal has been selected as much as possible, and any
remaining combinatorial background cannot be reduced by means of regular cuts without
loosing a significant amount of signal sensitivity. However, the most ‘signal like’” events can
be categorised using a second boosted decision tree (the BDT), which will be described in

the following section.

6.6 Signal Classification

In the previous chapter (specifically Sect. 5.3.3) the first of the boosted decision trees used
in this analysis was described; the BDTS. This was used for signal selection and rejection
of combinatorial background. After all of the other cuts have been implemented, a second
BDT, this time used for classification rather than selection, is used. This BDT (simply
called the BDT), uses the full event information to separate the signal and combinato-
rial background in the final stage of the analysis. The BDT has a similar response for
B(Os) — utpu~ and B?S) — hth()~ decays, the latter being carefully estimated using PID
techniques.

In the last section, track isolation was briefly introduced as an important means of
signal /background discrimination. An isolated track is one that is not associated with any
other tracks in an event. Muon isolation is one of the most powerful tools to distinguish
the signal from the combinatorial background, since the muons from B?s) — T~ decays
are expected to be relatively isolated from the other tracks of the event. The background
decays on the other hand, are likely to have one or more daughter particles produced close
to the muon(s).

Non-isolated tracks are defined as those tracks that originate from the same decay tree
as the muon candidate, as opposed to the isolated tracks, which do not share a b quark (or
¢ quark) ancestor with the muon. Two isolation variables are used in the BDT, which will

be described in the next section.

6.6.1 Long Track and VELO Isolation

Long tracks are tracks which are reconstructed using information from all components of
LHCDb’s tracking system. The long track isolation is a quantity which is sensitive to how
close other long tracks are to the muon candidate (excluding the companion muon). If a
long track has others close to it, likely to belong to the same decay tree, it is probable
that is originated from a semileptonic B decay. Isolated and non-isolated long tracks are
separated using a boosted decision tree (isorr) trained on simulated samples. Non-isolated
tracks are taken from simulated samples of bb — p*p~ X candidates (where X indicates
additional decay products), while isolated tracks are from simulated B?S) — ptp~ decays.

The list of input variables were optimized in the previous analysis based on Run 1, 2015
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and 2016 data. Details of the optimization procedure can be found in Refs. [79] and [104].

The discriminating variables used are:

1. The minimum of the square root of the % of the track with respect to any primary
vertex (PV) of the event

2. The distance between track-muon-vertex and PV

3. The distance between track-muon-vertex and B?S) — ptu” vertex

4. The DOCA between track and muon
5. The angle between track and muon

6. A variable defined as

‘ﬁu + ﬁtrk’ sin(a“ﬂrkvpv)

P+ Pek| sin(artTRPVY 4opp 4

fe

(6.6.1)

where qtttrkPV

is the angle between the sum of the muon and track momenta
(P, Ptrk), and the direction defined by the PV and track-muon-vertex [105]. f. — 0

if the track-muon system originates from the PV
7. The absolute difference between the azimuthal angles of track and muon
8. The absolute difference between the pseudorapidities of track and muon

9. The transverse momentum of the track

This isor returns an isolation score value for a pair of tracks: the track whose iso-
lation it is computed for and the muon it is computed against. This is then used in the
classification BDT as a distinguishing variable between signal and background.

The track segments composed of hits in the VELO are not used to form the long tracks.
Instead, an additional isolation for VELO tracks is used, following the same procedure as
with the ¢sor7, and using the first six input variables listed above.

From these two isolation BDTs, each muon track is assigned a set of isolation scores.

The larger the score, the less isolated the muon track is from others in the event.

6.6.2 The Classification BDT

The isolations described in the last section are used as inputs, along with five other vari-
ables, for a final multivariate classifier, the BDT. The purpose of this BDT is to separate
the B?S) — 't~ signals from the combinatorial background. This BDT is trained using
the same samples described in the previous section, that is, bb — ut =X and B?s) — utpT

simulated events. The seven variables used as inputs to the BDT are:
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e Long track isolation,

e VELO track isolation,

e The vertex x? of the B candidate,

e The impact parameter significance of the B candidate with respect to the PV,

e The angle between the B direction and the vector joining the primary and secondary

vertices,

o /AP2 + An?, where A¢ and An are the azimuthal angle and pseudorapidity differ-

ences between the two muons,

e The smallest value among the muon impact parameter significance of the two muons
0

with respect to the primary vertex associated to the B(s) — ptp~ candidate.

The last three variables in the list were also used in the previous selection BDTS (see
description in Sect. 5.3.3). After the BDT has been trained, it is flattened for signal and
divided into bins of increasing sensitivity (with the combinatorial background peaking at
0).

A few different options for binning schemes were investigated, and the optimum was
found to be the scheme where the most sensitive BDT bins have a few events in the right
mass sideband (so that the fit gives unbiased branching fraction estimates), but not too
many (in order not to lose statistical sensitivity). Based on these criteria, the optimal
binning of the BDT, was found to be;

[0.00, 0.25, 0.40, 0.50, 0.60, 0.70, 1.00].

The final maximum likelihood fit it performed individually for these BDT bins, meaning
that the fraction of signal candidates per bin must be calculated. This process is called
the BDT calibration and is performed using B?S) — htn()- data, where each h is either a

pion or kaon.

6.7 Background Processes

In this section backgrounds of concern for the B?S) — pup~ analysis are described. As

discussed in Sect. 6.2, there are several different decays contributing to this category:

° B?S) — hth()= (h,h' = K,x), with both kaon and pion misidentified as muons,

which mainly pollute the B° signal region;

e B & 7~ ptv,, with the pion misidentified as a muon, which pollutes the left mass

sideband only;
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e BY 5 K~ pv,, with the kaon misidentified as a muon, which pollutes the left mass
sideband only;

e Bt — ntutu~ and BY — 7%, with two true muons in the final state, which
pollute the left sideband only;

° Ag — pp~ vy, with the proton misidentified as a muon, which mainly pollutes the left

mass sideband but has a tail extending to the B® and BY mass regions;

e B — J/Yuty,, with two true muons in the final state, which mainly pollutes the

left mass sideband but has a tail extending almost to the full mass region.
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Figure 6.4: Sketch of the relevant background contributions, from the previous analysis
round.

All of these backgrounds are sketched in Fig. 6.4. These backgrounds appear as signal
when one or more of the decay products are misidentified as muons. For that reason, the
pion, kaon, and proton to muon MisID rates have to be carefully evaluated. In the next
section the identification efficiencies for muons will be calculated, as well as the MisID
efficiencies for these backgrounds. Since the fit to measure the signal branching ratios is
performed in bins of BDT, all of the above background sources also have to be estimated
individually for each BDT bin.

91



CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

6.8 Particle Identification

The PID performance for all decays, both signals and backgrounds, over all relevant data-
taking years, has been evaluated from data control samples. For the signal decays, being
BY — ptp~, B® — utp~ and B — ptp~r, the particle identification performance
relates to the efficiency of correctly identifying the two decay products as muons. The
muon identification efficiencies will be calculated in Sect. 6.8.1.

For the exclusive backgrounds listed in the previous section, it is necessary to compute
how often any other particles types, which could be decay products of the backgrounds, are
misidentified as muons. From the relevant backgrounds, the MisID efficiencies of interest

are m — pu, K— p and p— p. The MisID efficiencies of these will be discussed in Sect. 6.9.

6.8.1 Muon Identification

Correctly identifying the two daughter muons from the signal decays is an integral part
of this analysis. The muon identification procedure consists of two steps: the requirement
for the muon candidate to satisfy the 1ISMUON algorithm, and a more restrictive PID
selection using the ProbNN variables, which are based on a combination of RICH, CALO
and MUON detector information. A detailed explanation of the muon ID variables was
given earlier in Sect. 4.4. The muon selection criteria were optimised in Ref. [79], ensuring
a high signal efficiency and a strong rejection of backgrounds. The best performance for

the B?S) — T~ analysis was obtained with

PID, 4 = ProbNN, x (1 — ProbNN,) x (1 — ProbNNg) > 0.4 (6.8.1)
for Run 1 and 2015, and

PID, s = ProbNN,, x (1 — ProbNN,)) x (1 — ProbNNg) > 0.8 (6.8.2)

for the rest of Run 2.

Here, ProbNN,, i, are the likelihoods of the candidate being a muon, kaon or pro-
ton respectively. The ProbNNg term is very effective in rejecting the B?S) — htR()-
backgrounds, while ProbNN,, has been introduced specifically to reject Ag — DU V.

The ProbNN variables are likelihood outputs of neural networks, which were updated
and improved over time, meaning that a tighter cut could be used and was found to be
optimal for most of Run 2. Compared to PID,4 in Run 1, the PID,g requirement in
Run 2 has the same or lower 7, K,p — p probabilities (and therefore better background
rejection) with similar muon efficiency.

The efficiency for muons to pass the above selection is evaluated with the PIDCalib

package, which provides calibration samples for the distributions of the signal mode, and
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thus allows the efficiency of the above selections to be accurately computed. For muons,
samples are provided from J/v — p*p~ decays from b modes. The muons from this
sample are selected as probes by a tag-and-probe method to ensure no bias arises from
their selection.

The tag-and-probe method uses well known resonances, in this case J/1. One of the
resultant muons from the decay is labeled as the ‘tag’ muon, and the other as the ‘probe’.
The former is a well identified triggered muon under tight selection criteria, and latter are
muon candidates that have tracks compatible with the .J/1 resonance. The probe muon
can either pass or fail the criteria for which the efficiency is to be measured.

To ensure that no bias arises from the trigger requirements, the probe muon candidate
is also required to satisfy the condition that the track has independently triggered the
event at both the hardware and software level. Further details of the trigger unbias can

be found in Refs. [69] and [106].

The kinematic distribution of the probe muon in the control sample is different from
the one belonging to B?S) — p ™. For this reason, the single muon efficiency is evaluated
from PIDCalib in 11 bins in momentum p, 4 bins in transverse momentum pr, and 6 bins
in nTracks (where nTracks is the number of long tracks in a candidate event), which can
then be convoluted with the proper signal MC spectrum. The bin boundaries for each of

the variables are chosen be:

p:[0,5,10, 15,20, 25, 30, 35, 40, 50, 60] GeV,
pr :[0.8,1.7,3,5,40] GeV,
nTracks : [0, 65,90, 115, 140, 180, 10000].

Efficiency maps from the calibration samples are created separately for each magnet
polarity (MagUp and MagDown), and then averaged. These efficiencies are shown in
Fig. 6.5 for Run 1 and Fig. 6.6 for Run 2, with each of the years shown separately as well
as the combined efficiencies for the Run. These plots have been made as a 2D projection
(of p, pr) over all nTracks bins, for ease of visualisation. For the combined Run efficiencies,
an average of the efficiency for all years is performed, weighted by the luminosity of that
year.

Using the 3D maps, the PID selection efficiencies for our MC samples can be calculated
by performing convolutions of the maps to the BY — u*p~, B — u*p~ and BY — ptu=vy
MC. This process involves matching the values of the p, pr and nTracks from the muons
in the MC event to the corresponding bins from the calibration samples, and finding the
associated efficiency. For each of the events in the MC signal samples, the efficiency from
PIDCalib is applied to both muons in this way, so that the output of the convolution gives
the overall signal efficiency under the muon identification selection. These efficiencies are

computed given the geometrical acceptance of the candidate tracks in the muon detector.
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Figure 6.5: Muon efficiency vs momentum for the four pr bins of the probe track, eval-
uated from PIDCalib for Run 1 calibration data, split by year. MagUp and MagDown
performance tables have been averaged. Binned efficiencies greater than 1 can appear as a
result of the sWeight procedure used in efficiency evaluation. This technique is explained
in Sect. 6.8.2.
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For reference, the MC distributions of the three signals using the same binning scheme
as the calibration sample can be found in Appendix B. The total PID efficiency for each
of our signals can then be found by finding the average over all of the events in the MC
sample.

The resulting efficiencies for Run 1 and Run 2, split by BDT bin, are listed in Table 6.5
for B — p*p~, B — ptp~, and BY — ptu—r.
Table 6.5: The SMUON xPID,, 4 efficiency on BY — utp~=, B® — pTp~ and BY — ptp=
for Run 1 and 2015, and 1SMUoON xPID,, g for 2016, 2017 and 2018 data, as evaluated via
convolution of the single muon efficiencies from PIDCalib with the MC signal spectra.

Efficiencies are shown over all BDT bins and each bin individually. The uncertainty shown
is statistical only, the systematic uncertainties are not yet included.

Efficiency

Channel

BDT Bin

Run 1

Run 2

BY — ptp~

ALL

81.12% + 0.031%
77.70% + 0.031%
78.67% + 0.030%
79.98% + 0.030%
81.15% + 0.031%
82.28% + 0.032%
85.51% + 0.037%

84.20% + 0.012%
81.16% + 0.011%
82.45% + 0.011%
83.72% + 0.011%
84.49% + 0.012%
85.20% + 0.012%
87.66% + 0.014%

BY — ptp

LL

80.80% =+ 0.031%
77.10% + 0.031%
78.24% + 0.030%
79.75% + 0.030%
80.78% =+ 0.031%
82.06% =+ 0.032%
85.32% + 0.037%

83.97% + 0.011%
80.75% + 0.011%
82.28% + 0.011%
83.66% + 0.011%
84.41% + 0.012%
85.15% + 0.012%
87.58% + 0.014%

BY = utuy

LL

80.38% =+ 0.030%
76.51% + 0.031%
78.72% + 0.030%
80.19% + 0.031%
81.55% + 0.031%
83.14% + 0.033%
85.98% + 0.037%

83.77% + 0.011%
80.47% + 0.011%
82.64% + 0.011%
83.90% + 0.011%
85.14% + 0.012%
85.97% + 0.013%
88.17% + 0.015%

These muon identification efficiencies extracted from data will be used in Sect. 6.11 to
evaluate data/MC correction factors when computing the ratio of efficiencies between the

signal and normalization channels.

6.8.2 Muon ID Systematics

Systematic uncertainties are computed to ensure that there are no biases introduced by
the methods chosen in the analysis. Since the final branching fraction measurement is

measured relative to a normalisation mode, each of the systematics below is calculated as

96



CHAPTER 6. Bs) = '~ (v) ANALYSIS

a ratio of the signal to Bt — J/¢ K. Each time a PID cut is applied to the signal muons,
the ISMUON cut is applied to the BT — J/# K™ sample under the same conditions, and

the total systematic is taken as the differences in the ratios from the two approaches.

Binning scheme systematic

In order to ensure that the results presented in Table 6.5 are not biased by the choice
of binning variables or boundaries used in the calibration maps, a systematic uncertainty
relating to the binning scheme is computed.

This is achieved by varying the binning of the calibration samples and recomputing
the efficiencies of our MC spectra, then evaluating the difference between the two sets of
values. For this systematic binning scheme, a new binning variable, the pseudorapidity
(n) is used, rather than the transverse momentum. In addition, the bin boundaries of the
other two variables (p and nTracks) are randomly shifted to ensure that the results are not
biased by the initial choice of boundaries.

The systematic binning scheme is chosen to be:
p:[0,5.5,11.68,17.22,23.84, 33.06, 39.70,49.18, 55.88, 200] GeV,
n : [0,2.304,2.736, 3.282, 3.714, 6],

nTracks : [0, 80, 100, 135, 140, 190, 10000].

PIDCalib efficiency maps were created with this new binning scheme, and convolutions
to the MC signal spectra have been performed?. The total PID efficiencies for the signal
channels using this new binning scheme are shown in Table 6.6. The same process is
followed for the normalisation channel B* — J/v K™, with only the ISMUON cut applied.

Table 6.6: Muon Efficiencies for BY — pu*u~, B® — ptp~ and B — ptp~v (Run 2)
using an alternative binning scheme, used for computation of the systematic uncertainty.

Channel Efficiency | Stat. uncertainty
BY — utu~ | 84.25% 0.091%
BY — utu~ | 83.656% 0.098%
BY = pFu~v | 83.97% 0.089%

The systematic uncertainty, ds, due to binning scheme variation is calculated as the
value that restores 1o between the efficiencies calculated with the two different binning
schemes, using Eq. 6.8.3. Entering this calculation are the ratios of the efficiencies of the

signal to BT — J/¢ K™ for each of the binning schemes.

la — b
Va2 + 0b2 + 652

=1, (6.8.3)

2This systematic is computed only with Run 2 Data/MC, although it will be applied to all years.
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where a is the ratio of efficiencies from the nominal scheme, b is the ratio of efficiencies
from the systematic scheme, da and b are the respective statistical uncertainties [71]. The

results for each of the signal channels in summarised in Table 6.7.

Table 6.7: The muon ID systematics applied to each signal channel due to binning scheme
variations.

Channel Systematic Uncertainty
BY — utu~ 0.67%
BY = utpu~ 0.79%
BY — utu—~ 1.11%

Track Independence systematic

A second systematic uncertainty has been calculated to account for the correlation of the
PID efficiency between each of the muon tracks in the event.

The PIDCalib software assumes that the total PID efficiency for a decay is given by
the product of the individual track PID efficiencies. In the case of all three signals in
this analysis, this is the product of the two muon PID efficiencies. However, for a given
decay, the signal track kinematics will be correlated to some extent. For example, the rings
within the RICH detector from the two tracks could overlap, resulting in a dependence of
the track PID performance [107], which could violate the track independence assumption.

For this reason, a systematic uncertainty must be assigned to allow for this effect. This
systematic can be calculated using MC2, by comparing the outcome of applying the PID
cut to each of the tracks individually and finding the product of these efficiencies (€;0t),

against the efficiency of applying the cut to both tracks simultaneously (€},,):

_ N(passcutl) x N(passcut2) , _ N(passallcuts)
Crot = N (tot)? ’ ot = T N(tot)

(6.8.4)

As with the previous systematic, the numbers entering the calculation are the ratios of
the signal to the normalisation modes. For example, the numbers entering the calculation
for the systematic for the BY — p*u~ channel are given in Table 6.8.

The same method is adopted for all three signal channels, and the resultant systematics

are presented in Table 6.9.

sWeight systematic

Using sPlot [108] is a way to reconstruct features of a mixture of components based on

known properties of distributions. The method allows the projection of a single contribu-

3 Although MC is not necessarily correct for the absolute efficiencies, the difference in efficiencies in MC
is a reliable measure of the systematic, as the data/MC differences cancel in the ratio.
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Table 6.8: Numbers entering the calculation of the track independence systematic for Muon
PID.

Eff of simultaneous | Eff of separate
track selection track selection
Bt — J/¢Y K™, 1sMuoN | 94.61% 94.61%
BY — ptpu~, PID, s 88.87% 88.91%
Ratio 93.94% 93.98%

Table 6.9: Systematic for Muon PID relating to track dependence.

Channel Track independence systematic
BY — putu~ 0.036%
B = utu~ 0.029%
BY = ptuy 0.052%

tion of a dataset using certain discriminating variables, to disentangle the contributions.
Using an sPlot gives information about probabilities, which allows for an estimation the
number of signal and background events within each bin. In this analysis, the reconstructed
B meson mass from the BT — J/¢ K™ decay mode is used to describe the signal and back-
ground distributions with a fit. The fit is used to create weights (sWeights) that project
out the signal distribution by subtracting the background contributions from control vari-
ables, which are independent of the discriminating variable (in this case the reconstructed
invariant mass).

PIDCalib uses this sWeight method, which involves performing a global fit to cali-
bration samples over all kinematics. However there is a slight discrepancy between the
sum of the sWeights in a bin and a fit performed only in a specific bin. This is caused
by the dependence of the invariant mass fit on kinematic variables such as momentum
and pseudorapidity of the probed track [98]. Studies have indicated an absolute per-track
systematic uncertainty at the level of 0.1% [109], which must also included in our signal
efficiency uncertainties.

The use of the sWeight method in PIDCalib means that an efficiency for a given bin
can be over 100% (as seen in Figs. 6.5 and 6.6, for example). This happens if the PID
efficiency is already high (as it is for muons) and the events in the bin are given high
weighting. Lower weightings assigned to other bins even out the efficiency over the full

spectrum.

6.9 Pion, Kaon and Proton misidentification

For the background yields, the chances of one or two daughter particles being misidentified

as muons must also be calculated, by measuring the probability of the decay products

99



CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

passing the muon selection criteria. For the backgrounds that are relevant to our search
region, the MisID rates need to be calculated for 7 — u, K — p and p— pu.

Some of the backgrounds, namely the B?s) — hth()~, involve double misIDs, while
some (AY — pu~v,, for example), require only one misID’d particle. Evaluations of MisID
probabilities are calculated under the same muon ID criteria defined in Eqgs. 6.8.1 and

6.8.2.

6.9.1 Kaons, Pions and the problem with PIDCalib

The PIDCalib software, used for the muon identification efficiencies, was used in the pre-
vious analysis round to evaluate the kaon and pion MisID rates.

For the pion and kaon MisIDs, PIDCalib uses sample from the decay D** — DOrf
with D° — K~z (the inclusion of charge conjugated processes is implied throughout the
following sections). Measurements of MisID rates were carried out as a function of the
track momentum and transverse momentum, using these data control samples.

However, it has since been determined that there is a bias in the estimates of these
rates (first reported in Ref. [99]), as the software assumes no correlation between the mass
distribution of the calibration samples and muon PID requirement.

The distribution for the variable of interest, in this case PID,, g, is obtained by applying
the sPlot technique with the fit to the distribution of m (D) and Am = m(D**) —m(D°).
The underlying assumption of the sPlot technique is that the variable of interest is inde-
pendent of the variables used to separate signal and backgrounds, i.e. m(D") and Am.

This assumption is not correct in this case; it does not take into account that pions and
kaons can decay-in-flight into muons, and this is actually how most of the MisID originates
(especially at low momenta). For the decays-in-flight, the reconstructed momentum can
be quite different from the original hadron momentum, which in turn has a significant
effect on the m(DP) distribution. The momentum resolution of the reconstructed track
is degraded depending on the distance that the hadron has travelled before decaying and
the amount of energy inherited by the muon. The mass distribution of the D° candidate
broadens as a consequence, meaning that the efficiency of selecting D — K~z within
the given mass window decreases. This effect needs to be taken into account for correct
estimation of the misidentified hadron yields.

For this reason, the MisID rates for pions and kaons are determined using a different
technique. The DO yield is measured from a fit to the DY reconstructed mass, m(K ~7+),
and the mass difference of the D** and DY, Am = m(D%})-m(K—=*), both with and
without the PID selection being applied. The distributions include decays-in-flight, which
are estimated using simulation and shown as a tail on the left side of the mass peak.
Figure 6.7 shows the D° — K~nT distribution from simulation, with and without the
muon PID requirement on the pion.

The inclusion of the tail in the signal mass shape overcomes the bias in PIDCalib.

100



CHAPTER 6. Bs) = '~ (v) ANALYSIS

p(pi) in [20,25] GeV, pt(pi) in [1.7,3.0] GeV, pion noPID, kaon noPID p(pi) in [20,25] GeV, pt(pi) in [1.7,3.0] GeV, pion PID, kaon noPID

X
cu

1800

%

250 1600

1400

Events / (1.75)
Events/(1.75)

200
1200

15 1000

o

L L L B B B B

80!

S}

100 60!

=3

40

=]

50
20

S}

T T T[T TI T[T T[T TTT[TTT]

L 0 J

4 I R - L L P N
1800 1820 1840 1860 1880 1900 1800 1820 1840 1860 1880 0
DO mass [MeV] DO mass [MeV]

Figure 6.7: Mass distribution of reconstructed D° — K~7t candidates from simulation,
with p(7+) in [20,35] GeV and pr(7™) in [1.7,3.0] GeV. Left: No PID requirements are
applied to the tracks. Right: The pion track passes the PID, g selection. The shape of
the red component is fixed from the left fit, while the yellow component is the sum of two
Gaussians and is determined from the right fit.

However, the fit is performed in a mass range centered around the nominal D? mass:
myx € [1825,1910] MeV/c?, meaning that a portion of this tail, which must be counted
as signal, is still missing. For this reason that MisID probability is also corrected for the
fraction of D® — K~7T decays where the reconstructed mass falls outside of the allowed
mass window of the D°. This correction is evaluated separately for pions and kaons by
counting the events falling outside the 2D fit mass range, using a sample created with
Particle Gun (pGun)?. Figure 6.8 illustrates this effect on misidentified pions and kaons

from a 2016 pGun sample of D? — K~7 decays, where no mass cut is applied.
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Figure 6.8: K7 invariant mass from D° — K~7" decays in pGun 2016 MC when no PID
is applied (blue) and when PID,, s is applied (red) to the pion (left) or the kaon (right).

The BDT binning scheme is the same as used for the PID efficiencies (as defined in

Sect. 6.8.1), but the last two pr bins have been merged to avoid sparsely populated regions.

4Particle Gun is a fast simulation tool used in LHCb for the creation of MC in a limited timeframe.
It is much faster than the normal MC creation, as instead of generating a full event, a single particle is
created with kinematics that can be configured to follow various different distributions. The particle is
then decayed into the desired final state using EvtGen.
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These two corrections result in an increase in the MisID rates by about +50% for pions

and +70% for kaons, compared to the evaluation given by PIDCalib alone.
The mislD efficiency is computed by applying the pion, kaon MisID maps, comprehen-

sive of the “out-of-range” corrections, to each B?S) — hth()= MC mode. The computation

of the B(Os) — hth()~ yields, using these efficiencies, is discussed in Sect. 6.10.

6.9.2 Proton Misidentification

The proton misidentification rate needs to be calculated for the Ag — pp~ v, background,
where the proton is misidentified as a muon. The p — p probability under the muon
selection is evaluated from data using A — prm decays as well as protons from A. decays.
The PIDCalib software gives unbiased results for protons and can hence be used without

any corrections.

Candidates are required to be produced in the muon acceptance, which reduces the
available statistics slightly. Maps for the efficiency for protons passing the muon selection
criteria are created in the same bins of p and pr as used for the muon efficiency for Run 2.
The number of tracks (nTracks) is not used as an additional binning variable as this would
result in too fine binning for the calibration sample size. Since the calibration samples are
smaller for Run 1, the number of momentum bins for the maps is reduced. The proton
MisID binning for Run 1 is:

p: [0,20,40, 60, 500] GeV,

pr : [0.5,1.7,40] GeV,

The proton MisID in the binned phase space is shown in Figs. 6.9 and 6.10, for Run 1
and Run 2 data respectively. The PID efficiency for the Ag — pp~ v, background is found
by performing a convolution of the MC to these efficiency maps. The results can be found
in Table 6.10.

Table 6.10: Ag — pu~ v, PID Efficiencies for Run 1 and Run 2, per BDT bin.

PID Efficiency (%)
BDT Bin Run 1 Run 2
All 5.5%x1073 £ 0.9x1073 | 7.4x1073 £ 0.3x1073
1 4.6x107% £ 0.9x1073 | 4.3x1073 4+ 0.3x1073
2 5.1x1073 + 0.9%x10™3 | 6.3x1073 + 0.3x1073
3 5.6x1073 £ 0.9x1073 | 7.7x1073 £ 0.3x1073
4 6.2x1073 + 0.9%x1072 | 9x1073 £ 0.3x1073
5 6.5x1072 + 0.9x10~2 | 0.0105 &+ 0.3x1073
6 6.9x1073 £ 0.9x1073, | 0.0119 & 0.3x1073
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Proton MisID Systematics

As with the Muon ID, a systematic uncertainty relating to the choice of binning scheme is
computed by varying the p, pr binning schemes of the calibration maps, within PIDCalib.
The convolution is then performed to the MC for Ag — pp~ vy, and the resultant efficiencies

are compared. For reference the nominal binning schemes used are:

p - [0,20, 40, 60, 500] GeV,
pr : [0,1.7,40] GeV,

for Run 1 and,

p:[0,10,15,20, 25, 30, 35, 40, 50, 60, 700] GeV,
pr:[0.8,1.7,3,5,100] GeV,

for Run 2.

Systematic binning schemes are then chosen by varying the number of bins, and the
bin boundaries. The systematic scheme used for Run 1 is different to that for Run 2 (as
with the nominal scheme), given the limited statistics available in the calibration samples.

The systematic binning schemes chosen are:
p:[2,15,35,55,500] GeV,

pr ¢ [0,2.5,40] GeV,

for Run 1, and

p:[2,15,35,55,500] GeV,
pr ¢ [0,1.6,3,40] GeV,

for Run 2.

The systematic uncertainty is computed by finding the value that restores lo of the
total integrated (over all BDT bins) efficiency value between the two binning schemes
(nominal and systematic schemes), using Eq. 6.8.3. A summary of these values and the
computed systematic are given in Table 6.11.

The overall uncertainties for the Ag — pu~ v, background are therefore taken to be
0.9 x 107° (stat) £ 0.6 x 107> (syst) for Run 1, and 0.3 x 107° (stat) £ 1 x 107> (syst)
for Run 2.

Systematic studies have also been carried on in order to assess the effect of the multi-
plicity in the evaluation of the misidentification. A negligible effect has been found in this

case.
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Table 6.11: Ag — pu~ v, PID efficiencies computed with the nominal and systematic
binning schemes for protons, with resultant systematic uncertainty

Ay, PID efficiency (%) Run 1 Run 2
Nominal scheme (5.5+£0.9)-1073 (7.4+0.3)-1073
Systematic scheme (6.1+1.1)-107% (6.440.3)-1073

| Systematic uncertainty (%) | 0.6-103 1-1073 ‘

6.10 Background Yields

In this section, the yields for the backgrounds relevant to this analysis will be computed;
those decays with muon candidates within the mass region of interest (4.9 to 6.0 GeV/c?).
The number of expected candidates is estimated by normalising each background decay to
the BT — J/¢K* channel;

fx ]\IBJF—LJ/'l/)KHL tot
Nexp = 5 - - By - € 6.10.1
P fu B(B+ _>J/1/}K+)'€tjg(g):cr_>J/wK+ v ( )
Ba

where N is the number of expected events and x indicates one of the background channels.
B is used in the next section as shorthand for the braced part of the equation. The
branching fraction of BT — J/¢ K™, where the J/v decays to two muons, is B(BT —
J/p(— ptp~)KT) = (6.021 £ 0.170) x 107> (see Eq. 5.5.4).

The yields for the normalisation channel, Np+_, /4 x+, are computed for each data
taking year via a maximum likelihood fit on the reconstructed B meson mass distribution,
following a selection. The selection is similar to that for the B?S) — puTp~ decays, with
the exception that there is an additional track (the kaon) and the decay is not required to

pass the ProbNN PID selections. The yields for each year are given in Table 6.12.

Table 6.12: Yields for the BT — J/¢ K™ normalisation.

Year Np+_, 50K+

2011 (3.479 +0.008) x 10°
2012 (7.780 4+ 0.012) x 10°
2015  (1.676 4+ 0.005) x 103
2016  (1.0369 4+ 0.0015) x 106
2017 (1.0820 4 0.0014) x 10°
2018 (1.3208 4 0.0015) x 10°

The total efficiency, €t for a given channel includes the acceptance, reconstruction
and selection, PID, and trigger efficiencies. All of these efficiencies are estimated from
simulation, with the exception of the PID which uses the data-driven estimate described

previously in Sect. 6.8. The trigger efficiency is evaluated from simulation after the full
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selection is required. The background expectations are computed in bins of BDT.

6.10.1 Semileptonic backgrounds

In this section estimates of exclusive background decays with one or two real muons in the
final state are given. The decays B® — np*v,, B - K utv,, Bt — 7tutp~ and
B° — 7%~ all pollute the lower mass sideband only, meaning that the are only present
on the left hand side of the BY — p*u~ signal peak in the invariant mass distribution.
AY — puv, and B — J/1puTv, on the other hand span the whole mass region.

BY & o~ u"‘uﬂ
The semileptonic decay B® — 7~ ptv, has a branching fraction [71] of:

B(B® - nuTv,) = (1.50 £ 0.06) - 1074, (6.10.2)

and can contribute to the backgrounds of the signal decays when the pion is misidentified
as a muon. The invariant mass of the dimuon candidate is shifted to the left due to the
missing neutrino, and for the same reason, the BDT is shifted to lower values. Therefore,
the invariant mass distribution of the decay has to be carefully estimated in bins of BDT.

MC samples are used to study this background, equally split in the two magnetic
polarities. The samples were produced with a cut at generator level requiring the mu
invariant mass to satisfy m(mwu) > 4500 MeV/c?.

The samples were produced with the Isgur-Wise form factor model (ISGW2) [110,111],
which is actually not in good agreement with recent data. Figure 6.11 shows the comparison
of the invariant mass spectrum from the Isgur-Wise model at generator level, compared
to the spectrum generated according to recent data and lattice results [112]. From these
comparisons, per-event-weights are computed to scale the MC events. This scaling ensures
that the MC events can accurately represent what happens in real data.

The efficiency of the PID selection on the muon track is computed by convoluting the
muon efficiency maps from PIDCalib, described in Sect. 6.8.1, with spectrum of the muon
in simulated B® — 7~ putv, decays.

The PID selection efficiency of the pion is computed using the following equation:

ma ,PT) © Mc (P, PT
prr,data(p p ) fmw C(p p ) X EPIDmyu MC (6.10.3)
mapw,pgun(pa pT) ® fﬂ',uy MC (papT)

Epion =

where map, g1, and map, ..., are the m — p efficiency maps, computed with data (from
PIDCalib) and MC from pGun.

fruwmc(p, pr) is the p, pr distribution of simulated B® — 7~ Ty, decays after the
full selection is applied (without trigger). epip xuvMc is the overall efficiency of the muon

selection requirement on the pion in simulated B® — 7~ pt v, events, after the full selection
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Figure 6.11: Distribution of pion-muon invariant mass (¢%) in B® — 7~ Ty, decays using
the ISGW2 model (blue) and using a fit to data and recent lattice results (red). Both
histograms are normalized to the same area.

is applied (without trigger). The numerator of the equation is therefore the standard
convolution of the MC distribution for B® — 7~ u*v, events with the data, and the
denominator is the convolution of the MC distribution for B® — 7~ pv, events with the
pGun distributions. It can be seen as the misidentification efficiency of our B — 7~ putv,
MC, scaled by the ratio of the efficiency map in data over the efficiency map from pGun
MC. Neither of the maps include the out-of-range corrections, which must be evaluated

separately.

The out-of-range correction depends on the specific decay channel, and where the decay
peaks within the mass window of interest. For the B(Os) — hh()~ decays the out-of-range
correction is very significant as the signal peaks at 5280 MeV/c?, which is ~ 400 MeV/c?
away from the 4900 MeV/c? boundary. B® — 7~ pv, decays on the other hand peak at a
lower mass, and most of the tracks from decaying-in-flight pions have a reconstructed mo-
mentum significantly smaller than the pion momentum. For that reason, the reconstructed
dimuon mass is likely to take values below 4900 MeV/c?, and therefore the out-of-range cor-

rection is small for this channel.

The full breakdown of the numbers used to evaluate the background yield for B® —
T ,u+1/#, including the BDT integrated PID efficiencies for each run, are given in Table
6.13. Using Eq. 6.10.1, the yield for this background has been calculated using these
efficiencies, and is included in the final column of Table 6.13.

The quoted errors on the numbers of expected events include the uncertainties on the
branching fraction, the normalisation with BT — J/¢% K™, and on the total efficiencies

from MC and data control samples; this applies to all of the background estimates given
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in the rest of this section.

Table 6.13: Estimated B° — n~pt v, efficiencies and yields for the Run 1 and Run 2
samples. The trigger efficiencies are evaluated on the combined sample of B® — 7~ wtu,
and B — K~ pv, decays to increase statistics and after checking that the pion and kaon
kinematics are similar.

By [10M] €gen 1073] €l (1072 €pia [1075]  €qpig (107 7] Nexp
Run 1 | 7.25+0.19 6.745+0.025 2.35+0.10 291+0.13 9.10+£0.09 | 46+4
Run 2 | 21.6740.46 7.001 £0.012 2.60+0.11 3.41+0.10 9.56+0.04 | 193+ 13
B(B° — n—pFv,) = (1.50 £ 0.06) - 10~*

The expected numbers of events in bins of BDT from the same MC-driven estimates
are listed in Table 6.14, and the invariant mass distributions in bins of BDT, fitted on MC,

are shown in Fig. 6.12.

Table 6.14: Estimated B® — 7~ pt v, yields per BDT bin for Run 1 and Run 2.

BDT range Run 1 Run 2
All 46 +4 193 + 13

0.0-0.25 14.7+1.4 63+5
0.25-0.4 74409 344428
0.4-0.5 5.6 +0.7 22.3+2.0
0.5-0.6 39406 189+1.8
0.6-0.7 48+07 181+£18
0.7-1.0 9.1+1.1 36.0+3.1

Bg — K_,u+1/”

The semileptonic decay BY — K~ v, can represent a significant peaking background for
the analysis when the kaon is misidentified as muon. The branching fraction of this decay
has recently been measured by LHCb [113] to be;

B(BY - K ptv,) = (1.06 £0.10) - 10~*. (6.10.4)

Despite having a similar branching fraction to the B® — 7~ wtv, background already
discussed, the contribution from B? — K ~ v, decays is expected to be smaller due to
the larger mass shift, and the lower fragmentation fraction of the B? compared to B™.

In order to study this background, MC samples are split evenly between the two magnet
polarities. The samples were produced with a cut at generator level requiring the Ku
invariant mass to satisfy m(Kpu) > 4500 MeV/c?. Similarly to the B — 7~ utv, case, the
MC is reweighted to better represent real data.

The PID efficiency for the B — K~ u*v,, decay is computed using the same procedure
described for BY — = pty, decays.
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Figure 6.12: Invariant mass distribution of the B — 7~ ptv, channel and shape fitted
with one-dimensional kernel density estimators using Gaussian kernels, from the sum of
all simulation. The distributions are shown separately for BDT bins 1 to 6 (from left to
right, from top to bottom).

109



CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

Unlike the BY — 7~ u*v, case however, the out-of-range contribution for BY —
K~ v, decays is significant more significant due to the position of the mass peak. The
full breakdown of the numbers for the MC-driven estimate integrated over the entire BDT

range is listed in Table 6.15, including the computed yields for each Run.

Table 6.15: Estimated B — K~ uTv, efficiencies and yields for the Run 1 and Run 2
samples. Note, that the selection efficiency egq also contains the effect of the MC reweight-
ing. The trigger efficiencies are evaluated on the combined sample of BY — 7~ pt, and
BY — K~ u'v, decays to increase statistics and after checking that the pion and kaon
kinematics are similar.

B0 en [10]  ca 107 a0 €uig 10 | Neg
Run1 | 1.86£0.15 9.14+0.04 25+04 272+0.17 9.10+£0.09 | 11.0+2.4
Run2 | 55+04 9475+0.019 27+05 1.73+0.04 956+0.04 | 25+5
B(B? - K~ pu*v,) = (1.06 £ 0.10) - 10~ *

The expected numbers of events in bins of BDT from the same MC-driven estimates
are listed in Table 6.16. The invariant mass distributions in bins of BDT are fitted on MC,

and are shown in Fig. 6.13.

Table 6.16: Expected B? — K~y v, yields per BDT bin for Run 1 and Run 2.

BDT range Run 1 Run 2

All 11.0+24 25+5
0.0-0.25 20+05 3.7£1.0
0.25-0.4 1.30+0.33 3.1+£08
0.4-0.5 0.73£0.23 25£0.7

0.5-0.6 1604 3.6+09
0.6-0.7 1.40£0.35 3.7£0.9
0.7-1.0 40+09 86=£1.9

BT > ntputp~ and B® —» nOutpu—

The decays Bt — 7#7puTp~ and B — 7% T~ can mimic the B?s) — utp~ decay if

the two final state muons form a good vertex. While the dimuon invariant mass of these
backgrounds will not reach the signal region (due to the additional pion in the final state),
it could affect the left sideband. The decay B* — w "~ has a branching fraction [71]
of

B(BT — 7 uTp) = (1.75£0.22) - 1075 (6.10.5)

The decay B® — 7%+ 1~ has not been yet been observed, but a theoretical estimate [114]
of its rate relative to BT — 7yt~ can be used:

B(B® — nutpu~)
=(.471022 6.10.6
B(B"‘ N 7T+,U+M_) —0.18 ( )
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Figure 6.13: Invariant mass distribution of the BY — K~ ptv, channel and shape fitted
with one-dimensional kernel density estimators using Gaussian kernels, from the sum of
all simulation. The distributions are shown separately for BDT bins 1 to 6 (from left to
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From this an estimate for the branching fraction can be obtained:

B(B® — 7°uTp™) = (0.82 +0.36) - 1078

(6.10.7)

MC samples of Run 1 and Run 2 events, split equally between the polarities are used

for the two decays with both muons required to be in the detector acceptance. The full

breakdown of the numbers for the MC-driven estimates integrated over the entire BDT

range, including the computed yields, are listed in Table 6.17 and Table 6.18.

Table 6.17: Estimated BT — 7" utp~ efficiencies and yields for the Run 1 and Run 2

samples.
B0 G107 a0 a0 g0 | Ny
Run 1 | 7.254+0.19 2.803 £0.010 5.07 + 0.05 8.0247 + 0.0030 9.566 +0.022 | 13.8 £ 1.8
Run 2 | 21.67£0.46 2.8728 +0.0026 5.6724+0.029 8.3432 £ 0.0011 9.593 + 0.011 4946

B(BT —atputp ) =(L75+022) 105

Table 6.18: Estimated B® — 7%u*u~ efficiencies and yields for the Run 1 and Run 2

samples.
ﬂu [1011] €gen [10_1] €sel [10_3} €pid [10_1] Etrig [10_1] Nexp
Run1 | 7.254+0.19 2.827 £0.011 4.72£0.05 8.0153£0.0030 9.519£0.023 | 6.0£2.7
Run 2 | 21.67+0.46 2.8767 +£0.0028 5.236 £0.028 8.3717 £0.0011 9.577 +£0.011 21+9

B(BY — 7%uT =) = (0.82 £0.36) - 10~8

The expected numbers of events in bins of BDT from the same MC-driven estimates
are listed in Table 6.19.

The invariant mass distributions in bins of BDT, fitted on MC are shown in Fig. 6.14.
The same mass shape is used for both BT — 7t utp~ and B — 7% 1~ decays, as the

dimuon mass distribution is identical.

Table 6.19: Expected BT — 7FuTu~ yields (left) and expected B — 70u*pu~ yields
(right) per BDT bin for Run 1 and Run 2.

BDT range Run 1 Run 2

All 13.8+1.8 49 +6
0.0-0.25 6.1+0.8 229429
0.25-0.4 2.7+04 99+13
0.4-0.5 1.45+0.19 5.0+0.6
0.5-0.6 1.17+0.16 4.0+0.5
0.6-0.7 0.95+0.13 31404
0.7-1.0 1.36 £0.18 4.5+0.6

112

BDT range Run 1 Run 2

All 6.0 £2.7 21+9
0.0-0.25 19+£08 6.7+3.0
0.25-0.4 1.0+£04 3.6+1.6
0.4-0.5 0.66+0.29 23+1.0
0.5-0.6 0.63+0.28 22+1.0
0.6-0.7 0.62+0.27 22+1.0
0.7-1.0 1.3+£06 44+19
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Figure 6.14: Invariant mass distribution of the combined B* — ntpu*pu~ and B° —
7%ut = channels and shape fitted with one-dimensional kernel density estimators using
Gaussian kernels, from the sum of all simulation. The distributions are shown separately
for BDT bins 1 to 6 (from left to right, from top to bottom).
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A = pu~uv,

The decay Ag — pp~ v, can fake the B?S) — uTp~ decay when the proton is misidentified

as a muon. This can happen due to noise or punch-through protons (described earlier in
Sect. 4.3.1).
The branching fraction of the decay has been measured by the LHCb collaboration [115]
to be
B(A) — pu~v,) = (41+£1.0)-107% (6.10.8)

For the hadronisation fraction, the LHCb measurement [116] of

_ fao
N fu+fd

ra(pr) (pT) = Alp1 + exp (p2 + p3 X pr)], (6.10.9)

with
A =1.000 + 0.061
p1 = (7.93+1.41)-1072
po = —1.022 £ 0.047
p3 = (—0.107 £ 0.002) GeV !

is used.

By assuming f; = f, the relation Sy = f, - 2ra(pr) is obtained. Since the 2r(pt)
factor is pr dependent, a per-event weight is assigned and included in the selection efficiency
computation. That way, B, can simply be used in the normalisation.

MC samples of Run 1 and Run 2 events, equally split in the two magnetic polarities
are used to study the background. The events have been generated requiring m(pu) >
4500 MeV/c? at generator level.

The full breakdown of the numbers for the MC-driven estimate integrated over the
entire BDT range is listed in Table 6.20.

Table 6.20: Numbers entering into the computation of the Ag — pp~ v, peaking background
and estimated background yields for the Run 1 and Run 2 samples. Note, that the selection
efficiency ege also contains the effect of the reweighting due to the Ag hadronization.

By [101] €gen [1077] €sel (1072 €pia [107°]  €grig [1071] Nexp
Runl| 7254019  1.322+£0.007 09+1.0 55+1.1 891+£0.17 [ 1.84+2.0
Run 2 | 21.67+0.46 1.3225+0.0024 1.0£1.0 74410 891+£0.17| 748
B(AY — pp~v,) = (4.1+£1.0)-10~*

The expected numbers of events in bins of BDT from the same MC-driven estimates
are listed in Table 6.21. It has been checked that the very high yield uncertainties resulting
from the form factor uncertainties have only a negligible impact on the signal branching
fraction.

The invariant mass distributions in bins of BDT are fitted on MC, again with one-
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Table 6.21: Expected Ag — pp~ v, yields per BDT bin for Run 1 and Run 2.

BDT range Run 1 Run 2

All 1.8+£2.0 7T+8
0.0-0.25 06+07 18+£1.9
0.25-0.4 0.29+£032 11412
0.4-0.5 0.18+0.20 0.8+0.8
0.5-0.6 0.20+0.22 0.94+0.9
0.6-0.7 0.19+£0.21 09410
0.7-1.0 0.32+£0.35 16+1.38

dimensional kernel density estimators using Gaussian kernels. The fit results are shown in

Fig. 6.15 for the sample.

Bf — J/yputy,

Partially reconstructed decays of the B meson could be a dangerous background to the
B?s) — ptp~ signal, due to the larger mass. That said, the hadronisation fraction of a
b quark to a BJ is about two orders of magnitude lower than to a BT meson (though with
large uncertainties).

The decay Bf — J/¢uTv,, with J/¢p — pp~, could pass the signal selection in the
case that a good vertex is reconstructed between the muon from the semileptonic decay
and the oppositely charged muon from the J/¢ decay. Given the above topology, the
muon isolation is expected to be rather effective in rejecting this background.

A simple J /1 veto is also used to further reject these events. The cut consists of vetoing
events in which one of the two candidate muons, coupled to any other oppositely-charged
muon in the event (selected with ProbNN,, > 0.3), falls in a window of (m(up) —m(J/9)) <
30 MeV/c2.

This veto is expected to reject 68.7% (65.7% in Run 2) of B} — J/¢uty, events (in
the whole BDT range), with a small signal loss of 0.2% in Run 1 and 0.3% in Run 2.

The veto is included in all of the estimates for the other exclusive backgrounds given
in this section, although they are rather unaffected. The majority of the vetoed B —
J/yut v, events fall in the low BDT region because of the long track isolation.

The branching fraction of this decay including the hadronisation fraction ratio has

recently been measured [117] to be:

Je

i B(Bf — J/utv,) = (7.0740.154+0.24) - 10° for 7 TeV, (6.10.10)
u d
and
i ijf -B(Bf — J/utv,) = (7.36 4+ 0.08 + 0.30) - 10~° for 13 TeV. (6.10.11)
u d
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Figure 6.15: Invariant mass distribution of the Ag — pp~ v, channel and shape fitted from
the sum of all simulation. The distributions are shown separately for BDT bins 1 to 6
(from left to right, from top to bottom).
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in the kinematic region 4 GeV/c < pr < 25 GeV/c and 2.5 < n < 4.5 of the B meson.
Assuming f, = fq4, and f./f, is similar for 7 TeV and 8 TeV, one can then estimate the

effective branching fraction of the whole decay chain as:

Je

Bet = 2f ; B(BS — J[uTvu) - B(J [ — p ) (6.10.12)
u d

= (8.4340.34) - 1079 for Run 1, (6.10.13)

= (8.840.4) - 107 for Run 2. (6.10.14)

A correction factor accounting for the ratio of acceptances between BT — J/¢Yp K™
and B — J/¢p" v, under the kinematic selection of Ref. [117] is calculated from MC
generations without acceptance cuts. It is found to be consistent with one (o = 1.001 +
0.008) and thus dropped.

To study this background, MC samples are again used, with an even split of magnet
polarities. The full breakdown of the numbers for the MC-driven estimate integrated over
the entire BDT range is listed in Table 6.22. The expected numbers of events in bins of
BDT from the same MC-driven estimates are listed in Table 6.23, along with the computed
yield.

Table 6.22: Numbers entering into the computation of the B — J/¢u" v, peaking back-
ground and estimated background yields for the Run 1 and Run 2 samples. Note, that
the reconstruction and selection efficiency € also contains the PID efficiency measured
on data.

5u [1011] €gen [10_3] €sel [10_3] €pid [10_1] Etrig [10_1} Nexp

Runl | 725+0.19 1.7018£0.0023 3.95+0.06 7.9880+0.0031 9.50+£0.04 | 31.1+1.6
Run 2 | 21.67+£0.40 1.9295+0.0017 3.413+0.023 8.3544£0.0011 9.596+0.014 | 101+5

Beg(BF — J/yutv,) = (8.43+£0.34) - 1076 for Run 1
Beg(B} — J/Yptv,) = (8.8+0.4) - 107° for Run 2

The invariant mass distributions in bins of BDT are fitted on MC with one-dimensional
kernel density estimators using Gaussian kernels. The fit results are shown in Fig. 6.16 for

the sample.

Table 6.23: Expected B — J/¢u*v, yields per BDT bin for Run 1 and Run 2.

BDT range Run 1 Run 2

All 31.1£1.6 101 +£5

0.0-0.25 244+13 79+4
0.25-0.4 3.27+£023 11.7+0.6
0.4-0.5 1.54+0.14 4.59+0.27
0.5-0.6 0.86+0.10 2.85+0.19
0.6-0.7 0.61+0.08 1.56+£0.12
0.7-1.0 0.43+£0.07 0.85+£0.08
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Figure 6.16: Invariant mass distribution of the B — J/¢¥u"v, channel and shape fitted
from the sum of all simulation. The distributions are shown separately for BDT bins 1 to

6 (from left to right, from top to bottom).
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6.10.2 Non semileptonic backgrounds, B?S) — hth()-

The double misidentification probability is estimated by convoluting the kaon and pion
misidentification curves, explained in Sect. 6.9.1, with the simulated p and pr spectra of
the two hadrons from B?S) — hth()= decays, after the full selection is applied.

The double misidentification probabilities for Run 1 and Run 2 data are given in Ta-
ble 6.24, separately for the four exclusive decay modes, being B — K*tn~, BY — ntr—,
BY - 7"K~ and BY - KTK~.

The average double misidentification for the inclusive B?S) — hthO~ decays, €nn—spup,
is also shown in the last column. It is obtained by weighting the values of the single modes
according to their relative production rates®.

The total €5, also includes a correction to account for the BDT-dependence of the

hp procedure.

Table 6.24: Double misidentification probability in units of 1076 for Run 1 and Run 2
data; the PID, 4 selection is used for Run 1 and 2015, and the PID, g selection for Run 2.

BY & o BY 5 Kn BS—)KTI’ BS—)KK €hh—spup
Run1 | 15914+0.58 7.31+0.39 7414040 394+0.29 184+2.1
Run 2 | 20.434+0.28 7.26+£0.20 7.294+0.20 3.11+0.14 9.41+£0.72

Using the values of €pp,—,, together with the B% — K*7~ TIS yields corrected by the
expected fraction of each mode, the number of B?S) — hth()~ double misidentified events

is evaluated and summarised in Table 6.25.

Table 6.25: Number of expected B?s) — hth()~ events per run.

Run 1 Run 2
Niuhosppy 20.1£26 334429

In order to take into account the BDT dependence (due to correlation between PID and
BDT via the momentum of the selected candidates) of the double misidentification, it is
evaluated individually for each BDT bin. The number of expected events in each BDT bin
is then computed. The estimates of B?S) — hTh()~ double misidentification background
per BDT bin, are summarised in Table 6.26 for Run 1 and Run 2 data.

The MC mass distributions of the four B?s) — hth()~ modes are summed up with a
weight that accounts for the branching fractions, fs/f4, and selection efficiencies, including
the full PID selection. The weights equalize the statistics of the four modes, prior to taking
the sum. The resulting MC events are shown in Fig. 6.17 together with the RooKeysPdf
fit curve.

The following branching fractions are used [71]: B(B® — KTn~) = (19.6 £ 0.5) - 1075,
B(B® — ntr™) = (5.12£0.19) - 107%, B(BY - 77 K~) = (5.6 £ 0.6) - 10~°,
BB — KTK™)=(25241.7)-107%, and fs/fs = 0.244 4 0.012 (13 TeV value).
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Table 6.26: Number of B?s) — hth()~ = pt = events as a function of the BDT bin for

Run 1 and Run 2 data.

BDT range Run 1 Run 2
All 20.1+£2.6 33.4+29
0-0.25 6.1 +1.4 10.7 £ 1.7
0.25-0.4 3.84+0.9 6.2+ 1.0
0.4-0.5 1.57£0.20 2.90+0.26
0.5-0.6 1.61 +£0.21 2.82+0.26
0.6-0.7 1.65+£0.21 2.684+0.24
0.7-1.0 5.3+ 0.7 8.1+0.7
E 7005—
é 600;— Hf:r
& 500
a00F-
T
300
200E H;T‘F'{H 4
100? & \._
0535 265" ' 54;(:' —— R R
m,, (MeV/c?)

Figure 6.17: B?S) — hth)~ = pt = invariant mass and fit curve.

6.10.3 Background summary tables

The background estimates in bins of BDT and in the mass range of 4900 to 6000 MeV/c?
for B?S) — hth=, BY - n uty,, B - K ptv,, BY — ntptp™ and BY — n%utpu,
A — pp~vy, and Bf — J/¢utv,, are summarized in the following Tables 6.27 and 6.28

for Run 1 and Run 2 data, respectively.
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Table 6.27: Exclusive background yields per BDT bin with their total estimated uncertainties for Run 1 data.

BDT range B?s) —hthO= B wrn uty, BY - K pty, Bt —atpty~ B —nOutp~ A) = pu v, B — J/puty,

All 20.1 £ 2.6 46 £4 11.0+24 13.8 £ 1.8 6.0+ 2.7 1.84+2.0 31.14+1.6
0.0-0.25 6.1+14 14.7+1.4 2.0£0.5 6.1 0.8 1.9£0.8 0.6 0.7 24.4+1.3
0.25-0.4 3.84+0.9 7.4+0.9 1.30 +0.33 2.7+04 1.0+04 0.29 £0.32 3.27+0.23
0.4-0.5 1.57+0.20 5.6 £0.7 0.73£0.23 1.454+0.19 0.66 = 0.29 0.18 +0.20 1.54+0.14
0.5-0.6 1.61 £0.21 3.9+0.6 1.6 04 1.17+£0.16 0.63 £ 0.28 0.20 £ 0.22 0.86 = 0.10
0.6-0.7 1.65 £0.21 4.8 +0.7 1.40 £ 0.35 0.954+0.13 0.62 £ 0.27 0.194+£0.21 0.61 +0.08
0.7-1.0 5.3+0.7 91+1.1 4.0£0.9 1.36 £0.18 1.3£0.6 0.32+0.35 0.43 £0.07

Table 6.28: Exclusive background yields per BDT bin with their total estimated uncertainties for Run 2 data.

BDT range B?S) —hth0= B »rpty, BY - K utv, Bt —watutu~ B = 7r%utu~ A) —puv, BF — J/ptu,
All 33.4+29 193 + 13 255 494+ 6 21+9 7T+8 101 £5
0.0-0.25 10.7 £ 1.7 63+ 5 3.7+1.0 229429 6.7+ 3.0 1.84+1.9 79+4
0.25-0.4 6.2+1.0 3444+ 2.8 3.1+0.8 9.9+1.3 3.6 1.6 1.1£1.2 11.74+0.6
0.4-0.5 2.90 +0.26 22.3+2.0 2.54+0.7 5.0+ 0.6 23+1.0 0.8+ 0.8 4.59 4+ 0.27
0.5-0.6 2.824+0.26 189+1.8 3.6+0.9 4.0£0.5 224+1.0 0.9+0.9 2.854+0.19
0.6-0.7 2.68 +0.24 18.1+1.8 3.7+0.9 3.1+04 2.24+1.0 09+1.0 1.56 +0.12
0.7-1.0 8.1+£0.7 36.0+ 3.1 8.6+1.9 4.54+0.6 444+19 1.6 £1.8 0.85+0.08

SISATVNY (L) _r 1« S)g 9 YALIVHD




CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

6.11 Normalisation and Branching Fraction Results

The signal branching fractions are normalised to the two decay channels B — K7~
and BT — J/¢YK* (with J/v — ptp~). Their branching fractions are taken from the
PDG [71].

Therefore, the signal branching fractions are expressed as

Qg
an T norm
B(B) — it i) = Swomm  Cnom  Ja XN B0yt - (6.11.1)
Niorm Esig fs s
—_—
aq
BB = utu™) = ag x Npo_ypt- (6.11.2)

where s and oy are the normalisation factors for BY — pu*u~ and B® — p*u~, respec-
tively, N and € are the yields and efficiencies of the normalisation channels, and fs/f; is
the ratio of hadronisation fractions. Here and in the following we assume that f; = f,, as
this is known to hold to good accuracy.

The detection efficiencies are split according to the detection stages: detector accep-

tance (i.e. generation level), reconstruction and selection, and trigger, such that

Acc RecSel|Acc Trig|RecSel

€norm _ €horm norm norm (6 11 3)
. Acc RecSel|Acc Trig|RecSel’ T
€si € \ :
g S1g Csig sig

where the efficiency for each subsequent stage is estimated for candidates that pass the

previous stages.

Geometrical detector acceptance

The detector acceptance is defined as the fraction of the candidates that have all their
decay products within the geometrical detector acceptance of LHCb.

The total detector acceptance, however, will also be affected by the magnetic field and
by the interactions with the detector material; these effects will be evaluated as part of the
reconstruction efficiency discussed in the next section.

The geometrical detector acceptances for the signal and normalisation channels, esti-
mated with MC, are listed in Table 6.29.

The decay products are required to fly into the LHCb detector acceptance, defined by
the polar angle in the range of [10,400] mrad, which is chosen to be larger than the physical
LHCDb detector acceptance in order to allow for the recovery of particles by the magnetic
field.

The geometrical acceptance efficiencies in Table 6.29 are similar for the signal and the
BY — K*n~ decay, but lower for B* — J/¢)K* decays. This is expected due to the
kinematic distribution of the final decay products. The additional particle in the final
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state of the BT — J/v K™ decay makes it less likely that all of the decay products will
stay within the acceptance range.

In the production of the B — p*u~v MC, an acceptance cut applied to the other
signal channels was missed. For this reason, the B — u*u~+ efficiency at generation
stage is much higher than the other channels. This cut is instead taken into account in
the next selection stage, meaning that the RecSel efficiency (see Table 6.30) is significantly
lower than the other signal channels. Overall, the product of the A% x ReclSel ig gimilar

for each of the signal channels, as expected.

Reconstruction and selection efficiencies

The reconstruction efficiency is the number of candidates that are successfully recon-
structed, divided by the number of candidates in the detector acceptance. The selection
efficiency is then the percentage of reconstructed decay candidates that then pass the signal
selection (see Sect. 6.5).

Both efficiencies depend on the characteristics of the decay channel, including the
number of particles in the final state, their kinematic distributions, the track reconstruction
efficiency, and the particle identification efficiency.

The reconstruction and selection efficiencies are combined into efeclSel

. This efficiency
is evaluated on simulated samples, considering only candidates that have already passed
the detector acceptance cuts.

The efficiencies for each channel are in good agreement between the years 2015, 2016,
2017, and 2018 (Run 2). In general, the Run 1 efficiencies do not agree as well, but
since only the ratio of signal and normalisation efficiencies matters in the final calculation,
variations in the efficiencies cancel out. The efficiency for BY — u* =+ is much lower than
that of the other signal channels, as the acceptance cut which was omitted in generation
is included here, as mentioned earlier.

The efficiency to reconstruct a particle track is measured on J/¢ — p*p~ data using
the tag-and-probe method [118]. The efficiency with which tracks are reconstructed is
determined in bins of momentum and pseudo-rapidity, and applied as a correction factor to

the reconstruction and selection efficiencies. The RecSel efficiencies are listed in Table 6.30.

PID efficiency correction factors

The acceptance of the muon detector, and the efficiency of the ISMUON algorithm in
identifying true muon tracks, are included in the reconstruction and selection efficiencies
measured on simulation.

These efficiencies have also been determined on data and simulation using the tag-and-
probe technique on the BT — J/¢ K™+ sample. From these independent measurements,
correction factors are derived and applied to the simulated reconstruction and selection

efficiencies.
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Table 6.29: Geometrical detector acceptance, estimated as the fraction of decays contained
in the polar angle region of [10,400] mrad. MCXX represents MC created with the data
taking conditions of a given year. The numbers in the last column are weighted and
averaged according to the fraction of MagUp and MagDown data in each year (~50% of

each).

Channel ef/ggUp eﬁ‘;chown ehee
B — putu
MC11 (18.413 +£0.047)%  (18.340 + 0.063)%  (18.377 £ 0.039)%
MC12 (18.726 £ 0.033)%  (18.609 £ 0.032)%  (18.668 = 0.023)%
MC15 (19.318 £ 0.054)%  (19.273+£0.052)%  (19.296 = 0.037)%
MC16 (19.439 + 0.068)%  (19.401 + 0.066)%  (19.420 + 0.047)%
MC17 (19.274 £ 0.063)%  (19.271 +0.058)%  (19.273 + 0.043)%
MC18 (19.375+£0.067)% (19.371 +0.068)%  (19.373 £ 0.048)%
B — ptp~
MC11 (18.329 +0.053)%  (18.329 +0.053)%  (18.329 = 0.038)%
MC12 (18.646 £ 0.045)%  (18.735+0.045)%  (18.691 + 0.032)%
MC15 (19.288 £ 0.057)%  (19.276 + 0.059)%  (19.282 + 0.041)%
MC16 (19.394 +0.071)%  (19.369 + 0.070)%  (19.382 = 0.050)%
MC17 (19.370 £ 0.070)%  (19.357 £ 0.069)%  (19.364 = 0.049)%
MC18 (19.406 +0.067)%  (19.440 + 0.068)%  (19.423 = 0.048)%
BY = ptpy
MC11 (47.300 £ 0.120)%  (47.380 £ 0.130)%  (47.340 + 0.088)%
MC12 (47.300 £ 0.120)%  (47.380 £ 0.130)%  (47.340 = 0.088)%
MC15 (47.580 +0.120)%  (47.240 £ 0.120)%  (47.410 = 0.085)%
MC16 (47.340 £ 0.130)%  (47.310 £ 0.130)%  (47.325 + 0.092)%
MC17 (47.615+0.1200%  (47.505 £ 0.120)%  (47.560 = 0.085)%
MC18 (47.250 £ 0.130)%  (47.150 £ 0.125)%  (47.200 = 0.090)%
Bt — J/YK+
MC11 (16.379 £ 0.030)%  (16.440 + 0.058)%  (16.410 = 0.033)%
MC12 (16.712 £ 0.049)%  (16.691 +0.068)%  (16.702 = 0.042)%
MC15 (17.368 +0.046)%  (17.377 £ 0.047)% (17.373 £ 0.033)%
MC16 (17.302+£0.041)% (17.382+0.042)%  (17.342 + 0.029)%
MC17 (17.398 +0.057)%  (17.389 + 0.058)%  (17.394 = 0.040)%
MC18 (17.398 +0.059)%  (17.309 + 0.059)%  (17.354 + 0.042)%
BY - Kt~
MC11 (17.730 £0.036)%  (17.740 +0.031)%  (17.735 =+ 0.024)%
MC12 (19.040 £ 0.075)%  (18.916 £ 0.069)%  (18.978 £ 0.051)%
MC15 (19.579 £ 0.053)%  (19.599 + 0.052)%  (19.589 + 0.037)%
MC16 (19.679 £ 0.070)%  (19.641 +0.069)%  (19.660 = 0.049)%
MC17 (19.748 £ 0.065)%  (19.612+ 0.065)%  (19.680 = 0.046)%
MC18 (19.734 +0.068)%  (19.575 + 0.069)%  (19.655 = 0.048)%
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Table 6.30: Reconstruction and selection efficiencies for B?s) — uu~ () and the normal-
isation channels, evaluated on MC simulated samples after full reconstruction and selec-
tion. The J/v veto has been applied on B — u*p~, B® — p*p~ and BY — ptp~v and
B® — K*7~. The PID,, cut has not been applied to the signal channels. For BY — pu*u~,
only events above the 4.9 GeV threshold are considered.

Channel NACC NACCRCCSCI 6RccScl|Acc
By — ptp~
MC11 534,499 180, 540 (33.78 + 0.06)%
MC12 2,080,642 655,120  (31.487 +0.032)%
MC15 1,011,344 333,341 (32.96 £ 0.05)%
MC16 2,011,123 667,217 (33.176 £ 0.033)%
MC17 2,012, 366 668, 064 (33.198 +0.033)%
MC18 1,008, 582 335,158 (33.23 +£0.05)%
BY — ptpu~
MC11 508,999 171,101 (33.62 £ 0.0M)%
MC12 498,027 154,132 (30.95 + 0.0M)%
MC15 1,072,675 347,595  (32.40 £ 0.05)%
MC16 2,006,533 654,455  (32.616 = 0.033)%
MC17 2,071,197 675,209 (32.600 £ 0.033)%
MC18 1,047,670 349, 967 (33.40 £ 0.05)%
BY = ptuy
MC11 157,582 17,113 (10.86 £ 0.080)%
MC12 328,682 34,676 (10.55 £ 0.050)%
MC15 311,838 35,612 (11.42 £ 0.060)%
MC16 620,694 71,690 (11.55 £+ 0.040)%
MC17 618,046 71,199 (11.52 £+ 0.040)%
MC18 1,255,800 146,049 (11.63 £ 0.029)%
BT = JJOK+
MC11 762,312 140,048  (18.37 + 0.040)%
MC12 5,047,318 840,275 (16.648 £ 0.017)%
MC15 2,072,461 359,980 (17.370 £ 0.026)%
MC16 4,182,716 742,742 (17.757 £0.019)%
MC17 10,006,407 1,777,045 (17.759 £0.012)%
MC18 9,912,257 1,758,921 (17.745+0.012)%
B » Ktn~
MC11 775,505 201,069 (25.93 £ 0.050)%
MC12 8,581,113 2,068,318 (24.103 +0.015)%
MC15 2,009, 237 513,096 (25.537 +0.031)%
MC16 4,006,284 1,023,331 (25.543 £ 0.022)%
MC17 4,008,116 1,024,970  (25.572 = 0.022)%
MC18 4,109,859 1,048,447 (25.511 £ 0.022)%
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The muon identification efficiencies for the signals modes B?S) — ptp~ also include

the ProbNN particle identification requirements. These are not included in the simulated
reconstruction and selection efficiencies listed in Table 6.30, but are included in the signal

selection through the correction factors:

isMuon(+ProbNN)|RecSel
Cch — €Data (6 11 4)
isMuon|RecSel ’ o
pY(e

These factors are computed for each channel as ratios between the efficiencies on sim-
ulation and data, and are listed in Table 6.31. The MC results are computed by simply
finding the fraction of selected events that pass the ISMUON requirement cut, while the

data results are computed using maps from PIDCalib.

Table 6.31: Muon identification efficiencies after full selection for signal and control channel
decays estimated on both simulation and data using PIDCalib. In addition to the ISMUON
efficiency, the signal channel efficiencies on data also include the ProbNN cut efficiency.
The correction factors for the reconstruction and selection efficiencies are calculated as the
ratio of the data and MC numbers in this table.

BY = ptp” BY — ufp~

isMuon|RecSel isMuon(+ProbNN)|RecSel isMuon|RecSel isMuon(+ProbNN)|RecSel
Year eMc | Data ( ) SYie | Data ( )
2011 (96.01 + 0.05)% (81.1+0.5)% (96.13 + 0.05)% (80.7 £ 0.5)%
2012 (96.28 + 0.02)% (81.0 £ 0.4)% (96.27 + 0.05)% (80.7 £ 0.4)%
2015 (96.03 £0.03)% (79.7 £ 0.6)% (96.01 £ 0.03)% (79.6 £ 0.6)%
2016 (95.96 £ 0.02)% (83.8£0.2)% (95.95 £ 0.02)% (83.5+0.2)%
2017 (95.99 = 0.02)% (84.6 +0.2)% (95.97 + 0.02)% (84.3 +0.2)%
2018  (96.02 £ 0.03)% (83.9+0.2)% (96.01 £ 0.03)% (83.6 +£0.2)%

Bt — J/YKT BY — utu—y
Yo isMuon|RecSel isMuon|RecSel isMuon|RecSel isMuon(+ProbNN)|RecSel
ear eMc Data mc Data

2011 (94.62+0.06)%  (95.92 % 0.07)% (96.01 + 0.05)% (81.5+0.5)%
2012 (94.90 £ 0.02)% (95.65 + 0.05)% (96.28 £ 0.02)% (81.7+£0.4)%
2015 (94.68 £0.04)% (91.93 £ 0.06)% (96.03 £ 0.03)% (79.6 £ 0.6)%
2016 (94.61+0.03)% (9490 +0.02)%  (95.96 = 0.02)% (83.0£0.2)%
2017 (94.61 +0.02)% (94.64 + 0.02)% (95.99 + 0.02)% (85.2+0.2)%
2018 (94.60 + 0.02)% (95.38 + 0.02)% (96.02 + 0.03)% (85.3+0.3)%

Trigger efficiencies

For the selection of the signal and BT — J/¢¥ K™ samples, no specific trigger line is
required. This means that the samples contain both TIS and TOS events (see Sect. 3.2.9
for definitions). The events are predominantly triggered by muon and dimuon lines at

every trigger level, so the trigger efficiency for both modes can be calibrated with BT —
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J/YK™T data. These trigger efficiencies are calculated for events that have already been
accepted, reconstructed and selected. The additional hadron in the Bt — J/¢ K™ decay
can introduce a bias when determining the signal efficiencies, which is avoided by using
only the TOS efficiencies for muon and dimuon triggers.

The trigger efficiencies are determined from data with the TISTOS method [83], which
works by exploiting the overlap between the TIS and TOS categories, in order to determine

the various efficiencies as:

N
errs = —r 08 (6.11.5)
Nrtos
Nri1sTos
ETOS = —————— 6.11.6
N1 ( )
Ntrig Nt1sTos
Etriec = _— 6.11.7
™87 Nmis Nros ( )

where Nx is the number of (background subtracted) candidates triggered within the cat-
egory X. The category “Trig” refers to all triggered events by a given trigger strategy
regardless of the category.

Efficiencies are determined in bins of kinematic variables in order to mitigate the cor-

relation effects. Maps are created from Bt — J/¢ K™ data as a function of
e the maximum pr of the two muons, with bins [0,1.5,4,5,30] GeV
e the product of the pr of the two muons, with bins [0, 5,7.5,12, 150] GeV2.

These maps are then convoluted with the MC samples for signal channels, while the
Bt — J/WKT efficiency is determined directly from data. The trigger efficiencies for the
muonic channels are shown in Table 6.32.

The B* — J/¢ K™ efficiencies can also be used to determine the LO and HLT1 trigger
efficiency of B — K*+7n~. The B - K7~ candidates are selected requiring the L0 and
HLT1 trigger to be TIS as they are triggered mostly due to particles from the other b
hadron. For this reason the LO and HLT1 TIS can be calibrated with any b hadron decay.
The B® — K7~ efficiency depends on the exact configuration of the L0 and HLT1 trigger,
meaning that is varies over the years. At the HLT2 level, the candidates are required to

be TOS. The total B — K+~ efficiencies per year are summarised in Table 6.33.

6.12 Branching Fraction Results

The data are split by data taking period into Run 1 and Run 2 and also split into bins of the
BDT. The resulting data categories are fitted simultaneously with an unbinned extended
maximum likelihood fit. The lowest BDT bin [0.0,0.25] is excluded from the fit since it’s

background-dominated.

127



CHAPTER 6. Bs) = pu*p~ (7) ANALYSIS

Table 6.32: Trigger efficiencies for the muonic channels in data as obtained through TISTOS

(first uncertainty is statistical and the second systematic).

Year BY — utpu~ BY — ptp—

2011 (96.00 +0.60 +2.50)%  (95.90 + 0.60 £+ 2.70)%
2012 (95.70 & 0.40 + 2.10)%  (95.60 + 0.40 + 2.20)%
2015 (95.70 £0.70 +£1.40)% (95.70 + 0.70 + 1.40)%
2016  (96.99 +0.26 +1.68)% (97.00 +0.25 + 1.72)%
2017 (98.134+0.24 +1.56)% (98.09 &+ 0.24 + 1.60)%
2018 (96.62+0.23 +1.75)% (96.54 +0.23 + 1.84)%
Year BT — J/YyKT BY = putuy
2011 (88.50 +0.70 + 1.50)%  (95.51 + 0.60 4+ 2.96)%
2012 (87.90+0.40 +1.00)% (95.31 £0.39 +2.47)%
2015 (88.20+0.80 +1.60)% (95.53 +0.70 4+ 1.85)%
2016 (92.194+0.27 +1.53)% (96.94 + 0.25 + 1.88)%
2017 (90.83 +0.20 £ 1.34)%  (97.94 + 0.24 + 1.82)%
2018 (88.78 £0.27+1.79)% (96.35+0.22 +2.17)%

Table 6.33: TIS trigger efficiencies for B — K*7~, with the first uncertainty being
statistical and the second systematic.

Year BY - Ktn—
2011 (3.84 +£0.04 £0.30
2012 (4.53+£0.02+£0.19
2015

2017 (7.46 £0.03+£0.29
2018 (6.89£0.02+£0.34

( )%
( )%
(8.15 + 0.08 £ 0.27)%
2016 (7.43 4+ 0.03 & 0.43)%
( )%
( )%
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Figure 6.18: Mass distribution of signal candidates (black dots) for BDT > 0.5. The result

of the fit is overlaid (blue line) and the different components detailed in the legend. The
BY — 't~y component is left free to float in the fit.

1
5000

The distributions of the B® — p*p~ and BY — p*u~ components, described by
individual Double Crystal Ball functions, are characterized by the certain parameters which
are constrained in the fit, including the mean and mass resolution.

Shapes from physical backgrounds are determined on simulation using Gaussian Kernel
Functions (RooKeys) within each category. The combinatorial background is free to float
and modeled by a single exponential whose slope is common between the BDT categories,
but independent for Run 1 and Run 2.

The fit result for the most sensitive region BDT > 0.5 is shown in Fig. 6.18. From this

fit, the following branching fractions are obtained:

B(BY = p*p~) = (3.097535) x 107
B(B® — ptp) = (1.2055:32) x 1071
B(B] =yt u™y) = (—2.53%13) x 107°
B(B® — ptu”)
R = = 0.03970:030
B(BY — ptp~) 002

where R is obtained by repeating the fit using R x B(B? — u*p~) as a fit parameter in
place of B(B® — utpu™).
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Figure 6.19: CLg-value distributions for the signal parameters B(B? — p*p~v) and
B(B° — ptp~). The observed Clg-value distributions are compared to the expected
values from background-only pseudo experiments (5 = 0). The red line corresponds to the
expected upper limit curve.

The significance of the BY — u* ™ signal is 10.30, while the significance of the BY —
ptp signal is 1.70. The B® — utpu~ signal is therefore consistent with the background-
only hypothesis, meaning that the signal yields are consistent with 0 within the given
uncertainties. This means that this branching fraction result is instead converted into a
limit with a given confidence level (CL). This gives the top limit on the branching fraction,
i.e., what the maximum branching fraction could be given the results of the fit. As the
B% — uT i significance is only 1.70, the CLg method is used to set a limit on the branching
fraction, which is found to be B(B® — ptu~) < 2.3(2.6) x 10719 at 90 %(95 %) CL.

The BY — ut =~ signal is also consistent with the background-only hypothesis, so the
same method is applied. An upper limit on the B? — u+pu~+ branching fraction is found
at B(BY — ptu=y) < 1.5(2.0) x 1072 at 90 % (95 %) CL. The measured upper limits are
visualised in Fig. 6.19.

As shown in the results, the fit prefers a branching fraction of B — p*u~ consistent
with the SM and a negative value for the branching fraction of B — p* =7, the latter
suggesting an under-fluctuation of the background in the left sideband. To investigate the
impact of the B — p*pu~v under-fluctuation on B® — p*tp~ and BY — ptpu~ signals,
the fit is also performed by fixing the BY — u* =+ branching fraction to 0. From this fit,

the following branching fractions are obtained:

B(B? — ptum) = (3.157092) x 1077
B(BY — ptu) = (0.871085) x 10710
which are compatible with the values obtained in the nominal fit. In addition, no significant

deviations are observed in the pulls of the left sideband ([4900,5200] MeV/c?) that could

justify a significant mismodelling of the semileptonic backgrounds. With this configuration,

130



CHAPTER 6. Bs) = '~ (v) ANALYSIS

the upper limit on B(B° — ptp~) is also evaluated using CLg which is found to be
B(B® — putu~) < 2.0(2.4) x 1071% at 90 %(95 %) CL.

6.12.1 Statistical and systematic uncertainties

The statistical uncertainty is derived by repeating the fit after fixing all the fit parameters,
except for the BY — pu*p~ and B® — utpu~ branching fractions, the background yields
and the slope of the combinatorial background, to their expected values. The systematic
uncertainties of B(BY — utp~) and B(B® — p*u~) are dominated by the uncertainty
on fs/fq and the knowledge of the exclusive backgrounds, respectively. The branching

fractions can be written as

B(BY — (3.0970:3 (stat) T0 1% (syst)) x 1072
B(B° — utpu (1.201583 (stat) 4 0.14(syst)) x 10710
B(B? — ptp~v) = (2.5 + 1.4(stat) & 0.8(syst)) x 107°

— +0.030 +0.006
R = 0'039—0.024 —0.004

=
=
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Chapter 7
Summary and Future outlook

This final chapter will discuss the results presented in this thesis, as well as their interpre-
tation and implications with respect to previous measurements. The future prospects for

these measurements will also be discussed.

7.1 Summary

In this thesis, the full Run 1 and Run 2 data sample from the LHCb experiment was
analysed to measure the BY — = branching fraction, and to search for the B® — pu+pu~
and B? — pt v decays. Prior to the analysis, feasibility studies were conducted to ensure
that the BY — u* v decay could be searched for using the partial reconstruction method
within the B?s) — ptp~ analysis framework.

The branching fractions of the B — p*u~, B® — p*p~ and BY — ptpu~y (with
My > 4.9 GeV/c?) decays, as well as the ratio R of the BY — utu=/BY — putu~ rates,

have been measured to be;

B(BY = ptp) = (3.091 0457 017) x 107°
B(B® = ptu™) = (1.207083 +0.14) x 1071

— +0.030 + 0.006
R=10.039" 0.024 — 0.004

BB? = ptpy) = (-25+1.440.8) x 107°

where the first uncertainties are statistical and the second are systematic.

For the BY — utpu~ branching fraction, this result represents a significant improve-
ment in precision compared to the previous LHCb measurement, due to the reduced sys-
tematic uncertainty. This BY — uTu~ branching fraction is in fact the most precise
single-experiment measurement to date. The improvements are primarily due to a new
precise value of the hadronisation fraction ratio, as well as a more precise calibration of
the particle misidentification rates.

The B® — ptp~ and BY — ptp~ signals are consistent with the background-only
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hypothesis, meaning that the signal yields are consistent with 0 within the given uncer-

tainties. Therefore, upper limits on the branching fractions are set to

BB° = putp™) < 26x1071°
BB? = utp=y) < 20x107°

at 95% CL, the latter with m,, > 4.9GeV/c?. The limit on the B® — p*p~ decay is the
most stringent to date from a single experiment.

The upper limit on the BY — u* =+ branching fraction represents the first limit set
on this decay. It is important to emphasise that the limit is only set for the high invariant
mass region, being m,, > 4.9 GeV/c?, and there has been no attempt in this work to
extrapolate the result to the full branching fraction (over the full m,, range).

All of the results presented in this thesis are compatible with the SM, and the BY —
ptp~ and B® — putpu~ results are consistent with previous branching fraction measure-
ments and limits respectively. As such, the results place further constraints on the possible
new physics contributions to these decays. The results have recently been published by
the LHCb collaboration and can be found in Refs. [5] and [6].

7.1.1 Future Outlook

With the imminent start of Run 3 for the LHC comes several opportunities for improve-
ments on the measurements presented in this thesis. The results are statistically limited,
meaning that an increased LHCb dataset will allow us to make more precise measurements
for all three of the signals discussed here.

The current dataset (Run 1 and Run 2 collectively) totals 6 fb~! at a centre-of-mass
energy of 13 TeV. With the upgrades that are currently being implemented in preparation
for Runs 3 and 4, it should be possible to collect a further 41 fb~! in total over these runs.
This will be made possible by the implementation of a totally software based trigger for
taking data with an instantaneous luminosity around five times larger than it is currently.
Since the B — up~ decay has already been observed, the aim of future measurements
will be to achieve a precision measurement to probe New Physics. With the increased
dataset comes the opportunity to increase this precision, as well as hopefully achieving
observation of the B® — p*p~ and BY — utpu~y channels. A significant B® — ptp~
signal, and the following calculation of the ratio between the B? and BY decay modes, will
also provide a test of minimal flavour violation.

The systematic uncertainty on the B — u*u~ measurement will have to be decreased
to take full advantage of the increased data sets, which relies on more precise measurement
of the relative production fraction of B? and BY mesons, fs/fd.

Following the feasibility studies conducted in Chapter 5, it would also be interesting

to conduct a search for BY — p*p =+ using the same technique used in this thesis, but

133



CHAPTER 7. SUMMARY AND FUTURE OUTLOOK

with the invariant mass region extended down to 4.5 GeV/c?. This would require careful
investigation of any additional backgrounds that could appear in this region.

Following Run 4, a second upgrade of the LHCb detector is also being planned, which
will increase the instantaneous luminosity even more.

With all these planned upgrades we should finally be able to confirm whether there is
new physics at play in these B meson decays, or not. Either way, we take a step towards

understanding the fundamental nature of the universe.
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Appendix A

Selection variable shape
comparisons for Bg — ut Ty
feasibility studies

This section contains the distribution shape comparisons of for BY — u*u~ and B? —
put vy decays, for each of the variables used in the selection process. Variables showing
significant differences between the two signals are included in the main text (Chapter 5).

For variable definitions see Sections 5.3.3 and 5.3.2.

Pre-selection - py (u* and p™) Post-selection - pr (4" and ")
0.08— 0.08—
g E Decay Mode: % E Decay Mode:
2 007 - z 0.07|— __Ro +,,-
@00 —B) > ptuy = B) = ptuy
E - E _—nRo +, -
0.0 —BY > utu 0.06 - BY - ptu
005 0.05—
0.04{— 0.04[—
003 0.03—
0.023— 0.02—
0,01: 0.01
1 R s [ R ol T [ R
%% 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000
pr(utandp”) pr{u*andu)
(a) (b)

Figure A.1: Signal distributions of B? — u*p~ and BY — p*u~ for pr of the two muons
prior to selection (a) and after selection (b). Plots normalised to unit area.
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Figure A.2: Signal distributions of BY — u*p~ and BY — utpu~v for DIRA of the B
candidate prior to selection (a) and after selection (b); ISMUON output of signal muons
prior to selection (c) and after selection (d); and lastly, DOCA of the B candidate prior to
selection (e) and after selection (f). Plots normalised to unit area.
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Figure A.3: Signal distributions of B — ™ u~ and BY — u+ =~ for pr of the B candidate
prior to selection (a) and after selection (b); Ghost Probability output of signal muons

prior to selection (c) and after selection (d); and lastly, p of the two signal muons prior to
selection (e) and after selection (f). Plots normalised to unit area.
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MC momentum distributions for

the three signal channels
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Figure B.1: Normalised Run 1 MC momentum distributions for BY — pu*u=, B® — utpu~
and B? — pt =y, in four pr bins.
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Figure B.2: Normalised Run 2 MC momentum distributions for BY — pu*u~, B — utpu~
and B? — pt =y, in four pr bins.
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