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The gate fidelity and the coherence time of a quantum bit (qubit)
are important benchmarks for quantum computation. We con-
struct a qubit using a single electron spin in an Si/SiGe quantum
dot and control it electrically via an artificial spin-orbit field from a
micromagnet. We measure an average single-qubit gate fidelity of
∼99% using randomized benchmarking, which is consistent with
dephasing from the slowly evolving nuclear spins in the substrate.
The coherence time measured using dynamical decoupling extends
up to ∼400 μs for 128 decoupling pulses, with no sign of satura-
tion. We find evidence that the coherence time is limited by noise
in the 10-kHz to 1-MHz range, possibly because charge noise af-
fects the spin via the micromagnet gradient. This work shows that
an electron spin in an Si/SiGe quantum dot is a good candidate for
quantum information processing as well as for a quantum mem-
ory, even without isotopic purification.

Si/SiGe quantum dot | qubit | dynamical decoupling |
randomized benchmarking | electron spin

The performance of a quantum bit (qubit) is characterized by
how accurately operations on the qubit are implemented and

for how long its state is preserved. For improving qubit perfor-
mance, it is important to identify the nature of the noise that
introduces gate errors and leads to loss of qubit coherence. Ul-
timately, what counts is to balance the ability to drive fast qubit
operations and the need for long coherence times (1).
Electron spins in Si quantum dots are now known to be one of

the most promising qubit realizations for their potential to scale
up and their long coherence times (2–10). Using magnetic res-
onance on an electron spin bound to a phosphorus impurity in
isotopically purified 28Si (5) or confined in a 28Si metal–oxide–
semiconductor (MOS) quantum dot (3), ∼0.3-MHz Rabi fre-
quencies, gate fidelities over 99.5%, and spin memory times of
tens to hundreds of milliseconds have been achieved. Also,
electrical control of an electron spin has been demonstrated in a
(natural abundance) Si/SiGe quantum dot, which was achieved
by applying an AC electric field that oscillates the electron wave
function back and forth in the gradient magnetic field of a local
micromagnet (7). The advantage of electrical control over
magnetic control is that electric fields can be generated without
the need for microwave cavities or striplines and allows better
spatial selectivity, which simplifies individual addressing of
qubits. However, the magnetic field gradient also makes the
qubit sensitive to electrical noise, so it is important to examine
whether the field gradient limits the spin coherence time and the
gate fidelity.
In our previous work (7), the effect of electrical noise on spin

coherence and gate fidelity was overwhelmed by transitions be-
tween the lowest two valley-orbit states. Because different valley-
orbit states have slightly different Larmor frequencies, such a
transition will quickly randomize the phase of the electron spin.
If valley-orbit transitions can be (largely) avoided, then the
question becomes what limits coherence and fidelities instead.

Here we measure the gate fidelity and spin echo times for an
electron spin in an Si/SiGe quantum dot in a regime where the
electron stably remains in the lowest valley-orbit state for long
times, and where the corresponding resonance condition is well
separated from that associated with the other valley-orbit state.
To learn more about the dominant noise sources in this new
regime, we use dynamical decoupling experiments to extract the
noise spectrum in the range of 5 kHz to 1 MHz, and we compare
this spectrum with spectra derived from numerical simulations
for various noise sources. We also study the influence of the
various noise sources on the gate fidelity.

Device and Measurement Setup
A single electron spin is confined in a gate-defined quantum dot
in an undoped Si/SiGe heterostructure (6–8) (Fig. 1). The sam-
ple is attached to the mixing chamber (MC) stage of a dilution
refrigerator with base temperature of ∼25 mK, and subject to a
static external magnetic field of 794.4 mT along the direction as
indicated in Fig. 1, Inset. Spin rotations are achieved by applying
microwave excitation to one of the gates, which oscillates the
electron wave function back and forth in the magnetic field
gradient produced by two cobalt micromagnets fabricated on top
of the device. The device used in this work is the same as in the
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previous work (7), but the applied gate voltages are set differ-
ently to obtain a higher valley-orbit splitting.
The measurement scheme consists of four stages: initialization,

manipulation, readout, and emptying, as shown in ref. 7. Differ-
ently from ref. 7, the four-stage voltage pulse is applied to gate 8,
and the microwave excitation is applied to gate 3. The initializa-
tion and readout stages take 4 ms to 5 ms, and the manipulation
and emptying stages last 1 ms to 1.5 ms.
Because the experimental details of the setup are important

for the results shown in this paper, we here summarize the key
components. A voltage pulse applied to gate 8 is generated by an
arbitrary waveform generator (Tektronix AWG 5014C). Phase-
controlled microwave bursts are generated by an Agilent micro-
wave vector source E8267D with the I (in-phase) and Q (out-of-
phase) components controlled by two channels of the AWG. The
on/off ratio of the I/Q modulation is 40 dB. If the microwave
power arriving at the sample is not sufficiently suppressed in the
“off” state, the control fidelity is reduced and the effective elec-
tron temperature increases, which, in turn, will result in lower

readout and initialization fidelities. Reduced fidelities were in-
deed observed when applying high-power microwave excitation
(>15 dBm at the source) using I/Q modulation only. As a solution,
we use digital pulse modulation (PM) in series with the I/Q
modulation, which gives a total on/off ratio of ∼120 dB. A
drawback of PM is that the switching rate is lower. Therefore, the
PM is turned on 200 ns before the I/Q modulation is turned on
(Fig. 1, Inset). We also observe that the total microwave burst time
applied to the sample per cycle affects the readout and initiali-
zation fidelities (SI Appendix). To keep the readout and initiali-
zation fidelities constant, we apply an off-resonance microwave
burst (with microwave frequency detuned by 30 MHz from the
resonance frequency) 2 μs after the on-resonance microwave
burst, so that the combined duration of the two bursts is fixed. To
achieve this rapid shift of the microwave frequency, we used fre-
quency modulation (FM) controlled by another channel of the
AWG. FM is turned on 1 μs after the on-resonance burst is turned
off (Fig. 1, Inset).
The electron spin state is read out via spin-to-charge conversion

by aligning the Fermi level of the reservoir between the spin-down
and spin-up states and below the spin-up state combined with
real-time charge detection (11). The probability that the current
exceeds a predefined threshold during the readout stage is inter-
preted as the spin-up probability of the electron (7). The analysis
of the real-time traces and the statistical analysis of the readout
events are done on the fly using a field-programmable gate array
(FPGA) as depicted in Fig. 1; this allows us to measure faster
without waiting for the transfer of real-time traces to a computer.
Data points were taken by cycling through the various burst times,
spin echo waiting times, or randomized gate sequences, and re-
peating these entire cycles 250 to 1,000 times. This order of the
measurements helps to suppress artifacts in the data caused by
slow drift in the setup or sample.

High-Quality Rabi Oscillations
Rabi oscillations are recorded by varying the burst time and the
microwave frequency. With the present gate voltage settings, the
spin resonance frequencies corresponding to the two lowest
valley-orbit states are separated by ∼5 MHz (at Bext = 794.4 mT),
so that two well-separated chevron patterns characteristic for
Rabi oscillations are observed (Fig. 2A). This difference of
∼5 MHz results mainly from slightly different electron g factors
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Fig. 1. Device schematic and block diagram depicting the generation of gate
voltage pulses and phase-controlled microwave bursts, and readout trace
analysis and postanalysis using an FPGA. The false-color device image shows (in
the lower left at 20 mK) a fabricated pattern of split gates, labeled 1 to 12. For
this experiment, we create a single quantum dot (estimated location indicated
by a red circle) and a sensing dot. The spin state of the electron is read out by
monitoring the level of the sensing current I. Green semitransparent rectangles
show the position of two 200-nm-thick Co micromagnets. The yellow-shaded
areas show the location of two accumulation gates, one for the reservoirs and
another for the double quantum dot region. The main components of the
block diagram are described in Device and Measurement Setup. For the I/Q
inputs, 6-dB attenuators are added to reduce the noise from the AWG. To
reduce the noise going to the sample from the AWG, a Minicircuit low-pass
filter SLP-30+ and a 10-dB attenuator are added at room temperature. A
Pasternack DC block PE8224 is added at room temperature behind the mi-
crowave source to reduce low-frequency noise. The 30-dB attenuation at low
temperature is divided over a 20-dB attenuator at the 1-K plate and a 10-dB
attenuator at the MC stage for each of two high-frequency lines, connected to
gate 3 and gate 8. One of the two ohmic contacts of the sensing dot is con-
nected to a room-temperature voltage source, and the other is connected to
the input of a homemade junction gate field-effect transistor (JFET) current-to-
voltage (IV) converter via resistor–capacitor (RC) and copper powder filters
mounted at the MC stage and capacitor-input filters (pi filters) at room tem-
perature. The output voltage signal of the IV converter is digitized and pro-
cessed by an FPGA. A gating pulse sent to the FPGA defines the segment of the
signal that is to be analyzed. An additional trigger pulse is applied to the FPGA
before the entire sequence starts. (Inset) The voltage pulse applied to gate 8
(purple line), the pulses used for PM (green line), gating the FPGA (orange
line), I/Q modulation (light blue line), and FM (red line), and the microwave
burst applied to gate 3 (blue line) during the manipulation stage.
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Fig. 2. (A) Measured spin-up probability, P↑, as a function of fMW and burst
time tp [microwave (MW) power at the source P = 18.85 dBm], showing two
Rabi chevron patterns corresponding to the two valley-orbit states. The
resonance frequency of the valley-orbit ground state is 18.9795 GHz, and
that of the excited state is 18.9750 GHz. The signal coming from the excited
state is much smaller due to its lower population. (B) Measured spin-up
probability, P↑, showing a Rabi oscillation for the ground valley-orbit state
(blue circles). During the manipulation stage, on-resonance microwave ex-
citation (at fMW = 18.9795 GHz) was applied for a time tp, and off-resonance
microwave (fMW = 18.9195 GHz) was applied for a time t′p = 10 μs −tp, to keep
the total duration of the microwave bursts fixed to 10 μs for every data
point. The black line shows a numerical fit with a model that includes a
constant driving field in the rotating frame (which is a fit parameter) and
(quasi-)static noise modeled by a Gaussian distribution of resonance offsets
with width 0.63 MHz (FWHM).

Kawakami et al. PNAS | October 18, 2016 | vol. 113 | no. 42 | 11739

A
PP

LI
ED

PH
YS

IC
A
L

SC
IE
N
CE

S

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 1
31

.1
69

.4
.9

9 
on

 D
ec

em
be

r 
28

, 2
02

3 
fr

om
 I

P 
ad

dr
es

s 
13

1.
16

9.
4.

99
.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1603251113/-/DCSupplemental/pnas.1603251113.sapp.pdf


between the two valley-orbit states. The population of the valley-
orbit ground state is estimated to be ∼80% from Fig. 2A, which is
higher than in our previous work (7), and implies a higher valley-
orbit splitting. (Due to many unknown parameters, it is difficult
to obtain a reliable estimate of the valley-orbit splitting. Never-
theless, assuming that the values of these parameters are equal
between the previous work (7) and this work, the higher pop-
ulation of the ground valley-orbit state implies a higher valley-
orbit splitting. See SI Appendix for more details.) Fig. 2B shows a
Rabi oscillation of a single spin with the electron in the ground
valley-orbit state. The Rabi frequency extracted from the data is
1.345 MHz. The decay of the oscillation is what we would expect
assuming a statistical distribution of resonance conditions with a
line width of 0.63 MHz (FWHM), which is the number extracted
from the continuous wave response (7). This line width corre-
sponds to Tp

2 ≈ 1 μs, and is presumably dominated by the 4.7% 29Si
spins in the substrate, similar to ref. 7. Here there is no evi-
dence of additional decay mechanisms. In particular, we do not
see any indication of intervalley switching with or without spin
flip, or the combined effects of electrical noise and the mag-
netic field gradient.

Dynamical Decoupling
Next we examine the spin memory time of this electrically con-
trolled spin qubit. In our previous work (7, 12), due to switching
between the two valley-orbit states, the Hahn echo decay was
exponential with coherence time of ∼40 μs. Furthermore, we were
unable to extend the coherence time using multiple echo pulses.
Due to the difference in Larmor frequency between two valley-
orbit states, as soon as a switch from one to the other valley-orbit
state occurred, phase information could not be recovered by echo
pulses. In this work, we observe significantly extended coherence
times, presumably because the switching between valleys is slower
in the present gate voltage configuration.
We study the spin memory characteristics using two types of

two-axis dynamical decoupling sequences, based on the XY4 (13),
(XY4)n [sometimes called vCDD (14)], and XY8 (15) protocols.
Fig. 3 A and B, Insets show the (XY4)n and XY8 pulse sequences
for 16 π pulses. We use X and Y to denote π rotations about x̂ and
ŷ, and we use �X and �Y for rotations about −x̂ and −ŷ. Such two-axis
decoupling sequences are chosen to reduce the effect of pulse
imperfections and to equally preserve the spin components along
all directions in the x̂− ŷ plane (16), which is important for quan-
tum information processing. One-axis decoupling sequences such
as Car–Purcell–Meiboom–Gill (CPMG) (17, 18) may artifi-
cially preserve a specific spin component for a longer time than
two-axis decoupling sequences, but with a reduced coherence
time of the orthogonal spin component (19–21). The visibility
of the echo amplitude decreases for larger numbers of π pulses,
Nπ, due to the pulse imperfections. Therefore, to facilitate di-
rect comparison of the decay rates with different numbers of π
pulses, in Fig. 3 A and B, we show the data, normalized to the
echo amplitude at twait = 0, as a function of the total wait time
twait for (XY4)n and XY8, respectively.
To analyze these decay curves, we adopt a semiclassical ap-

proach, in which the decay curve of the echo amplitude is written as

PðtwaitÞ= exp½−W ðtwaitÞ� [1]

with

W ðtwaitÞ=
Z ∞

−∞

SðωÞ
2π

FðωÞ
ω2 dω. [2]

SðωÞ is the noise spectrum that produces an effective magnetic
field fluctuation δbðtÞ along the same direction as the quantiza-
tion axis (22). More concretely, the relation between SðωÞ and

δbðtÞ is described as SðωÞ= R∞
−∞ γ2ehδbð0ÞδbðtÞieiωtdt with γe as

the gyromagnetic ratio of the electron. FðωÞ is the filter func-
tion of the pulse sequence (23, 24). First, we assume that the
noise spectrum dominating the decoherence is described by a
power law,

SðωÞ= K
ωα−1, [3]

as seen in GaAs quantum dots (25) and NV centers in diamond
(16). Under this assumption, if the filter function FðωÞ is suffi-
ciently narrow around ω= πNπ=twait (which we verified is the case
for Nπ ≥ 4), the decay curve can be written as (26)

PðtwaitÞ= exp
�
−
�
twait
T2

�α�
, [4]

with T2 =T0
2N

½1−ð1=αÞ�
π and T0

2 = ð2=KÞð1=αÞπ1−ð1=αÞ. Fig. 3C shows
T2 as a function of the number of π pulses obtained by fitting Eq.
4 to the decay curves. The longest T2 time reached is ∼400 μs
with XY8 and Nπ = 128 (data shown in SI Appendix). We fitted

A B

DC

Fig. 3. (A) Normalized spin echo amplitude as a function of the total waiting
time twait using the (XY4)n pulse sequence for Nπ = 4 (orange points), 16 (blue
points), and 64 (purple points) pulses (concatenated level n= 1, 2, and 3, re-
spectively). (Inset) The (XY4)n pulse sequence for Nπ = 16 (n= 2). The first and the
last pulses are π=2 pulses, and the 16 pulses in the middle are π pulses. X, �X, �Y, or
Y indicate the phase of the pulses. The solid lines present fits using Eq. 1with Eqs.
2 and 5 for α= 3. (B) Similar to A but using a Hahn echo sequence for Nπ = 1 and
an XY8 sequence for Nπ = 8,16,32,48,64,80. (Inset) XY8 pulse sequence for
Nπ = 16. Fits are as in A, except that the solid line for Nπ = 1 is the decay curve
with A and τc obtained from the fit to the other six decay curves in B.
(C ) Coherence time, T2, as a function of the number of π pulses Nπ using XY8
(blue asterisks, blue squares, and orange circles) and (XY4)n (purple cir-
cles). See SI Appendix for the pulse sequences used for pink open circles.
The T2 values are obtained by fitting Eq. 4 to the decay curves. The choice
of α did not much affect the extracted T2. The values shown are for α= 2
except for the blue squares, for which α is left as a fitting parameter.
The green line presents a fit to the data (leaving out Nπ =1) using
T2 = T0

2N
ð1−1=αÞ
π . From this fit, we obtained T0

2 = 48± 8 μs and α= 1.81± 0.14.
(D) Noise spectrum extracted from B. The green solid line corresponds to
Eq. 3 with T0

2 = 48 μs and α= 1.81. The black line presents a fit using Eq. 5;
see text. The dotted black line represents the calculated noise spectrum
produced by the 29Si nuclear spin dynamics (see SI Appendix for the de-
tails of the calculation).
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T2 =T0
2N

½1−ð1=αÞ�
π to the data (leaving out the case Nπ = 1, the

Hahn echo), and the resulting fit is shown in green in Fig. 3C.
We can derive the noise spectrum from the decay curves in

Fig. 3 A and B using the fact that the filter function is narrow
around ω= πNπ=twait for Nπ ≥ 4 (22) (SI Appendix). The circles in
Fig. 3D show the noise spectrum extracted from six decay curves
in Fig. 3B. The colors of the circles in Fig. 3D correspond to the
colors used in Fig. 3B for different Nπ. The green solid line in
Fig. 3D is based on Eq. 3, with T0

2 and α obtained from the fit
(green line) to the data in Fig. 3C; its decay is close to a 1=f
decay. Although this line shows an overall good agreement with
the noise spectrum extracted from the decay curves, it does not
match with the flat region at ω=2πK 30 kHz.
To capture both the flat and decaying parts of the spectrum

and obtain more insight into the nature of the noise spectrum,
we now write the noise spectrum in the form

SðωÞ= A

1+ ðωτcÞα−1
, [5]

where τc is the correlation time of the fluctuations in the environ-
ment that dominate the dynamical decoupling decay. We fit Eq. 1
to the six decay curves (leaving out Nπ = 1) in Fig. 3B simulta-
neously, using also Eqs. 2 and 5, with A and τc as the only fitting
parameters. We first perform this fit (numerically) using α= 2,
close to the previously fitted value α= 1.8 obtained using Eq. 3,
but the fits deviate from the measured echo decays (see SI Ap-
pendix, Fig. S5E). A better fit to the echo decay data using Eq. 5
is obtained for α= 3 (Fig. 3B), in which case Eq. 2 can be expressed
analytically (20). The fits in Fig. 3B yield A= ð2.5± 0.2Þ · 104 rad2·s−1

and τc = 2.46± 0.17 μs. The resulting fit, plotted as a thick black
line in Fig. 3D, shows reasonable agreement with SðωÞ obtained
from the experimental data.
Extrapolating the fitted noise spectrum to frequencies below

5 kHz, where we do not have experimental data, the noise spectral
density looks flat; this would result in an exponential Ramsey
decay with Tp

2 ≈ 80 μs (22). However, the measured Ramsey
decay is Gaussian and has a much shorter Tp

2 ≈ 1 μs. Therefore,
the noise power at low frequencies must exceed the solid hori-
zontal black line in Fig. 3D (SI Appendix).
We now turn to the noise mechanisms and examine whether the

hyperfine coupling of the electron spin with the evolving nuclear
spins can explain the observed noise spectrum. Nuclear spin
dynamics have two main mechanisms, hyperfine-mediated and
dipole−dipole interactions between nuclear spins. Decoherence
due to the hyperfine-mediated interactions is negligible in Si at
B≈ 800 mT (27) (SI Appendix). However, magnetic dipole−dipole
induced nuclear spin dynamics cannot be neglected. We per-
formed numerical simulations of the spectrum of the nuclear
spin noise and of the Hahn echo decay for a dot with 4.7% of 29Si
nuclei (natural abundance) within the coupled pair-cluster ex-
pansion (28) for several choices of the quantum dot param-
eters. A calculated spectrum is approximated to an analytical
expression: 2σ2ωτn=½1+ ðωτnÞ2� with the correlation time of the
nuclear spin bath τn ≈ 104 ms and the amplitude σω ≈ 106 rad/s is
shown by the dotted line in Fig. 3D. The measured Gaussian-
shape Ramsey decay with Tp

2 ≈ 1 μs is consistent with this spec-
trum, so, presumably, the randomly oriented 29Si nuclear spins
dominate the noise at low frequencies (7, 22) (see SI Appendix
for details); they also dominate the gate fidelities discussed in
Randomized Benchmarking. However, at higher frequencies, even
though the noise spectrum calculated from the nuclear spin dy-
namics has the same shape as Eq. 5 with α = 3, the amplitude and
the correlation time are significantly different from the noise
spectrum measured by the dynamical decoupling. With the calcu-
lated correlation time and the amplitude for the nuclear spins, the
Hahn echo decay time T2 would be above 0.5 ms, which is much
longer than the measured value of 70 μs. Nuclear spin noise thus
cannot explain the observed Hahn echo decay.
We therefore conclude that the noise spectrum consists of at

least two contributions: nuclear spin noise at low frequencies and
another mechanism at higher frequencies. At higher frequencies,
the noise spectrum decays as 1=f 2 taking α= 3, but we see that a ≈ 1=f
decay (green line) also fits the frequency dependence of the
data points well. It is possible that this part of the spectrum is
dominated by charge noise, which couples to the spin due to the
magnetic field gradient from the micromagnets. Thus, charge
noise may effectively induce magnetic 1=f or 1=f 2 noise. To give
a feeling for numbers, a two-level magnetic field fluctuation of
±0.4 μT, which, given the micromagnet gradient, corresponds to a
∼4 pm shift back and forth in the dot position, gives a Lorentzian

Sequence length 

A

0 50 100 150 200

0.2

0.4

0.6
0.8

B

0.1

0.01

experiment

simulation gate e1 e2
SRB 0.9919 0.0018
C 0.9849 0.0034
H 0.9869 0.0170 0.0172

gate e1 e2
SRB 0.9899 0.0014
C 0.9810 0.0026
H 0.9805 0.0215 0.0195

m

Fig. 4. Randomized benchmarking. The difference between the spin-up
probability with spin-up as the target state and with spin-down as the
target state, Pj↑i

↑ − Pj↓i
↑ , is plotted as a function of the number of Clifford

gates, m. The SRB curve (red circles) is measured after applying randomized
sequences of m Clifford gates and a final Clifford gate Cm+1. The IRB curve is
measured by interleaving the Hadamard gate with the same random se-
quence of Clifford gates (blue circles). (A) The experimental results. (B) The
results of numerical simulations (see Randomized Benchmarking). The ex-
periments and simulations use the same 119 random sequences from m= 2
to 220. Each experimental data point is the average of 250 single-shot
cycles. For the numerical simulation, we averaged over 1,000 repetitions,
and, for each repetition, we sample δb0 and include a different time-domain
realization of δb′ðtÞ. In the simulation, the readout and initialization fideli-
ties are assumed to be perfect. The π rotation time is 366 ns for the exper-
iments and 360 ns for the simulation. The delay time between pulses is set
to be 5 ns for both the measurements and the simulations. The red and
blue curves present fits of the form Apm to the data with tp < 8 μs. (Insets)
The gate fidelities extracted from the fits. The first row (SRB) and the second
row (C) show the average fidelity per single gate and per Clifford gate, re-
spectively, obtained from the SRB measurements. The third row (H) shows
the fidelity of the Hadamard gate obtained from IRB; e1 and e2 are as de-
fined in Table 1.

Table 1. Measured gate fidelities for five representative gates,
extracted using IRB

Gate Fidelity e1 e2

T (π=4 rotation around ẑ) 0.9891 0.0282 0.0272
H (π rotation around x̂ + ẑ/2) 0.9805 0.0215 0.0195
x (π=2 rotation around x̂) 0.9893 0.0285 0.0368
z (π=2 rotation around ẑ) 0.9813 0.0198 0.0231
X (π rotation around x̂) 0.9842 0.0622 0.0325
Z (π rotation around ẑ) 0.9917 0.0670 0.0401

Here, e1 and e2 are errors in the fidelities; e1 is calculated from the 95%
confidence interval on the fit coefficient p, and e2 is an upper bound arising
from imperfect random gates, calculated according to the formulas in ref.
31. As the T gate is not a Clifford gate, we interleaved two successive T gates,
following ref. 32.
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noise spectrum that matches the solid line in Fig. 3D [Eq. 5 with
α= 3, A= ð2.5± 0.2Þ · 104 rad2·s−1, and τc = 2.46± 0.17 μs] (29).

Randomized Benchmarking
We measured the average gate fidelity using standard ran-
domized benchmarking (SRB), which is known as an efficient
way to measure the gate fidelity without suffering from ini-
tialization and readout errors (30, 31). The specific procedure
is as follows. After initializing the electron to the spin-down
state, we apply randomized sequences of m Clifford gates and a
final Clifford gate Cm+1 that is chosen so that the final target
state in the absence of errors is either spin-up or spin-down.
Every Clifford gate is implemented by composing π and π=2
rotations around two axes, following ref. 32. Applying randomized
sequences of imperfect Clifford gates acts as a depolarizing
channel (30, 31). The depolarization parameter p reflects the
imperfection of the average of 24 Clifford gates. Under certain
assumptions, for m successive Clifford gates, the depolarization
parameter is pm.
We measure the spin-up probability both for the case where

spin-up is the target state, Pj↑i
↑ , and for the case where spin-

down is the target state, Pj↓i
↑ , for 119 different randomized sequences

for each choice of m, and varying m from 2 to 220. The differ-
ence of the measured spin-up probability for these two cases,
Pj↑i
↑ −Pj↓i

↑ , is plotted with red circles in Fig. 4A. Theoretically,

Pj↑i
↑ −Pj↓i

↑ is expressed as (3, 33)

Pj↑i
↑ −Pj↓i

↑ = apm, [6]

where a is a prefactor that does not depend on the gate error.
As seen in Eq. 6, differently from quantum process tomography
(6, 34, 35), the measurement of the gate fidelity is not affected
by the initialization and readout infidelities, assuming these
infidelities are constant throughout the measurement. To keep
the readout and initialization fidelities constant for different m,
we kept the total microwave burst time tp + t′P = 150 μs. Due to
the longer total microwave burst time, the readout and initial-
ization infidelities are higher than in Fig. 2. This is the reason
that, initially, Pj↑i

↑ −Pj↓i
↑ is 20% instead of 45%.

Fig. 4A shows that the measured decay does not follow a
simple exponential pm. This behavior is reproduced by numerical
simulations of the randomized benchmarking experiment, using
the same set of randomized sequences as used in the experiments
and assuming that the magnetic field fluctuations are charac-
terized by δbðtÞ, the combination of the high-frequency noise
δb′ðtÞ and the (quasi-)static noise δb0,

δbðtÞ= δb0 + δb′ðtÞ, [7]

where δb0 again has a Gaussian distribution with FWHM of
0.63 MHz, and δb′ðtÞ is expressed by Eq. 5 using α= 3, A= 2.5 · 104
rad2·s−1, and τc= 2.46 μs. The simulation results are shown in
Fig. 4B and show good agreement with experiment.
To evaluate explicitly the relative contribution of δb0 and

δb′ðtÞ to the randomized benchmarking decay, we repeated the
numerical simulation including, at first, only the high-frequency
noise δb′ðtÞ, in which case the decay is extremely slow. Next, we
include only the (quasi-)static noise δb0 and find almost exactly
the same decay as with the combination of the two noise con-
tributions. This indicates that the (quasi-)static noise is mainly
responsible for the gate error, whereas the contribution from
the high-frequency noise is small (SI Appendix). This dominant
contribution of the (quasi-)static noise to the gate error is
consistent with an earlier report (36), in which it was also shown
that ensemble averaging over individual exponential decays
can lead to a nonexponential decay. Repeated measurements in

the presence of low-frequency noise effectively lead to such
ensemble averaging.
Because the measured SRB decay is not of the form apm, we

should be cautious using the fidelity numbers extracted from this
procedure (37). We see that, both in experiment and simulation,
the decay begins to deviate from a single exponential (straight
line in the semilog plot) for on-resonance microwave bursts with
tp J 8 μs. These are the data points with open circles in Fig. 4.
We fitted to the decay curves for tp < 8 μs to apm and obtained
p= 0.9620± 0.0051; from this, the average fidelity of a Clifford
gate is 1− ð1− pÞ=2= 98.10± 0.26%, and the average fidelity for
a single π or π=2 rotation around x̂ or ŷ is calculated to be
1− ð1− pÞ=2=1.875= 98.99± 0.14%.
We also characterized the fidelity of individual gates using

interleaved randomized benchmarking (IRB). In this procedure,
a specific gate is interleaved between randomized Clifford gates.
The depolarizing parameter now becomes bigger than in SRB,
due to the imperfections of the interleaved gate. From the dif-
ference in the depolarizing parameter between SRB and IRB,
the fidelity of the interleaved gate is extracted. In Fig. 4A, the
blue circles show the case where the Hadamard gate is the in-
terleaved gate. The Hadamard gate is implemented by a π ro-
tation around the x̂ axis and a π=2 rotation around the −ŷ axis.
By fitting aHpmH to the decay curve (again for tp < 8 μs),
pH = 0.9245± 0.0197 is obtained. The fidelity of the Hadamard
gate is calculated to be 1− ð1− pH=pÞ=2= 98.05± 2.15%. In the
same way, we measured the fidelities for several other com-
mon gates (Table 1). Although, also for IRB, the decay is not
exponential, the gate fidelities extracted from IRB for the first
8 μs appear roughly consistent with the fidelities extracted
from SRB.

Discussion and Conclusion
We have shown that the average single gate fidelity for a single
electron spin confined in a natSi/SiGe quantum dot approaches the
fault-tolerance threshold for surface codes (1). The low-frequency
noise that limits gate fidelity is well explained by the nuclear spin
randomness given the natural abundance of 29Si. Therefore, we
can increase gate fidelities by reducing the abundance of 29Si using
isotopically enriched 28Si (3, 5) or by using composite pulses (38).
Also, the readout fidelity can be boosted to the fault-tolerance
threshold by using Pauli spin blockade readout (39) and RF re-
flectometry (40). The longest coherence time measured using
dynamical decoupling is ∼400 μs. We revealed that the noise level
is flat in the range of 5 kHz to 30 kHz and decreases with fre-
quency in the range of 30 kHz to 1 MHz. In this frequency range
(5 kHz to 1 MHz), the measured noise level is higher than
expected from the dynamics of the 29Si nuclear spins. Instead,
charge noise in combination with a local magnetic field gradient
may be responsible. If charge noise is dominant, dynamical
decoupling decay times can be further extended by positioning the
electron spin so that the gradient of the longitudinal component of
the magnetic field gradient vanishes, while keeping the transverse
component nonzero as needed for driving spin rotations. At that
point, we can reap the full benefits from moving to 28Si enriched
material for maximal coherence times as well.
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