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A machine learning approach 
for efficient multi‑dimensional 
integration
Boram Yoon

Many physics problems involve integration in multi-dimensional space whose analytic solution is 
not available. The integrals can be evaluated using numerical integration methods, but it requires a 
large computational cost in some cases, so an efficient algorithm plays an important role in solving 
the physics problems. We propose a novel numerical multi-dimensional integration algorithm 
using machine learning (ML). After training a ML regression model to mimic a target integrand, the 
regression model is used to evaluate an approximation of the integral. Then, the difference between 
the approximation and the true answer is calculated to correct the bias in the approximation of 
the integral induced by ML prediction errors. Because of the bias correction, the final estimate of 
the integral is unbiased and has a statistically correct error estimation. Three ML models of multi-
layer perceptron, gradient boosting decision tree, and Gaussian process regression algorithms are 
investigated. The performance of the proposed algorithm is demonstrated on six different families of 
integrands that typically appear in physics problems at various dimensions and integrand difficulties. 
The results show that, for the same total number of integrand evaluations, the new algorithm 
provides integral estimates with more than an order of magnitude smaller uncertainties than those of 
the VEGAS algorithm in most of the test cases.

Monte Carlo integration is a numerical method evaluating the integral of an integrand over a finite region using 
random sampling. As a consequence of the random sampling, in contrast to deterministic methods, the result 
of the Monte Carlo integration is an estimate of the true value that comes with a statistical uncertainty. For 
higher-dimensional integral problems, the Monte Carlo integration methods provide smaller uncertainties than 
deterministic methods, such as the trapezoidal rule1, for a given number of integrand evaluations. As a result, 
the Monte Carlo integration methods are broadly used in numerous physics calculations that involve numerical 
integrations2–6.

The most widely used strategies reducing the variance of the Monte Carlo integration estimate are importance 
sampling and stratified sampling. These strategies are implemented in many algorithms, such as the VEGAS7–9 
and MISER1. Recently, an idea utilizing generative machine learning (ML) models to perform the importance 
sampling is also proposed10.

In this paper, we present a novel algorithm numerically evaluating multi-dimensional integrals. The new 
algorithm involves computations for the training of and prediction with the ML algorithms, in addition to the 
evaluation of the integrand. Assuming that evaluations of the integrand is computationally much more expensive 
than the ML calculations, throughout the paper, we focus on reducing the variance of an integral estimate for a 
given number of integrand evaluations.

Method
Suppose that we have a ML regression model f̃ (x) that approximates a multi-dimensional function 
f (x) ≈ f̃ (x) ≡ ỹ . Here x is the input vector of the regression model, which is called the independent variable, 
and ỹ is the output of the regression model, which is called the dependent variable. The integral of f (x) over an 
integration region � ∈ R

D can be split into two integrals.

(1)I =

∫

�

f (x)dx
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Here the I(a) is an integration of the ML regression model, which does not require an evaluation of f (x) to 
calculate. Depending on the regression model, the integral I(a) may be calculated analytically or numerically. Since 
f̃ (x) approximates f (x) , the I(a) provides an approximation of the target integral I. The I(b) in Eq. (2) provides a 
correction to the bias of the approximation in I(a) . The integral can be evaluated using a numerical method, such 
as the Monte Carlo integration. In the Monte Carlo integration, variance of the I(b) is proportional to

where the second line assumes a good ML regression model that gives Var
[
f̃ (X)

]
≈ Var

[
f (X)

]
 . Therefore, the 

I(b) can be estimated precisely with a small number of Monte Carlo samples when correlation between f (X) and 
f̃ (X) is high. The total uncertainty of the integral, σI , can be calculated by combining the errors of the two terms: 
σ 2
I = σ 2

I(a)
+ σ 2

I(b)
 . The idea replacing an observable by its approximation with a proper correction term was used 

in the field of lattice quantum chromodynamics11–13. In this paper, we generalize the idea for multi-dimensional 
integral problems using ML regression algorithms.

Note that the equalities in Eqs. (1) and (2) hold independently of the regression accuracy. When f̃ (x) poorly 
approximates f (x) , the I(b) becomes difficult to calculate, and a numerical evaluation of I(b) yields large σ 2

I(b)
 for 

a given number of integrand evaluations. Therefore, this approach always provides a correct error estimation 
with an unbiased expectation value of the integral, provided good integration algorithms for the evaluation of 
I(a) and I(b) . However, a good ML regression model accurately describing the integrand is essential for obtaining 
the integral estimate with a small statistical uncertainty.

Machine learning models.  In this paper, we examine three regression algorithms: Multi-layer Perceptron 
(MLP), Gradient Boosting Decision Tree (GBDT), and Gaussian Process (GP). MLP is a feedforward artifi-
cial neural network that produces outputs from inputs based on multiple layers of perceptrons14. The model is 
flexibly applicable to various kinds of data and scales well up to a large number of data. GBDT is a sequence 
of shallow decision trees such that each successive decision tree compensates for the prediction error of its 
predecessor15,16. The model provides a good regression performance with no complicated tuning of hyperpa-
rameters and pre-processing of training data. An integration of the GBDT regression models can be calculated 
analytically because the model is simply a set of intervals of input variables and their output values10. GP regres-
sion is a nonparametric model that finds an optimal covariance kernel function explaining training data17. The 
model is good at interpolating the observations and works well with a small dataset. Analytic integrability of the 
regression model depends on kernel choice. For example, in the case of the Radial Basis Function (RBF) kernel, 
which is one of the most popular kernels in GP, prediction of an input vector is given by the dot product of a 
Gaussian function of the input vector and a constant vector, as described in Eq. (7), so its analytic integration is 
given by error functions.

Training data.  Building a ML regression model approximating f (x) requires training samples of 
{(xi , f (xi))}

Ntrain
i=1  . To minimize the prediction error for a given number of training data, Ntrain , it is essential to col-

lect the training samples near the peaks of the function (importance sampling) and where the function changes 
rapidly (stratified sampling). Such training data can be sampled by utilizing conventional numerical integration 
algorithms, such as the VEGAS, which includes efficient sampling algorithms based on the importance sam-
pling and stratified sampling. When the peaks of the function are localized, the training samples obtained using 
VEGAS build a much more accurate ML regression model than those from a uniform sampling method.

Data scaling.  Many ML regression algorithms benefit from scaling the dependent variable. Especially when 
the dependent variable varies by orders of magnitude within the range of interest, which is a typical situation in 
difficult multi-dimensional integral problems, the data scaling plays a crucial role in obtaining a good regression 
performance. The most widely used scaling algorithms are min-max scaling and standardization:

where y′ is the scaled variable, min(y) and max(y) are the minimum and maximum of y, y is the average of y, 
and σy is the standard deviation of y. For the data with large scale variation, however, these scaling methods are 
dominated by the data of large magnitude and lose sensitivity to the data of small values.

To avoid the scale issue, we use the nth-root scaling defined as

where sgn(y) is the sign of y, and n is a positive integer. This is a strictly monotonic transformation whose inverse 
is y = sgn(y′) · |y′|n . When n is too small, the transformation will not remove the large scale variation that makes 

(2)
=

∫

�

f̃ (x)dx

︸ ︷︷ ︸

I(a)

+

∫

�

(

f (x)− f̃ (x)
)

dx

︸ ︷︷ ︸

I(b)

.

(3)Var
[
f (X)− f̃ (X)

]
= Var

[
f (X)

]
+ Var

[
f̃ (X)

]
− 2Cov

[
f (X), f̃ (X)

]

(4)≈ 2Var
[
f (X)

](

1− Corr
[
f (X), f̃ (X)

])

,

(5)y′ =
y −min(y)

max(y)−min(y)
[Min-max scaling], y′ =

y − y

σy
[Standardization] ,

(6)y′ = sgn(y) · |y|1/n ,
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ML algorithms difficult to fit, and when n is too large, the transformation will wash out (or flatten) the informa-
tion of the data that is essential for training a ML algorithm. Therefore, an optimal choice of n is important in 
obtaining a good regression model and is different for different ML algorithms. The optimal value of n can be 
obtained using the training data. Taking a small portion (e.g. 10–50%) of the training data as a validation data-
set, one can train a regression model on the remaining training samples with various choices of n and find the 
optimal value of n that gives the minimum prediction error on the validation dataset. Once the n is determined, 
a final regression model can be obtained using the full training data.

This nth-root scaling plays a crucial role in building a good regression model for most of the integral prob-
lems. In this study, we standardize the y after the nth-root scaling to maximize the regression performance.

Evaluation of I(a) and I
(b)

.  When n = 1 , I(a) of Eq. (2) can be calculated analytically for certain regression 
algorithms. When n > 1 , however, the ML predictions should be processed by the inverse of the nth-root trans-
formation, so the analytic integral becomes complicated. For example, GP regression with a RBF kernel for a 
nth-root scaled data can be written as

where ||x|| is the Euclidean norm of x , xi are the training data, and αi and l are constants that are determined 
from the training. To obtain the prediction of the integrand f̃ (x) , the GP regression needs to be transformed as 
f̃ (x) = sgn(f̃ ′(x))|f̃ ′(x)|n . For a positive integrand, the power of n of Eq. (7) can be expanded analytically, but 
the number of terms is large for large N and n.

For simplicity, we use a numerical method, the VEGAS algorithm, to evaluate I(a) and I(b) . Since the peaks 
of the f (x) are flattened by subtracting the f̃ (x) in the integrand of I(b) , a simple Monte Carlo integration works 
well for I(b) . However, the VEGAS outperforms the simple Monte Carlo integration when the regression is not 
accurate enough.

Numerical experiments
In this section, we present numerical experiments of the proposed integration algorithm using ML. The precisions 
of the integral estimates are compared with those of the VEGAS algorithm, which is one of the best performing 
algorithms on the market18, at a similar number of integrand evaluations.

Test integrands.  In order to test the performance of the numerical integration, we use the six families of the 
integrands proposed in Ref.19 that typically appear in physics problems:

Here, D is the dimension of x , and wi ∈ [0, 1) is the parameter that is supposed to shift the peaks of the 
integrand without changing the difficulty of the integral problem. One exception is f6(x) , as the small value of 
w1 or w2 makes the function to be localized in small region and makes the integral problem difficult. To avoid 
the unwanted effect, we restrict wi ∈ [0.1, 0.9) for f6(x) . ci is a positive parameter that controls the difficulty of 
the integral. In general, increasing the value of ci increases the difficulty of the integral problem. To fix the dif-
ficulty of the integral, we randomly choose ci from a uniform distribution in [0, 1) and renormalize the vector by 
multiplying a constant factor so that ||c||1 =

∑

i |ci| becomes the target constant. In this study, we carry out the 
integration for 36 different random choices of w and c and take average performance. To fix the integration dif-
ficulty, we normalize c to three different values of ||c||1 = 1, 3 , and 8. Integration is performed in a D-dimensional 
unit hypercube, and the results are compared at three different dimensions of D = 5, 8 , and 10.

ML regression algorithms and hyperparameters.  For the implementation of the MLP, GP, and GBDT 
regression algorithms, we use the scikit-learn python library20. For MLP, four hidden layers of 128, 128, 128, 
and 16 neurons with rectified linear unit (ReLU) activation functions are used. Training is performed using 
Adam optimization algorithm21 with the learning rate of 10−4 . Training updates are performed until there is no 
decrease of the validation score with a tolerance of 10−6 for 20 epochs with 10% of validation fraction. For GP, 
RBF with a constant kernel is used, and length scale and constant are determined using L-BFGS-B optimizer22. 
For GBDT, we use 1000 weak estimators with a learning rate of 0.01 and a subsampling ratio of 0.3. The maxi-
mum depth of each decision tree is limited to 4. Note that here we use a relatively large number of estimators 
with a small subsampling ratio so that the regression output becomes a smooth function in x . In this proof-of-
principal study, we did not explore the extensive phase space of the hyperparameters but took the best solution 
among the few choices around the default values of the scikit-learn library20 we tried.

(7)f̃ ′(x) =

Ntrain∑

i=1

αi exp

[

−
1

2l2
||x − xi||

2

]

,

(8)

f1(x) = cos(2πw1 + c · x) [Oscillatory] ,

f2(x) =
D∏

i=1

1

c−2
i + (xi − wi)2

[Product peak] ,

f3(x) =
1

(1+ c · x)D+1
[Corner peak] ,

f4(x) = exp(−
∑D

i=1 c
2
i (xi − wi)

2) [Gaussian] ,
f5(x) = exp(−c · |x − w|) [C0 − function] ,

f6(x) =

{
0 if x1 > w1 or x2 > w2 ,
exp(c · x) otherwise.

[Discontinuous] .
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The powers of the nth-root scaling n ∈ [1, 50] for MLP and GP regressions are determined by using 20% of 
training data as a validation dataset. The performance of the GBDT algorithm is not very sensitive to the scaling 
but n > 1 gives better performance than the n = 1 case. So, we use a fixed number n = 3 for GBDT regression.

VEGAS setup.  For the VEGAS numerical integration, we use Lepage’s VEGAS python library version 
3.4.59,23. The library has two damping parameters: α and β . The parameter α controls the remapping of the inte-
gration variables in the VEGAS adaptation. A smaller value gives the slower grid adaption for a conservative esti-
mate. Here, we use α = 0.5 , which is the default value of the library, for most of the calculations. One exception 
is the discontinuous integrand family f6(x) , which is more difficult to evaluate than other integrand families and 
requires a large number of samples per iteration or slow grid adaptation to converge to the exact integral solu-
tion. To make the VEGAS integral stable, we use α = 0.2 for f6(x) . The parameter β controls the redistribution 
of integrand evaluations in the stratified sampling. β = 1 is the theoretically optimal value, and β = 0 means no 
redistribution. Here, we use β = 0.75 , which is the default value of the library.

Another important parameters are the number of iterations for the VEGAS grid adaptation ( Nitn ) and the 
approximated number of integrand evaluations per iteration ( Neval ). These parameters are set differently for dif-
ferent VEGAS tasks performed in this study: (1) calculation of the target integral I in Eq. (1) for a comparison, 
(2) sampling the training data, (3) calculation of I(b) in Eq. (2), and (4) calculation of I(a) in Eq. (2).

•	 In task (1), we use Nitn = 20 at two different values of Neval = 500 , and 1000. When β = 0 , the total number 
of integrand evaluations will be Nitn × Neval . Because of the redistribution that happens when β > 0 , how-
ever, the total number of integrand evaluations for this task drops to around N ≈ Nitn × Neval/2 for the test 
functions used in this study.

•	 In task (2), we use Nitn = 10 for the most of the integrand families with the same Neval values used in task (1). 
In this task, all the integrand calls, 

(
x, f (x)

)
 , are collected as the ML training data. The total number of inte-

grand evaluations in this task is Ntrain ≈ N/2 . Two exceptions are f3(x) , where we use Nitn = 14 , and f6(x) , 
where we use Nitn = 6 , which are the choices that stabilize the VEGAS integration of task (3). The choice of 
Nitn determines the ratio of the number of integrand evaluations for the training ( Ntrain) and bias correction 
( Ncrxn ). The parameter can be tuned for a given problem so that it minimizes the integral uncertainty. In 
this proof-of-principal study, however, we take Nitn = 10 , which makes the ratio Ntrain : Ncrxn ≈ 1 : 1 , as 
our default value and change it only when we find an instability in the VEGAS integration of task (3).

•	 In task (3), our target total number of integrand evaluations is N − Ntrain , so that the total number of inte-
grand evaluations in the ML integrator is the same as that of the VEGAS integration in task (1). To make 
Ncrxn as close as possible to N − Ntrain , we set Neval = (N − Ntrain)/5 with α = 0.5 and carry out the VEGAS 
iterations until the accumulated number of integrand evaluations becomes greater than or equal to N − Ntrain , 
saving the results for each iteration, separately. Then, we find the iteration number that gives the accumulated 
number of integrand evaluations closest to N − Ntrain and take the integral estimate at the number of itera-
tions as our final results.

•	 In task (4), we use Nitn = 30 and set Neval to those used in task (1) multiplied by a factor of 1000. We stop 
the VEGAS iteration when the error of I(a) becomes smaller than 20% of the error of I(b) . In this study, we 
use a numerical integration method to evaluate I(a) so that all results for different integrand families and ML 
algorithms could be obtained from the same condition. However, a numerical approach requires evaluation 
of the ML model f̃ (x) , so it provides a cost reduction only when the evaluation of the ML model is cheaper 
than the evaluation of the target integrand f (x) . We recommend using an analytic approach for the evalu-
ation of I(a) whenever it is available. When analytic approach is not available or computationally expensive 
due to a large scaling power, Neval should be tuned considering the evaluation cost of f̃ (x) and the integral 
precision required.

VEGAS integral estimates are obtained by taking a weighted average of the estimates from each VEGAS iteration. 
Whenever the p-value of the weighted average is smaller than 0.05, we discard the results and rerun the VEGAS 
integration with a different random seed.

Results.  Table 1 shows the precision gain of the proposed integration algorithm over VEGAS.

Total number of integrand evaluations of the ML integrator ( Ntrain + Ncrxn ) is similar to that of the VEGAS 
integration (N). The full list of N, Ntrain , Ncrxn , and precision of the integral algorithms are given in Supplemen-
tary  Tables S1 to S6.

The best performing ML algorithms are GP for the integrand families 1–4, MLP for the integrand family 5, 
and GBDT for the integrand family 6. Figure 1 clearly explains these results: GP with a RBF kernel shows very 
good performance in describing smooth functions but fails in C0 and discontinuous functions. MLP shows 
mediocre performance for the all functional forms, and GBDT, which is a combination of the discrete decision 
trees, outperforms the MLP in describing the discontinuous integrands.

For all test cases, the ML integrator performs better than VEGAS. The gain is higher when D is smaller and 
when ||c||1 is smaller. Also, the gain tends to be increased when N is larger, which indicates a better scaling 
behavior than VEGAS. In case of the integrations with the GP regression algorithm, the σI of the ML integrator 
is up to four orders of magnitude smaller than that of VEGAS. When GP is efficiently applied, the difference 

(9)Gain =
σI of VEGAS

σI of ML Integrator
.
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between the target integrand and its ML prediction is tiny, which makes the value and error of I(b) small. As a 
result, the final error is dominated by the error of I(a) , which can be improved without increasing the number of 
f (x) evaluations. As an example, I(a) and I(b) of the integrands shown in Fig. 1 are given below:

Since the ML integrator uses VEGAS, it inherits the potential instability of the VEGAS for small Neval , which 
introduces a systematic bias in the integration results. In general, the instability can be avoided by increasing N or 
decreasing the value of α ; a detailed description of how to deal with the instability is given in Ref.24. For the ML 
integrator, the most fragile part is the integration for I(b) =

∫
(f − f̃ )dx . When such instability is observed, for a 

given N, one can increase the ratio of Ntrain for a better prediction or increase the ratio of Ncrxn for a more stable 
integrand evaluation, depending on the integral problem. It is also important to use a ML regression algorithm 
that yields a smooth f̃ (x) . As shown in the right column of Fig. 1, a non-smooth f̃ (x) , such as the one from 
GBDT, makes f (x)− f̃ (x) highly oscillating and the integral difficult to evaluate. Among the three regression 
algorithms used in this study, we find that the smooth prediction of GP gives the most stable integration for I(b) . 
To check the instability, we do not manually tune the integration parameters for each integral problem but use 
a general setting for most of the calculations. As a result, we could observe a few integral results deviating from 
the true answer by more than 4σ , mostly in case the integral families 3 and 6. It shows that the ML integrator 
is more stable than VEGAS for the integral family 6, but less stable for the integral family 3 mainly due to the 
non-smooth prediction of the MLP and GBDT. Since the number of more than 4σ deviations is small compared 
to the total number of random samples, inclusion of those occurrences does not change the average results, so 
we did not exclude those occurrences from our average results. The number of more than 4σ deviations for each 
integral problem is given in Supplementary Tables S1 to S6.

Table 2 gives a comparison of the training and prediction cost of the wallclock time for different ML models. 
For the prediction cost, we measure the regression wallclock time of trained models on 105 random samples. It 
shows that training a ML algorithm is much more expensive than making predictions using a trained ML model. 
It also shows that GP is more expensive than MLP and GBDT. Note that the ML training and prediction costs 
can be reduced significantly by changing the model parameters at the cost of slightly worse prediction ability. 
For example, MLP cost can be reduced by increasing the learning rate and lowering the number of epochs, or by 
reducing the neural network size. The GBDT cost also can be reduced by lowering the number of weak estima-
tors. The main reason for the expensive cost of GP is its computational complexity of O(N3

train) , and it can be 
improved by using scalable variants of the GP25. Also, note that all timing measurements are done with the ML 
implementations in the scikit-learn library. The cost comparison could be changed with the faster implementa-
tions dedicated for each ML algorithm, such as the PyTorch26, XGBoost27, and GPflow28.

(10)

I = I(a) + I(b)
f4 : 0.3195642(12) = 0.3195644(12) − 0.000000189(30) [GP] ,
f5 : 0.11582(10) = 0.115408(17) + 0.00041(10) [MLP] ,
f6 : 14.463(42) = 13.8934(51) + 0.570(42) [GBDT] .

Table 1.   Precision gain of the proposed algorithm over VEGAS, defined in Eq. (9), at two different number of 
integrand evaluations (N) for three dimensions (D) and three integrand difficulties ( ||c||1 ) on the six integrand 
families listed in Eq. (8). The results are averaged over 36 random samples. The numbers in the parentheses are 
the standard deviation of the mean.

Integrand family 1 2 3 4 5 6

(ML Algorithm) (GP) (GP) (GP) (GP) (MLP) (GBDT)

N D ||c||1

≈5000

5

1.0 407 (29) 6181 (319) 329 (4) 6223 (258) 14.1 (6) 10.0 (5)

3.0 197 (2) 1321 (67) 211 (98) 1151 (47) 5.5 (2) 6.5 (4)

8.0 181 (1) 47 (8) 138 (5) 346 (9) 3.1 (1) 3.1 (2)

8

1.0 352 (28) 8292 (262) 207 (3) 8918 (177) 8.9 (3) 8.6 (6)

3.0 141 (2) 1219 (100) 130 (1) 1606 (46) 3.6 (1) 4.3 (2)

8.0 107 (3) 20 (2) 57 (3) 319 (7) 1.6 (1) 2.3 (1)

10

1.0 345 (29) 8533 (250) 178 (2) 8941  (189) 6.5 (2) 8.2 (4)

3.0 119 (1) 972 (106) 99 (1) 2028 (56) 2.5 (1) 4.3 (2)

8.0 54 (2) 17 (2) 35 (1) 386 (10) 1.2 (1) 2.0 (1)

≈10000

5

1.0 357 (24) 5770 (311) 299 (3) 5497 (235) 16.7 (5) 14.5 (7)

3.0 175 (2) 1241 (44) 200 (92) 1084 (44) 7.9 (3) 7.5 (3)

8.0 157 (5) 121 (20) 144 (6) 279 (8) 4.0 (1) 3.6 (2)

8

1.0 359 (28) 9130 (307) 215 (3) 9649 (203) 16.7 (5) 11.0 (6)

3.0 147 (2) 1592 (89) 142 (1) 1698 (49) 6.6 (2) 5.0 (2)

8.0 132 (2) 40 (5) 97 (3) 320 (8) 3.1 (1) 2.7 (1)

10

1.0 339 (27) 9092 (218) 181 (2) 9535 (118) 13.0 (5) 9.8 (6)

3.0 118 (1) 1679 (111) 116 (1) 1976 (47) 5.1 (2) 4.7 (3)

8.0 89 (3) 36 (4) 57 (2) 372 (9) 2.4 (1) 2.2 (1)
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Conclusion
In this paper, we proposed a novel algorithm calculating multi-dimensional integrals using ML regression algo-
rithms. In this algorithm, a ML regression model is trained to mimic the target integrand and is used to estimate 
an approximated integral. Any bias of the estimate induced by the ML prediction error is corrected by using 
a bias correction term, as described in Eq. (2), so that the final integral result could have a statistically correct 
estimation of the uncertainty. Two essential prescriptions for obtaining a good the training efficiency are (1) 
collecting training samples using the VEGAS algorithm, and (2) scaling the training data using the nth-root 
scaling defined in Eq. (6).

The performance of the proposed ML integrator is compared with that of the VEGAS algorithm on six differ-
ent integrand families listed in Eq. (8). Three ML regression algorithms of MLP, GBDT, and GP are examined, and 
the best performing algorithm is selected for each integrand family. For all test cases, the ML integrator shows 
better performance than the VEGAS for a given total number of integrand evaluations. In most of the cases, the 

Figure 1.   Integrands fi(x) and their ML predictions f̃i(x) (left), and the prediction errors fi(x)− f̃i(x) (right) 
for N ≈ 5000 , D=8, and ||c||1 = 8.0 . Those are plotted as a function of x1 , while rest of the x are fixed to 
xi=2,3,...,8 = 0.5.
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ML integrator is able to provide integration results with more than an order of magnitude smaller uncertainty 
than the VEGAS algorithm. The performance gain is presented in Table 1.

In this study, we compared the precision of the algorithms for a fixed number of integrand evaluations, ignor-
ing the computational cost used for the ML training and predictions. Depending on the ML algorithm, when the 
ML cost is very expensive, the application of this algorithm could be limited to the problems whose integrand is 
expensive to evaluate, such as the problems reported in Ref.6. To make the algorithm applicable to a wider class 
of problems, a study of cost effective ML regression models will be needed in the future.

We find that the performance and the stability of the proposed algorithm largely depend on the smoothness 
of the regression output. Developing a ML algorithm specifically targeting the ML integrator will be able to 
improve the performance and stability of the algorithm. One possible approach is to augment the training data 
by adding a small amount of noise to the training data29,30, which could improve the smoothness of the MLP 
and GBDT models. We also find that the GP regression algorithm with a RBF kernel fails in describing C0 and 
discontinuous functions because of the singular points in the integrands. For a given integrand with known such 
singular points, one would be able to build a combination of multiple GP models defined on each domain divided 
by the singular points for a better performance. It will be also promising to explorer different types of kernels31 
and to develop a hybrid model of decision tree and GP that can be generically applicable for such integrands.
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