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Abstract

Identification over quantum broadcast channels is considered. As opposed to the
information transmission task, the decoder only identifies whether a message of his
choosing was sent or not. This relaxation allows for a double-exponential code size.
An achievable identification region is derived for a quantum broadcast channel, and a
full characterization for the class of classical-quantum broadcast channels. The iden-
tification capacity region of the single-mode pure-loss bosonic broadcast channel is
obtained as a consequence. Furthermore, the results are demonstrated for the quantum
erasure broadcast channel, where our region is suboptimal, but improves on the best
previously known bounds.

Keywords Identification capacity - Broadcast communication - Bosonic channels -
Random coding - Pool-selection coding - Hypergraph covering

1 Introduction

Modern data systems have an ever-growing gap between the available information
storage and the bit-per-second rates, which are limited by the noisy transmission
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medium [1]. Quantum communication is thus expected to enter the sixth generation
of cellular networks (6G) in order to achieve performance gains [2—4].

Data volumes are even larger when limiting a system to identifying alerts, rather
than recovering information. In Shannon’s transmission task [5], a transmitter sends
a message over a noisy channel, and the receiver needs to find which message was
sent. In some modern event-triggered applications, however, the receiver may simply
perform a binary decision on whether a particular message of interest was sent or not.
This setting is known as identification via channels [6]. Identification (ID) is relevant
for various applications such as watermarking [7-9] and sensor communication [10].
In vehicle-to-X communication [11], a vehicle may announce information about its
future movements to the surrounding road users. Every road user is interested in one
specific movement that interferes with its plans, and it checks only if this movement
is announced or not.

The ID capacity of a classical-quantum channel was determined by Lober [12] and
Ahlswede and Winter [13] (see also [14]). The ID capacity turns out to have the same
value as the transmission capacity for most classical-input single-user channels that
we know of. However, the units are different. Specifically, the ID code size grows
doubly exponentially in the block length, provided that the encoder has access to a
source of randomness. Thereby, identification codes achieve an exponential advantage
in throughput compared to transmission codes. This is attained by letting the encod-
ing and decoding sets overlap. General results for ID are surveyed in [15]. Lober [12]
considered a simultaneous identification scenario, in which the same measurement
is performed in order to perform identification for multiple receivers. This is also
relevant to a network that consists of chains [16]. In Boche et al. [17] considered iden-
tification over the classical-quantum channel under channel uncertainty and secrecy
constraints. For quantum-quantum channels, even the single-user identification capac-
ity is unknown so far, except for special channels [14]. In general, it can exceed the
transmission capacity of a quantum channel [14] and was recently shown to exceed
the simultaneous identification capacity [18]. For example, the transmission capacity
and the simultaneous identification capacity of the noiseless qubit channel are both
one [18, 19], but the identification capacity of the noiseless qubit channel is 2 and
equals the entanglement-assisted transmission capacity [14]. The best lower bounds
equal the amount of common randomness that can be generated over a channel, and
thus, entanglement also increases the identification capacity [14].

The broadcast channel is a fundamental multi-user communication model, whereby
asingle transmitter sends messages to two receivers [20]. In the traditional transmission
setting, the capacity region of the discrete memoryless broadcast channel is generally
unknown, even in the classical case. The best known lower bound is due to Mar-
ton [21], and the best known upper bound was proven by Nair and El Gamal [22]. The
two bounds coincide in special cases such as more capable, less noisy or degraded
broadcast channel [23]. On the other hand, the ID capacity region of the classical broad-
cast channel was fully characterized by Bracher and Lapidoth [24, 25], for uniformly
distributed messages. Namely, the ID capacity region is known for any classical dis-
crete memoryless broadcast channel, without special requirements on the channel. The
derivation in [24, 25] is based on a pool-selection technique that differs from the stan-
dard arguments. Related settings were also considered in [26—28]. The authors of the
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Fig.1 The transmission and ID capacity regions of the pure-loss bosonic broadcast channel, with coherent-
state encoding, mean photon-number input constraint N4 = 10, and transmissivity = 0.8. The

transmission capacity region Cy corresponds to the light gray area, and the ID capacity region Cjp comprises
additionally the dark gray rectangular area

present paper have recently considered ID over the classical compound multiple-input
multiple-output (MIMO) broadcast channel [29, 30].

Quantum broadcast channels were studied in various settings [31-46]. Yard et al.
[31] derived the superposition inner bound and determined the capacity region for the
degraded classical-quantum broadcast channel. Wang et al. [34] used the previous
characterization to determine the capacity region for Hadamard broadcast channels.
Dupuis etal. [35, 36] developed the entanglement-assisted version of Marton’s region.
Quantum broadcast channels with conferencing decoders were recently considered
in [47] as well, providing an information-theoretic perspective to the operation of
quantum repeaters. In addition, security aspects were treated in [48, 49].

Optical communication forms the backbone of the Internet [S0-53]. The Gaussian
bosonic channel is a simple quantum-mechanical model for optical communication
over free space or optical fibers [54, 55]. An optical communication system consists
of a modulated source of photons, the optical channel, and an optical detector. For a
single-mode bosonic broadcast channel, the channel input is an electromagnetic field
mode with annihilation operator @, and the output is a pair of modes with annihilation
operators by and by, corresponding to each receiver. Bosonic broadcast channels are
considered in different settings in [S6-63].

In this work, we consider identification over the quantum broadcast channel. We
derive an achievable ID rate region for the general quantum broadcast channel and
establish full characterization for the classical-quantum broadcast channel under a
semi-average error criterion. We demonstrate our results and determine the ID capac-
ity region of the quantum erasure broadcast channel. Furthermore, we establish the
capacity region of the single-mode pure-loss bosonic broadcast channel with coherent-
state encoding. The ID capacity region of the bosonic broadcast channel is depicted in
Fig. 1 as the area below the solid blue line. For comparison, the transmission capacity
region, as determined by Guha and Shapiro [56] subject to the minimum output-
entropy conjecture, is indicated by the red dashed line. It can be seen that the ID
capacity region is significantly larger than the transmission counterpart. We note that
the ID result does not require the conjecture.
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While the properties above are analogous to the classical setting [30], the analysis
is more involved. To prove the direct part, we extend the pool-selection method due to
Bracher and Lapidoth [24, 25] to the quantum setting. On the other hand, our converse
proof is based on completely different arguments than in Bracher and Lapidoth’s
classical proof. Instead, we exploit recent observations made by Boche et al. [17] as
they treated the classical-quantum compound channel, combined with the arguments
of Ahlswede and Winter [13] in their seminal paper on ID for the single-user classical-
quantum channel.

This paper is organized as follows: In Sect. 2, we introduce the notation, give basic
definitions, and introduce the communication model. Section3 contains our main
results. In Sect. 4, we demonstrate our results for the pure-loss bosonic broadcast chan-
nel and the erasure broadcast channel. Section 5 provides the achievability proof for
identification over the quantum broadcast channel in finite dimensions, and Sect. 6 pro-
vides the proof for the ID capacity region of the classical-quantum broadcast channel.
Finally, the results are summarized in Sect.7.

2 Preliminaries and related work
2.1 Notation

We use the following notation conventions.

2.1.1 Basic notation

X, Y, ... Classical random variables

X, ), ... Finite sets (alphabets)

X, Vs Constants and classical values

X" =(x1,x,..., xXp) € X" Sequence of length n

Px Probability mass function (PMF) of X
E[X] Expectation of a random variable X

P(X)
P ™) =11 P(xo)
[N]

Set of all PMFs with finite support over a set X’
n-fold product distribution

{1,....[NT}

A, B, ... Quantum systems

Ha Hilbert space A

pa € P(Hp) Density operator on H 4

D(Ha) Set of density operators on H 4

Nasp: D(Hp) — P2(Hp) Quantum channel (CPTP map)

{D Ix jelJ ]} Positive operator-valued measure (POVM),
d—1

|®ap) = ﬁ liYa®li)p A maximally entangled state of dimension d
i=0
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2.1.2 Information measures

H(X) = > —Px(x)logy Px(x) Classical entropy

xesupp Py
I(X;Y)=HX)+ H(Y)—- HXY) Classical mutual information
H(A)p = H(pa) = —Tr[pa logy(pa)l Quantum entropy
I1(A; B)g = H(op) + H(op) — H(oap) Quantum mutual information
H(A|B)s = H(opp) — H(op) Conditional quantum entropy

2.1.3 Quantum broadcast channels

A quantum broadcast channel N4, g, g, : 2(Ha) — P(Hp, ® Hp,) corresponds
to a quantum physical evolution from the input A to the combined output Bj, B»,
associated with the transmitter and two receivers, respectively. We assume that the
channel is memoryless. That is, if the systems A" = (A, ..., A,) are sent through n
channel uses, then the input p4» undergoes the tensor product mapping Ngn_, BIB) =

Nf’igl 5,- The marginal channel is defined by NAZBI (pa) =Trp, (NasB,8,(p4))

for Receiver 1, and similarly N/(fl B, for Receiver 2. The transmitter, Receiver 1,

and Receiver 2 are often called Alice, Bob 1, and Bob 2. A classical-quantum (c-q)
broadcast channel N, ;;j B, B, is defined, in a similar manner, as a mapping X' —
P(Hp).

2.2 Identification codes

In the following, we define the communication task of identification over a quantum
broadcast channel, where the decoder is not required to recover the sender’s message
i, but simply determines whether a particular message i’ was sent or not.

Definition 1 An (N1, N3, n) identification (ID) code for the quantum broadcast chan-
nel Va_, g, 5, consists of an encoding channel E4» : [Ni] x [N2] — Z(HS")

and a collection of binary decoding POVMs Dg,, = {1 — DY, Di(ll)} and ’Dlg,, =
1 2

i1
(1 — DP, DY), for iy € [Ni]and iz € [N2]. We denote the identification code by
C = (gAn, DBT” DBS)

The identification scheme is depicted in Fig.2. Alice chooses a pair of messages
(i1, i2), where iy € [Ni], for k € {1, 2}. She encodes the messages by preparing
an input state p\,> = Ean(i1,i2) and sends the input system A" through n uses
of the quantum broadcast channel NV4_, B B,- Bob 1 and Bob 2 receive the output
systems Bf and B, respectively. Suppose that Bob k is interested in a particular
message i,/C € [Ni], where k € {1, 2}. Then, he performs the binary measurement

{1— Dl.(f), Dl.(f)} to determine whether i; was sent or not and obtains a measurement
outcome s; € {0, 1}. He declares ‘no’ if the measurement outcome is sy = 0, and
‘yes’ if s = 1.
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Fig.2 Identification over the quantum broadcast channel N E’i BBy Alice chooses a message pair (i1, 7).

She encodes the messages by preparing an input state En (i1, i2), and sends the input system A” through
n uses of the quantum broadcast channel N f?i BBy Bob 1 and Bob 2 receive the output systems B} and

B}, respectively. As Bob & is interested in the message il’< € [Ng], he performs the binary measurement

-1
1
D é‘n ={1- Di(/k), Di(,k)} to determine whether i,’( was sent or not
k k k

The ID rates of the code C are defined as Ry = }llog log(Ng), for k € {1,2}. In
this work, we assume that the ID messages iy are uniformly distributed over the set
[Ni], for k € {1, 2}. Therefore, the error probabilities are defined on average over the
messages for the other receiver. Bob 1 makes an error in two cases: (1) He decides that
i1 was not sent (missed ID); (2) Bob 1 decides that i i was sent, while in fact i; was
sent, and i # i i (false ID). The probabilities of these two kinds of error, averaged
over ip € [N;], are defined as

1
N on Ci === Y Tr [ - p"wenEa,n]. )

2.
i2€[N2]

1
oW n. Coifuin =5~ Y Tr [ DYV EGin, i) | (1b)

2.
i2€[N2]

for iy, ij € [N1]such that i; # i{. Similarly, Bob 2’s error probabilities are

1
oW Coin) == D Tr [ = DPwWen @, in]. o

Vijemv]
1
G20, C.is,i0) = 5o D Tr[ DPNEG, )] (1d)
i1€[N1]

for iz, i%, € [N2] such that iy # i}.
An (N1, N2, n, A1, A2) ID-code C for the quantum broadcast channel N, A—> B\ B>
satisfies

max e (N, n,C,ix) <A, (2a)
ir€[Nk]
max ex2(N,n, C, i, ix) < A2, (2b)
ik,ig €[Nk],
iy #ik
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for k € {1,2}. An ID rate pair (R, R>) is achievable if for every A;, A2 > 0 and
sufficiently large n, there exists an (exp "X, expe”®2,n, A1, A2) ID-code. The ID
capacity region Cip(N) of the quantum broadcast channel N4, g, p, is defined as the
set of achievable rate pairs.

2.3 Previous results

In the traditional transmission setting [5], the decoder Bob is required to find an
estimate 7 of Alice’s message. This is a more stringent requirement than identification,
and it results in exponentially slower communication. Specifically, the number of
messages scales as exp(nR) for transmission, whereas exp(e"®) for identification.
While the transmission rate is measured in units of information bits per channel use,
the identification rate has different units. Nonetheless, for the classical-quantum single-
user channel, it turns out that the identification and transmission capacities have the
same value.

In the single-user setting, the ID capacity of the classical-quantum channel was
determined by Lober [12] and Ahlswede and Winter [13]. Let Wx_, p be a single-user
c-q channel. The ID capacity Cip(WV) is then defined, in a similar manner, as the
supremum of achievable ID rates over the c-q channel Wy_, p.

Theorem 1 (see [12, 13][64, Theorem 4]) The ID capacity of a single-user classical-
quantum channel Wx _, p is given by

CpW) = m%XX) 1(X; B)p, 3)

PxeP(

where pxp = Y. cx Px(x) [xXx| ® W(x).

While the single-user achievability proof in [6, 12] employs a random binning
scheme based on transmission codes [65], we will see that the broadcast coding
methods are significantly more involved and do not follow from the transmission
characterization.

3 Results

Our results are presented below. Consider the quantum broadcast channel N4_, p, 5,
as defined in Sect. 2.1.3. Define the rate region Z(N) as

_ (R1, Ry) : Ry < I(X; By)p,
s = U { Ry < I(X: By), } @
PxeP(X), l¢})

with PXB B, = erX Px (x) |x)Xx| ®N(|¢XX¢£|)
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Theorem 2 [. The region Z(N) is achievable for identification over the quantum
broadcast channel Ny_, B B,- That is,

CpN) 2 ZN). &)

2. The identification capacity region of a classical-quantum broadcast channel
c-q ..
Nx 2 g, s, is given by

e (R1, Ry) : Ry < I(X; By)p,
o= { Ry < I(X; Bz)ﬁ } ©
PxeP(X)

with PXB B, = erX Px (x) |xXx| ®Nc_q(x).

The proof of part 1 is given in Sect. 5, where we show that all rate pairs in the interior
of the region Z () are achievable. In Sect. 6, we prove part 2 and show the classical-
quantum converse part, i.e. that no rate pair outside the region above can be achieved
for identification over the classical-quantum broadcast channel. In the proof of part
1, we use the pool-selection method by Bracher and Lapidoth [24, 25]. This will
enable the same extension to the broadcast setting as in [24, 25]. On the other hand,
in the converse proof, we used a different approach exploiting recent observations by
Boche et al. [17] along with the methods of Ahlswede and Winter [13].

Remark 1 As mentioned in Sect. 2.3, in the classical-quantum single-user setting,
the ID and transmission capacity characterizations are identical. On the other hand,
in the broadcast ID setting, we see a departure from this equivalence [24, 25, 28].
The examples in the following section demonstrate this departure in a more explicit
manner, showing that the ID capacity region can be strictly larger than the transmission
capacity region.

Remark 2 Consider the classical-quantum broadcast channel. In general, the rate Ry
of User k must be limited by the ID capacity of the single-user channel from A to By,
for k € {1, 2}. This observation leads to the following rectangular upper bound,

(Ri,R2) : Ry < Cly), } -
Ry < Cp)

CpWN ) c {

where CI(IIS) = maxpy I (X; By),. However, in identification over the broadcast chan-
nel, the users cannot necessarily achieve the full capacity of each marginal channel
simultaneously, since both marginal channels must share the same input distribution
in the capacity formula on the right hand side of (6). Equality holds in (7) if the same
input distribution P§ maximizes both mutual informations simultaneously, i.e. when

Py = arg max/(X; B1), = argmax!(X; B>),. 8)
Px Px
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Fig. 3 The beam splitter relation of the single-mode bosonic broadcast channel. The channel input is an
electromagnetic field mode with annihilation operator a, and the output is a pair of modes with annihilation
operators l;] and 132, corresponding to each receiver. The mode ¢ is associated with the environment noise
in the pure-loss setting, the environment is in the vacuum state, i.e., ¢ = |0). The parameter 7 is the
transmissivity, which captures the length of the optical fiber and its absorption length

4 Examples

As examples, we consider the pure-loss bosonic broadcast channel and the erasure
broadcast channel.

4.1 Bosonic broadcast channel

To demonstrate our results, consider the single-mode bosonic broadcast channel.
We extend the finite-dimension result in Theorem 2 to the bosonic channel with
infinite-dimension Hilbert spaces based on the discretization limiting argument by
Guha limiting argument by Guha [57]. A detailed description of (continuous-variable)
bosonic systems can be found in [54]. Here, we only define the notation for the quanti-
ties that we use. We use hat-notation, e.g. a, bl s bz, ¢, to denote annihilation operators
that act on a quantum state. A thermal state 7(/N) is a Gaussian mixture of coherent

2
states, where t(N) = f(c d*a e_:IN/N |a) (x|, with an average photon number N > 0.
Consider a bosonic broadcast channel, whereby the channel input is an electro-
magnetic field mode with annihilation operator a, and the output is a pair of modes
with annihilation operators by and b,. The annihilation operators correspond to Alice,
Bob 1, and Bob 2, respectively. The input—output relation of the pure-loss bosonic
broadcast channel in the Heisenberg picture [66] is given by

by = yna+/1-ne, 9)
by =\1—na— me, (10)

where ¢ is associated with the environment noise and 7 is the transmissivity, 0 < 7
< 1, which captures, for instance, the length of the optical fiber and its absorption
length [67]. The relations above correspond to the outputs of a beam splitter, as illus-
trated in Fig. 3. In the pure-loss setting, the environment is in the vacuum state, i.e.,
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¢ = |0). It is assumed that the encoder uses a coherent state protocol with an input con-
straint. That is, the input state is a coherent state |x), x € C, such that each codeword
satisfies %Z?:l Ixi|?> < Na.

Based on part 1 of Theorem 2, the ID capacity region of the pure-loss bosonic
broadcast channel with coherent encoding and average photon number at most N4 is
given by

_ J(R1,R) : Ry < g(nNa)
o) = | AR (an

where g(N) = (N + 1) log(N 4+ 1) — N log(N) is the entropy of a thermal state with
mean photon number N, with 0log0 := 0. See Fig. 1. The converse part immedi-
ately follows from the single-user capacity characterization. To show achievability,
set the input to be an ensemble of coherent states, | X), with a circularly-symmetric
Gaussian distribution with zero mean and variance E[|X |2] = Ny4. As mentioned in
Remark 2, the users cannot necessarily achieve the marginal capacity. Nevertheless,
for the bosonic broadcast channel, each user achieves the full capacity of the respective
marginal channel.

On the other hand, the transmission capacity region of the single-mode pure-loss
bosonic broadcast channel is [56, 57],

_ (R1, Ry) : Ry < gBN4a)
aun= U { B2 E o — s =g [ 0

where the subscript ‘T’ stands for ‘Transmission’, under the assumption that the
minimum output-entropy conjecture holds (see Strong Conjecture 2 in [57]). The
transmission capacity region and the ID capacity region are depicted in Fig. 1 as the
light gray area (T) and additionally the dark gray area (ID), respectively.

The converse part for the transmission result on the pure-loss bosonic broadcast
channel relies on the strong minimum output-entropy conjecture [56], as stated below.
Let the noise modes {¢;}7_, beina product state pgn = |0X0|®" of n vacuum states, and
assume that H (A"), = ng(Na). Then, the strong minimum output-entropy conjecture
states that [56]

H(B"), = ng(qNa) . 13)

We note that in the single-user case, the conjecture is not required for neither identi-
fication nor transmission [68—70] [71, Section VI.B]. There are several special cases
that are known to hold [72, Section III]. E.g., it is well known that the conjecture
holds for n = 1. However, as pointed out in [70, Section V], this is insufficient for the
converse proof of the bosonic broadcast channel, which requires the strong minimum
output-entropy conjecture stated above.
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4.2 Erasure broadcast channel
We consider the qubit erasure broadcast channel, specified by N'(p) = UpU 1,
U=vT—2asp ®le)s, +Vale)p @ Lasp,, (14)

where the erasure state |e) is orthogonal to the qubit space, and 0 < A < % is a given
parameter. Hence, the marginal channels to Bob 1 and Bob 2 are standard quantum
erasure channels, with erasure parameters A and 1 — A, respectively. Specifically,

ND(p) = (1 —1)p + Aleel, (15)

N@(p) =10+ (1 — 1)leXel . (16)

The ID capacity region of the erasure broadcast channel N4, p, p, satisfies

a7

CpWN) 2 Z(N) = {(Rl,Rz) “Ri<1—21, }

Ry <A

This result is obtained in a straightforward manner. To show achievability, we apply
part 1 of Theorem 2 and set Px = (% %) over the ensemble {|0) , |1)}.

First, consider the symmetric case of A = 1 Our achievable region Z(N) is then
the best known bound on the ID capacity region. Whereas, for A < % we can improve
upon our bound.

For a single-user quantum erasure channel £ 4_, g with a parameter &, Winter estab-
lished achievability of the identification rate R = 2(1 — ¢) for e < %, andR=1-—¢
for e > % [14, Section 4], where px is a classical state. If A = % then this yields the
rate pair (R, R2) = (3, %), which is the corner of our region in (17). On the other
hand, for A < % the rate pairs (R1, R2) = (2(1 — 1), 0) and (Rq, R2) = (0, A) are
achievable. Hence, by time division, i.e., coding for User 1 over a sub-block of length
an, and for User 2 over the remaining sub-block of (1 — «)n channel uses, we have
that the ID capacity region is lower-bounded by

(18)

CpWN) 2 T = U { Ry < (1 —a)h

(R, R2) : Ry < 2a(1 —A), }
0<a<l
The transmission capacity region Ct(/N') of the quantum erasure broadcast channel
is also achieved by time-division. It is given by the rate pairs (Ry, R) satisfying
R <ao(l1-X)and Ry < (1—a)A,forsome(0 < a < 1, as can be shown using the same
methods used in [73, Example 3.2 and Section 5.4.1] and [19, Section 20.4.3]. Clearly,
Cr () is contained in either of the regions Z(N), 7. We deduce that for an erasure
channel that is not symmetric, our achievable region Z(\) in Theorem 2 is suboptimal,
but improves on the best previously known bound in the interval 0 < Ry < 1 — A.
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R>

Cr(V)

T > Ry
1-A 2(1—N)
Fig.4 Achievable regions for ID over the qubit erasure broadcast channel \ with erasure probability A = % .
The transmission capacity region Cy(N) corresponds to the light gray area. The region .7 achievable by

time-division between single-user identification codes comprises additionally the middle gray area. The
rectangle indicated by the dark gray area corresponds to our lower bound Z(N)

Figure4 shows the regions Ct(N), 7 and Z(N) for a quantum erasure broadcast
channel N with A = ‘—k.

5 Achievability proof

In this section, we prove the lower bound on the capacity region in Theorem 2, i.e. we
show that
CpN) 2 ZN). (19)

In the classical achievability proof, Bracher and Lapdidoth [24, 25] first generate a
single-user random code, based on a pool-selection technique, as shown below. Then,
a similar pool-selection code is constructed for the BC using a pair of single-user
codes, one for each receiver. It is shown in [24, 25] that the corresponding ID error
probabilities for the BC can be approximated in terms of the error probabilities of the
single-user codes. We use a similar approach, and begin with the single-user quantum
channel.

We use standard tools of typical space projectors as detailed in Appendix A. In
particular, 7;'(Px) denotes the classical §-typical set with respect to a given PMF
Px € P(X) over X'. Furthermore, IT§ (p) is the projector onto the §-typical subspace
of an average state p = er x Px(x) |xXx|, and IT1§(ox p|x") is the conditionally
8-typical projector for a classical-quantum state ox .

5.1 Single-user quantum channel
First, we construct and analyze an identification code for a single-user quantum chan-

nel. In Sect. 5.2, we will use the single-user code in order to construct a code for the
broadcast channel. Let £L4_, p be a single-user quantum channel.

5.1.1 Code construction

Let N = exp "R be the code size. Fix a PMF Py over X, a pool rate Rpool, and a
binning rate Ié, such that
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R<R<I(X;B), (20)
Roool > R. @1)

We generate the codebook such that all codewords are §-typical. Therefore, consider
the distribution

P)I}(xn)

1(x" € T{'(Px)), (22)

where the indicator function 1 (;7) takes the value 1 if 7 is true, and 0 otherwise. For
every index v € V = [e "Rpool | choose a codeword F(v) ~ Pxn at random. Then,
for every i € [N], decide whether to add v to the set V; by a binary experiment,

with probability ek VI = ¢~ (Roool =R) That i is, decide to include v in V; with

probability e " eeol =R) and not to include it with probability 1 —e"(Reo—R) Reveal
this construction to all parties. Denote the collection of codewords and index bins by

B=({F@hev. Vil )- 23)

5.1.2 Encoding

To send an ID Message i € [V], Alice chooses an index v uniformly at random from
V;. If V; is non-empty, she prepares the state

63”) = ® 65 ), (24)
t=1

where F;(v) is the z-th symbol of the sequence F(v). Otherwise, if V; = @, she
prepares |¢F(1)) Then, Alice transmits the systems A” through the channel. Therefore,
if V; # @, then the average input state E4» (i) is given by

Ean(i) = == Z oA ekl 25)

IVI

5.1.3 Decoding

Bob receives the output systems B”, and he would like to determine whether the
message i’ was sent. To this end, he selects any constant § such that

I(X;B), — R
c+c

0<6< (26)
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where ¢, ¢’ > 0 are constants as in Section A. Then, he performs a series of binary
decoding measurements (POVMs)

PFO) — {11—1'[1‘1””1‘1,1‘[1‘1””1‘1}, 27

where we denote TT = I} (pp) and I¥® = M} (pxp|F(v)). Bob obtains a binary

sequence of measurement outcomes (a(v))vevi,. If a(v) = 1 for some v € V;/, then

Bob declares that i’ was sent. Otherwise, he declares that i’ was not sent. Note that we

can also construct one POVM Dil;n that is equivalent to the series of measurements.
Thus, the ID code associated with the construction above is denoted by

Cp = (Ean, Dpn).
The error analysis for the single-user identification code is delegated to Appendix B.

5.2 Broadcast channel

In this section, we show the direct part for the ID capacity region of the quantum
broadcast channel. That is, we show that Cip(N) 2 Z(N). The analysis makes use
of the our single-user derivation above.

5.2.1 Code construction

We extend Bracher and Lapdioth’s [24, 25] idea to combine two BL code:books
BW, B that share the same pool. Fix a PMF Py over X and rates Ry, Ry, for
k € {1, 2}, that satisfy

R| < R; <min I(X; By), (28a)
seS

Ry < R, < min I(X; By), (28b)
seS

max {Iél, 152} < Rpool (28¢)

Rpool < Ri+ Ry, (28d)

Let Ny = "R« For every index v € V = [¢"Rwol], perform the following. Choose
a codeword F'(v) ~ P}’} at random, as in the single-user case. Then, for every i,

decide whether to add v to the set Vg:) by a binary experiment, with probability
e~Ri/ [V| = ¢~ (Roo =RO)_ That is, decide that v is included in V"’ with probability
e Roool =R6) "and not to include with probability 1 — e~ (Rpod =R Finally, for every
pair (i1, i2) € [N1] x [N2], select a common index V;, ;, uniformly at random from
Vgll) N VEZZ), if this intersection is non-empty. Otherwise, if V;ll) N Vg) = ¢, then
draw V;, ;, uniformly from V. Reveal this construction to all parties.

@ Springer



Identification over quantum broadcast channels Page150f31 361

Denote the collection of codewords and index bins by

_ 1 2 a
By = (F’ {vil }ilelNll’ {viz }izEINzl’ {V””Z}(i1,i2)€[N1]X[N2])' (29)

Note that, for k € {1,2}, By includes all elements of B® = (F, [V;}f) . ]),
1€ Nk
(k)

defined for the marginal channels \V,, B, a3 in Sect.5.1. We denote the corresponding
single-user code by

- (k
Cpun = (8543, ’DB]:z). (30)

5.2.2 Encoding

To send an ID message pair (i1, i) € [N1] x [N>], Alice prepares the input state

F(Vipi . .
% An( r 2)> and transmits the input system A”.

5.2.3 Decoding

Receiver k, for k = 1, 2, employs the decoder of the single-user code Cgw) . Specifi-
cally, suppose that Bob & is interested in an ID message i; € [Ni]. Then, he uses the

decoding POVM Dlgn to decide whether i; was sent or not.
e

We denote the broadcast ID code associated with the construction above by

Cy = (Ear. Dpy. Dpy) 31)

5.2.4 Error analysis

We show that the semi-average error probabilities of the ID code defined above can be
approximately upper-bounded by the respective error probabilities of the single-user
ID-codes Cy and Cp) for the respective receivers.

Consider a given pair of codebooks B! and B> . Conditioned on those codebooks,
the input state can be written in terms of an encoding distribution

Enlini) =Y Qi@ |44 (32)
veV
where Q; ;,(v) =1 (v = Vil,iz). Similarly,
k) . ~ (k)
Enin = 05 ) |o 4 xe b (33)

vey
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~ (k
where ka)(v) is the respective distribution for the single-user code from Sect.5.1,
namely

| ®Y sk
« veV,; ity #40,
0w =1 IV t(vevi) ‘ (34)
Tw=1) if VIO =g,

We consider now only Receiver 1 and his marginal channel A/ ,Ex]l)—> - Since the code
construction is completely symmetric between the two receivers, the same arguments

hold for Receiver 2 and Nfé)_) g+ The missed-ID error probability for Cs,, and Bob 1
is given by

1
N Coyin = 5= Y Tr[@=DWNIG EwGrin | 65

2 i2€[N2]

and for Cgw), it is given by
1 , (k)
el . Cmsin) = T [(]1 — DN (SA,I (11))] (36)
By the linearity of the channel and the measurement, we have

_ . 1 .
e iV, n,Cguy, i) — el(N/i_))Bl, n,Cp, 1)

1 i
<5l X Ewlinin - El)
2 irelNa] X

1 v v v v

=3l% X T ennw o] X 0; @) |8 e
12€[N2]v€V |

1

=512+ Z 0,0~ 0w
veV zze [N2] veV

< 5(1) 37)

— 1 1 b
where 81.(11) is the total variation distance

=3 Y% L e -Y 00| =d| 5 ¥ 0w 2],

veV le [N2] veV 12€[N2]
(33)
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and the inequalities follow from the triangle inequality. The same argument applies to
the false-ID error. Hence,

e, 1V, n,Cpyni1) < 81(/\/;‘131, n,Cpuy,i1) + 5511), (39a)
212N 1. Cpy. il i) < QWG g . Cpu.if i) +817,  (39b)

Similarly, the error probabilities for the second marginal channel are bounded by

_ . 2 . 2
e2,1(N,n,Cp,.i2) < el(N,ngz, n,Cpo,i2) + 51-(2), (390)

_ g 2 g 2

e20(N,n,CBy» iy, i2) < ez(Nf,_),Bz, n,Cgo, i, i2) + 8,-(2), (39d)

2) 1 ~(2)
where §;7 = af(N—l Yiveiv] Qinine Qi )

From this point, we can continue as in the classical derivation due to Bracher and

Lapidoth [24, 25]. The next lemma bounds 81.(kk) in (39) to zero in probability asn — oo.
By [24], [30, Lemma 3], for every k € {1, 2} and some t > 0,

lim Pr( max 8% > e—'"> = 0. (40)

n—00 ive[Ne] '

Hence by (39), the error probabilities for the quantum broadcast-channel code C,,
are approximately upper-bounded by the corresponding error probabilities for the
single-user marginal codes Czy and Cgo).

By (59) for the single-user quantum channel ./\//(\kl B and £k € {1,2}, the
error probabilities el(/\/:f‘k_))Bk, n,Cgw, ix) and ez(Nf‘lin, n,Cpw, iy, ix) converge
in probability to zero with convergence speed exponentially in n, for all messages
ik, i; € [Ni] such that iy # i;. This completes the proof of the direct part. O

6 Converse proof

The direct part follows from part 1. Hence, it remains to prove the converse part. To
this end, consider an (N, Na, n, A1, A») ID code, C = (Exn, DB?, DB;)’ for the c-q
broadcast channel Nx_, p, p,. In the case of a classical input, the encoder effectively
assigns a probability distribution Q;, ;, to each message pair, i.e.

Exnlin i) = Y Qipiy (") [x"Yx"|. (41)
xteXn
: ; . @O @y .o
Thus, the ID code is specified by {(Qll,lz, Dl.1 s Dl.2 ) 2 (i1, 02) € [N1] x [Nz]}. We
denote the Holevo information for each c-q channel AV )((kl By with respect to an input

distribution Py € P(X) by I(Px, Ny, p) = I(X: By),.
Following the approach of Boche et al. [17], we prove the converse part in three
stages, beginning with a modification of the code.
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6.1 Code modification
6.1.1 8-neton P(X)

First, we fix a §-net 7 of probability distributions on X. That is, for |7| < (—)l/“(|
there exists 7 C P(X) such that X" = | p.7 Ap and such that the type of an input
sequence x" € Ap is -close to P. Hence,

Qi = P rii(P)OF (42)
PeT

where w;, ;, is a PMF over 7, and Qfl) ;, are PMFs over Ap.

6.1.2 e-neton P(7)

For IM]| < (f)‘TI there exists an e-net M C P(T) Hence, for every i, there exists
a PMF u € M such that at least a fraction IM of the messages i1 € [N1] has u;, i,

that is e-close to ,ul.z. Without loss of generality, for N| = LMJ ,

Vii € [N]] : = ||u,1,z mhl, <e (43)

Similarly, there exists a probability distribution u” € M such that at least a ﬁ of
the messages i» € [N;] has y,; that is e-close to u”. Without loss of generality, for

N = | | vin e g1 H'U“lz W,

< €. Thereby,

. 1
V(in i2) € INT X INGD = 5 gy gy — 1" = 2 (44)
Then, we modify the encoding distribution and define

0/, =P uwPof,,. 45)
PeT

leaving the decoder as it is. This results in an (7, N{, Né, A1+ 2€, Ay + 2¢€) code,
where we choose € to be sufficiently small such that A1 + Ay + 2¢ < 1.

6.2 Encoder truncation

There exists P* € T such that u’/(P*) > ITIT Thereby, we modify the code once
more and truncate all the other distributions in 7. That is, we consider the code
{(Qfl)iz, Dl.(ll), D,.(zz)) : (i1, i2) € [N]]1x[N}]}. For the new code, the error probabilities
of the first and the second kind are bounded by A} = |7| (Ax + 2¢) for k € {1, 2}.
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Letting € = €(A1, A2) — 0 as A1, 2> — 0, the error probabilities of the truncated
code tend to zero for every given 6 > 0.

6.3 Rate bounds

. . * N} * . .
Consider the marginal A" g and 0" = le Y,11 QF . Let ip be uniformly

distributed. Then, observe that the randomized-encoder code {(Qﬁ 5 Dl.(ll)) 1 0] €
[N{]} is an (n, N{, AT, A3) ID code for the single-user channel N/gl_))Bl. Therefore,
following the single-user converse proof by Ahlswede and Winter [13] (see also [17,
Section II1]),

1
Ri = loglog(N}) < I(P* Ny p) +e1 = 1(X: By + € (46)

where X ~ P*and € tends to zero as § — 0. For completeness, we prove the inequal-
ity in the appendix. Similarly, we also have Ry < I(X; B3), + €. This completes the
proof of the ID capacity theorem. O

7 Summary and outlook

We derive an achievable ID region for the quantum broadcast channel and established
full characterization for the classical-quantum broadcast channel. To prove achievabil-
ity, we extend the classical proof due to Bracher and Lapidoth [24, 25] to the quantum
setting. On the other hand, in the converse proof, we use the truncation approach by
Boche et al. [17] along with the arguments of Ahlswede and Winter [13].

As examples, we derive explicit expressions for the ID capacity regions for the
quantum erasure broadcast channel and for the pure-loss bosonic broadcast channel in
Sect. 4. Inthose examples, each user can achieve the capacity of the respective marginal
channel. In particular, the ID capacity region of the pure-loss bosonic broadcast channel
is rectangular and strictly larger than the transmission capacity region. In general, the
ID capacity region is not necessarily rectangular, as demonstrated for the classical
Z-channel [30, Section IV.C] and the classical Gaussian Product channel [30, Section
IV.E], [29, Section IV.B].

The ID capacity has a different behavior compared to the single-user setting, in
which the ID capacity equals the transmission capacity [74] (see Sect.2.3). Here, in
the broadcast setting, the ID capacity region can strictly larger than in transmission,
since interference between receivers can be seen as part of the randomization of the
coding scheme.

Extending the results to more than two receivers remains an open challenge. Upper
and lower bounds for such amodel may be derived in a similar manner as in the classical
setting [24, Section IV.A]. To derive the identification capacity of classical-quantum
channels, new methods are required. The capacity of quantum-quantum channels is
even unknown for general point-to-point discrete memoryless channels [ 14, 18]. These
are interesting and challenging directions of further research.
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A Quantum method of types

We review the basic method-of-types properties that will be useful in the analysis. The
n-type P of a sequence x" € X" is defined by Pon(a) = %ﬂ) fora € X, where
n(alx™) is the number of occurrences of the letter @ in the sequence x". The set of all
n-types over a set X is denoted by P(n, X). Joint and conditional types are defined
similarly, as in [73]. Furthermore, a §-typical set is defined as follows. Given a PMF
Px € P(X) over X, define the robustly' §-typical set,

T3 (Px) = |x" € X" 1 |Pun(a) — Px(a)| < 8- Px(a), a € X}. (47)
Given Py|x : X — P()), the conditionally 5-typical set 7" (x") is defined as the set

of all sequences y" such that (x", y") € ’Z:S”(Is'xn x Py|x). We will use the property
(see [75, Lemma 2.12])

Pr(X" € T]'(Py)) = 1 —2|X| 272, (48)

! This is the similar to strong e-typicality [19], but we have € = § Py (a), which depends on a.
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Consider the state A" of a quantum system generated from an ensemble
{Px(x), |x)}yey- Then, the average density operator is p = erX Px (x) |xXx|. The
projector onto the §-typical subspace is defined as

Fo) =T ()= Y X" (49)
x"eT{ (Px)
For every 6 > 0 and sufficiently large n, the §-typical projector satisfies
Tr(T15 (p)p®") = 1 =27, (50)
27 HHDII (p) < T (p) p®" 15 (p)
< 27D =D (), (51)
Tr(IT} (p)) < 2"HP)Fed) (52)

where b, ¢ > 0 are constants [76, Subsection 15.1.3], while the exponential conver-
gence in (50) follows from Hoeffding’s inequality [77, Theorem 1] (see proof of (48)
in [75, Lemma 2.12]).

We will also need conditionally §-typical subspaces. Consider a joint classical-
quantum system (X", B") with density matrix 0)?;. Then, let B, (x") = ®i:x,- . Bi
be the subsystem of B" with indices i such that x; = a, and note that there exists
a cq-channel Nx_.p : a — ({a| ® 1) oxp (Jla) ® 1) /Px(a). As in [76, Definition
15.2.3], the conditionally §-typical projector IT§ (ox g|x") is defined by

M} (oxplx™ = @) M Wy p (@), (53)

aeX

where t(a|x") = {t: x; = a}, and Hg(“‘x")(ag) is the projector onto the subspace
of H%’” where the positions in #(a|x") are §-typical for op. Given x" € 7" (Px), it
satisfies

Tr (T} (ox g XN (x")) = 1 — 277", 5

2 M HBIXAEN N gy p|x™) < T} (oxplx™) N (") T2 (ox 5 Ix")
=< Z_n(H(B‘X)U—C/a) H§(0X3|xn), (55)
Tr(TT§ (ox p|x")) < on(H(B|X)g+c'8) 56

where &', ¢/ > 01is a constant, N'(x") = Q/_, Nx,- g, (x;). Furthermore,
Tr(T1} (o) N (x™)) = 1 — 27" (57)

(see [76, Property 15.2.7]), and hence, by the Gentle Operator Lemma [76, Lemma
9.4.2],

[NV = M om N M o) || < 27021, (58)
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B Error analysis for single-user achievability

We show that for some 7 > 0, the error probabilities of the random code Cp satisfy

lim Pr{ max e1(Lap,n,Cp, i) > e_'”} =0, (59a)
ie[N]

n—oo

lim Pr{ max maxey(Lap,n,Cp, i, i) > e_’”} =0. (59b)
n— 00 i,i’e[N] i#i’

The codebook that is used here is the same as in the classical derivation [24, 25].
Hence, we can use the cardinality bounds for the index bins {V;};¢y that were

established in [24, 25]. Denote the collection of index bins by V¥ = Vilieiny-

Lemma 1 (see [24, Lemma 5]) Given i > 0, let G,, be the set of all realizations YN
of VY such that

Wil > (1 = 8,)e"k, (60)
Vil < (1 +8,)e"k, 61)
Vi O V| < 28,¢"R (62)

forall V;, V; € VAR £ i’ where §, = e™"M2 Then, the probability that vV e Gu
converges to 1 as n — 00, i.e.

lim Pr{VNegM} =1, (63)

n—oo

Jor i < Rpoor — R.

Hence, it suffices to consider the bin collection realizations VN of YV that satisfy
(61)—(62), for . € (0, Rpool — R). Thus, the input state is as in (25), since V; # { by
(60).

Missed ID error
Consider an index bin V; € V. We bound the probability of the missed-ID error (first
kind), given by

1

e1(Lasp,n,Cp,i) = Wi Pr (a(v/) =0, forall v’ € V; | F(v) was sent)
! veV;

(64)

Note that for pf;}”) = L p(F(v)),

Pr (a(v/) =0, forallv' € V; | F (v) was sent)

=7 | [ (1-nn"m) o
v eV,
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<Tr ((]1 — nnF®m) p§,$”>)

=1-Tr (0" mpf )

IA

=T (NP0 ) + o™ = 11 oY I'IH (65)
By the Gentle Operator Lemma [76, Lemma 9.4.2], we have H P = pp H

e ¢824 (see (58)), because F(v) € T'(Px), for all v € V. Since also
Tr (HF(”)pg,fv)> > 1 — '8 (54), there exists 71 > 0 such that

e1(La-p,n,Cp,i) < e b8 | pmnc'8/241 o pnty (66)

False ID error

Next, we bound the probability of an error of the second kind. Suppose that the sender
sends an ID message i and the receiver is interested in i’ # i. Recall that we can
restrict our attention to realizations V¥ = {Vi} € G, following Lemma 1. Let v € V;
be the index that Alice has chosen. Observe that

e2(Lasp,n,Cp, i’ i)

Pr(3v € Vy :a(w) = 1| F(v) was sent)

Vs
< L Z 1~|—L Z Pr(3v' € Vi :a(W') = 1| F(v) was sent)
Vil - Vil A
veV;NVy veV,ﬂV[/
- [Vi N Vil
-l
1
+ Z Pr(3v/ € Vi ra() = 1| F(v) was sent) , (67)
vinv; veVinVs

since any probability is at most 1 and |V,' n Vf/| < |V;|. The first term is bounded by

VinVil _ 26
Vil 1 =4,

< 8y (68)

(see (60) and (62)), where the second inequality holds as §, < 1/2, for sufficiently
large n.

It remains to bound the second term in the right-hand side of (67), for which v € V;
and v ¢ V. For every pair of indices v ¢ V;s and v' € V;/, we have that the codewords
F(v) and F (V') are statistically independent.

Assume without loss of generality that V; = {1,2, ..., |Vi|}. Let A;(v') denote
the event that v’ € Vs is the first index to hit "yes’ as the measurement outcome, i.e.
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a(l)=aR)=---=a(' —1)=0and a(v') = 1. Then,
Pr (A (V') | F(v) was sent) = Tr (Dv/Df)_l - DY ,og,fv) DS - DIC}_])
<Tr (Dv ngfv))
=Tr (70T " n) (69)

where D, = ITITF®1], D¢ =1 — D, and again ,oB = La— p(F(v)). Thus, we
have

5 [Pr (A (v) | F(v) was sent)] < Tr (IE: [nF W] nE [pg,,(”)] n) . (70)

and note that by (48), there exists €, with lim,,_, oo = 0 such that

1 n 1
E[pF"(v)] Pe(T"(Py) PR (X" pin = ——p5". (1)
4 PX<7;"<PX>>X,IE;PX) LR A
8

It follows that
(1 — e)Ep[ Pr (A (v") | F(v) was sent) | = Tr (IE [HF(”/)] I pg" 1'[)

@ o (H(B)y—cd) Ty (E I:HF(U/)] l'[)

) =n(H (B)y—H (BIX)p—(c+c))
— e—n(l(X:B)p—(C-i-C’)E), (72)

where (a) holds by (51), and (b) by (56) since F(v') € TJ'(Px) for all v' € V.
Therefore, there exists & > 0 such that

Eg[Pr(3v' € Vi : a(v') | F(v) was sent) |
=K [ (Elv eV Ay (v)|F(v)wassent)]
1

(%) — ZV Eg [Pr (A (v) | F(v) was sent) ]

<
1—¢,

@ ﬂe—n(l(X;B)p—k—(Hc/)a)
1 —¢€,

QD gt (73)

Vi U (X:B)=(c+c)d)

where (a) follows from the unign—of—events bound, (b) is due to (61), and (c) holds
since (¢ + ¢')8 < I(X; B), — R by (26).
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We show now that the false-ID error is small with high probability. Let « satisfy
0<a<(R—R)2. (74)

By the union-of-events bound,

Pr <max max ex(Lap,n,Cp, i’ i) > 8, +e " + e_"“)
i'e[N] ii’

< Y D Pr(eCaspnCpili) =8 +e +e). (75
i’e[N]i#i’

Note that by (67) and (68),

ez(ﬁA%Bs n9 CBs i/v i)
1

<6, + —-
- vinyg

> Pr(3v eVi:a() =1|F() was sent) . (76)
veVv;nVs

Therefore, there exists o > 0 such that

Pr { max max e>(La_p,n,Cg,i,i) > e_'”z}

i'€[N] i#i'
< Z ZPr {WTIV% Z Pr(3v' € Vi :a(w) = 1| F(v) was sent)
ie[N] i’ 'l vevnvs
o)
(%) exp (—Zefz’“" |V,- nvs )
@ exp (Ze”R - e*Z"“e*”ﬁ> , (77

for sufficiently large n, where (a) follows from Hoeffding’s inequality [77, Theorem 1],
since the codewords F(v), v € V are i.i.d., (b) follows from N = exp (e”R), and

Vi NV = Vil = Vi N Vil > (1= 8,)e"R = 25,e"R > "R 2, (78)

as |[Vi| = (1 — 8,,)@”1é and [V, N Vy| < 28ne”1é, by Lemma 1 (see (60) and (62),
respectively), where the last inequality follows from &, < 1/2, for sufficiently large
n.

Based on (66) and (77), we have established that (59) holds for T = min {7}, 12}
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C Proof of inequality (46)

The rate bound is based on the combinatorial argument in the single-user converse
proof, due to Ahlswede and Winter [13]. First, we define a quantum hypergraph and
give the Ahlswede—Winter covering lemma [13].

Definition 2 A quantum hypergraph (H, G) is defined by a finite-dimensional Hilbert
space H and a finite collection G = {G},ex of operators on H, where 0 < G, < 1
forx € X.

Lemma2 (see[13, Lemma?9]) Let (H, G) be a quantum hypergraph suchthat G < nl
forall G € G, and fix €, T > 0. Given a probability distribution P on G, define

o= Z P(G)G. (79)
Geg
Then, there exists a subspace Hy C H and operators G1, ..., Gy € G such that
Tr(Tlpp) < 7 (80)
(1 —=eIlpll; <I;pl < (1 +e)Ilpll (81)
2In2log2|H
L <14 gy 220D (82)
€°T
with _ 1 L
p=72 G (83)
=1
while Tlg and T1{ are the orthogonal projections onto Ho and Hi = H/Ho,

respectively.

Intuitively, the covering lemma has the following interpretation. We can think of p as
the average of an ensemble G of operators. Then, we consider a compressed ensemble,
{G1,...,GL} € G, from which an operator is drawn uniformly. The resulting average
of this compression is p. Then, within the subspace H1, the projection 1] pI1; onto
‘H1 is almost unaffected by the compression. The idea in the single-user converse proof
for the classical-quantum channel V. )((11) B is now to replace the arbitrary distributions
Q;, of an ID code by uniform distributions Eil on subsets of Ap+, with cardinality

bounded by L ~ " P**N'")_The condition is that the corresponding output states
are close, so the resulting ID code will have similar error probabilities. As reliable
identification requires the encoder to assign a different distribution §i1 to each message
i1, the number messages is thus bounded by the number of options for choosing L
input sequences, which is |X"|F. Now, we formalize this argument. Let A > 0 be
arbitrarily small, such that A < 1 — AT — A3. Let H‘S(B{’) and IT§(B{|x") denote
the 8-typical projector and the conditional §-typical projector, respectively, for pp, =
D orex P*(x)/\flgl_)) B, (x). Then, denote the projection of each output state onto the
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3-typical subspace by

Yy pr (4 = T2 (BY) T(BY1x") Ny,

X'—

m(ﬁﬂ(BM%HWB)(M)
Then, for sufficiently large n,

e - =% (85)

for all x" € Ap+, by [78, Lemma V.9].

We apply Lemma 2 withe =t = % to the quantum hypergraph for which the
vertex space H is the range of HZ‘S(B{Z), and the edges are Txn_)BTI x™), x" € Apx.
Thereby, for every i € [N{], there exist L1 sequences x" (£;,) € Ap=,

w. A/
— en(I(P vNA_ﬂgl)‘i‘an)’ (86)

such that Ggil = Yyxn_, B! (x"(¢£;,)) satisfy the properties in the lemma, with ﬁ’g,, =
1

. . s =P
LLI Zlfl Txn—>3f (x"(jiy))- Then, the uniform L-distribution Q;, satisfies

Ji=1
P (k) _ P (k) A
ol r® o ¥ <% )
Thus, by (85),
P Ar(l) _ o <+
o' N N <3 (88)

for iy € [Nj]. Therefore, {Q

single-user channel ./\/Igl_)) B

i ,D(l)} is an (n, N{, A + %,A’z‘ + %) code for the
Since A} + A3 + % < 1, each message must have a different input distribution.

That is, Qi1 # Qiq for i1 # ij. As each Qi1 is uniform over L sequences in X,
it follows that

Ny < 1xmH
_ exp(en(l(P*;Nf(‘]_iBl)+8n+%loglogIXI))
< exp(en(l(P*;Nj,iBl)m)) (89)
for sufficiently large n. Inequality (46) readily follows. O
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