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Abstract: For many years, chaotic maps have been widely used in the design of various algorithms
in cryptographic systems. In this paper, a new model (compound chaotic system) of quantum ran-
dom walks controlled by a hyper-chaotic map is constructed and a novel scheme for constructing
a dynamic S-Box based on the new model is proposed. Through aperiodic evaluation and statisti-
cal complexity measurement, it is shown that the compound chaotic system has features such as
complex structure and stronger randomness than classical chaotic systems. Based on the chaotic
sequence generated by the composite system, we design a dynamic S-Box generation mechanism. The
mechanism can quickly generate high-security S-Boxes. Then, an example of randomly generating
S-Boxes is given alongside an analytical evaluation of S-Box standard performance criteria such
as bijection, boomerang uniformity, bit independence, nonlinearity, linear approximate probability,
strict avalanche effect, differential uniformity, the and generalized majority logic criterion. The
evaluation results confirm that the performance of the S-Box is excellent. Thus, the proposed dynamic
S-Box construction technique can be used to generate cryptographically strong substitution-boxes in
practical information security systems.

Keywords: compound chaotic system; quantum random walk; S-Box generation mechanism;
standard performance criteria; information security

MSC: 94A60; 39A33; 68M25

1. Introduction

In recent years, with the rapid development of network communication technology,
network security has become an increasingly important research field. Accordingly, in-
formation security technology, which is used for data transmission security, has attracted
widespread attention. Scholars have proposed various secure communication mechanisms,
including a large number of data encryption algorithms. The user data is converted to
cipher text by encryption technology before data transmission. This means that the input
data block (plaintext) is converted into insignificant output block (ciphertext) and the
ciphertext is useless to an attacker. In symmetric cryptographic systems, block encryption
algorithms are widely used as they are easy to implement and provide the required cipher
strength [1]. In block cipher systems, as the only nonlinear component, the substitution
box (abbreviated as S-Box) is an important nonlinear component in many block cipher sys-
tems such as the Data Encryption Standard (DES) and the Advanced Encryption Standard
(AES). In these block cipher systems, that use of an S-Box provides a complex relation-
ship between plaintext and ciphertext and plays a scrambling effect (chaotic effect). The
security of the S-Box determines the security strength of the whole block cipher system.
Thus, it is meaningful to study how to quickly generate high security S-Boxes and this
has attracted more and more attention. Usually, a designer must evaluate the strength
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of respective S-Boxes in block cipher system. For S-Box security, there are some typical
evaluation criteria, such as bijection, bit independence, nonlinearity, linear approximate
probability, and strict avalanche effect. Some new attack technologies against S-Boxes have
emerged with the development of new theories and technologies, such as the boomerang
attack [2,3]. The authors of [4] summarize the many security attributes (including some
new tests) of S-Boxes. A strong S-Box can resist cryptanalysis-based attacks if it can pass
standard benchmarks tests. Thus, determining how to build a strong S-Box has received
intensive attention.

However, the S-Box that is used in block cipher systems such as AES is a fixed
component. That is, a block cipher has a static S-Box and employs the unchanged S-Box
in each round. A static S-Box allows a third party to check the characteristics of the S-
Box, which will lead to the attacker discovering its defects and eventually having the
opportunity to cryptanalyze the ciphertext generated by the block cipher [5]. If high-quality
S-Boxes (based on a user key) can be dynamically generated and applied, the encryption
strength of the cryptosystem would be more able to resist various cryptanalytical attacks.
A dynamically generated S-Box mechanism can be used to improve classic block cipher
algorithms and design new block cipher algorithms. In recent years, researchers have
explored elements of the concept of dynamic S-Box design, such as S-Box generation
efficiency and randomness. In an actual cryptographic system, the S-Box is not only
required to be safe but also the time and space efficiency of the algorithm for generating
the S-Box must be high. Researchers have sought alternative S-Box design approaches.
There are some approaches that are frequently applied to the construction of S-Boxes, such
as the analytical approach [6], algebraic techniques [7], triangle groups [8], and chaotic
maps [9–11]. Since chaos-based cryptography is considered highly secure, robust, and
computationally powerful, and is complex enough to make cryptanalysis harder, chaos-
based design emerges as the best method from the above approaches [11].

Chaotic dynamical systems have special nonlinear dynamic characteristics such as the
sensitivity to initial conditions, unpredictability of long-term behavior, intrinsic random-
ness, and the ergodic nature of the processes. These characteristics of chaotic systems are
equivalent to diffusion and confusion in traditional cryptographic systems [12]. Chaos cryp-
tography is an important application field of chaos theory. For cryptosystems, there have
many chaos-based algorithms proposed in recent years such as chaos-based image encryp-
tion, which was utilized in studies such as “Color image encryption using orthogonal Latin
squares and a new 2D chaotic system” [13]; “Exploiting semi-tensor product compressed
sensing and hybrid cloud for secure medical image transmission” [14]; and “A parallel
image encryption algorithm using intrabitplane scrambling” [15]. For the development
of modern cryptographic systems, chaotic maps have emerged as an alternative chaotic
typology, and as part of this work, researchers have used chaos in the design of S-Boxes.
An S-Box is essentially a random placement of n × n numbers from 0 to n × n − 1. Chaotic
systems with complex dynamic behaviors are able to generate high-quality pseudo random
numbers. These pseudo random numbers can be used to design S-Box generation schemes.
In the past few years, chaotic systems have been widely used in the design of S-Boxes
due to the useful properties of chaotic maps, and analysis shows that an S-Box based
on chaos has strong resistance to different attacks and higher space–time efficiency [16].
Scholars such as Ye and Zhimao [10], Masood et al. [11], Zheng and Zeng [17], Bin Faheem
et al. [18], Zhu et al. [19], Lu et al. [20] have proposed many S-Box-based cryptographic
systems that include effective S-Boxes that possess favorable characteristics such as bit
independence, nonlinearity, etc.

However, problems such as unpredictability and short cycle may occur when im-
plementing chaotic systems in digital devices (digital chaos) [21,22]. This will result in
successful attacks on a cryptographic systems based on the original digital chaotic maps.
Many cryptographic systems have serious security problems due to improper selection and
application of chaotic maps [23]. Several researchers are working to rid chaotic maps of
their weak points and further improve their chaotic behavior and randomness. Modified
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chaotic maps can be used to enhance the security characteristics of various encryption
schemes. It is necessary to combat the degradation of chaotic dynamic performance and
further optimize chaos. Lu et al. [20], proposed 8 × 8 S-Boxes based on a improved com-
pound chaotic map (tent-logistic system) that has a large key space, better chaotic behavior,
and chaos at a large scale. In another study [24], a novel method of constructing S-Boxes
is proposed that can generate strong S-Boxes through the use of TSS maps and algebraic
Mobius transformations.

Inspired by the above discussion, we aim to search for a compound chaotic map
with complex dynamic behavior and develop a new S-Box generation algorithm that can
improve the linear probability (LP) and other characteristics of S-Boxes and enhance the
robustness of cryptographic systems to linear analysis attacks, differential cryptanalysis
attacks and boomerang attacks. The innovations of this work include the following:

1. A new compound chaotic system based on a two-dimensional hyper-chaotic map and
quantum random walks is proposed, which has a larger key space and better chaotic
performance and is more suitable for practical applications;

2. A simple and efficient dynamic S-Box generation algorithm is proposed;
3. A comprehensive and detailed security analysis of the generated S-Box is made to

evaluate it against cryptographic landscapes. The analytical results demonstrate that
the S-Box can well meet multiple cryptographic criteria.

The rest of this paper is organized as follows. Section 2 proposes a new compound
chaotic system based on a two-dimensional hyper-chaotic map and quantum random
walks. Section 3 describes an efficient dynamic S-Box generation algorithm based on
the compound chaotic system. In Section 4, we show safety analyses of the proposed
S-Box generated by the algorithm and make a comparison with some recent S-Boxes from
the literature.

2. A Compound Chaotic System Based on a Two-Dimensional Hyper-Chaotic Map and
Quantum Random Walks

In this section, we select a known two-dimensional hyper-chaotic map whose output is
used as the control source of quantum random walks on the ring graph. Thus, a compound
chaotic system with a complex structure that is sensitive to initial conditions and can
generate uniform sequences is obtained.

2.1. Two-Dimensional Hyper-Chaotic Map Controlling Quantum Random Walks

A hyper-chaotic system has at least two expanding directions due to a minimum
of two positive LEs [25]. The expression of a two-dimensional hyper-chaotic map is as
follows [26] (p. 49):

un+1 = k11 + k12un + k13u2
n + k14vn + k15v2

n + k16unvn,

vn+1 = k21 + k22un + k23u2
n + k24vn + k25v2

n + k26unvn.
(1)

We simplify Expression (1) to make most of the parameter coefficients zero, i.e., k11 = k12 =
k13 = k16 = k21 = k23 = k25 = k26 = 0. Finally, we obtain a simple two-dimensional
hyper-chaotic map:

un+1 = k14vn + k15v2
n,

vn+1 = k22un + k24vn,
(2)

where k14 = 1.55, k15 = −1.55, k24 = 0.1 and k22 is the control parameter. A fixed point of
System (2) is O = (0, 0), and the norm can be defined as follows:

∥(u, v)∥ =
√

u2 + v2.

Let h = (h1, h2), where

h1(u, v) = −1.55v2 + 1.55v, h2(u, v) = k22u + 0.1v.
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h is continuously differentiable on R2, and the Jacobian matrix is

Dh(u, v) =

(

0 −3.1v + 1.55
k22 0.1

)

.

For the fixed point O = (0, 0)T , as k22 < −1.003558730 and k22 > 1.003558730, Map (2)
may be chaotic if the absolute value of the eigenvalues of the matrix Dh(O) is greater than
1. The randomness of the hyper-chaotic Map (2) will be investigated by trajectory diagram,
Lyapunov exponent, and bifurcation diagrams with control parameters .

2.1.1. Trajectory Diagram

For a sequence generated by a dynamical system, in different stage from the initial
state, values can be presented by using the trajectory diagram. If values occupy the entire
phase space and occupy this space by choosing the correct initial conditions for a dynamical
system, it can be concluded that the system appears chaotic if the correct initial conditions
are chosen. The trajectory of Map (2) with the initial (u0, v0) = (0.1, 0.1) is shown in Figure 1.
In Figure 1, the effect of different k22 control parameter values is assessed according to the
values generated by the hyper-chaotic map. As shown in Figure 1, the occupancy of the
phase space in the trajectory increases as k22 grows increasingly negative.
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Figure 1. Trajectory diagram of map (2) with different values of the k22 control parameter (k22 = 0.1
in subfigure (1), k22 = −0.9 in subfigure (2), and k22 = −1.16 in subfigure (3)).
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2.1.2. Lyapunov Exponents

The Lyapunov exponents (LEs) are one of the most important criteria for checking the
randomness of a map and it sensitivity to the initial conditions. If the motion is chaotic, the
Lyapunov exponent will be positive. Let Karea = [−1.165, −1.105]− [−1.137, −1.135]−
[−1.121, −1.117]− [−1.091, −1.088]. Figure 2(1–3) show the Lyapunov exponents of the
hyper-chaotic map, in which sub-figures (2) is refined using the subdivision method by
selecting sub intervals. From Figure 2(1,2), it can be seen that the Lyapunov exponent is
positive as k22 ∈ Karea.
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Figure 2. Lyapunov exponent and Bifurcation diagram of Sys (2) with different values of the k22

control parameter (Lyapunov exponents are shown in subfigure (1,2) and Bifurcation diagrams are
shown in subfigure (3,4)).

2.1.3. Bifurcation Diagram

As a visual tool, a bifurcation diagram displays the process of period-doubling through
the change of nonlinear dynamical system parameters. A chaotic system can achieve the
best chaotic state by adjustment of the control parameters. That is, filling the phase space
can be considered as the optimal value of the control parameters. Bifurcation diagrams of
the system with changing k22 parameter are shown in Figure 2(3,4). It can be seen from
Figure 2(3,4) that the filling space of the variable becomes greatest as k22 ∈ Karea.

2.2. A Scheme for a Sequence Generated by Quantum Random Walks on a Cycle Graph

G is a n-cycle graph and the degree of every node is 2. The quantum random walks on
the cycle graph G contains two sub systems: Walker and Coin. Walker can be denoted as a
position in an n-dimensional Hilbert space Hp and the basis state is {|i⟩, i ∈ {0, 1, 2, · · · , n}}
that span Hp. Any position of Walker can be represented as ∑i ki|i⟩ , and ∑i|ki|2 = 1.
Coin is a sub quantum system in two-dimensional dimensional Hilbert space Hc, and the
canonical basis state is {|0⟩, |1⟩}. The state of Coin can be expressed as a|0⟩+ b|1⟩, where
∣

∣a2
∣

∣+
∣

∣b2
∣

∣ = 1. The joint state of Walker and Coin resides in Ht = Hp ⊗ Hc, where p and c
correspond to Walker and Coin, respectively.
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The coin operator Ĉ has been extensively employed [27]:

Ĉ = cos θ|0⟩⟨0|+ sin θ|0⟩⟨1|+ sin θ|1⟩⟨0| − cos θ|1⟩⟨1|.

The Walker shift operator has the following form:

Ŝ = ∑
i

(|i + f orward(mod n)⟩⟨i| ⊗ |0⟩⟨0|+ |i − back(mod n)⟩⟨i| ⊗ |1⟩⟨1|),

where f orward means that Walker takes steps to the right when the accompanying coin
state is |0⟩, and back means steps to left when the coin state is |1⟩. Each operator on the
total Hilbert space can be expressed as

Û = Ŝ
(

Ĉ ⊗ I
)

. (3)

The initial state of the total system is |ϕ(0)⟩, after t steps, the state is

|ϕ(t)⟩ = Ût|ϕ(0)⟩ =
(

Ŝ
(

Ĉ ⊗ I
))t|ϕ(0)⟩. (4)

The probability of Walker at position |υ⟩ after t steps is

Pt(υ|ϕ(0)) = |⟨(υ, 1)|ϕ(t)⟩|2 + |⟨(υ, 0)|ϕ(t)⟩|2, (5)

and the resulting probability distribution is as follows:

Pt = [Pt(υ1|ϕ(0)), Pt(υ2|ϕ(0)), · · · Pt(υn|ϕ(0))]. (6)

The limiting distribution of Walker at position |υ⟩ is

lim
T→∞

P̄T(υ|ϕ(0)) = lim
T→∞

1
T

T−1

∑
t=0

Pt(υ|ϕ(0)). (7)

According to Theorem 3.6 and Theorem 4.1 in the study [28], Equation (7) is close to a
uniform distribution as n is odd. It can be seen from Equation (5) that there is a nonlinear
map between initial state |ϕ(0)⟩ = (i0, c0) and the resulting probability distribution Pt that is
highly sensitive to the initial conditions [29]. According to Equations (4) and (5), a uniformly
distributed sequence can be generated. Following this, the steps of a sequence generation
scheme using quantum random walks on a ring graph are as shown in Algorithm 1.

Algorithm 1 Random number generation algorithm based on ring graph

Input: (θ, f orward, back, n, i0, c0, r)
Output: AllOutputSeq
(1) Init: |ϕ(0)⟩ = (i0, c0),

Ĉ = sin θ|0⟩⟨1| − cos θ|1⟩⟨1|+ cos θ|0⟩⟨0|+ sin θ|1⟩⟨0|
Ŝ = ∑i(|i + f orward(mod n)⟩⟨i| ⊗ |0⟩⟨0|+ |i − back(mod n)⟩⟨i| ⊗ |1⟩⟨1|)
Φ = |ϕ(n)⟩ = Ûn|ϕ(0)⟩ =

(

Ŝ
(

Ĉ ⊗ I
))n|ϕ(0)⟩,

Tmax = n, AllOutputSeq = ∅;
(2) f or T = 1 : Tmax

Φ = ÛrΦ =
(

Ŝ
(

Ĉ ⊗ I
))r

Φ,
f or j = 1 : n

pj = |⟨(j, 0)|Φ⟩|2 + |⟨(j, 1)|Φ⟩|2
end f or
OutputSeq = [p1, p2, · · · , pn],
AllOutputSeq+ = OutputSeq,

end f or.
(3) return AllOutputSeq
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2.3. A New Compound Chaotic System Based on Quantum Random Walks Controlled by a
Hyper-Chaotic Map

In this section, a new compound chaotic system will be constructed by using quantum
random walks and a two-dimensional hyper-chaotic map. Let Q(·) be Algorithm 1, which
is essentially a pseudo random number generator. However, Q(·) can only generate n × n
random numbers at a time. To generate new random numbers, there are two options.
One is to continue to perform step (2) of Algorithm 1, and the other is to modify the
relevant parameters except n, c0, and i0 before executing step (2) of Algorithm 1. Obviously,
the second method is more flexible. If a two-dimensional system is used to adjust the
corresponding parameters, the key space can be enlarged on the basis of increasing the
complexity. Thus, the output (u, v) of hyper-chaotic map (2) is used to construct the
parameter θ of Q(·). Let the normalization function be:

norm(x) =
x − xmin

xmax − xmin
,

and the parameters (θ, f orward) are constructed as follows:

θ = (1 − norm(v))× norm(u) + norm(v)× θ, (8)

f orward = back = mod( f loor(Z × (norm(v) + norm(v))),

where f loor(x) is the integral function and Z is an integer, which is generally larger to
improve the randomness. The new compound chaotic system is based on quantum random
walks controlled by a hyper-chaotic map. As the control parameter k22 ∈ [−1.165, −1.105], the
non-periodicity and statistical complexity of the compound chaotic system will be evaluated.

2.3.1. Degree of Non-Periodicity

The Scale index, which is based on the continuous wavelet transform (CWT), is pre-
sented by Benítez et al. [30], and we will use the tool to study non-periodicity in sequences
generated by the proposed compound chaotic system. For chaotic sequences, wavelets are
more suitable for studying non-periodicity due to their non-stationary nature [31]. We can
assume that sequence f is a continuous function and f ∈ L2(R), which is defined over a
finite time interval I = [a, b]. In Benítez et al. [30], the CWT of f at scale s and time u is
defined as

W f (u, s) := ⟨ f , ψu,s⟩ =
∫ +∞

−∞
f (t)ψ∗

u,s(t)dt,

and from there it is possible to obtain the frequency component of f corresponding to time
location u and scale s. The f scalogram, which is the energy of the CWT of f at scale s, is
defined as

S(s) = ∥W f (u, s)∥ =

(

∫ +∞

−∞
|W f (u, s)|2du

)
1
2
.

Let J(s) = [c(s), d(s)] ⊆ I and it is the maximal subinterval in I. The inner scalogram of f
at a scale s can be defined by

S inner(s) = ∥W f (u, s)∥J(s) =

(

∫ d(s)

c(s)
|W f (u, s)|2du

)

1
2

,

where I must be big enough and b − a ≫ sl [32]. In order to compare the values of the
inner scalogram at different scales, the inner scalogram should be normalized:

S inner
(s) =

S inner(s)

(d(s)− c(s))
1
2

.
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In the scale interval [s0, s1] ⊆ I, the Scale index of f is given by

iscale =
S inner(smin)

S inner(smax)
,

where smax ∈ [s0, s1] is the maximal scale such that S inner(smax) ≥ S inner(s) for all s ∈ [s0, s1],
and smin ∈ [smax, 2s1] is the smallest scale such that S inner(smin) ≤ S inner(s) for all
s ∈ [smax, 2s1] [32]. For highly non-periodic sequences, the Scale index will be close
to 1; while, it will close to 0 for periodic sequences [30].

We set s0 = 1 and s1 = 20, and choose a Haar wavelet as the mother wavelet function
for calculating the Scale index. Figure 3 shows the Scale index of the compound chaotic
system, the logistic map, and the Henon map. From a comparison of Figure 3a–c, we can
obtain that the Scale index of the compound system is higher than those of the other two
chaotic maps. Thus, we can conclude that the sequence generated by the compound system
is more non-periodic.
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Figure 3. The Scale index of the Henon map, the logistic map, and the compound chaotic system.

2.3.2. Statistical Complexity Measures

The authors of [33], proposed statistical complexity measures (SCMs), which are
used to quantify the degree of physical structure in a sequence. We use the the method
of Larrondo et al. [34] to calculate the SCMs. The intensive SCM (Cj[P]) can be thought
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of as a quantity that represents the probability distribution P that is associated with a
sequence [35]. Cj[P], introduced by Larrondo et al. [34], is defined as:

Cj[P] = HS[P]Qj · [P, Pe], (9)

where QJ is “disequilibrium” and HS[P] is the entropic measure (normalized entropy).
HS[P] can be calculated by

HS[P] = H[P]/Hmax, (10)

where H is the Shannon entropy. The entropy of a byte sequence is given by the following:

H = ∑
N

i=1 p(ai)log2 p−1(ai), (11)

where p(ai) is the probability that ai occur in the sequence. For a byte sequence, the ideal
value of entropy (Hmax ) is 8. QJ is an intensive quantity [35] and QJ is given by

Qj[P, Pe] = Q0 · {H[(P + Pe)/2]− H[P]/2 − H[Pe]/2},

where Q0 is a normalization coefficient, which can be calculated by

Q0 = −2
{(

N + 1
N

)

ln(N + 1)− 2 ln(2N) + ln N

}−1

.

If a PRNG can generate high-quality pseudo-random numbers, it can be expected
that “no attractor” will be reconstructed. It is reasonable to obtain a homogeneity cloud of
points with a strong performance that “fill” up a d-dimension space [34]. Consequently, the
associated permutation probability distribution will be P ≃ Pe, so HS[P] ≃ 1 and CJ [P] ≃ 0
and for periodic sequences will have HS[P] ≃ 0 and CJ [P] ≃ 0 [34]. HS and CJ as functions
of the number of 8 bits are shown in Figure 4 based on the above calculation method. From
Figure 4, it can be see that Cj and Hs tend to 0 and 1, respectively, when the number of
words of the analyzed sequence increases. Thus, the randomness of the PRNG based on
the proposed compound chaotic system is successfully verified by statistical complexity
and the normalized Shannon entropy.

1 2 3 4 5 6 7 8 9 10

10
6

0.999978

0.99998

0.999982

0.999984

0.999986

0.999988

0.99999

0.999992

0.999994

0.999996

0.999998

1 2 3 4 5 6 7 8 9 10

10
6

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
10

-5

Figure 4. Hs and Cj for the proposed PRNG.

3. Dynamic S-Box Generation Algorithm Based on the Compound Chaotic System

3.1. Introduction of the S-Box

In a symmetric block cipher system, the S-Box plays an important role as the only
nonlinear component. An S-Box is essentially a nonlinear permutation function, which
can be understood as an encrypted black box. Furthermore, it confuses the relationship
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between the ciphertext and plaintext. An S-Box can be abstracted as a vector Boolean
function of n-bit input and m-bit output:

Sbox : Fn
2 → Fm

2
{0, 1}n → {0, 1}m .

For most S-Boxes in cryptography, commonly the case of n = m is used and an n× n S-Box is
shown in Figure 5. We focused on the design algorithm for 8× 8 S-Boxes, which are the most
commonly used type in cryptography. An 8 × 8 S-Box is a set of integers Sset = {0, 1, 2, · · · ,
28 − 1}, which is unique for a matrix Sb: Sb = {Sb(i, j) |i = 1, 2, . . . , 16; j = 1, 2, . . . , 16}.
The matrix Sb can be obtained:

{

i = f loor(x/16), j = x mod 16 + 1,

y = Sbox(x) = Sb(i, j),
(12)

if the vector Boolean function corresponding to an 8 × 8 S-Box is y = Sbox8×8(x), where
both x and y are elements in Sset. Conversely, it is known that an 8 × 8 S-Box corresponds
to Sbox−1

8×8(y):
{

y = Sb(i, j),

x = Sbox−1
8×8(y) = 16(i − 1) + j − 1.

(13)

Input plaintext x = (x1, x2, · · · xn)

S − Box

Output ciphertext y = (y1, y2, · · · yn)

Figure 5. The function and basic principle of an n × n S-Box.

3.2. Pseudo-Random Number Generator (PRNG) Based on the Proposed Compound
Chaotic System

In this section, a PRNG is designed based on the proposed compound chaotic system,
followed by a NIST Statistical Test of the PRNG. The fixed-point algorithm [35] expressed
by P-bit precision is adopted, and the specific steps of generating random number are
as follows:

1. Initialization (u0, v0, k22, θ, f award, back, n, i0, c0, r);
2. Q1000

Hy (u0, v0);

3. Let Yk =
√

3p3(k−1) +
√

5
(

p3(k−1)+1 p3(k−1)+2

)

. Furthermore, the following formula
is used to generate and output the random number zk:

zn = mod
(

f loor
(√

2
(

2P − 1
)

· 105 · Yk

)

, 2P
)

,

where f loor(·) is an integral function.

NIST Statistical Test

We will use NIST SP800-22 [36] to estimate the randomness of sequences generated by
the PRNG based on the compound system. In the NIST suite, there are 17 test items and
every test item concentrates on one type of non-randomness that can exist in a sequence.
There are two performance indicators, pass rate and p-value, to determine the random
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performance of the sequence. In our tests, the following settings were used: the number
of sequences to be tested was 100, the sequence length was 106 bits, and the significance
level was α = 0.01, which implies that if the sequence passed the test, it can be referred
to as being random with a probability of 99%. For each statistical test item except for the
random excursion test, the minimum pass rate is around 96 for sample capacity = 100 bit
sequences. The results of NIST SP800–22 test for the PRNG are given in Table 1. The
results of the sequence generated by proposed PRNG are all “Pass”. Hence, the sequence
generated by the PRNG be considered to have high randomness, and the PRNG can be
used in information security systems.

Table 1. Results of the NIST SP800–22 for the PRNG.

Test Name p-Value Pass Rate Result

Frequency 0.816537 99/100 Pass

Block Frequency (m = 128) 0.249284 98/100 Pass

Cumulative Sums (Forward) 0.289667 99/100 Pass

Cumulative Sums (Reverse) 0.319084 99/100 Pass

Runs 0.935716 98/100 Pass

Longest Run of Ones 0.419021 99/100 Pass

Rank 0.955835 100/100 Pass

FFT 0.202268 99/100 Pass

Non-Overlapping Templates
0.964295 100/100 Pass

(m = 9, B = 000000001)

Overlapping Templates (m = 9) 0.595549 100/100 Pass

Universal 0.494392 99/100 Pass

Approximate Entropy (m = 10) 0.191687 98/100 Pass

Random-Excursions (data1) 0.848588 63/63 Pass

Random-Excursions Variant Serial (data7) 0.788728 63/63 Pass

Serial Test 1 (m = 16) 0.383827 99/100 Pass

Serial Test 2 (m = 16) 0.319084 100/100 Pass

Linear complexity (M = 500) 0.595549 100/100 Pass

3.3. Dynamic S-Box Generation Algorithm Based on the Proposed PRNG

Generally, complex designs can generate S-Boxes with high cryptographic strength, but
the time cost is very large while the efficiency is low. Here, we propose a simple and effective
method of constructing strong 8× 8 S-Boxes based on the proposed PRNG. The new method
takes advantage of the excellent chaotic characteristics of the compound system.

For generating S-Boxes, the steps of algorithm based on the proposed PRNG are shown
in Algorithm 2.

By the proposed method, the length of sequences generated by the PRNG is used to
construct an S-Box that corresponds to a 16× 16 matrix. The proposed new S-Boxes are gen-
erated by the above algorithm and the parameters are set as {u0 = 0.1, v0 = 0.1, k22 = −1.1,
n = 15, r = 5, i0 = 2, c0 = 1, θ = π

r , f orward = back = 1}. The matrix Sb corresponding
to the first generated S-Box is shown in Table 2.
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Table 2. The Matrix representing the proposed S-Box.

i/j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 145 129 70 86 165 18 91 84 29 3 88 132 47 20 17 49

2 217 158 107 219 147 10 39 130 60 179 202 34 190 185 128 63

3 79 213 41 114 97 74 166 169 230 118 199 135 142 31 75 124

4 73 93 6 83 151 99 120 203 19 122 64 248 106 4 183 250

5 187 148 116 143 164 125 81 35 138 161 9 111 223 159 176 108

6 157 2 50 45 155 178 113 7 14 181 194 174 244 239 54 0

7 180 229 76 149 72 141 117 207 51 27 231 154 16 110 126 236

8 28 242 197 121 25 104 172 240 37 221 13 24 94 103 198 205

9 243 33 175 171 80 193 153 245 152 11 5 53 208 137 90 234

10 38 42 177 67 85 26 101 201 215 186 127 78 150 216 96 218
11 252 65 62 43 184 220 112 52 225 66 224 182 36 115 237 98

12 77 191 57 123 95 8 167 55 227 56 131 30 222 200 136 235

13 69 206 23 255 102 22 196 253 92 211 170 254 133 40 249 15

14 160 251 68 214 192 109 87 48 189 195 188 228 12 139 105 163

15 61 32 58 246 241 46 209 134 1 146 204 168 226 173 238 89

16 21 144 119 82 233 156 140 162 44 59 232 212 100 247 210 71

Algorithm 2 The algorithm for generating S-Boxes

Input: (N, r, i0, c0, θ, f arward, u0, v0, k22) and m (number of S-Boxes required)
Output: AllSboxes
(1) AllSboxes = {};
(2)
%%
Initialize the state of an S-Box:
%%

Sbox[i] = i, i = 0, 1, · · · 28 − 1;
(3) for 0 ≤ i < 28

Obtain a number j from the proposed PRNG;
swap values of Sbox

[

28 − 1 − i
]

and Sbox[j];
end for;

(4) status = 1;
%%
Check whether the S-Box meets the criteria of high diffusion and low differential unifor-
mity [37].
%%

for 0 ≤ i < 28

if
∣

∣Sbox[i]− Sbox
[

mod
(

i + 1, 28)]
∣

∣ ≤ 2 ∥ δ(Sbox) > 10
%%
The operator δ() is used to obtain the differential uniformity value of an S-Box.
%%

status = 0;
break;

end if
end for;
If status == 1

AllSboxes+ = Sbox;
else

jump to (2);
(5) if count(AllSboxes) < m

jump to (2);
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4. Performance Tests of the Constructed S-Box

An S-Box is the only nonlinear component in a block encryption system (providing
nonlinear mapping between plaintext and ciphertext), so it is very important to evaluate
the robustness of encrypted data attacks by analyzing the nonlinear characteristics of the
S-Box. We will evaluate the encryption strength of the proposed S-Box given in Table 2.
We will use S-Box performance evaluation criteria such as strict avalanche criterion (SAC),
bijection, nonlinearity, BIC, and Linear approximation probability (LAP).

4.1. Basic Cryptographic Evaluation Criteria

4.1.1. Bijection

For a function or S-Box Y = S(X) : X ∈ Fn
2 → Y ∈ Fn

2 , it is bijective if it is a one-to-one
map. From Table 2, it can be seen that a clearly different value of Y corresponds to only one
X. Conversely, one can obtain a distinct value X by Equation (13) and Table 2. Hence, the
obtained S-Box of Table 2 has bijective properties.

4.1.2. Algebraic Degree

The algebraic degree of the S-Box can provide an upper limit for the algebraic degree
of the whole cryptographic system [4].

Definition 1. For a Boolean function Y = S(X), the algebraic normal form of Y is as the follows [4]:

ANFS =
⊕

u∈Fn
2

αu

n−1

∏
i=0

x
ui
i ,

where αu ∈ F2. The Algebraic degree of S(X)

Deg(S) ≜ max{wt(u) | u ∈ F
n
2 and αu ̸= 0 ∈ F

n
2 in ANFS}.

For an 8 × 8 S-Box, S(X) is usually represented by a collection of 8 Boolean functions
of 8 variables called the coordinates of S. Thus, S(X) can be represented as

S(X) = S1(X)S2(X) . . . S8(X),

where Si(X) ∈ {0, 1}. In practical calculation, Deg(S) is given by estimate the maximum
among all degrees of the coordinate functions:

Degree(S) = max{degree(Si)|S(X) = (S1(X), S2(X), · · · Sn(X))}. (14)

The degree of the coordinate functions of the listed S-Box is presented in Table 3
according to Equation (14). We can see that degree of every coordinate function is 7, the
largest possible value.

Table 3. Degree of coordinate functions of the proposed S-Box.

Sboxi S1 S2 S3 S4 S5 S6 S7 S8

degree 7 7 7 7 7 7 7 7

4.1.3. Algebraic Complexity (Univariate Degree)

For a cryptosystem, the algebraic complexity of the S-Box can be used to evaluate the
ability of the system to cope with interpolation attacks [4]. If the univariate degree of the
S-Box is too low, it can lead to successful interpolation attacks [38].
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It is clear from Bao et al. [4], [p. 17] that if F2n [X]/( f (X)) ∼= F2n , S(X) can be uniquely
represented as a univariate polynomial in F2n [X]/( f (X)) from:

S(X) =
2n−1

∑
i=0

AiX
i.

A0 = S(0), A2n−1 = ∑x∈F2n S(x), and the other coefficien Ai can be calculated by discrete
Fourier transform of the values of S, that is:

Ai =
2n−2

∑
k=0

S
(

αk
)

α−ki, 0 ≤ i ≤ 2n − 2, (15)

is a primitive element in F2n [X]/( f (X)). The Algebraic Complexity AC of S(X) is the
number of non-zero coefficients in the linear polynomial representation of S(X).

For an 8 × 8 S-Box, f (X) = X8 + X4 + X3 + X2 + 1 is an irreducible polynomial
and β is taken as a root of f (X) in F28 . β is a primitive element and we identify F8

2 with
F28 =

{

0, 1, β, β2, · · · , β254} using the basis
{

1, β, β2, · · · , β7}. Because F28 [X]/( f (X)) ∼=
F28(β) ∼= F2 ⊕F2 ⊕ · · · ⊕F2, we can obtain that the corresponding codes for 0, 1, X1, · · · , X254

shown in Table 4. Then, coefficient Ai of Xi in the univariate expression corresponding to
the S-Box can be calculated by Equation (15), as shown in Table 5. From Table 5, We can
see that the AC is 255, the largest possible value.

Table 4. Code of Xt = X(m−1)×16+n.

m/n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0 1 2 4 8 16 32 64 128 29 58 116 232 205 135 19

2 38 76 152 45 90 180 117 234 201 143 3 6 12 24 48 96

3 192 157 39 78 156 37 74 148 53 106 212 181 119 238 193 159

4 35 70 140 5 10 20 40 80 160 93 186 105 210 185 111 222

5 161 95 190 97 194 153 47 94 188 101 202 137 15 30 60 120

6 240 253 231 211 187 107 214 177 127 254 225 223 163 91 182 113

7 226 217 175 67 134 17 34 68 136 13 26 52 104 208 189 103

8 206 129 31 62 124 248 237 199 147 59 118 236 197 151 51 102

9 204 133 23 46 92 184 109 218 169 79 158 33 66 132 21 42

10 84 168 77 154 41 82 164 85 170 73 146 57 114 228 213 183

11 115 230 209 191 99 198 145 63 126 252 229 215 179 123 246 241

12 255 227 219 171 75 150 49 98 196 149 55 110 220 165 87 174

13 65 130 25 50 100 200 141 7 14 28 56 112 224 221 167 83

14 166 81 162 89 178 121 242 249 239 195 155 43 86 172 69 138

15 9 18 36 72 144 61 122 244 245 247 243 251 235 203 139 11

16 22 44 88 176 125 250 233 207 131 27 54 108 216 173 71 142

Table 5. The coefficients Ai = A(m−1)×16+n−1 (coefficient of univariate polynomial representation).

m/n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 145 33 253 168 50 241 221 168 150 208 54 179 157 196 216 21

2 44 151 203 161 238 133 253 107 223 199 184 244 229 154 44 176

3 129 69 236 230 239 250 186 45 158 139 78 198 29 56 99 31

4 36 206 82 115 33 35 1 194 139 133 45 47 163 233 203 184

5 169 112 221 31 45 205 101 169 141 190 234 148 172 100 129 157

6 201 14 91 123 222 143 49 209 221 39 156 206 76 19 7 99

7 37 69 33 126 22 103 140 233 73 72 186 3 168 9 175 49

8 49 174 30 81 115 124 232 221 123 23 75 207 18 139 22 11
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Table 5. Cont.

m/n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

9 254 82 194 182 201 173 168 226 90 104 205 190 62 15 40 20

10 193 114 89 84 219 1 98 146 52 106 139 194 69 199 39 170

11 176 185 66 62 245 220 99 94 43 44 43 11 246 199 83 110

12 63 238 98 188 167 30 180 214 95 249 101 5 148 154 219 76

13 115 5 215 170 233 45 112 37 119 253 88 89 223 32 52 243

14 107 171 144 56 148 61 150 130 117 255 55 22 29 143 248 210

15 63 251 113 209 158 134 61 59 164 114 130 147 184 249 143 194

16 106 98 219 204 166 88 116 200 170 54 212 225 23 64 186 0

4.1.4. Nonlinearity

For an S-Box S(X), in order to effectively resist linear cryptanalysis attacks, the relation-
ship between outputs and inputs should be highly nonlinear. We will use the nonlinearity
of every Boolean function Si to estimate the S-Box’s nonlinear strength. Based on the Walsh
transform of the Boolean function Si, the evaluation criteria for nonlinearity is defined. The
Walsh transform of a Boolean function Si is defined as [39]:

WSSi
(w) = ∑

x∈Fn
2

(−1)w·x⊕Si(X),

where the · operator denotes the scalar product. For a Boolean function Si, the nonlinearity
calculation is based on the following equation [40]:

NSi
= 2n−1 − 2−1 max

w∈Fn
2

WSSi
(w).

The nonlinearity values of all constituent 8-bit Boolean functions of the proposed S-Box are
provided in Table 6. From Table 6, we can see that the average nonlinearity was 106.5, the
maximum nonlinearity was 112, and the minimum nonlinearity was 104.

Table 6. Nonlinearities of coordinate functions of the proposed S-Box.

S − Box/Si S1 S2 S3 S4 S5 S6 S7 S8 Average

Nonlinearity 104 106 106 104 110 106 112 104 106.5

4.1.5. Strict Avalanche Criterion (SAC)

An imperative cryptographic feature for an S-Box is the Strict Avalanche Criterion
(SAC), which was first introduced in Webster and Tavares [41]. If an S-Box satisfies the
SAC, as a single bit is changed in the input, half the output bits should be modified. For an
S-Box, the SAC property requires that all the values in the dependency matrix are close to
the ideal value of 0.5. The SAC values provided by the dependency matrix of the proposed
S-Box are listed in Table 7. From Table 7, it can be seen that the average value is equal to 0.5.
Thus, the proposed S-Box has good SAC performance.

Table 7. SAC_Dep matrix of the proposed S-Box.

0.5746 0.5517 0.5188 0.4753 0.4772 0.5379 0.4979 0.5276

0.4719 0.4821 0.5756 0.4837 0.5895 0.5004 0.4463 0.4622

0.5407 0.4823 0.5816 0.5187 0.4307 0.4070 0.4942 0.4878

0.5474 0.4812 0.5162 0.4815 0.5114 0.5339 0.4757 0.4535

0.5065 0.4680 0.5365 0.5185 0.5197 0.4902 0.5321 0.4392

0.5367 0.5240 0.4952 0.5165 0.5976 0.5691 0.5347 0.5091

0.5654 0.5288 0.5458 0.5255 0.4708 0.4594 0.4648 0.5513

0.5229 0.5791 0.5664 0.5164 0.4262 0.6032 0.3924 0.4726
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4.1.6. Bit Independence Criterion (BIC)

Based on the reverse of plaintext, a set of avalanche vectors can be generated, and all
avalanche variables should be paired and independent. The degree of independence ρ can
be measured by calculating the phase relation of two avalanche vectors A and B:

ρ{A, B} =
cov{A, B}
σ{A}σ{B} ,

where σ2{A} = E
{

A2}− (E{A})2 and cov{A, B} = E{AB} − E{A}E{B}. If ρ is 0, the
two variables are independent of each other. Furthermore, the two variables are the “same”
if ρ is 1, while if it is equal to −1, the two variables are complementary.

A method of actually measuring BIC was proposed by C.Adams and S.Tavares
in [41,42]: for the coordinate Boolean functions Sj and Sk(j ̸= k) of a given S-Box, if Si ⊕ Sk

is highly nonlinear or Si ⊕ Sk satisfies SAC as much as possible and the correlation coeffi-
cient of every output bit pair approaches 0 if only one input bit is inverted. By verifying
whether Si ⊕ Sk between any two output bits of the S-Box strictly satisfies the avalanche
effect, or by calculating the nonlinearity of Si ⊕ Sk, whether the S-Box satisfies BIC can be
tested. For 8 Boolean functions of the proposed S-Box, the nonlinearity and SAC values,
respectively, are listed in Tables 8 and 9. We can see from Tables 8 and 9 that the SAC
values and average nonlinearity for BIC are 0.50698 and 105.6, respectively. Thus, there is
an extremely weak linear association among the output bits, and, thus, the obtained S-Box
had good BIC performance.

Table 8. Bit independence criterion for SAC.

S1 S2 S3 S4 S5 S6 S7 S8

S1 - 0.46875 0.54688 0.54688 0.51562 0.54688 0.56250 0.51562

S2 0.54688 - 0.48438 0.48438 0.46875 0.53125 0.53125 0.57812

S3 0.51562 0.57812 - 0.51562 0.54688 0.48438 0.54688 0.56250

S4 0.46875 0.48438 0.51562 - 0.51562 0.51562 0.53125 0.51562

S5 0.48438 0.59375 0.42188 0.50000 - 0.59375 0.46875 0.42188

S6 0.53125 0.50000 0.40625 0.53125 0.48438 - 0.45312 0.59375

S7 0.50000 0.43750 0.50000 0.46875 0.53125 0.53125 - 0.39062

S8 0.51562 0.46875 0.48438 0.45312 0.43750 0.51562 0.54688 -

Table 9. Bit independence criterion for nonlinearity.

S1 S2 S3 S4 S5 S6 S7 S8

S1 - 108 108 108 106 104 112 106

S2 108 - 108 106 106 102 108 108

S3 108 108 - 102 102 108 100 104

S4 108 106 102 - 108 102 106 106

S5 106 106 102 108 - 106 102 104

S6 104 102 108 102 106 - 106 106

S7 112 108 100 106 102 106 - 106

S8 106 108 104 106 104 106 106 -

4.1.7. Differential Probability

The XOR distribution of the input and output of an S-Box can be obtained from the
differential probability [43] of the S-Box. By analyzing the differential probability, it is
possible to obtain the original plaintext. Differential probability is computed by:

DPS = Max∆X ̸=0,∆Y

(

#{X ∈ N | ∆Y = S(X ⊕ ∆X)⊕ S(X)}
2n

)

,
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where ∆Y is the output difference and ∆X is the input difference. The lower the value of the
differential probability, the stronger the ability of the S-Box to resist differential cryptanaly-
sis. The maximum DP value of the S-Box generated by this algorithm is only 0.0390625.

4.1.8. Maximal Degree of the Product of k Coordinates

For a cryptosystem, the degrees of the product of any k coordinates of the S-Box can
provide the degree of the superior upper bound. For an S-Box S(X), to obtain the definition
of maximal algebraic degree of the product of any k coordinates, we go through generalized
definitions of an S-Box.

Definition 2. For an S-Box, the Walsh transform [39] of the corresponding S(X) is defined as
the following:

WS(α, β) = ∑
x∈Fn

2

(−1)β·S(x)⊕α·x, α ∈ F
n
2 , β ∈ F

n
2 .

In matrix WS, the value of point (α, β) represent the Walsh coefficient at (α, β). The
maximal algebraic degree of the product of any k coordinates of S(X) is given by Bao et al. [4]:

dk(S) = max
K⊆{1,...,8},|K|≤k

deg

(

∏
i∈K

Sei

)

,

where Sei
is called the ith coordinate of the S-Box and

Sei
(x) =

1
2
− 1

2n+1 ∑
a∈Fn

2

WS

(

a, 2i
)

(−1)a·x.

The values of dk(S) are closely related to resistance against higher-order differential at-
tacks [4]. This means that the higher their values, the stronger the S-Box’s ability to resist
high-order differential attacks . The dk(S) values of the proposed S-Box are shown in
Table 10. We can see that all dk(S) values are 7, the largest possible value.

Table 10. Maximal degree of the product of k coordinates of the proposed S-Box.

k 1 2 3 4 5 6 7

dk 7 7 7 7 7 7 7

4.1.9. Differential Uniformity

The differential uniformity of an S-Box is defined as [4]:

δS = max
a ̸=0,b

δ(a, b) = max
a ̸=0,b

#
{

X ∈ F
8
2 : S(X ⊕ a)⊕ S(X) = b

}

, (16)

where a, b ∈ F8
2 . Low differential uniformity is advantageous for a good S-Box. The smaller

δS is, the better the S-Box approximates to being perfectly nonlinear [44]. δS of the proposed
S-Box is 10 according to Equation (16).

4.1.10. Linear Approximation Probability

The linear approximation probability (LAP) is mainly concerned with linear attacks
on block encryption technology, and it is used to measure the ability of a cryptographic
system to resist linear cryptanalysis. The linear approximation probability of an S-Box is
the maximum unbalance value, which is presented as [43]:

LAP = max
α,β

∣

∣

∣

∣

#{X ∈ GF(2n) | X · α = S(X) · β}
2n

− 1
2

∣

∣

∣

∣

, (17)
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where α and β are the input and output mask values, and · is the dot product operation on
F2. The maximum value of LAP of the proposed S-Box is only 0.1328125.

4.2. Security Analysis

4.2.1. Resistance to Algebraic Attacks

A cryptosystem can be regarded as an algebraic system and the fundamental principles
of algebraic attacks can be traced back to Shannon’s work [45], in which he said that the
entire cryptosystem can be mathematically modeled and expressed as a multivariate
algebraic equation. The resistance of cryptographic systems to algebraic attacks can be
evaluated by calculating the nonlinearity, algebraic complexity, and algebraic degree.

It is clear from Tables 5 and 3 that AC and Deg(S) need to be high for the cryptosystem
to resist algebraic attacks efficiently.

4.2.2. Resistance to Differential Attack

A differential attack is an analysis of the distribution of output differences caused by
an input with a fixed difference [4]. The security of an 8× 8 S-Box against differential attack
is quantified by computing its differential probability DP(S) , maximal algebraic degree of
the product of any k coordinates dk(S), and differential uniformity δS. The DP(S) and δS

of the proposed S-Box are small, while the dk(S) values are the largest possible. Thus, the
S-Box has good resistance to differential attacks.

4.2.3. Resistance to Linear Attack

The linear attack was proposed by Mitsuru Matsui [46]. A linear attack exploits the fact
that a cryptosystem C = EK(P) can form a Boolean function that behaves as non-random
(imbalanced) on the set of P [46]. In a linear attack, the cyber attacker searches for the most
biased linear relation between the input and output bits of the S-Box. Security against
linear attack is quantified by computing LAP, nonlinearity, and AC. If LAP is small while
the nonlinearity and AC are high, an S-Box can be highly resistant to linear attack. It can
be clearly seen from the above nonlinearity of the proposed S-Box (in Table 6), AC value
of 255, and LAP value of 0.1328125 that the NL and AC of the proposed S-Box and are
sufficiently high, while the LAP is low. Thus, the S-Box has good resistance to linear attack.

4.2.4. Resistance to Boomerang Attack

A differential-style attack called the boomerang attack was first described by Wag-
ner [3]. The boomerang attack is considered an extension of classical differential attacks.
In a classic boomerang attack, cryptosystem E is regarded as a combination of two sub-
cryptosystems E0 and E1 such that E = E1 ◦ E0. There are two different inputs, α and γ; α

is exported to β by E0 with probability p and γ is propagated to δ by E1 with probability q.
In the original study [3], the boomerang attack is based on the expectation probability:

Pr
[

E−1(E(x)⊕ b)⊕ E−1(E(x ⊕ a)⊕ b) = a
]

= p2q2.

Since Wagner put forward this kind of attack, many improved boomerang attacks have
been proposed [2]. In particular, the cryptosystem E is decomposed into three modules:
E = E1 ◦ Em ◦ E0, and the Em corresponds to a simple change (usually an S-Box). The
probability of generating a right quartet in each S-Box in the middle S-Box layer is given by
the following equation [47]:

#
{

x ∈ {0, 1}n | S−1(S(x)⊕∇o)⊕ S−1(S(x ⊕ ∆i)⊕∇o) = ∆i

}

2n
,

where (∇o, ∆i) is a given differential pair. Cid et al. focused on the effect of S-Box
construction on boomerang attacks, and constructed a pre-calculated table to evaluate this
probability. This table is called the boomerang connectivity table (BCT), which is defined
as follows.
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For an S-Box, the boomerang connectivity table (BCT) of the corresponding S(X) is
defined by the following equation [47]:

βS(a, b) ≜ #
{

x ∈ F
n
2 | S−1(S(x)⊕ b)⊕ S−1(S(x ⊕ a)⊕ b) = a

}

. (18)

The highest value in the BCT except for point (0, 0) is defined as boomerang uniformity [4]:

BU (S) = max(βS(a, b)). (19)

For an S-Box, the smaller the BU (S), the stronger the resistance to boomerang attack.
The BU (S) value of the proposed S-Box is 20 according to Equations (18) and (19), which
indicates that the proposed S-Box has strong resistance to boomerang attack.

4.3. Performance Comparison with Different S-Boxes

In this section, linear approximation probability (LAP), strict avalanche criterion (SAC),
nonlinearity (NL), differential approximation probability (DP), and algebraic complexity
(AC) are selected as the key cryptanalysis attributes of S-Boxes, and the cryptographic
performance of the S-Box proposed in this paper is compared with some recently proposed
S-Boxes. The key cryptanalysis results of the different S-Boxes are shown in Table 11. From
the table, we can make the following observation: the S-Box generated by the proposed
algorithm has good nonlinearity and DP value, and the nonlinear values of SAC, BIC-SAC,
and BIC are close to the ideal values. Thus, the proposed algorithm to generated an S-Box
can meet the needs of data encryption.

Table 11. Performance comparison of different S-Boxes.

S-Box Method
Nonlinearity

SAC BIC-NL LAP DP AC
Min Max Average

Ref. [1] 102 108 104.5 0.498 104.6 0.125 0.048 254

Ref. [16] 104 108 106.8 0.507 103.9 0.140 0.054 254

Ref. [20] 104 110 106 0.499 103.8 0.125 0.039 255

Ref. [48] 104 110 106.5 0.495 103.8 0.141 0.039 255

Ref. [49] 98 110 102 0.493 104.6 0.140 0.046 255

Proposed S-Box 104 112 106.5 0.506 105.6 0.132 0.039 255

5. Conclusions and Discussion

In a summary, we proposed a novel compound chaotic system based on quantum
random walks controlled by a hyper-chaotic map. We have evaluated the new system
by using some test tools such as Scale index and statistical complexity measures. The
results show that the new system has complex dynamic behavior. We have proposed a
new PRNG, which passes all the standard statistical tests in NIST SP800-22. Next, we built
a new chaotic S-Box generation algorithm based on the PRNG. We have evaluated the
performance of the S-Box so-generated by using various cryptographic criteria such as the
bit independence criterion (BIC), bijection, strict avalanche criterion (SAC), nonlinearity,
differential probability (DP), and linear probability (LP). Test results demonstrated that the
S-Box can well meet multiple cryptographic criteria and the new chaotic S-Box generation
algorithm is effective.

The results lead us to the following conclusions. By controlling or perturbing the
parameters of two types of chaos based on the outputs of one chaotic map, a compound
chaotic system can be constructed. Based on the compound chaotic system, designers can
easily propose efficient S-Box generation mechanisms that can produce secure S-Boxes. Our
proposed compound chaotic system has more complex dynamic behavior. Therefore, based
on this dynamical system, it is easy to design modules for cryptosystems such as image
encryption algorithms.
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In future work, we will take advantage of the proposed compound chaotic system in
applications such as image encryption schemes and video authentication.
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