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ABSTRACT
Polariton condensates occur away from thermal equilibrium, in an open system where heat and particles are continually exchanged with
reservoirs. These phenomena have been extensively analyzed in terms of kinetic equations. Based on the collection of knowledge about polari-
ton kinetics provided by these simulations and by experimental studies, we constructed a few-level model that captures the main processes
involved in the buildup of a ground-state population of polaritons. This allows condensation to be understood as the output of a thermal
machine and exposes the thermodynamic constraints on its occurrence. The model consists of a three-level system interacting with a field
and connected to a hot and a cold thermal reservoir that represent a non-resonant pump and the lattice phonons. This subsystem can drive
a condensate, through polariton–polariton scattering, which produces work in the form of coherent light emission from the microcavity. We
obtain a phase diagram as a function of the temperatures of the two baths and investigate the possible types of phase transition that lead to
the condensate phase.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0208352

I. INTRODUCTION

Bose–Einstein condensates are ordered states, which show
macroscopic quantum effects, such as superfluidity. While originally
an equilibrium phenomenon, there are now many situations where
condensation occurs in the non-equilibrium steady states of driven
open systems. Examples include condensates of exciton–polaritons
in organic1 and inorganic semiconductors,2 photons in dye-filled
cavities,3,4 plasmon polaritons,5 and magnons.6 These particles have
a finite lifetime, and the condensate must be maintained against
losses by gain from an external pump.

Some condensates, such as those of photons and magnons,
quickly reach a quasi-equilibrium state and so can to an extent be
treated using equilibrium thermodynamics. For others, however,
this description does not apply. Progress has been made by study-
ing the dynamics and steady states of different models, using kinetic
equations and field-theoretic approaches, among other techniques.
This diversity of approaches makes it difficult to identify the gen-
eral requirements for condensation. Here, we suggest a universal
description of non-equilibrium condensation as a heat engine. We

show how condensation can be described using a three-level laser
model, whose connection to the thermodynamics of heat engines,
first pointed out by Scovil and Schulz-DuBois, has been extensively
studied.7–12 For definiteness, we focus on the exciton–polariton con-
densate and use the collection of knowledge provided by theoretical
and experimental studies to construct the three-level model.

Our approach restricts condensation into a minimal model,
allowing the extraction of fundamental thermodynamic constraints
of the system, such as the Carnot limit. We investigate properties
such as efficiency and determine the conditions required for conden-
sation. An important result is that the occurrence of condensation
is determined by two temperatures whose difference controls the
direction of energy flow in the system, governing the formation
of the condensate, and allowing the losses to be overcome. Our
work further clarifies that non-equilibrium condensation requires a
population inversion, albeit of an unconventional kind, and empha-
sizes the need for an effective coupling to a cold reservoir. This
last requirement—the need for a rapid depopulation of the lower
state—is well known in the context of lasers but is rarely explicit in
the literature on driven-dissipative condensates.
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Many previous works on polariton condensation have studied
the kinetic equations describing the relaxation of polaritons within
their dispersion relation, as well as their generation and decay.2,13–17

The relaxation was shown to occur through phonon–polariton and
polariton–polariton scattering, leading to a non-equilibrium phase
transition to a condensate above a critical pump strength. A simpli-
fied thermodynamic description has been given by Porras et al.,18

in which the polaritons in the high-momentum and energy states
were treated as a heat bath. Going beyond the standard rate equa-
tion approaches, a mean-field analysis of the dynamics has shown
that there is an exceptional point conditioning a second phase tran-
sition in the system.19 Another recent work considers the polariton
kinetics assuming rapid thermalization, allowing the calculation of
the density matrix of the non-equilibrium condensate.20

The thermodynamics of three-level amplifiers has been studied
before, and our main contribution is to apply these results to driven-
dissipative condensation. However, this application does require two
extensions of the general framework. First, we consider not just
amplification, but the balance of gain and loss in the full system
comprising a condensate driven by a gain medium. This allows us to
compute non-equilibrium phase diagrams and study how thermo-
dynamic quantities such as efficiency vary across them. Second, we
allow for the possibility that the thermal machine operates between
reservoirs at different chemical potentials, as well as different

temperatures, implying that it absorbs work as well as heat. This is
necessary in practice for driven-dissipative condensates, as discussed
below, but also relevant in cases such as electrically driven lasers,
where the voltage bias is a source of work.

II. CONDENSATES AS HEAT ENGINES
Driven-dissipative condensates are typically understood as

open quantum systems, in which energy from an incoherent pump
reservoir is converted into a coherent condensate, which is, in turn,
emitted into an environment. As discussed further below, we argue
that if the pump is an incoherent source, it corresponds to a heat
bath, while the coherent emission from the condensate is a source of
work. With these identifications, we identify the basic form of con-
densate as a heat engine, converting heat, from the pump, into work.
It follows immediately, as a consequence of the second law of ther-
modynamics, that a consistent description of condensation requires
consideration of a cold reservoir, in addition to the hot reservoir rep-
resenting the pump. Note that in the following, we will extend these
considerations to allow the pump to provide work, as well as heat.
We will find that this allows condensation to occur when the ther-
mal machine is not operating as a heat engine, but as a dissipator or
a refrigerator.

FIG. 1. (a) Illustration of the main processes that lead to condensation of inorganic microcavity polaritons. A non-resonant pump creates excitons that relax to lower energy
states through phonon emission. Pairwise polariton scattering leads to occupation in the lower energy modes if it can overcome radiative losses. (b) The condensation process
is modeled as the outcome of a three-level heat engine with a hot bath connecting the ground state and the most energetic state and a cold bath connecting the ground
state to the middle state. The condensate is a classical field interacting with the two excited states of the working medium. The rectangles on the top of each level show the
correspondent states in the dispersion curve. The first and third levels correspond to n − 1 and n polaritons in the bottleneck, respectively. The middle level corresponds to a
state with a high energy exciton. (c) Model of a microcavity comprising M three-level systems that contribute to the growth of the condensate, which competes with loss due
to the finite polariton lifetime.
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To develop this idea further, we construct a few-level model of
condensation. For definiteness, we consider inorganic microcavities,
where the processes involved in forming and maintaining the con-
densate are generally accepted. As illustrated in Fig. 1(a), particles
are created by a high-energy pump, which produces electron–hole
pairs that populate the exciton states at high momentum. This pop-
ulation quickly begins to thermalize with the emission of acoustic
phonons,21 but such a scattering becomes ineffective for the polari-
tonic final states at low energy and momentum. As confirmed
by kinetic simulations,13,15,16,18,22–30 this bottleneck effect14 can be
overcome by polariton–polariton scattering. If the density is large
enough, this scattering into low-energy states can exceed their loss.
It then becomes a stimulated process that leads to condensation.31

To determine the thermodynamic constraints on condensation,
we consider a minimal model, consisting of a heat engine whose
working medium is a three-level system with energies e1, e2, and e3.
It can be argued that this is the simplest possible case.32 As shown
in Fig. 1(b), we suppose that the highest energy state of the work-
ing medium, ∣3⟩, corresponds to a population of n polaritons in the
bottleneck region. These can undergo pairwise scattering, adding
one particle to the condensate and promoting one polariton to a
higher-energy exciton state. Due to its macroscopic occupation, such
a stimulated scattering can be treated as an interaction with a con-
densate field external to the working medium. This takes the latter
to an intermediate state, ∣2⟩, that has a particle in a high energy state.
The high-energy exciton can then transition back to the bottleneck
region by phonon emission, leading to the state ∣1⟩ with bottleneck
population n − 1. In the terminology of the polariton parametric
oscillator,31 the populated bottleneck states are the pump states, and
the high-energy exciton state generated by pairwise scattering is the
idler.

The three-level working medium drives the polariton con-
densate, which we treat as a classical mean field. The relevant
Hamiltonian is

Hs = gc(p†
c p†

i pppp + pcpip†
pp†

p), (1)

where pc, pp, and pi are the annihilation operators for particles in
the condensate state, pump state, and idler state, respectively, and gc
is the interaction strength. We consider a macroscopically occupied
condensate mode and approximate gcpc ≈ gc⟨pc⟩ = e−iωtΩ/2, where
ω is the condensate frequency, and for a condensate of N particles,

Ω = 2gc
√

N. (2)

In the basis of the three-level system, the final three terms in each
product in Eq. (1) become transition operators p†

i pppp = ∣2⟩⟨3∣, and
the Hamiltonian for the scattering process reduces to that of the
three-level system driven by a field corresponding to the condensate,

Hs =
Ω
2
(e−iωt ∣3⟩⟨2∣ + eiωt ∣2⟩⟨3∣). (3)

This implies that the energy transfers between the three-level sys-
tem and the condensate are work, in accordance with the standard
partition of energy currents,33

d⟨E⟩
dt
= Tr [ρ dH

dt
] + Tr [dρ

dt
H] = ⟨Ẇ⟩ + ⟨Q̇⟩, (4)

in which work arises from the time dependence of a Hamiltonian
and heat from that of the density matrix. Using this along with
Eq. (3), the power supplied to the condensate is

⟨Ẇ⟩ = ⟨dHs

dt
⟩ = ωΩIm{Tr [ρeiωt ∣2⟩⟨3∣]}

= ωΩImρ32, (5)

where ρ32 is an element of the density matrix in the time-dependent
basis introduced below.

In addition, the three-level system exchanges energy and parti-
cles with a reservoir of acoustic phonons and a reservoir of excitons
that is generated by the pump. The phonons act as the cold bath of
the heat engine, extracting heat from the working medium as the
excitons relax to the bottleneck (∣2⟩→ ∣1⟩). The excitons generated
by the external pump act as the hot bath. To stay within the frame-
work of a three-level model, we suppose that they feed the states at
the bottleneck, causing transitions from ∣1⟩ to ∣3⟩. The lifetime of a
reservoir exciton is relatively long so that the hot reservoir forms a
quasi-equilibrium state with temperature Th and chemical potential
μ. This means that the heat engine operates with a chemical poten-
tial drop between the hot and cold reservoirs. Since particles flow
through the engine across this chemical potential drop, its energy
input consists of both work and heat.

In summary, the thermal machine operates in a mode in which
the hot reservoir inputs work and heat into the three-level system,
which performs work by interacting with the condensate and emits
the rest of the energy into a cold bath of phonons. Combining
the free Hamiltonian of the three-level system, the coupling to the
condensate, and the coupling to the baths, we have

H0 +Hsb = e3∣3⟩⟨3∣ + e2∣2⟩⟨2∣ + e1∣1⟩⟨1∣

+ Ω
2
(e−iωt ∣3⟩⟨2∣ + eiωt ∣2⟩⟨3∣)

+∑
k

gph
k (∣1⟩⟨2∣ + ∣2⟩⟨1∣)(bk + b†

k)

+∑
q

gp
q (∣3⟩⟨1∣ + ∣1⟩⟨3∣)(xq + x†

q). (6)

The energies e1,2,3, which we refer to as the bare states, are depicted
in Fig. 2(a). The third and fourth lines of Eq. (6) represent the inter-
actions with the cold and hot baths, with coupling strengths gph

k and
gp

q and annihilation operators bk and xq, respectively. In the present
case, they refer to phonons and excitons in states that repopulate
the bottleneck. One could also consider, in addition to the process
where a pump-generated exciton transfers into a bottleneck state,
the one in which it transfers into the higher-energy state, which then
relaxes to the bottleneck by phonon emission. This could be incor-
porated by using a four-level model, with an additional state ∣4⟩,
representing the state with an additional high-energy exciton, which
then relaxes to ∣3⟩ by phonon emission. Such a model could be fur-
ther extended to include higher phonon states, giving a form similar
to that used for photon condensation by Kirton and Keeling.4 How-
ever, inclusion of these additional pathways would not be expected
to qualitatively affect our results, because under reasonable condi-
tions the reservoir population will decrease with increasing energy,
so that the strongest effect of repopulating the bottleneck comes
from the process we consider.

APL Quantum 1, 036108 (2024); doi: 10.1063/5.0208352 1, 036108-3

© Author(s) 2024

 07 O
ctober 2024 21:39:44

https://pubs.aip.org/aip/apq


APL Quantum ARTICLE pubs.aip.org/aip/apq

FIG. 2. Energy level diagram of the three-level system in the three different bases
and the spectral densities of the hot and cold baths. (a) The energy levels, ei ,
in the bare basis correspond to the ones shown in Fig. 1. (b) When the Hamilto-
nian is transformed into a rotating basis, its time dependence is lost; however, the
states acquire a periodicity in energy. Two Floquet zones are included (e′i ) in the
diagram. (c) The interaction with the condensate field mixes the states of the rotat-
ing basis to produce eigenstates with energies (ẽ2, ẽ3), split by Λ =

√
Δ2 +Ω2.

These states are replicated in the two Floquet zones. The red and blue arrows
indicate transitions due to the hot and cold baths, respectively (see the text).

We eliminate the time dependence of Eq. (6) by using the
rotating frame (∣1R⟩, ∣2R⟩, ∣3R⟩) = (∣1⟩, ∣2⟩, e−iωt∣3⟩), which leads to

H′0 +H′sb = (e2 + Δ)∣3R⟩⟨3R∣ + e2∣2R⟩⟨2R∣

+ e1∣1R⟩⟨1R∣ +
Ω
2
(∣3R⟩⟨2R∣ + ∣2R⟩⟨3R∣)

+∑
k

gph
k (∣1R⟩⟨2R∣ + ∣2R⟩⟨1R∣)(bk + b†

k)

+∑
q

gp
q(∣3R⟩⟨1R∣xq + ∣1R⟩⟨3R∣x†

q). (7)

The transformation to this rotating basis would produce a time
dependence in the coupling to the hot bath, which, however, has
been removed by transforming to an interaction picture with respect
to a Hamiltonian ∑q ωx†

qxq, and making the rotating wave approx-
imation in the system-reservoir coupling. The detuning Δ = (e3
− e2) − ω corresponds to the energy difference between the low-
energy final state of the scattering and the condensate. The energy
levels given by the first three terms of this Hamiltonian are depicted
in Fig. 2(b). We note that, as the energies of a periodically driven
system, they are defined up to multiples of the driving frequency ω.
We define the zero of energy to be e1 = 0. For the other energies,
we use values representative of a GaAs microcavity, e2 = 5 meV and
e3 − e2 = 1 eV.

III. METHODS
To analyze Eq. (7), we use the standard method, previously

applied to a three-level heat engine in Ref. 10, in which one trans-
forms to the eigenbasis of H′0 and eliminates the heat baths within the

Born–Markov approximation. The transformation to the eigenbasis
of H′0 is affected by the rotation

⎛
⎜⎜
⎝

∣3̃R⟩
∣2̃R⟩
∣1̃R⟩

⎞
⎟⎟
⎠
=
⎛
⎜⎜
⎝

cos θ/2 sin θ/2 0
− sin θ/2 cos θ/2 0

0 0 1

⎞
⎟⎟
⎠

⎛
⎜⎜
⎝

∣3R⟩
∣2R⟩
∣1R⟩

⎞
⎟⎟
⎠
= U
⎛
⎜⎜
⎝

∣3R⟩
∣2R⟩
∣1R⟩

⎞
⎟⎟
⎠

, (8)

which makes H̃0 = U†H′0U diagonal when tan θ = Ω/Δ. The result-

ing energies, ẽ1 = e1 = 0 and ẽ2,3 = (e3 − ω + e2 ∓
√

Δ2 +Ω2)/2, are

depicted in Fig. 2(c).To derive a master equation for the working
medium, we follow common practice and neglect the principal value
terms but do not make the secular approximation. The principal
value terms emerge from tracing out the bath degrees of freedom
and correspond to energy shifts, which can be included in the orig-
inal Hamiltonian. Further justification for these approximations is
given in Ref. 34. The resulting equations-of-motion are given in
Eqs. (15)–(17) and (A1)–(A6).

The method of counting field statistics was implemented to
obtain the energy currents to the bath. The procedure consists in
re-deriving the master equation introducing a variable, called the
counting field, that keeps track of the energy exchanged with the
baths.35,36 We find

⟨Q̇c⟩ = ẽ3Rc
3 + ẽ2Rc

2, (9)

⟨Ėh⟩ = (ẽ3 + ω)Rh
3 + (ẽ2 + ω)Rh

2. (10)

The energy current to the cold bath is entirely heat and hence
denoted Qc, whereas that to the hot bath comprises both heat and
work, with the latter arising from the flow of particles from the exci-
ton reservoir, which, in general, has a non-zero chemical potential.
The rates that appear in the energy currents are

Rc
2,3 = πJc(ẽ2,3)[∓(nc(ẽ2,3) + 1) sin θRe[ρ23]

+ (1 ± cos θ)((nc(ẽ2,3) + 1)ρ22 − nc(ẽ2,3)ρ11)], (11)

Rh
2,3 = πJh(ẽ2,3 + ω)[∓(nh(ẽ2,3 + ω) + 1) sin θRe[ρ23]

+ (1 ∓ cos θ)((nh(ẽ2,3 + ω) + 1)ρ33 − nh(ẽ2,3 + ω)ρ11)].
(12)

Here, ρij are the elements of the density matrix in the basis
(∣1R⟩, ∣2R⟩, ∣3R⟩). These rates can also be expressed in terms of the
elements of the density matrix in the diagonal basis, (∣1̃R⟩, ∣2̃R⟩, ∣3̃R⟩).
Denoting those elements by ρ̃ij, the rates are

Rc
2,3 = πJc(ẽ2,3){(1 ± cos θ)[(nc(ẽ2,3) + 1)ρ̃22,33

− nc(ẽ2,3)ρ̃11] + (nc(ẽ2,3) + 1) sin θRe[ρ̃23]}, (13)

Rh
2,3 = πJh(ẽ2,3 + ω){(1 ∓ cos θ)[(nh(ẽ2,3 + ω) + 1)ρ̃22,33

− nh(ẽ2,3 + ω)ρ̃11] − (nh(ẽ2,3 + ω) + 1) sin θRe[ρ̃23]}. (14)

Jc,h are the spectral densities for the cold and hot baths, respec-
tively. In the following, we take a Lorentzian for the cold phonon
bath, Jc(x) = (αc/2)[(x − e2)2 + g2

ph]
−1

, and a step function for the
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hot pump bath Jh(x) = αhΘ(x − E0). The parameter αc,h controls
the maximum values of the spectral density, and the parameter gph
controls the width of the Lorentzian distribution, whose value needs
to be large enough to allow the Born–Markov approximation. E0 is
the energy of the lowest exciton state in the pump reservoir. The
bath occupation function for the cold bath is nc(E) = (eβcE − 1)−1,
and that for the hot bath is the corresponding grand-canonical form,
including the chemical potential, nh(E) = (eβh(E−μ) − 1)−1.

IV. RESULTS
We begin by analyzing the dynamics of the cycle in terms of the

occupations of the states ∣nR⟩ (n = 1, 2, 3). The diagonal elements of
the density matrix, in the rotating basis, obey

(ρ̇)11 = (Rc
2 + Rc

3) + (Rh
2 + Rh

3) ≡ Rc − Rh, (15)

(ρ̇)22 = −(Rc
2 + Rc

3) + R = −Rc + R, (16)

(ρ̇)33 = −(Rh
2 + Rh

3) − R = Rh − R. (17)

Here,

R = ⟨Ẇ⟩/ω = ΩImρ32, (18)

and Rc,h
2,3 are given by Eqs. (11) and (12) or (13) and (14). From

these expressions, we identify Rc = (Rc
2 + Rc

3) as the rate of popula-
tion transfer from ∣2R⟩ to ∣1R⟩ due to the cold bath, Rh = −(Rh

2 + Rh
3)

as that from ∣1R⟩ to ∣3R⟩ due to the hot bath, and R as that from ∣3R⟩
to ∣2R⟩ due to the interaction with the condensate. The steady-state
condition,

R = Rc = Rh, (19)

is that the rates around each part of the cycle are equal.
The energy fluxes to the baths, Eqs. (9) and (10), can be inter-

preted11 in terms of the eigenstates of H′0, ∣ñR⟩, which differ from
the states ∣nR⟩ around which the population circulates. Due to the
oscillating driving field, the states are Floquet states associated with
a periodic quasi-energy. The transformation to the rotating basis
introduces replicas of the original energy levels, which are then
mixed by the driving field to form dressed states with shifted ener-
gies. This process is illustrated in Fig. 2, which shows the original
energy levels in panel (a), their replicas under periodic driving in
panel (b), and the dressed states obtained by diagonalizing H′0 in
panel (c).

The heat current to the cold bath, Eq. (9), is the sum of two con-
tributions, each the product of the quasi-energy of a dressed state,
ẽ2, ẽ3, and one of the two rates, Rc

2,3. Thus, we can interpret this
heat flow as arising from two transitions in the Floquet spectrum, as
illustrated in Fig. 2(c). The hot bath acts similarly but induces tran-
sitions from the ground state to levels in the second quasi-energy
band. The cycle is closed by the power output, Eq. (5), that con-
sists of quanta of energy ω emitted at the rate R. This is illustrated
in Fig. 2, as two independent transitions, each between equivalent
dressed states, suggesting the formation of two independent cycles.11

However, it should be noted that this interpretation implies a secular

approximation and only holds in a strong-driving limit. The energy
currents cannot, in general, be interpreted as coming from two sep-
arate cycles, as Rc

2,3 ≠ −Rh
2,3. In fact, the rates in Eqs. (13) and (14)

contain contributions of the form of Boltzmann transition rates and
interference terms weighted by the mixing angle θ. The latter are
responsible for coupling the two fictitious cycles, that is, because of
the sign difference, they constitute transitions to the ground state in
inverted directions, which is effectively an inter-cycle transition.

The first law of thermodynamics is ⟨Ẇ⟩ + ⟨Q̇c⟩ + ⟨Ėh⟩ = 0.
Using the forms for ⟨Ẇ⟩, ⟨Q̇c⟩, and ⟨Ėh⟩, and the steady-state
condition, Eq. (19), it becomes

ẽ2(Rc
2 + Rh

2) + ẽ3(Rc
3 + Rh

3) = 0. (20)

This condition is not exactly satisfied but holds to a good approxi-
mation in the parameter regimes used here, where the Born–Markov
approximation is appropriate.

We can describe a complete system, including the condensate,
by noting that the growth of the condensate comes from the out-
put of a large number M of identical three-level heat engines. M
represents the number of states in the bottleneck region that gen-
erate scattering to the ground state of the polariton distribution and
is on the order of M = 104 in typical cases. The growth rate of a con-
densate, of population N, is then MR(N), where the dependence of
the cycle rate R on Ω and, therefore, N has been made explicit. This
growth competes against the losses due to radiative polariton decay,
with rate γ. The steady-state condition for the condensate number,
Nc, is then that

MR(Nc) = Ncγ. (21)

In the following, we choose parameter values typical of GaAs
microcavities. The prefactor of the phonon spectral density is cho-
sen in line with the exciton relaxation times obtained numerically
and experimentally13 αc = 0.1 ps−1. We take the linewidth of the
phonons to be gph = 1.7 ps−1. The temperature of the cold bath
is the lattice temperature of the semiconductor, which we take
to be 10 K. The spectral density, as well as the chemical poten-
tial, and temperature of the hot bath depend non-trivially on the
incoherent pump. We choose αh = 0.2 ps−1, E0 = 1 eV, E0 − μ = 8
meV, and Th = 200 K initially, and investigate the effects of varying
these parameters. We assume a polariton lifetime of 1/γ = 1 ps. For
the polariton–polariton scattering strength, we use the expression
derived in Ref. 15 to estimate gc ≈ 0.048 ps−1. The detuning appears
in our model with fixed condensate and transition energies and will
determine the condensate in-scattering rate, i.e., the gain from the
working medium. In practice, however, the condensate, pump, and
idler states lie in a continuum, and a range of detunings are present.
We expect condensation to occur in the most favorable mode and so
focus on the resonant case Δ = 0.

Equation (21) and the equations-of-motion can be solved
numerically to determine the condensate occupation Nc in the
steady state. This solution can be used to map the phase diagram,
i.e., the region of parameter space in which Nc ≠ 0. Figure 3 shows
a numerically computed phase diagram for condensation, in terms
of the temperatures of the hot (pump) and cold (lattice) heat baths,
for several values of the decay rate γ. The condensed state, with
Nc ≠ 0, lies below each curve, with the normal state, Nc = 0, above
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FIG. 3. Phase diagram of polariton condensation as a function of the temper-
atures of the hot and cold reservoirs for different microcavity decay rates. The
points below each line correspond to the condensate region. The red line corre-
sponds to the case of infinite microcavity lifetime, where condensation occurs at
the onset of inversion. The parameter region of the condensed phase is smaller
for larger radiative decay, as it implies that more inversion is required to produce
condensation.

it. For these parameters, the transition is continuous. It can be
seen that the phase boundaries approach the red diagonal line as
γ→ 0. This corresponds to the ideal thermodynamically reversible
limit,7 in which condensation occurs when inversion is reached,
ρ33/ρ22 = 1. As noted by Scovil and Schulz-DuBois,7 the requirement
of inversion implies laser action is bounded by the Carnot efficiency
and reaches it in the reversible limit where inversion first appears.
Generalizing their argument to include the chemical potential of the
hot reservoir, the condition for inversion,

ρ33

ρ22
= ρ33

ρ11

ρ11

ρ22
= e−βh(e3−μ)eβce2 > 1, (22)

implies that the efficiency,

η = (Wout −Win)/Qin = (ω − μ)/(e3 − μ), (23)

is less than the Carnot efficiency ηC = 1 − Tc/Th. Here, we have used
e3 − e2 = ω (Δ = 0) and identified ω as the work output per cycle, μ
as the work input, and e3 − μ as the heat input (with e1 = 0).

The continuous transition can be understood using a pertur-
bative expansion of the steady state in Ω. In the normal state, we
have Ω = 0 so θ → 0, ẽ2 = e2, ẽ3 = e3 − ω. The equations-of-motion
reduce to the standard Lamb equations for a three-level laser,11 given
in the Appendix. The steady state has the populations ρ33/ρ11 and
ρ22/ρ11 in equilibrium with the hot and cold baths, respectively,
and vanishing coherences. Expanding around this solution gives the
steady-state coherence to first order in Ω, and hence, using Eq. (18),
the scattering rate

R = Ω2(ρ33 − ρ22)
γc
↓ + γh

↓

= 4g2
c N(ρ33 − ρ22)

γc
↓ + γh

↓

. (24)

Here, γc
↓ (γh

↓) are the emission rates into the cold (hot) bath,
respectively. Equation (24) is the Fermi golden rule expression for
scattering into a final state with a linewidth generated by the emis-
sion into the baths. It defines, via Eq. (21), the critical inversion at
which gain exceeds loss and, hence, the phase boundary. The ener-
gies involved in the cycle are unaffected by the condensate to this
order, so the efficiency, Eq. (23), is constant.

The red line in Fig. 3 separates the diagram into two regions:
above it, the efficiency set by the energies is greater than the Carnot
efficiency, and condensation can never occur. It emerges immedi-
ately below this line for γ→ 0, where condensation is supported by

FIG. 4. Size of the condensate as a function of the temperature of the cold (a)
and hot (b) baths for various temperatures of the hot bath and chemical potentials,
respectively. A second-order phase transition is observed from the normal state
with Nc = 0 to a condensed state with non-vanishing occupation.

an infinitesimal power flow from the working medium. In this limit,
the threshold for condensation corresponds to the condition that the
entropy changes of the hot and cold reservoirs balance,

e2

Tc
= e3 − μ

Th
. (25)

For non-zero γ, condensation requires finite and, therefore, irre-
versible, power flows from the working medium, which will occur
with less than the Carnot efficiency for the given bath temperatures.
The phase boundary, therefore, departs from the reversible line; the
non-zero γ implies that the temperature difference Th − Tc required
to drive condensation is increased, as it must overcome the loss. In
more practical terms, a larger γ requires a larger inversion to over-
come the loss and, hence, a higher (lower) temperature for the hot
(cold) bath.

To determine the steady-state occupation in the condensed
state, we solve Eq. (21) using the steady-state calculated numeri-
cally. This incorporates the dependence of the dressed-state energies
and wavefunctions on the condensate occupation, which provides
the nonlinearities, beyond Eq. (24), that are needed to stabilize the
condensate at a finite density. The results are shown in Fig. 4, as
functions of the two bath temperatures.

Considering first the dependence on Th, we see that the con-
densate size increases rapidly with Th once the threshold is crossed
and then saturates or decreases. This is expected from the occupa-
tion of the hot bath at the energy of the upper level (≈e3). If we
consider the equilibrium of the upper level and the hot bath only,
its population will be (1 + e−βh(e3−μ))−1, which is negligible until
kTh ∼ (e3 − μ), at which point it rapidly grows before saturating at
0.5. The small decrease could be explained by noting that γ↓h, approx-
imately proportional to [1 + nh(e3)], increases with temperature due
to the stimulated emission into the hot reservoir. This will broaden
the line and hence, as expected from Eq. (24), reduce the gain. Such a
mechanism has been shown to produce an upper critical threshold,
i.e., a maximum Th, in the three-level laser model.37

The dependence of the condensate size on Tc can be understood
analogously in terms of the thermal occupation of the cold bath,
i.e., the phonons. Below the critical temperature, the condensate
occupation increases smoothly and plateaus at very low temper-
atures. The critical Tc arises here from the requirement that the
lower state of the 3 − 2 transition should be depopulated sufficiently
to generate inversion—in other words, the phonons must cool the
high-momentum excitons, here represented by the pump and the
idler states, to a low temperature so that the idler population is small.
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FIG. 5. Total in-scattering rate into the condensate as a function of its size, with a
Lorentzian (red) and constant (blue) phonon spectral density. The rate reaches a
maximum value for both spectral densities; however, the Lorentzian shape of the
spectral density causes a reduction in R for large condensates.

The saturation at low temperatures arises from the assumption of
a single energy gap for the phonon relaxation, which implies that
the equilibrium idler population is effectively zero for temperatures
kTc ≪ e2.

Figure 5 shows the total scattering rate into the condensate,
MR(N), in the steady state, as a function of the condensate size N.
This shows the existence of a maximum power output of the three-
level system. Such maxima are general features of the three-level heat
engine,11 caused by the energy dependence of the scattering rates,
which are sampled at the dressed-state energies ẽ2,3 with splitting
∼ Ω when Ω≫ Δ. In Ref. 11, the existence of a maximum power
was attributed to the frequency dependence of the hot bath occu-
pation function. Although this thermal factor will produce such an
effect in general, it cannot explain the particular peak in Fig. 5, since
here kTh is much larger than the energy shifts at the maximum
power point. It arises, instead, from the spectral function of the cold
(phonon) environment, which we have modeled as a Lorentzian of
width gph. When N = 0, the dressed-state energies lie at the peak of
this Lorentzian, but they move away as Ω ∼

√
N increases, reduc-

ing the emission rate of phonons into the environment and slowing
the cycle. This interpretation is consistent with the result for a
flat phonon spectral density, shown for comparison. Although the
assumption of a Lorentzian spectral density for the phonons is not
necessarily realistic, the heat baths relevant for polariton conden-
sates do have a spectral structure. This can be expected to lead
to a maximum power once the condensate nonlinearities become
comparable to either the scale of the structure or the temperatures.

In some cases, there are additional phenomena, which can arise
from the non-trivial spectral densities of the baths. Figure 6 shows
the gain as a function of condensate size for three different sets of
parameters, revealing two unexpected effects. The first is the pres-
ence of discontinuities in the steady state, either connecting a region
of zero gain to non-zero gain, or causing a sudden drop in the gain.
These arise from the interplay between the energy shifts of the driv-
ing and the spectral density of the hot bath, which we have assumed
to have a step-function onset at energy E0. The blue dashed curve
arises in a situation where the upper level of the heat engine lies
just below the hot bath, e3 < E0, so that there is no population of
the upper level in the absence of the condensate and, hence, no
gain. However, as the condensate size increases, the upper dressed
state, ẽ3, moves to higher energies and crosses E0, at which point
gain appears. A related situation, shown by the orange dotted curve,
appears if e3 starts just above E0. In that case, while the two dressed
states start in the band, as the condensate occupation increases, the

FIG. 6. In-scattering rates with Δ = 0.3 meV and E0 − e3 = 0 (black solid),
0.33 meV (blue dotted), and −0.2 meV (orange dotted). The red curve is the loss
rate. These parameters lead to in-scattering rates with a convex region (black
solid and orange dotted) and discontinuities (blue dotted and orange dotted). Such
forms give rise to first-order transitions and bistability (see the text).

lower-energy one drops below E0 and the gain suddenly decreases.
The second, more subtle, effect is also visible in this curve, as well as
the black curve, which corresponds to the case where e3 starts exactly
at E0. This is the presence of a convex part of the gain curve at small
N. We suggest this is because there is also a small positive detun-
ing here so that the upper dressed state is composed mostly of ∣3⟩
in the limit N → 0. However, as the splitting Ω reaches the detuning
Δ, this component of the upper dressed state—which is the only one
pumped by the hot bath at this point in the curve—begins to reduce
significantly, suppressing the gain. We note that this convex form
of R(N) implies that the transition is first-order, with the crossing
point solving MR(N) = γN first appearing at a non-zero N. A first-
order behavior can also be expected from the physics of the step-like
curve, which, for the more realistic case of a smoothly increasing
spectral density, will become a smooth but convex R(N). In addi-
tion, we expect these forms to lead to bistability of the condensed
states, since they have two intersections with the loss curve.

The physics of these effects leads us to suggest that they could
be achieved experimentally by constructing a system in which the
source of the pairwise scattering, i.e., the bottleneck state, lies in a
region where either the population or spectral density of the exci-
ton reservoir increases with increasing energy. A natural way to do
this would be to use resonant pumping at an energy above the pair-
wise resonance. We note that, although we have assumed a thermal
population, the expressions for the rates, Eqs. (11) and (12) or (13)
and (14), can be used also in the non-thermal case.

Figure 7 shows some results for the power output and efficiency
of the condensate. The white regions denote the non-condensed
phase, and the colors depict the net power Pout − Pin and net effi-
ciency (Pout − Pin)/Qin in the steady state. The two plots in the
left column show the effects of varying the hot bath temperature
and chemical potential, while the right column shows the corre-
sponding effects of varying the coupling strengths. The net power
increases with increasing hot bath temperature, in line with the
condensate occupation shown in Fig. 4. However, while the con-
densate occupation increases with increasing chemical potential, the
net power output decreases. This is because although increasing μ
increases the cycle rate and hence the gross power, ωR = ωγN/M, it
also increases the work input, giving an overall decrease in the net
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FIG. 7. Net output power (top row) and efficiency (bottom row) of a steady-state condensate, as functions of the temperature and chemical potential of the hot bath (left
column) and of the coupling strengths to the two baths (right column). The chemical potential is measured relative to the lowest state of the pump reservoir, E0, and the
efficiencies are normalized by the Carnot efficiency. The net output power grows if Th or (E0 − μ) increases and has a stronger dependence on the coupling strength with
the cold than with the hot bath. The efficiency shows only a weak variation across the parameters considered.

power, (ω − μ)R. Considered as functions of the coupling strengths,
the net power output increases significantly with an increasing
coupling to the cold bath. However, the power output depends
only weakly on the hot bath coupling parameter and can even
decrease as it increases. We suggest that the weak dependence arises
because, for the temperatures chosen, the cycle rate is limited by
emission into the cold bath rather than absorption from the hot
one. This emphasizes the need for rapid phonon thermalization in
the high-momentum excitons, in order to drive condensation (see
Fig. 1).

The efficiency, as a function of temperature and coupling con-
stants, is shown in the lower two panels of Fig. 7. It is shown relative
to the Carnot efficiency, which explains most of the apparent depen-
dence on the temperatures; the energy shifts are small for these
parameters so that η is well approximated by Eq. (23). The efficiency
at threshold is below the Carnot efficiency due to the finite loss
rate. Since the efficiency is determined almost entirely by the energy
levels, there is only a very small effect of the coupling strengths.

So far, we have considered condensation in the regime ω > μ.
Here, the work output per cycle, ω, exceeds the work input, μ, so that
condensation is only possible with the conversion of heat to work.
The condensate in this case operates as a heat engine and requires a
higher temperature for the exciton reservoir than for the phonons.
However, if ω < μ, the work output per cycle, ω, is less than the work
input per cycle, μ, so the machine operates not as a heat engine, but
as a dissipator or a refrigerator. In these modes, heat is not converted

to work, as in a heat engine, but rather the excess work, μ − ω, is
dissipated as heat.

Figure 8 shows the phase diagram of condensation when
μ−ω = 2 meV. To avoid confusion, we here use Tx and Tph to refer
to the temperatures of the exciton and phonon reservoir, instead
of the subscripts denoting hot and cold. The condensate occurs in
the region below and to the right of the curves, and it can be seen
that at the onset of condensation Tph > Tx. The excess work here is
deposited as heat in the higher-temperature reservoir, correspond-
ing to a flow of heat against the temperature gradient. The dashed
line corresponds to Tx = Tph so that in the region below this, the
excess work is dissipated in the lower-temperature reservoir.

FIG. 8. Phase diagram of condensation for ω < μ = 1.002 eV, as a function of the
temperatures of the exciton Tx and phonon Tph reservoir, for three different values
of decay rates. The area below each curve corresponds to the parameter region
where condensation can occur. The red line corresponds to the reversible limit of
the thermal machine and indicates the phase boundary when γ→ 0.
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V. CONCLUSIONS
In summary, we have argued that a driven-dissipative conden-

sate is a form of thermal machine and as such requires consideration
of both a hot and a cold bath. We considered in depth the case
of a microcavity polariton condensate and constructed a minimal
heat-engine model that captures the key processes involved in con-
densation. Our results show how condensation is determined by
the temperatures of both the hot (exciton) and cold (phonon) baths
and that the temperature difference between these must exceed that
required in the reversible limit in order to overcome the polari-
ton loss. They also emphasize the importance of rapid cooling in
the high-momentum exciton states, in order to maintain effective
scattering into the condensate. The maximum power output of the
condensate shows the effects of the spectral densities of the environ-
ment and the formation of dressed states, which can also produce
unusual phenomena including a first-order phase boundary and
bistability.

Our results provide guidance for extending the regimes and
systems that support condensation, and our methods could be
extended to consider other examples, such as the condensation3 and
thermalization38 of photons. Furthermore, it would also be inter-
esting to explore the reversed operation of the heat engine and the
possibilities for phonon refrigeration.39

One extension of our work would be to include a distribution of
energies for the states in the working medium, i.e., inhomogeneous
broadening. In this case, the gain, given by Eq. (24) and appearing in
the threshold equation (21), would be replaced with its average over
the broadened line. While this would modify the details of the phase
boundary and make condensation more difficult due to the disper-
sion of the gain over different frequencies, we would not expect it
to have dramatic effects unless the broadening becomes compara-
ble to the scale of the dispersion relation. Small broadenings could,
however, modify some of the details of the results in the nonlinear
regime, where they would be relevant in comparison with the energy
shifts Ω or features in the bath spectral densities. We have found
such effects in preliminary work; for example, the peak in Fig. 5 is
replaced, over the range shown, by a plateau, if the levels e2 and e3
are broadened by 2 meV while keeping e3 − e2 fixed.
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APPENDIX: EQUATIONS-OF-MOTION

The equations-of-motion for the diagonal elements of the den-
sity matrix, in the bare basis, are given in Eqs. (15)–(17). We give
here the remaining terms, considering the contributions from the
two baths separately. We use an abbreviated notation in which
subscripts denote the frequencies at which the spectral densi-
ties and bath occupations are sampled so that in expressions for
the cold (hot) bath, we have Ji = Jc(ẽi), ni = nc(ẽi) (Ji = Jh(ẽi + ω),
ni = nh(ẽi + ω)). For the cold bath, we have

ρ̇23∣c = −
π
2
{[ρ11(J2n2 − J3n3) + ρ33(J3(1 + n3) − J2(1 + n2))] sin θ

+ ρ23[J2(1 + n2)(1 + cos θ) + J3(1 + n3)(1 − cos θ)]},
(A1)

ρ̇12∣c = −
π
2
{(ρ12 − ρ21)[J2(1 + 2n2)(1 + cos θ)

+ J3(1 + 2n3)(1 − cos θ)]
+ (ρ13 − ρ31)[J3(1 + n3) − J2(1 + n2)] sin θ}, (A2)

ρ̇13∣c = −
π
2
{ρ13[J2n2(1 + cos θ) + J3n3(1 − cos θ)]

+ ρ21[J2n2 − J3n3] sin θ}. (A3)

The corresponding expressions for the hot bath are

ρ̇23∣h = −
π
2
{[ρ11(J2n2 − J3n3) + ρ22(J3(1 + n3) − J2(1 + n2))] sin θ

+ ρ23[J2(1 + n2)(1 − cos θ) + J3(1 + n3)(1 + cos θ)]},
(A4)

ρ̇13∣h = −
π
2
{ρ13[J3(1 + 2n3)(1 + cos θ) + J2(1 + 2n2)(1 − cos θ)]

+ ρ12[J3(1 + n3) − J2(1 + n2)] sin θ}, (A5)

ρ̇12∣h = −
π
2
{ρ12[J3n3(1 + cos θ) + J2n2(1 − cos θ)]}. (A6)

In the limit θ → 0, the energies of the dressed states reduce to the
original energies, ẽ2 = e2, ẽ3 = e3 − ω, and the equations-of-motion
become the standard Lamb equations for a three-level laser.11 The
population transfer rates become
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Rc = 2πJ2(1 + n2)ρ22 − 2πJ2n2ρ11

= γc
↓ρ22 − γc

↑ρ11, (A7)

−Rh = 2πJ3(1 + n3)ρ33 − 2πJ3n3ρ11

= γh
↓ρ33 − γh

↑ρ11. (A8)

The dissipative contributions to the equations-of-motion for the off-
diagonal elements of the density matrix become

ρ̇23 = −
1
2
(γc
↓ + γh

↓)ρ23, (A9)

ρ̇13 = −
1
2
(γh
↑ + γh

↓ + γ↑c)ρ13, (A10)

ρ̇12 = −
1
2
(γc
↑ + γc

↓ + γ↑h)ρ12, (A11)

where a counterrotating term from the cold bath has been neglected
in Eq. (A11). These expressions describe the decay of the coherences,
with the rates related in the expected way to those of the populations.
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