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Abstract

We investigate the behaviour of elliptic Feynman integrals under modular transformations. This has a
practical motivation: Through a suitable modular transformation we can achieve that the nome squared is a
small quantity, leading to fast numerical evaluations. Contrary to the case of multiple polylogarithms, where
it is sufficient to consider just variable transformations for the numerical evaluations of multiple polyloga-
rithms, it is more natural in the elliptic case to consider a combination of a variable transformation (i.e. a
modular transformation) together with a redefinition of the master integrals. Thus we combine a coordinate
transformation on the base manifold with a basis transformation in the fibre. Only in the combination of the
two transformations we stay within the same class of functions.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

Elliptic Feynman integrals in perturbative quantum field theory and closely related integrals
in string theory have received considerable attention in recent years [1-63]. We call a Feynman
integral elliptic, if it can be expressed as a linear combination of iterated integrals on a covering
space of the moduli space M ,, of a genus one curve with n marked points with integrands having
only simple poles. “Ordinary” Feynman integrals, which evaluate to multiple polylogarithms, can
be expressed as a linear combination of iterated integrals on a covering space of the moduli space
M., of a genus zero curve with n marked points, again with integrands having only simple poles.
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For the numerical evaluation of the iterated integrals on a covering space of the moduli space
M., we expand those iterated integrals in a power series in the nome squared g = exp(27it).
This implies that we first make a choice for coordinates on Ml,n, and in particular for the variable
7, being the ratio of two periods of the elliptic curve. Any other choice t’ for this variable is
related to the original choice t by a modular transformation from the full modular group SL,(Z).
By a suitable modular transformation we may therefore achieve that

1] < e ™3 ~ 0.0043. 0

This is a small expansion parameter.

However, if we just consider modular transformations we find that the iterated integrals on a
covering space of the moduli space M, ,, do not transform nicely: We leave the class of functions
we started with and generate new integrands with additional powers of In(g). In particular we
may generate negative powers of In(g), if integrands of modular weight O and 1 are present. This
spoils the nice expansion properties.

From a physics point of view this is startling: We expect that it should not matter which
variable we choose as 7 (or equivalently which pair of independent periods we choose for the
elliptic curve). If we manage to express the Feynman master integrals for one choice of 7 nicely
as an iterated integral on a covering space of the moduli space M, with integrands from a
specific class of integrands, why shouldn’t we be able to do so for other choices of t?

The solution to this riddle is as follows: We should not only consider a coordinate transforma-
tion (e.g. going from 7 to T/ by a modular transformation), but at the same time also a redefinition
of the master integrals. In fact, we should view a specific choice of master integrals to be tied
to a specific choice of coordinates. By considering at the same time a coordinate transformation
and a redefinition of the master integrals we stay within the initial class of iterated integrals and
do not introduce additional powers of In(g).

In this paper we investigate the behaviour of elliptic Feynman integrals under modular trans-
formation in detail. We explain the need for a redefinition of the master integrals. This shouldn’t
come as a surprise. In order to define master integrals of uniform weight in the elliptic case
we rescale some Feynman integrals by a period of the elliptic curve. This involves a choice for
this period. In this way our definition of master integrals of uniform weight is tied to our initial
choice of periods (or a choice for the coordinate 7). If we change our choice of periods (which
is equivalent to going from 7 to t’ by a modular transformation) we should at the same adapt
the definition of the master integrals accordingly. In the simplest example of the equal mass sun-
rise integral this has already been discussed in ref. [15] for modular transformations from the
congruence subgroup I'1(6) and in ref. [52] for modular transformations from the full modular
group SL»(Z). In the present paper we generalise this observation and allow in particular not
only modular forms, but also the coefficients of the Kronecker function as integrands.

On physical grounds we expect that it should not matter which choice we make for 7. We usu-
ally compute Feynman integrals through the method of differential equations. Assuming that the
system transforms nicely under modular transformations leads to constraints on the differential
equation. To give an example, consider a system consisting of one master integral J depending
on two variables (z, t) with differential equation

d+A)J=0. 2)

For elliptic Feynman integrals the entry of the 1 x 1-matrix A is a differential one-form, con-
structed from modular forms and the coefficients g*)(z, ) of the Kronecker function (defined
in appendix B). We will see that
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dt
A=e[gV @0 -2V @20 |dz+e[¢? o) —45® 2.20)] T 3

is modular, while the apparent simpler choice

dt
A=egW (z,1)dz +e¢@ (z,1) — S
2mi

is not. Thus requiring modularity of the differential equation restricts the form of the terms which
can appear in the matrix A. We call these constraints “modularity constraints”. These are addi-
tional constraints on top of the integrability constraints (both A in eq. (3) and eq. (4) define
a flat connection, and hence satisfy the integrability constraint). This can be used as follows:
Sometimes Feynman integrals (or their differential equations) are constructed from an ansatz.
If we assume that the elliptic Feynman integrals are modular, we may impose the modularity
constraints, leading to fewer terms in the ansatz.

This paper is organised as follows: We start with the necessary definitions in section 2. In
section 3 we first discuss elliptic Feynman integrals depending on a single kinematic variable,
which we may take as 7. In mathematical terms we are considering the moduli space M ;. This
case is simpler than the general case and serves as a starting point. In section 4 we then discuss the
general case of elliptic Feynman integrals depending on n kinematic variables. In mathematical
terms we are now considering a moduli space M, ,» with n’ > n. While section 3 is essentially
restricted to modular forms, we get now in section 4 in addition the coefficients g(k) (z, 7) of the
Kronecker function. Here, a new complication arises: In the modular transformation of g(k) (z,7)
terms of lower weight enter with coordinate-dependent coefficients. In section 5 we illustrate the
general case with a non-trivial example and show the modularity of the two-loop sunrise integral
with unequal masses. This is a system with seven master integrals depending on three variables
(z1, 22, 7). In section 6 we return to the general case with a few comments and a discussion.
Finally, our conclusions are given in section 7. The paper is complemented by two appendices:
In appendix A we define Eisenstein series for ['(V), in appendix B we define the coefficients
g% (z, 7) of the Kronecker function.

2. Definitions
2.1. Notation

We denote by H the complex upper half-plane with coordinate 7. Throughout this paper we
use

q=exp(2mit). (&)

For a congruence subgroup I' of SL,(Z) we denote by M (I') the space of modular forms of
weight k for I". The space of cusp forms is denoted by S (I"), the Eisenstein subspace is denoted
by ().

We denote by r the number of master integrals, by n the number of kinematic variables the
master integrals depend on and by / the number of letters appearing in the differential equation
(i.e. the number of linearly independent differential one-forms).
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2.2. Modular transformation

Let A be a two-dimensional lattice in C. Let w; and w, be two generators of the lattice. We
may assume that Im(wz/w1) > 0, otherwise we simply relabel w; <> w;. Let a)/] and a)/2 be two
other generators, generating the same lattice A. Then (), ®}) and (w;, w;) are related by

wy\ (a b W a b
()= a)@) (La)esme. ®

The transformation in eq. (6) is called a modular transformation. In terms of

/
.
o= 2 =22 @)
w; w1
we have
b
g2t 8)
ct+d

/

We denote the lattice generated by (z, 1) by Anorm, and the lattice generated by (z/, 1) by A/,

Points in C /A can be identified with points on an elliptic curve. Let Z € C/A. In going from
a lattice generated by (w3, w1) to a lattice generated by (z, 1) we rescale all quantities by 1/w;.
Thus,

7=— )
w1

is the coordinate of our original point Z € C/A in the normalised lattice C /A porm. Analogously,

, V4

== (10)
W

U

norm-*

is the coordinate of the point Z in C/A
(w1/w))z or

The coordinates z' and z are related by 7’ =

r_ 2z
‘Tt d
Eq. (8) and eq. (11) give the transformation of the modular parameter t and of marked points z
on the elliptic curve under modular transformations, respectively.
For the differentials we have
, dt , dz czdt

U= — d7 = - ) 12
(ct +d)? C T r+d (ct +d)? (12)

an

2.3. Feynman integrals

We consider a system of r master integrals Ji, ..., J,, depending on n kinematic variables
X1, ..., X%, within dimensional regularisation. The dimensional regularisation parameter is de-
noted by . We set x = (x1, ..., x,). We may think of x as coordinates on a variety B, which
we view as a base space. We denote the vector of master integrals by J = (Jy, ..., J,)". We
may think of Jq, ..., J, as a basis of a vector space F. In mathematical terms we are considering
a vector bundle with base space B (of dimension n) and fibre F' (of dimension r). The master
integrals satisfy a differential equation with respect to the kinematic variables

4
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(d+A)J =0. (13)

d denotes the exterior derivative on B and A is a (r x r)-matrix, whose entries are differential
one-forms. In mathematical terms A defines a (flat) connection on the fibre bundle. The flatness
of the connection follows from the integrability condition for A:

dA+ANA=0. (14)

We say that the differential equation is in e-form [64], if the (» x r)-matrix A is of the form
I
A:eZCja)j, (15)
j=1

where

1. Cjisa (r x r)-matrix, whose entries are numbers ry 4 iry with r,r> € Q,
2. the only dependence on ¢ is given by the explicit prefactor,
3. the differential one-forms w; have only simple poles.

We also write
n
j=1

If we change the basis of master integrals
J' =UJ, a7

where U is a (r x r)-matrix which may depend on ¢ and x, the new connection matrix is given
by

A =UAU ' +UdU". (18)

If we perform a coordinate transformation on the base manifold

xj=fi(x), 1<i<n, (19)
the new connection matrix
n
A=A dx] (20)
j=1
is given by
n ax
1
A=Y Ao @D
i=1 J

Under a combined transformation (a fibre transformation as in eq. (17) followed by a coordinate
transformation on the base manifold as in eq. (19)) we obtain

n
0x; 0
Al = ‘N vav't+u—uU~'). 22
j Z(a;{.)( ! + ox; 22

J
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If the differential equation is in e-form as in eq. (15), we may easily solve the differential equation
in terms of iterated integrals [65]. Let

C:la,bl— B (23)
be a path with start point x; = C(a) and end point x y = C(b). Let us write
fi Wdr=C'w, 24

for the pull-backs to the interval [a, b]. For A € [a, D] the d-fold iterated integral of wj, ..., w4
along the path C is defined by

A

Al
I6 (@1, s 05 1) = / drfi O) / drafr (). / dra fa ). 25)

a

Ad—1

a

2.4. Elliptic Feynman integrals

Let us now specialise to elliptic Feynman integrals. We assume that the base space B is ob-
tained from a covering space of the moduli space M, , of a curve of genus one with n” marked
points with n’ > n and where (n’ — n) points are held fixed. As coordinates on the covering space
of M ,» we may take

(210 Zn1sZns e s T—1, T) - (26)

Translational invariance allows us to fix one marked point, which we take as z,; = 0. Let us
assume that we are only interested in the dependence on the coordinates

(le"'szn—l"[)v (27)
but not in the dependence on the coordinates z,, ..., z,—1. In order to distinguish them from
21y .5 Zn—1 We will write

Bji=2jtn-1. l<j<n—n (28)

and treat the 8;’s as additional parameters. To make contact with our previous notation we have

Xj=2zj, l<j=<n-1,
Xpn=T (29)

and coordinates on the base space B are given by eq. (27). Choosing coordinates as in eq. (26)
implies a choice for the two periods w; and w» of the lattice A.

Let us further assume that for this choice of coordinates we have defined master integrals
J=U1,..., J,)T such that the differential equation for the master integrals is in ¢-form as in
eq. (15). We may therefore solve the differential equation in terms of iterated integrals, say by
integrating in the variable 7. For |g| small these iterated integrals have a rapidly converging series
expansion in g. However, for

lgl <1 (30)

the convergence is usually rather slow. In these regions we would like to perform a modular
transformation
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T,_ar—i—b
et +4d’
’ Zj .
.= , 1<j<n-1,
ST cr+d =/ ="
,33.:6:261, l<j<n' —n, (1)

such that |g’| is small. Note that the additional parameters $; transform as well.
3. The case M 3

It is instructive to consider first the case where B is a covering space of M ;. This case is
simpler, as it does not yet have all complications. The base space is one-dimensional and can be
parametrised by a single coordinate t.

We consider the case, where all differential one-forms w; appearing in the differential equa-
tion (15) are related to modular forms of some congruence subgroup I'. The definition of a
congruence subgroup implies that there exists an N, such that

'(N)CT. (32)
This implies for the space of modular forms

M (T) € My (T (N)) . (33)

It is therefore sufficient to restrict our attention to modular forms of the principal congruence
subgroup I'(N). For modular forms of level N we set Ty = t/N and

2mit

S (34)

gyn=e

For a generic modular form n of modular weight k and level N we set

dt dq
@O () 27y (1) S = 2min(r)dTy = n(1) =X (35)
N gn
If the modular form () has the gy -expansion
o
n(@) =) angy. (36)
n=0
we have
o0
™M () = " angydgn. 37)
n=0
Let us now consider iterated integrals of modular forms. It is customary to consider the integra-
tion path C from 7; =ioo to Ty = 1. For wy, ..., wg of the form as in eq. (37) and all of level N
we write
o0
wj =Y _ajaqy 'din. (38)
n=0

For ay 0 = 0 the iterated integral in eq. (25) is given by

7
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id—1

a .a a
le (@1, .. wm)—ZZ ey (39)

ll ----- l
i1=1iy=1 ig=1 12 d

If |gn| is small this sum representation allows an efficient numerical evaluation of the iterated
integral. In order to arrive at the sum representation we repeatedly integrate

g
f dg= ". (40)
0

The condition ag,¢0 = 0 is equivalent to the statement that w; vanishes on the cusp v =ioo. If
aq,0 # 0 the iterated integral has a trailing zero. With the help of the shuffle product an iterated
integral with a trailing zero can be re-written in terms of explicit prefactors In(gy) and iterated
integrals without trailing zeros [56].

Let us now consider modular transformations. It is convenient to introduce the |;y operator
acting on a modular form 7 by

ley)(T) = (et +d) ™ - n(y (1)). (41)
For n € M, (I'(N)) we have

nlky =, y € '(N). (42)

This is not yet too interesting, it only says that if  is a modular form of weight k for I'(N), it
transforms invariantly under the |y operation for any y € I'(N). This statement is part of the
definition of being a modular form of weight k for I'(N).

We are interested in modular transformations from the full modular group SL,(Z), and not
just modular transformations restricted to the congruence subgroup I'(V). Using the fact that
I'(N) is a normal subgroup of SL,(Z) one can show that we always have

ey € Me(T(N)), y €SL2(Z), (43)

e.g. we are not leaving the space of modular forms of weight k for I'(N). If 5 is given as a
polynomial in Eisenstein series for ['(N) we may compute 7|;y and express n|yy again as a
polynomial in Eisenstein series. This is based on ref. [33,52] and reviewed in appendix A.

Let us now investigate the behaviour of iterated integrals of modular forms under modular
transformations. To see the problem it is sufficient to consider an iterated integral of depth one.
Let n be a modular form of weight k for I'(V) and define w as in eq. (35). For simplicity we
assume that n vanishes at the cusp T = ioo. We then have

Ic(w;T)——/ (F)d = Z/an WA =g, (44)
n=1

ico n=1j

Let us now consider a coordinate transformation

=y () =

It is simpler to consider the inverse transformation here. We have

at’' +b
ct’'+d’

y € SLa(2). (45)
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T y i@
Ie (@i 1) Zni/ () di 2mi f ( (~/)) dt’
clw;t)=— [ n(7)dt = — nry (7)) ——3
N N (¢t +d)?
ico ()
y Lo
2mi - k=2 ~IN gt
= (¢t +d)" " (mlky) (@ d7'. (46)
y~1(ic0)

(mlxy)(F") is again a modular form for I'(N), this is fine. However, we picked up a factor (¢7’ +
d)*=2. Only for the modular weight k = 2 this factor is absent. In general we leave the class of
integrands constructed purely from modular forms. For k > 2 this can still be tolerated and will
lead in the conversion of iterated integrals to a sum representation to a generalisation of eq. (40)
to integrals of the form

q
f i’ (@) da. @)
0

However, for k < 2 we obtain the automorphic factor (¢T’ + d) in the denominator. For this
reason, the discussion in [52,66] is restricted to modular weight k > 2 (and 0 < j <k — 1 in
eq. (47)).

We seek a better solution. In particular we would like to stay within the original class of
functions. For the case at hand we would like to stay within the class of iterated integrals of
modular forms. This can be achieved by a simultaneous transformation of the coordinate t in the
base variety and a change of basis in the fibre. This is best explained by an example. The simplest
example is the equal mass sunrise integral, consisting of three master integrals. We start from

vi3—D del de2 1
Survans (&, 3) = (1)1 7% (in?) / : 48
Vivv3 ( ) ( ) ln’g lng D;)] DSZD? ( )

with the propagators
Dy=ki—m? Dy=(ki—k)*—m’, Dy=(p—kp)*—m’ (49)

and D=2 —2¢, x = pz/m2 and vi23 = v + 12 + 3. ¥ denotes Euler’s constant. From the
maximal cut of the sunrise integral we obtain the elliptic curve as a quartic polynomial P (w, z) =
0:
E:wz—z(z+4)[z2+2(1+x)z+(1—x)z]=0. (50)
Let w1 and w, be two periods of this elliptic curve with Im(w,/w1) > 0. We set 7 = wy/w;1. We
denote the Wronskian by
d d

W:wlaa)z—wzaa)l. 51

Defining the master integrals as
Ji =48 S110 (e, %),
4
h=g&"— S (e.x),
wi

1 o d w?  (3x?—10x —9)
=-c————ht— 2,
e2mwiW dx 2riW2x (x — 1) (x = 9)

J3 (52)

9
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and changing the variable on the base manifold from x = p?/m? to t puts the differential equa-
tion for J = (J1, J2, J3)T in e-form [14]
d+A)J=0 (53)
with
0 0 0
A=2mie 0 m(t) no(r) |dr, (54)
m () na(r) n2(7)
where 1, (t) denotes a modular form of modular weight k. The modular form no(7) of weight
zero is a constant, which we simply denote by 1. The entries A > and A3 3 are identical. For
this particular example, the 1 (7)’s are modular forms of I' (6) and therefore also modular forms
of I'(6). The specific expressions for the 1 (7)’s are not relevant for the discussion here. Expres-

sions for the nx(7)’s in terms of Eisenstein series are given in ref. [15].
Let us now consider for

at+b
= , € SLy(Z 55
y () Trd Y 2(Z) (55)
the combined transformation
1 0 0
J=10 (ct+d)™! 0 J,
0 2nicsno (ct+d)
, at+b
= . 56
’ ct+d (56)
Working out the transformed differential equation according to eq. (22) we obtain
(d+A")J =0 (57)
with
0 0 0
A'=2mie 0 (mby™HE)  (oloy ™ H() | dr'. (58)
33y~ D) (alay D) (ly~H(E)
We have
neley ™' € M(T(6)) (59)

and therefore we don’t leave the space of modular forms with the combined transformation of
eq. (56). The transformed system may therefore again be solved for any y € SL»(Z) in terms
of iterated integrals of modular forms. In particular, we achieved that terms of the form as in
eq. (47) do not occur. For this example and a few selected modular transformations this has been
worked out in detail [15,52].

The fact that we need to redefine the master integrals is not too surprising. Let’s look at J>.
We originally defined J, by

T
Ja =82 S111 (&, %), (60)
w1

i.e. we rescaled S11;1 (up to a constant) by 1/w;. This definition is tied to our initial choice of
periods. Noting that the automorphic factor (¢t + d) is nothing than the ratio of two periods

10
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/

)
cT+d=—, 61)
]

we find that J; is given by

T
J =82J Si11 (€, x) . (62)
1

4. The case My,

We now consider the case where the base manifold is higher dimensional (i.e. the Feynman
integrals depend on more than one kinematic variable). We take B to be the space described in
section 2.4, parametrised by coordinates

(Z1y .-y Zn-1,T). (63)

We allow additional parameters §; (with 1 < j < n’ —n). A modular transformation acts on these
coordinates and the parameters §; as in eq. (31).

We enlarge the set of differential one-forms w, which may appear in the differential equation
for the Feynman integrals. In addition to the differential one-forms related to modular forms as
in eq. (35) we allow differential one-forms, which not only depend on 7 but also on the other
coordinates z, ..., z,—1. The simplest example is

ok (zj,7) = Qri)*™* [g(k_l) (zj,t)dzj + (k= 1) g® (z;,7) %] ) (64)

The functions g (z, 7) are obtained from the expansion of the Kronecker function and reviewed
in appendix B. We can be a little bit more general than eq. (64): Let K € N and L(z) a linear
function of z1, ..., zu—1:

n—1

L(z):Zothj + B. (65)

Jj=1

The generalisation of eq. (64) which we would like to consider is

on (L (2). KT) = (2]_”-)2—k|:g(k—l) (L(z),KT)dL @)+ K (*k—-1)g®(L(2),K7) ;—;]

(66)
The differential one-form wy(L(z), K 7) is closed
doy (L(z),Kt)=0. 67)
With the help of eq. (150) it is not too difficult to prove this.
We may always reduce the case K > 1 to the case K = 1 with help of
& (L@ +I
o (L (2), K1) gwk< - ,r). (68)

It is therefore sufficient to focus on the case K = 1.
Let us now investigate the behaviour of wy(L(z), T) under a modular transformation. The
coordinates transform as in eq. (31). We assume that the parameter § in eq. (65) transforms as

11
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g b

ct+d’
We may view B as being a further marked point in a higher dimensional space M, ,» with n’ > n.
With eq. (69) we have

(69)

n—1

L
L(d) =D ajdi+8 = — :f)d- (70)
j=1

We find
k
1
wk (L'(Z), 7)) =(ct + d)*? Z i <
j=0

The new feature are the additional terms with j > 0. They spoil the nice transformation properties
under modular transformations. Let us investigate how these terms disappear.

We might be tempted to try to absorb these terms into a redefinition of the master integrals.
However, this is not the way to proceed. First of all, if we try to construct a suitable transformation
matrix U we will need in the transformation matrix integrals of these terms. Secondly, a system
of elliptic Feynman integral will usually contain in sub-sectors non-elliptic Feynman integrals as
well. These can be defined without any reference to a period of an elliptic curve and we would
not expect that a redefinition of these non-elliptic master integrals is necessary.

The mechanism how these terms cancel is different. We illustrate it with a simple toy example.
Consider a system with one master integral (r = 1), depending on two kinematic variables (z, )
and differential equation

cL (2)
ct+d

J
) wr—j (L(2), 7). (71)

(d+A)J =0,
A = elw(z,7) — 2w (z,21)]. (72)

Using the periodicity
wp (L) + 1, 1) =wr (L(2), 1) (73)

and eq. (68) we may write
1 1 1
@2 (2,7) —2w2 (2, 27) = 72 (z—1L1)+ 7@2 (z, 1)+ 72 (z+1,7)

z z—1 z+1
—2w2(§,t>—a)2< 5 ,r)—a)z( > ,r). (74)

On the right-hand side we may complete the lower weight terms, as the sum of all lower weight
terms adds up to zero:

w2 (2,7) — 20 (2,27) = (75)
1 —1 1 —D\?
z[‘“2(1‘1’”*%‘”“‘“)*5(Cc(fiﬂi)) “’0@‘1’”}

oo+ -+ (= i 1)
— | W , w Ty — [0 .
22 ct+d 11z 2 \ct + 02

2
1 c(z+1) I (cz+D)?
- 1 —_— 1 - — 1
+4 |:a)2(z+ ,T) + P w (z+ ’t)+2<cr+d wo(z+1,7)

12
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) (z >+ cz (z )+1 cz 2 (z )
- =T — =T N =T
@212 2t +a) ' \2 22t +ay) P2
z—1 N c(z—1) z—1 +1 cz—1D\* [(z-1
— | w , T w , T N5 ) o » T
\ 2 2ct+d) "\ 2 2 2rray) “°\ 2
o (FEL ) c@HD ozl N L e+ Zw e+l
2\ 2 2et+ad) "\ T2 2 2@r+ay) P\ 27|

Let us verify that the lower weight terms drop out: At weight zero we have

wo (L (2),7)=—2midr (76)

and

1 2, 1a 1 VAL el A £S5 S A
JG=D 4324 2@+ D) 2(2) ( . ) < : ) =0. a7

At weight one we have

w1 (L(z),t)=2midL (2) (78)

and

4 2 2 2

Please note that

1 1 1 Z\ dz z—1\ dz z4+ 1\ dz
—(z—1)dz+—zdz+Z(z+1)dz—2(E)——( )——( )7_0.(79)

wp 2+ 1, 1)=wr (2, 7), (80)
but in general
z+1 atr+b z atr+b
- —_— ). 81
wk(cr—i—d ct+d)7éwk<cr+d cr+d> 81)

For the system of eq. (72) we obtain under a modular transformation J’ = J and
(@+4) =0, ®
with

A=¢ sz (Z=-B.7)+ %a)z (Z.7)+ %wz (Z+8.7)

_2w2<%j’ﬂ>'_w2<%(5'—ﬂ355>-—w2<%(ﬂ—%ﬂ3,ﬂ>},

p=—"
ct+d’

In the transformed equation no terms of lower weight appear.

Let us stress that we started in eq. (72) from a system, which has nice modular transformation
properties. This is not true of all systems. Consider as a counter-example as before » = 1 and
n = 2 with coordinates (z, 7), but now

(83)

(d+A)J =0,
A =¢ew(z,7). (84)

13
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This system does not transform nicely under modular transformations, as terms of weight zero
and one remain in the transformed differential equation. Let us say that the system in eq. (72) is
modular, while the system in eq. (84) is not modular.

On physical grounds we expect that it should not matter which periods we choose for our
elliptic curve. If we find for a particular choice of periods w; and w; a differential equation,
where each entry of the connection matrix A is a linear combination of terms as in eq. (66) or
eq. (35), we expect this to be the case for any other choice of periods | and @) as well. This
puts some constraints on the entries of A. We call these constraints the modularity constraints.
The example in eq. (72) satisfies the modularity constraints, while the example in eq. (84) does
not.

Of course, the connection matrix A has to satisfy the integrability condition of eq. (14) as well.
The modularity constraints are additional constraints on top of this. This is easily seen from the
examples in eq. (72) and eq. (84): Both examples satisfy the integrability condition trivially.

Let us now formalise this: Let F be a field. Typically we take F to be Q or Q with some
algebraic numbers adjoint. We think of F as the fields of constants (of weight zero). For the
action of y on L(z) we set

L(2)
L = . 85
y (L (2) Txd (85)
For a fixed modular weight k consider the linear combination
m
®(L1(2),.... Ln(@). 1) =Y Cjax(Lj).7), Cj €T, (86)
j=1
An example for F = Q[i, V3] would be
i
(221,21 +22,7) = —= [w4 221, 7) + Tws (21 + 22, T)]. (87)

NE]
We define the action of the |;y operator on w as in eq. (86) by
@Y L1(@), s Ln(2), T) = (T +d)* ™ - oY (L1(2), ... ¥ (Lm(2), ¥ (T)).  (88)

The additional factor (¢t + d)? comes from the fact that we are considering the transformation
of a differential one-form, not a function (see also eq. (71)). We say that w is modular invariant
for I'(N) if

oy =w, y e '(N). (89)

Let %elliptic be a [F-vector space generated by elements w of the form as in eq. (86) and eq. (35)
and of modular weight k. For example, for w(2z1, 71 + z2, ) defined in eq. (87) we have

® Q21,21 + 22, 1) € My P, 90)
Let w € M liptie ye say that  is modular covariant with respect to M, Hiptie 3
wliy e M™Y.y e SLy(2). o

Eq. (89) and eq. (91) are the analogues of eq. (42) and eq. (43) for modular forms. Eq. (91) is

weaker than eq. (89): Eq. (91) states that we stay with the |y operation inside the space W[kemptic,
while eq. (42) requires that w is invariant under the |,y operation. Common to both definitions is

14
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the fact, that terms of lower modular weight k¢’ < k multiplied by coordinate dependent prefactors
are absent.
Let us now consider a differential equation for a system of Feynman integrals. We first define

o0
elliptic __ elliptic
petieie = 8 92)
k=0
and
kmax 11 .
elliptic __ elliptic
Fip MEPC = CF P (93)
k=0

Melhpm is the IF-vector space generated by elements  of the form as in eq. (86) and eq. (35)
and arbitrary modular weight k. Fy, . M"Y s the F-vector space generated by elements @ of
the form as in eq. (86) and eq. (35) with modular weights ranging from O to kpax. (The notation
stems from the mathematical concept of a filtration.) As an example we have

2 (2, T) 4 201 (2, T) 4 6wy (z, T) € Fy MEPIC, (94)

e.g. linear combinations of terms of different modular weight are allowed. Not allowed are linear
combinations with non-constant coefficients, e.g.

@ (2,7) + ——wi (z,7) ¢ FMEPC, 93)
T+1
Assume that the entries A;; of the matrix A satisfy
Aij e kaax Mel]iptic. (96)
This means that A contains only terms of modular weight O, 1, ..., kpax with constant coeffi-

cients. We say that the differential equation for a system of Feynman integrals is modular, if for
any y € SLa(Z) there exists a fibre transformation such that the same condition holds for the
transformed differential equation:

A;] c kaax Melliptic . (97)

This ensures that for any y € SL;(Z) the matrix A has a power expansion in g’. In particular this
implies that terms of the form

i_2 c _ Jj—2
(c'+d) 7 = (5 ng +d) 98)

are absent.

Note that the condition in eq. (97) is weaker than eq. (91). Eq. (97) allows linear combinations
of terms with different modular weight, albeit with constant coefficients. Coordinate dependent
coefficients are not allowed. Please note that we should not require a stronger condition. Even if
we start from a differential equation with a matrix A, where each entry is homogeneous in the
modular weight, we would like to allow a simple redefinition of the master integrals, where we
replace one master integral by a sum of this master integral with a constant multiple of another
master integral. This transformation will in general lead to a matrix A’ with entries of mixed
modular weight. Allowing entries of mixed modular weight (with constant coefficients) does not
spoil the property to express the Feynman integrals as iterated integrals with integrands from

elliptic
Flonax M, .
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Let us illustrate this with an example: We have seen in section 3 that the differential equation
of the equal mass sunrise integral in eq. (53) with A given by eq. (54)

0 0 0
A=2mie 0 m(t) no(r) |dr 99)
m(t) na(r) m(r)

is modular. Of course, the system will remain modular, if we perform a trivial change of master
integrals according to

J:l 1 00 Ji
Ll=1l0 10| n]. (100)
A 0 1 1 J3

In the basis (fl, fz, f3)T the transformed matrix A is given by
N 0 0 0
A=2mie¢ 0 2 (t) —no (1) no (1) dr. (101)
n3 () na(r) —mno(r) mn2(v)+no(r)

We see that the entries of the matrix A are not homogeneous in the modular weight.
5. An example

Let us now consider a non-trivial example: We show the modularity of the two-loop sunrise
system with three unequal masses. This system has seven master integrals

J =N, Ja, I3, Ja, Js, Jo, J)T (102)

and depends on three kinematic variables (z1, z2, 7). Thus r =7 and n = 3.

In ref. [48] it was shown that the differential equation can be put into an e-form. We closely
follow the notation of ref. [48] and take the definition of the variables (z1, z2, T) and the defini-
tion of the master integrals J = (J1, J2, J3, Ja, J5, J6, J)T from there. The differential equation
reads

d+A)J =0, (103)
with
a; O 0 0 0 0 0
0 a»n O 0 0 0 0
0 0 a3 O 0 0 0
A=c¢ 0 0 0 aga a45 aqe aa7 |. (104)
asy dasy asz as4 ass  dase  d4sy
ael de62 463 dea A65 466 A67
ajl ajp ajz ajs ais aie 4l
In order to present the entries of A in a compact form we introduce! z3 = —z; — z» and a constant

B = 1. We define (for arbitrary 8)

! There are small differences in the notation used here and ref. [48]: In this paper the wy’s are defined with a prefactor
@ri)2 K (see eq. (66), in ref. [48] they are defined with a prefactor (2m)%7* In this paper we set z3 = —z] — 22, in
ref. [48] z3 was defined by z3 =1 — 21 — 2.
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1 1 |
Qk(z,ﬂ,r)=Ewk(z,r)+zwk(z—ﬁ,f)+Zwk(erﬂ,r)
1 _ 1

2@k —1) [wk (%,r>+§a)k(z zﬂ,t)+§wk<z-;ﬂ,r>]. (105)

Quz,, ) =wr (z,7) —2(k — D wy (z,27) . (106)

For f =1 we have

We will encounter £2,(z, 8, t) and 23(z, 8, ). Under a modular transformation we have for
B=1land B’ =1/(ct +d)

(8. 7) =G 1),
cL (2)
ct+d

Q3 (. B, ) =(ct+d) [93 (z,B, 1)+ Q2 (z, B, T)] (107)
For the entries a;; we also need two differential forms 7>(z) and n4(t), which depend on 7, but
not on the z;’s. These are defined by

(1) = lea (1) =263 QO A py (1) = ——ea (1) A (108)

7) = [ea (1) —2e2 27)] —, T) = ——eq (1) —,

2 2 2 i N4 (2711')2 4 i

where e, (7) denotes the standard Eisenstein series. The Eisenstein series e, () are defined in the
appendix in eq. (137). We have

€2 (1) —2e2(21) € Mr(T0(2)), ea(r) € Ma(SLa(Z)). (109)
For the entries of A we have the following relations
1 1
aas = 5 as7, ase = gam, az3 =ai +az,
as3 =apl +ax —asy —asy, ase = 3aes., a7y = daa,
a1 = 2ay; — asy, agp = —2ay1 + asy, ae3 =ail — an,
ars = %asm ae = éam, (110)

and the following symmetries

ax (z1,22,23) = a1 (22,21, 23) , as (21,22,23) = as1 (22,21, 23)
a2 (21, 22,23) = a1 (22,21, 23) a3 (21, 22,23) = a71 (21,23, 22) - (111)

Thus we need to specify only a few entries. We group them by modular weight.

Modular weight 0: As wo(z, T) = —2midr is independent of z, we simply write wo(t):

ag;7=wp (7). (112)
Modular weight 1:

as7 =6i[w (z1,7) + w1 (22, T)],
a7 =2i[w (21,7) — w1 (22, 7)]. (113)

Note that w;(z, T) = 2widz is independent of t.
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Modular weight 2:

a1 =—2[Q (z1, B, 1) — Q22(z3, B, D)1,

asa=w2(z1,7) + @2 (22, 7) + 02(23,7) — Q2 (21, B, 7) — Q2(22, B, 7) + 322 (23, B, 7)
—6m2 (1),

as,1 =—2[Q(z1, B, 7) — Q0 (22, B, 7) =22 (23, B, 1)1,

ass=—3wy(z3,7) — Q2 (21, B,7) — Q2 (22, B, 7) + 3002 (23, B,7) —6m2 (7)),

a5 =—w2(21,7) + w2 (22, 7),

ae,6 = —2w2 (21, 7) —2w2 (22, 7) + w2 (23, 7) — Q2 (21, B, 7) — Q22 (22, B, 7)
4325 (23,8, T) — 612 (7). (114)

Modular weight 3:

as 4 =12i [w3 (21, 7) + w3 (22, T) — 2w3 (23, T)],

ag.4 = 12i [w3 (21, 7) — w3 (22, 7)],

a7,1=1i[Q3(z1,8,7) — Q3 (22,8, 7) + Q3 (23, 8, 7)]. (115)
Modular weight 4:
a74=12[w4(21,7) + w4 (22, T) + w4 (23, T) — 614 (7)]. (116)

Let us now discuss the behaviour of the system under a modular transformation

a b
y = <C d) € SLy(Z). (117)
The coordinate transform as
, 71 , 22 , at+b
= — = , = . 118
4 ct+d @ ct+d ’ ct+d (118)
The constant 8 = 1 transforms as
B
= = 119
p ct+d (119)
so in general we will have B’ # 1. We set again z;, = —z] — z,. We also need to redefine the
master integrals. We set
J =UJ, (120)
where U is given by
1 00 0 0 0 0
010 0 0 0 0
0 0 1 0 0 0 0
1
U= 0 00 6icc(§—+fz ) ° . ) (120
1 2
0 0 0 W 1 0 0
1c(21—22
0 0 0 Terd . 0 1 0
00 0 _27rcia + ¢ (21:'5_:3“‘12) _iC(Zl4+Zz) _iC(Z14—zz) ct+d
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The transformation matrix U is not too difficult to construct, if one starts from the assumption
that the first elliptic master integral (i.e. J4) should be rescaled as

w1 1

J=J, =
4 o) 4 ct+d

Ja. (122)

Under this combined transformation the differential equation for the transformed system reads
then

(d+A")J =0, (123)

where A’ is obtained (with one exception) from A by replacing all unprimed variables with
primed variables. For example a/ , is given by

ay, =i[Q (21, B, 7) = (2 B, 7) + Q3 (25, 8. 7)) (124)

The only exception is 72(t). For y € I'g(2) the differential one-form 7,(t) transforms into
n2(t"). For a general y € SLy(Z) let us set by(t) = e3(t) — 2e3(27). Then ny(7) is replaced
by

d /
(balay (1)) —2’.. (125)
Tl

(b2|2y_1)(r’) is again a modular form (for I'(2)), but not necessarily identical to by (t’).
It remains to work out (b2|>y ~!)(t’). To this aim we first express b>(7) in terms of Eisenstein
series for I'(2). We find

by (v) =4 (2mi)* han0, (1), (126)

where the Eisenstein series i v rs(7) are defined in appendix A. The transformation law for
by (7) follows then from the transformation law for A y ,s(7) given in eq. (139). We obtain

—C

- . - d —b
(b2hy () =47 hopbmoa2amea2 (7). ¥ =( a). (127)

Let us summarise: The combined transformation of eq. (118), eq. (119) and eq. (120) transforms
the differential equation to a new differential equation. The entries of the new A’ are drawn from
the same set of differential one-forms as the entries of the old A: In both cases this set is given
by differential one-forms defined by eq. (66) and related to the coefficients of the Kronecker
function and differential one-forms defined by eq. (35) and related to modular forms of I'(2).
The transformed system may therefore again be solved for any y € SL2(Z) in terms of iterated
integrals with these letters.

As a final comment let us remark that the original differential equation in eq. (103) has two
particular properties: (i) Each entry A;; of the matrix A is homogeneous in the modular weight
and (ii) in the equal-mass limit m| = my = m3 the master integrals J5 and Jg go to zero. The
transformation of eq. (118), eq. (119) and eq. (120) preserves property (i), but not property (ii).
In the equal-mass case J; becomes proportional to J,. This is related to the entry Us 4 of the
transformation matrix U. We may enforce property (ii) by changing Us 4 to

Gic(z1+22—3)
ct +d

e.g. by adding the term —2/3 inside the bracket. This amounts to adding a constant multiple of
J4 to Js. The transformed system is again such that the entries of the new A’ are drawn from the

Usg= , (128)
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same set of differential one-forms as the entries of the old A. However, the entries of the new
connection matrix A’ contain now terms of mixed modular weight. This is an example why we
only require condition (97) for being modular.

6. Discussion

Let us summarise what we obtained so far: We assume that we start from a differential equa-
tion in e-form, where the entries of the matrix A are linear combinations of differential one-forms
as in eq. (35) or eq. (66). Let us further assume that all modular forms entering eq. (35) are
given as products of Eisenstein series. Ref. [52] gives us explicit formulae for the transforma-
tion of Eisenstein series of the principal congruence subgroup I'(N) under arbitrary modular
transformations y € SL2(Z), which are reviewed in appendix A. Thus we know the modular
transformation laws of all building blocks. These are given by eq. (139) and eq. (71).

In order to show that the system is modular we have to find a matrix U, defining a basis
transformation in the fibre, such that the transformed system satisfies eq. (97). The fibre trans-
formation adjusts automorphic factors (ct + d) (this is already required for the simplest case
discussed in section 3) and redistributes terms of lower weights such that they rearrange in com-
binations as given by the right-hand side of eq. (71).

If the system is modular, we may solve the transformed differential equation for the Feynman
integrals in terms of iterated integrals with integrands drawn from the same class of integrands
as the original system.

This is helpful for the numerical evaluation of the iterated integrals. The original system can
be evaluated efficiently whenever |g| < 1. We assume that the boundary constants are known for
the original system. Numerical routines for the evaluation of these iterated integrals in the region
|g| < 1 are implemented in GiNaC [67] and described in [56]. For |g| close to one we would like
to switch to new coordinates such that |§’| < 1. If the system is modular, the transformed system
can again be solved in terms of iterated integrals from the same class of integrands. However, we
might not yet know the new boundary constants. From the relation

J=UJ (129)

and evaluating both sides in an intermediate region where both |G| and |G| are small, we may
extract numerically the new boundary constants. This is similar to methods described in [68].
Evaluating all expressions to high precision, it is often possible with the help of the PSLQ al-
gorithm [69] to convert the numerically known new boundary constants to analytic expressions
as linear combinations of transcendental constants. With the new boundary constants at hand,
we obtain efficient evaluations of the Feynman integrals in the new region where |g| < 1, but
gl < 1.

The modular properties discussed in this paper can also be used for finding the original dif-
ferential equation in e-form. A strategy for finding this differential equation may use an ansatz
of appropriate terms and fixing the unknown coefficients by comparing g-expansions. Assuming
that the differential equation should be modular, we may reduce the number of terms in the ansatz
by only allowing terms which lead to a modular differential equation.

Finally let us remark that the coordinate dependent basis transformation for the master inte-
grals discussed in eq. (56) and eq. (121) provide non-trivial examples, where the transformed
differential equation is again in e-form. This also shows that there is no canonical choice for
the master integrals. Any definition of master integrals which puts the differential equation for a
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system of elliptic Feynman integrals into an ¢-form will be based on a choice of a pair of periods
for the elliptic curve.

7. Conclusions

In this paper we investigated the behaviour of elliptic Feynman integrals under modular trans-
formations. Modular transformations can be used to ensure that the nome squared is a small
quantity. More concretely, by a suitable modular transformation from the full modular group
SL,(Z) we always can achieve |g| < 0.0043. If the nome squared is small, we may evaluate
the elliptic Feynman integrals efficiently through a g-expansion. Routines to do so are available
within GiNaC [56,67].

In this paper we investigated the question, whether we stay by a modular transformation within
the same class of iterated integrals. The answer is yes, but only if we simultaneously transform
the basis of master integrals as well.

This is different from “ordinary” Feynman integrals, which evaluate to multiple polyloga-
rithms. In the case of multiple polylogarithms we may use transformations of the arguments like
x" = 1/x to transform a multiple polylogarithm into functions of the same class, which all have
fast convergent series expansions [70]. This can be done without redefining the master integrals.

This has practical implications: For multiple polylogarithms we may provide numerical eval-
uation routines for all values of the arguments. If some arguments are outside the region of
convergence of the sum representation, the numerical evaluation routines internally transform
these arguments to the region of convergence and stay always within the class of multiple poly-
logarithms.

This is not the case for elliptic Feynman integrals: We may express elliptic Feynman integrals
in terms of iterated integrals with integrands given by eq. (35) and eq. (66). For |g| small, these
iterated integrals are evaluated efficiently through a g-expansion. However, if we just consider
this class of iterated integrals and their behaviour under modular transformations, we find that
we do not stay within the original class of iterated integrals. Thus it is not possible to provide
a “black-box”-algorithm, which provides numerical evaluations for all possible values of the
arguments and always stays within this class of iterated integrals. This does not exclude the pos-
sibility, that there is a larger class of iterated integrals where this is possible. However, enlarging
the class of iterated integrals would not be natural. The natural solution is to consider a combined
transformation, consisting of a modular transformation of the variables of the base manifold and
a basis transformation of the master integrals in the fibre. Under such a combined transformation
we stay within the original class of iterated integrals with integrands of the form as in eq. (35) or
eq. (66).

This is the main result of this paper: For elliptic Feynman integrals we should always consider
a modular transformation of the variables of the base manifold together with a redefinition of the
master integrals.
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Appendix A. Eisenstein series for I'(NV)
Let r,s be integers with 0 < r,s < N. Following [33,52] we define Eisenstein series

hi,n,rs(T) for T(N) by
(130)

hkNrs(T) Zan_n

n=1

For n > 1 the coefficients are given by

N—-1
1 k—1[ 2ZL(r2_(s—d)c
=y Y Y [ )

dln ¢1=0
The constant term is given for k > 2 by
(132)

e l)ke i %—(s-&-d)cl)]. (131)

1 B (S )
ay=—— ,
TRV Y
where By (x) is the k’th Bernoulli polynomial defined by

_ZBk(x) &

For k = 1 the constant term is given by
B 0
ap={ 0, (r,s)=1(0,0),
Zeot(xm), otherwise.
With the exception of (k, r, s) # (2,0, 0) the Ay, s(7) are Eisenstein series for I'(N)
(135)

(133)

(134)

hi N .rs () € B (T'(N)).

For (k, N,r,s) =(2,1,0,0) we have
1
h T) = e (1), 136
2,1,0,0 (7) > i) 2(7) (136)
which is not a modular form. ¢;(t) denotes the Eisenstein series
1
ex (1) = S EEE— (137)
Ze (n1 +nat)k

(n1,n2)€Z2\(0,0)
with the standard Eisenstein summation prescription understood (this is indicated by the sub-

script e).
The Eisenstein series h;_y_r¢(7) transform under modular transformations
(138)

a b
= (C d)eSLz(Z)

of the full modular group SL,(Z) as
at+b
i N ors <—> =(cT + d)k R, N rd+sb mod N,re+sa mod N (T) (139)
ct+d
or equivalently with the help of the |y operator
(140)

(hk,N,r,s |kJ/) ()= hk,N,rd+sb mod N,resa mod N (T) -
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Appendix B. The Kronecker function

Let us define the theta function 6;(z, ¢) by

> 1(n+1)2 :
0, (Z,é) = —i Z (_l)nqz 2 em(2n+l)z’ (141)

n=—oo

and the Kronecker function F'(x, y, t) by

01 (x +,9)
01 (x,q) 01 (y,q)
61 denotes the derivative with respect to the first argument. It is obvious from the definition that
the Kronecker function is symmetric in x and y. We are interested in the Laurent expansion in
one of these variables. We define functions g®(z, 1) through

F(x,y,7)=06{(0,9) (142)

o0
F(z,a,7)= Zg(k) (z,7) okl (143)
k=0

The functions g% (z, T) will enter the definition of elliptic multiple polylogarithms. Let us recall
some of their properties [38,71,72]. When viewed as a function of z, the function g(k) (z, ) has
only simple poles. More concretely, the function gV (z, 7) has a simple pole with unit residue at
every point of the lattice. For k > 1 the function g®(z, 7) has a simple pole only at those lattice
points that do not lie on the real axis. The (quasi-) periodicity properties are

gV e+1,0=¢Y (),
k N7
—2mi)/ ;
gV e+ =) %g("‘f’ (2. 7). (144)
=0 7

We see that g (z, ) is invariant under translations by 1, but not by 7. The functions g®(z, )
have the symmetry

gP(—z, =D gW (g, 1). (145)

Let us introduce

A
ELiy.p (i 9:3) = » Y j—nk—mq'f (146)
j=1k=1
and the linear combinations
Enim (5 5 &) = ELipgn (@ 33 @) — (— 1™ ELip (773 57%5). (147)

The functions E,,.,,, are helpful for the g-expansion of the functions g (z, r). Explicitly one has
with ¢ = exp(2mit) and w = exp(2wiz)

§V @ =1,

J 1+w =
g(l) (z,7) = —2mi [2(17—10@) +Eop,0 (w; 1; q):| ,
N
) __@r b B g D15 k=1 148
g (1) G| & 0.1-k (w3 1) |, > 1, (148)
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where By denote the k-th Bernoulli number, defined by

o
B
e (149)
e¥ — K
It will be convenient to set g~ (z, t) = 0. The partial derivatives satisfy
ad a
2ri—g* Vit =k-1)—g® @ 1). (150)
ot 9z

A useful formula, which relates functions with argument Kt (with K € N) to functions with
argument 7 reads

1 A z+1

(k) _ (k)

g (z,KI)——E g (—,‘L’). (151)
K = K

Under modular transformations the functions g(k) (z, 7) transform as

k i j
O SELTU L) PSSl (L W) 152
g (ct+d’cr+d (ct+ );) i \erya) 8 (z, 7). (152)
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