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Abstract

Preliminary results are reported from a search for physics beyond the standard model
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The data sample corresponds to an integrated luminosity of 2.7 fb~!, recorded by the
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of limits on the parameter space for the R-parity-violating supersymmetric extension
of the standard model in a benchmark model of gluino pair production where each
gluino decays via g — tbs. Assuming the gluino decays solely to tbs, gluino masses
smaller than 1360 GeV are excluded at a 95% confidence level.


http://cdsweb.cern.ch/collection/CMS%20PHYSICS%20ANALYSIS%20SUMMARIES
mailto:cms-pag-conveners-susy@cern.ch?subject=SUS-16-013




1 Introduction

Searches for physics beyond the Standard Model (SM) are motivated by several considerations,
ranging from strong astrophysical evidence for dark matter [1] to theoretical problems associ-
ated with explaining the observed particle masses and with maintaining the mass hierarchies
in the presence of quantum corrections [2, 3]. Thus, in spite of its success in describing a vast
range of phenomena, the SM is almost certainly incomplete as a description of fundamental
particles and their interactions. Supersymmetry (SUSY) can provide a solution to some of these
problems [4-11].

We search for new physics in proton-proton collisions at a center-of-mass energy of /s =
13 TeV, focusing on the signature of at least four energetic jets, at least one of which must be
b-tagged. The analysis is performed on a sample of proton-proton collisions with an integrated
luminosity of 2.7 fb !, collected by the CMS experiment during 2015 at the Large Hadron Col-
lider (LHC).

In many SUSY models, a multiplicatively conserved quantum number, R-parity, is introduced [12].
The R-parity of a particle is defined as (—1)**+3(B~L) where s is the spin of the particle and B
and L are its baryon and lepton number, respectively. If R-parity is conserved, SUSY parti-
cles are produced in pairs, and SUSY particle decay chains end at the lightest supersymmetric
particle (LSP), typically a neutralino. As the LSP is stable in these models, and interacts only
via the weak interaction, the presence of two neutralinos in the final state generally leads to a
signature of large missing transverse energy ETsS. The absence of any evidence for such signa-
tures provides an experimental motivation for a search for R-parity-violating (RPV) SUSY, as
does the desire for complete coverage of the model space. A review of R-parity-violating SUSY
can be found in Ref. [13].

There is no purely theoretical reason that R-parity should be conserved. If R-parity-violation
is permitted, additional terms in the superpotential are allowed. The R-parity-violating super-
potential is

1 .. . _ . 1 pr ——
W= E)\Z]kLiLjék + A UkLindk +u 'L;H, + E/\ Ukﬁid]'dk. (1)

Here L;, Qj, and H,, are SU(2) doublets corresponding to leptons, quarks, and the Higgs boson,
respectively. The fields &, U;, and d; are the charged lepton, up-type quark and down-type
quark SU(2) singlets. Color indices are suppressed, and Latin letters denote family indices.
Other discrete symmetries that violate only baryon number or lepton number share the same
phenomenological virtues as R-parity, and lead to non-zero terms in Eq. 1, even if R-parity
conservation is not imposed [14].

In this analysis, we focus on a particular model of R-parity-violation, minimal flavor-violating
(MFV) SUSY [15]. This model assumes that R-parity-violating couplings arise from the SM
Yukawa couplings, Yy and Y, (but not Y} and Y{)). This assumption results in a baryon-number-
violating term in the superpotential, the last term in Eq. 1, taking the form:

Wany = %w” (Yod) (Yda) (Yda) )

where Y, = (1/vy) Vi diag(my, me, my) and Yy = (1/v4)diag(mq, ms, my,). The vacuum ex-
pectation values of the up- and down-type Higgs are denoted v, and v, respectively.

As the RPV couplings are proportional to the Yukawa couplings in this model, heavier gen-
erations have larger couplings. In these models, the absence of any observations of baryon
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and lepton number violation involving the lightest two generations is a result of the small
mass of those states. In the MFV scenario considered here, the gluino decays primarily via
g — tt — bs (charge conjugate reactions are implied throughout this document). Color con-
servation constrains the coupling A" ik to be anti-symmetric in the last two indices, excluding
the possibility of gluino decays to tbb. The coupling of a top squark to a bottom and a strange
quark therefore provides the largest allowed coupling. Pair production of gluinos that decay
in this way is the primary focus of this analysis.

The simplified model that is used for interpretation of these results makes several assump-
tions about the SUSY mass spectrum. It assumes that squarks other than the top squark are
much heavier than the gluino so that their effect is negligible. The top squark is assumed to be
heavier than the gluino and therefore is off-shell in the gluino decay. As the off-shell decay of
the top squark in this channel results in a three-body gluino decay, constraints from searches
for dijet resonances (i.e. t — bs) are not applicable to this scenario. However, large jet and
b-jet multiplicity is a very common feature of many models of physics beyond the standard
model [16, 17], and this inclusive search is generically sensitive to those scenarios.

There have been several searches [18-21] at CMS for R-parity-violating SUSY. In Ref. [21], a
strategy similar to that of this search was used separately for the all-hadronic and one-lepton
final states. Gluinos decaying to tbs were excluded at 95% confidence level for masses less
than 0.98TeV and 1.03TeV in the all-hadronic and one-lepton analyses, respectively. In this
document, we study the all-hadronic and one-lepton modes in a combined analysis. A combi-
nation of the two channels allows for an improved constraint on background normalizations,
and provides improved sensitivity with the integrated luminosity delivered in 2015.

This analysis searches for an excess of events with a large number of b-tagged jets, Ny, in signal
regions determined as a function of the jet multiplicity, Njet, and the sum of the masses of large
radius jets, Mj. The quantity Mj was proposed in phenomenological studies [22-24] and was
used by ATLAS for searches in the all-hadronic signature [25, 26] and by CMS for searches in
the single-lepton signature [27]. While the Mj and Nje; distributions may not be well modeled
by simulation, we expect that the distribution of the number of b-tagged jets, Nj,, can be reliably
modeled within a given Mj and Njet region. The reason for that expectation is that the leading
mechanisms for producing b quarks, QCD pair production and top quark decay, are well mod-
eled in simulation. Other production modes are single b quark production in flavor-excitation
modes and gluon splitting to bb, which both generate only small contributions. Mistagging of
light parton jets generates most of the b-tagged jets in the N;, > 2 region, with a rate that can
be constrained from the data.

The background normalizations are determined in each bin of My and Nje; in a fit to the Ny,
distribution. The normalizations are determined separately in these bins for two reasons. The
shape of the N, distribution changes significantly as a function of the event kinematics, and is
particularly sensitive to the number of jets in the event, which may not be modeled perfectly.
Also, by binning the analysis in a large number of different kinematic regions, it is possible to
demonstrate that the dependence on jet pt of the b-tagging efficiency for true b partons, and
the mistagging rate for light partons, is modeled correctly. As a result, the shape of the Ny,
distribution becomes limited by experimental uncertainties, mostly those related to b-tagging
efficiency, rather than by theoretical uncertainties.
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The key issue in the data analysis is the suppression and estimation of the dominant SM
backgrounds, which arise primarily from the production of tt pairs and QCD multijet events
(QCD). Backgrounds from (W, Z)+jets production, from single-top quark production, and from
tt(W, Z, H, tt) production are also considered but these contributions are very small, less than a
few percent.

Background suppression is achieved through the application of multiplicity requirements on
the jets reconstructed in the event, together with threshold requirements. Four jets with trans-
verse momentum pt > 30GeV are required, and Hr, the scalar sum of all jet pr, is required
to be greater than 1.5TeV (1.2 TeV) for the fully hadronic (one-lepton) final state. We further
suppress the standard model backgrounds with a baseline selection on the sum of the masses
of large radius jets, Mj > 500 GeV, as described in detail later in this section.

After these requirements, QCD multijet events emerge as the largest contribution to the back-
ground in the fully hadronic event sample, while tt events are the dominant background in the
one-lepton sample and are nonnegligible in the large Mj and Nje; regions of the fully hadronic
sample.

2.1 Data samples and triggers

The data sample is collected with a trigger requiring at least 800 GeV of Hr. The trigger ef-
ficiency is determined using prescaled triggers with looser Hrt requirements, and is cross-
checked with an independent trigger requiring a single muon. The trigger efficiency is con-
sistent with 100% for all kinematic regions used in the analysis. The data sample corresponds
to an integrated luminosity of 2.7 fb~ .

The modeling of backgrounds is done with Monte Carlo (MC) generated event samples that
are processed with a GEANT4-based simulation [28] of the CMS detector and reconstructed
with the same algorithms as the data. The background predictions use these MC samples, with
corrections derived from data. The dominant backgrounds arise from QCD and tt events, and
are generated at leading order with MADGRAPH5_AMC@NLO 2.2.2 [29] (hereafter referred to
as MADGRAPH). Smaller backgrounds from leptonic and hadronic decays of W and Z bosons
are also generated with MADGRAPH, while the single top backgrounds are generated with
POWHEG [30] or MADGRAPH at next-to-leading order. These sub-dominant backgrounds are
normalized according to the most precise cross section calculation available. Parton showering,
hadronization, and the effects of the underlying event are simulated with PYTHIA 8.205 [31].

Representative RPV SUSY signal models are generated with MADGRAPH for gluino masses
ranging from 0.75 to 1.5 TeV, and they are processed with a parametric fast simulation [32]. In
these signal samples, we assume that the gluino is the LSP and that the masses of all other
particles are large enough that they have no effect. However, the top squark mass is assumed
to be small enough that the gluino decays promptly.

2.2 Event selection

The offline pre-selection requirements are designed to be simple and robust. Reconstructed
vertices must satisfy a set of quality requirements including |z| < 24cm and p < 2cm, where z
and p are the longitudinal and transverse distances of the beam spot with respect to the nominal
CMS interaction point. The vertex with the largest £p2, summed over its constituent charged
particle tracks, is chosen as the primary vertex.
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Jets are reconstructed using the particle-flow (PF) algorithm [33, 34] which combines informa-
tion from all components of the detector. The clustering is performed using the anti-k; clus-
tering algorithm [35, 36] with a size parameter R of 0.4. The effect of multiple proton-proton
interactions in a single bunch crossing, referred to as pileup, is mitigated by considering only
those charged particle tracks that originate from the primary vertex, and reweighting the num-
ber of primary interactions per bunch crossing to match the data. Jet candidates are required
to satisfy quality criteria that suppress noise and spurious energy deposits and to satisfy pr >
30GeV and |77| < 2.4. These jets, as well as any identified electrons or muons, are then further
clustered with an anti-k; algorithm with R = 1.2 using the FASTJET package [36]. The sum of
the masses of these large-radius jets is called M;j. We use here the same definition of Mj as that
of Ref. [27].

The b tagging selection used is the medium working point of the Combined Secondary Vertex
v2 discriminator with inclusive vertex finding (CSV) [37]. The medium working point corre-
sponds to a b tagging efficiency (light-jet mistag rate) of ~ .60 (=~ 0.01) for low pr central jets;
the efficiency is reduced at high pr and |7].

Muons and electrons are identified with the following selections. Muons must have pr >
20GeV, || < 2.4, and a distance of closest approach to the beamline in the direction trans-
verse to the beam of |dy| < 0.2cm, and along the beam of |d,| < 0.5cm. Electrons in the barrel
region (|| < 1.479) are required to have pr > 20GeV, |dy| < 0.0118 cm, |d,| < 0.373 cm, and
the ratio of the energy in the HCAL to that in the ECAL less than 0.0876. Electrons in the end-
cap (1.479 < || < 2.5) are required to have pt > 20GeV, |dy| < 0.0739 cm, |d,| < 0.602 cm,
and the ratio of the energy in the HCAL to that in the ECAL less than 0.0678.

A measure of lepton isolation is determined by calculating the sum of the pt of PF candidates,
excluding the lepton itself, within an 77 — ¢ region around the lepton. In order to reduce the rate
of accidental overlaps between jets and a prompt lepton in high-multiplicity or highly boosted
events, the radius of this region varies with lepton p as follows:

02,  pyP <50 Gev
R = WGV 50 < plP < 200 GeV 3)

lep 7

T
0.05,  pyP > 200 GeV,

The resulting pt sum, divided by the pr of the lepton, is required to be less than 0.1 (0.2) for
muons (electrons).

Events are required to have at least one good primary proton-proton vertex, at least four jets
satisfying pr > 30GeV and || < 2.4, and exactly zero or one isolated muons or electrons. At
least one b-tagged jet is required in order to suppress W+jets events.

The acceptance times efficiency for the signal to enter the kinematic regions used in the analysis
ranges from 71.0% for a gluino mass of 1.0 TeV to 88.5% for a gluino mass of 1.4 TeV.

3 Analysis overview

The analysis is performed in bins of Njet, Mj, and Niep, as shown in Table 1. The Njet bins are 4-
5,6-7,8-9 and > 10; the Mj bins are 500 < Mj < 800 GeV and Mj > 800 GeV; and Niep is either
zero or one. Signal events in the fully hadronic (one-lepton) channel have ten (eight) quarks.



Table 1: A representation of the bins of the analysis after the baseline selection. The bins labeled
“CR” are background dominated and serve as a control region for the fit, while the bins labeled
“SR” correspond to signal regions. Even within the high Nt and M bins, events with Ny, < 2
are background dominated and act as control regions for the fit.

N.
Niep | My[GeV] ere ]est—9 >10
, | 500800 | CR[CR[SR | SR
>80 |CR|CR|SR | SR
| | 500800 | CR[ SR SR
>800 | CR| SR SR

Therefore the low Njet bins (4-7 in the fully hadronic case and 4-5 in the one-lepton case) have
only small contributions from signal events and are used to study the data prior to examining
the regions with larger Njt. In the Ni, = 1 bin, the highest two Njet bins are merged, as tt
events in which one W boson decays to leptons typically have two fewer jets than those where
both W bosons decay hadronically. The Hr selection is Ht > 1.5TeV (Hr > 1.2TeV) in the
hadronic (single-lepton) signal regions. This Ht requirement is much higher than in analyses
that consider ET*® because in the scenario considered here there is no neutralino to carry away
energy.

The dominant background to the fully hadronic signal regions arises from QCD multijet events
with smaller backgrounds mainly from tt production; therefore, the modeling of the QCD com-
ponent is crucial. Corrections to the QCD background prediction are derived from data, after
subtracting non-QCD background, to predict the spectrum of b tagged jets, N},. There are three
main concerns for this procedure: the simulation of the Njet and M distributions, the flavor
composition, and the b quark production mechanism.

The Njet and M distributions are difficult to model properly in MC. This difficulty is avoided
by binning the sample in Njet and Mj and then fitting the N;, distribution in data. This de-
termines the background normalizations in each (Njet, M) bin because the N, < 2 bins are
background dominated. Once these normalizations are taken from data, the remaining correc-
tions are small. The shape of the N, distribution can be predicted reliably because the b quark
production mechanisms and the b tagging efficiencies and mistagging rates can be understood
with the data control samples. The fit across Njet, Mj, and N}, includes these corrections and can
further reduce the systematic uncertainties on the corrections because the low (Niet, My) bins
are background dominated even at high N;,. The signal sensitivity comes from the N;, > 3 bins
at high (Njet, M), as illustrated in Table 1.

The primary source of additional b quarks, beyond the two b quarks from direct bb production
or decays of pairs of top quarks, arises from gluon splitting, g — bb. The rate for this process
may not be simulated properly, so we constrain it in control samples with two nearby b-tagged
jets. Events with low AR ;, where AR = /(A1)? + (A¢)? is measured between the two b jets,
are used as a probe of gluon splitting events, while the region of high AR, ; is used to normalize
the control samples [38].

Another challenge for modeling b quark production arises from uncertainties in the flavor com-
position of the QCD multijet background from a mismodeling of either the flavor composition
at the generator level or b tagging efficiencies. The b tagging efficiencies are corrected as a
function of |¢| and pr [37], and the flavor composition is corrected with the results of a fit of
the b tagging discriminant distribution in a QCD-dominated low Njet sideband.
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With this procedure, it is possible to make a data-driven estimation of the background in the
variables Njet, Mj, and Np,. The signal yield is extracted in a fit of the Ny, distribution in the
signal regions.

4 Flavor composition correction in the fully hadronic sample

In contrast to tt events, in which the flavor composition of the jets is largely determined by
the well known top quark and W boson branching fractions, in QCD multijet events the flavor
composition is not strongly constrained. To ensure that the QCD simulation has the appropriate
flavor composition, events are reweighted to match the flavor composition seen in data. This
reweighting is performed by fitting the distribution of the CSV discriminant for all jets in the
0.89-1.00 range, where the lower bound of this range corresponds to the tagging threshold for
the medium working point of the discriminator.

The fit is performed including the statistical uncertainty on the MC prediction as nuisance
parameters in the fit according to the Barlow-Beeston prescription [39]. To reduce signal con-
tamination, only the low Nt = 6-7 events are used.

Templates are generated according to the number of jets passing the event selection that are
matched using generator information to charm or bottom partons. There are three types of
templates for the QCD multijet background:

e Events with at least one generator-level b quark
e Events with no generator-level b quarks but at least one generator-level ¢ quark

e Events with no generator-level b or c quarks

The overall normalization of the QCD component is first fixed to the data yield minus the yield
of non-QCD events. The fraction of the total number of events that have at least one true b jet
passing the jet selection is denoted f;,. The fraction of the total number of events that have no
true b jets but at least one true c jet passing the jet selection are denoted f.. The fraction of the
remainder is denoted fjign. The fit provides new fractions f! where the fit fractions are defined
as

fl = o @)

Np + e + Night + Mnon—QCD

where 1y, and 7, are the fitted yields of the bottom and charm components, while n)g: and
Mnon—QcD are the fixed yields of light parton and non-QCD (mainly tt) events. The index i
corresponds to b, ¢, light parton, and non-QCD events. By construction, }; fi = Y_; f/ = 1.

As a consequence of the small light parton yield, and the similarity between the light parton
and charm quark shapes, we fix the light parton contribution in the fit and only allow the
charm contribution to float. This procedure results in a conservative estimate of the uncertainty
because charm quarks have a larger mistag rate and therefore assuming that all of the difference
is due to the charm component generates a larger change to the N, distribution than if the light
parton fraction is varied by the same amount. Fits have been performed with 100% variations
of the light parton component to determine that no additional uncertainty is necessary as a
result of fixing this component.

We obtain the f/ factors of Eq. 4 from a fit of the CSV distribution in a control sample defined
by 6 < Njet < 7, and N, > 2; the result is shown in Fig. 1. The chi-square per degree of
freedom, x%/ndof=18.2/20, indicates that the fit models the data well. To check for dependence
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Figure 1: Fit to the CSV distribution in data in the CSV > 0.89 region for Ht > 1.5TeV, N, > 2,
and 6 < Njet < 7. Error bars indicate the statistical uncertainties in the simulated samples (most
of which are smaller than the line width) and the data.

of the fit on the number of jets, the event kinematics, or the discriminant shape modeling, we
repeat the fit with different numbers of jets (Njet > 8), alternate selections on Mj, and after
removing the four highest or lowest CSV bins, respectively. The resulting variations provide
systematic uncertainties on the central value of the fit parameters. Based on these fits, a per-
event weight Wy, jet = fhiavor/ friavor is used to reweight the QCD samples. These weights are
0.98 £0.01 £ 0.07 and 1.10 £ 0.06 £ 0.34 for b and c events, respectively.

5 Gluon splitting systematic uncertainty

Jets containing b quarks are produced in three different ways in QCD multijet events: pair
production (q@ — bb), flavor excitation (bq — bq), and gluon splitting (g — bb). The first two
processes are important primarily in the initial hard scatter while the second is suppressed by
the small intrinsic b quark content of the proton. The rate of gluon splitting in the collinear
region is difficult to model [38], making an estimation of the systematic uncertainty from data
crucial. This uncertainty is determined using the AR, distribution, where AR is computed
between the two b-tagged jets in events with N, = 2. Events with N}, > 2 are not used in this
procedure to avoid possible effects of signal contamination.

The measured AR, distribution is compared to simulation for the all-hadronic sample in Fig. 2.
This distribution is normalized in the high AR region, AR,z > 24, which is dominated by
pair-production, for which the shape is known to be modeled well [38], although the Ht and
Njet dependence is not expected to agree without this normalization. The difference between
data and simulation in the AR,; < 1.6 region is then used as a measure of gluon splitting
mis-modeling.

The deviation from unity of the data/simulation ratio in the low AR_; region, combined with
the uncertainty of the test, is used to determine a systematic uncertainty for gluon splitting, fes.
The data/simulation ratio is consistent with unity except for an 18% difference in the Njet = 4-5
region. The £1¢ variations of the N, distribution are formed by weighting events containing a
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Figure 2: Distributions of AR5 after normalization in the AR5 > 24 region for selections
of Njet = 4-5 (left) and Njet = 6-7 (right). Events are required to have zero leptons, with
M; > 500GeV and N, = 2. As shown by the red lines, the contribution from signal events
is negligible for the gluino masses considered here.

gluon splitting to bb or cc by a factor 1+ fgs. Assuming that the deviation in the AR, distribu-
tion is entirely due to gluon splitting to heavy flavor, as opposed to mistagged light parton jets,
is conservative because such events generate the largest change in the N, distribution. As will
be shown in the next section, the final effect of the gluon splitting systematic uncertainty is nu-
merically small both because large mismodelings are not evident and because the contribution
to gluon splitting in the high N, bins is small compared to the contribution from mistagged
light parton jets.

6 Systematic uncertainties
6.1 Background systematic uncertainty

Systematic uncertainties arise primarily from the scale factors used to correct the b tagging
efficiencies. The b-tagging efficiency and its uncertainty are derived from QCD and tt events
in less extreme regions of phase space than those considered in this analysis. This leads to
larger uncertainties, for both signal and background predictions, than the uncertainties arising
from the QCD flavor composition and gluon splitting described in Section 4 and Section 5,
respectively.

Because the N, distributions are determined from simulated events, it is important to fully
explore the possible effect of parton distribution function (PDF) uncertainties on the templates,
though numerically the effect is found to be small. To evaluate PDF uncertainties, events are
weighted by w;w,, where w; is the ratio

freplica ( X, Q2) / fnominal ( X, QZ)

for each incident proton, and replica is the new PDF set. For the QCD and tt samples, the
normalization is taken from the fit that will be described in Section 7, and so the weights are
renormalized to preserve the overall QCD and tt cross section, respectively; this renormaliza-
tion is purely a change of variables with no physical content. Similarly, since the gluino pair
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production cross section is related to the signal strength extracted in the fit, the PDF weights for
the signal sample are renormalized as well. However, for all other backgrounds the weights
are not renormalized in order to take into account the background cross section uncertainty.
In the NNPDF scheme, each of the Ny, = 100 PDF variations is the result of a best fit to a
resampling of the probability distribution modeling the data [40, 41]. To take into account all of
these variations separately while maintaining the overall uncertainty, the size of each variation
is scaled down by a factor of 1/+/Nyar = 0.1, and all are considered simultaneously.

Uncertainties arising from variations of the renormalization and factorization scales by a fac-
tor of two are taken into account for all backgrounds. Separate uncertainties are assigned for
independent variations of these scales as well as a simultaneous variation.

As the modeling of tt events is well understood, the effect of its uncertainties are small, motivat-
ing a treatment based on theoretical uncertainties. Event weights corresponding to variations
of the renormalization and factorization scales are used to determine templates for systematic
variations. The top quark pr spectrum is reweighted to match the data. To check that the as-
signed systematic uncertainties cover generator based uncertainties, the N, spectrum from the
MADGRAPH generator at leading order is compared to that predicted by the POWHEG genera-
tor and MADGRAPH generator at NLO precision. This comparison finds that the three samples
are consistent. There is a small uncertainty arising from the charged lepton identification effi-
ciency, which is nearly negligible because the tt normalizations are determined from data.

Uncertainties in the cross sections of backgrounds other than QCD or tt are estimated by vary-
ing the renormalization and factorization scales, as well as the PDFs. The integrated lumi-
nosity is varied according to its uncertainty of 2.7% [42], and is relevant only for these sub-
leading backgrounds, as the other backgrounds are normalized to data. For the subleading
backgrounds, the luminosity uncertainty is small compared to cross section uncertainties.

Systematic uncertainties associated with jet energy scale, jet energy resolution [43], and pileup
are evaluated with the same procedure for all background components. The pileup uncertainty
is evaluated by reweighting the pileup distribution after varying the nominal minimum bias
cross section of ¢ = 69 mb by its uncertainty of 5%. Jet energy scale uncertainties are calculated
by varying the pr of R = 0.4 jets as a function of pr and 7. The systematic uncertainty arising
from jet energy resolution is determined by applying an |#|-dependent factor to the jet pr to
match the jet energy resolution observed in data. The full effect of this procedure is taken as an
uncertainty.

All systematic uncertainties are modeled with a template-morphing technique [44], with the
exception of the luminosity uncertainty, which is applied as a lognormal constraint for each
(Njet, My) bin. The systematic uncertainties on the background yield in the fit regions with the
best signal sensitivity are summarized in Fig. 3. The values of the uncertainties given in the
figure are their pre-fit values, though the normalization of the dominant background (QCD
multijet events in the Nj, = 0 bin and tt events in the Nj, = 1 bin) is adjusted to match the
data normalization.

6.2 Signal systematic uncertainty

Several of the systematic uncertainties affecting the signal yield are evaluated in the same way
as the background yield. These are the jet energy scale, jet energy resolution, pileup, and the
scale factors for the b tagging efficiency. Theoretical uncertainties associated with PDFs and
scale variations are evaluated in a similar manner for signal as for background; the only dif-
ference is that these variations are constrained to not change the overall normalization. As the
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Figure 3: Background systematic uncertainties in the fit regions with the best signal sensitivity.
The selection used in the top plot is Niep = 0, Njet > 10, Hr > 1.5TeV, and Mj > 800GeV and
the selection used in the bottom plot is Niep =1, Njet > 8, Hr > 1.2 TeV, and Mj > 800 GeV.
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trigger efficiency is consistent with 100 percent to within 0.1%, no uncertainty is assigned for
trigger efficiency. Additional uncertainties arise from differences in the modeling of efficiencies
between the full simulation and the fast simulation. These uncertainties are applied separately
for the reconstruction and selection efficiency of leptons as well as for the b tagging efficiency.

To account for discrepancies in the modeling of initial state radiation, the prsum = prg1 + P12
of the gluino-gluino system is reweighted based on results of Z-recoil studies. A systematic
uncertainty of 6%, 10%, and 15% is assigned for prsum in the range [40,100), [100,150), and
[150, c0) GeV, respectively.

The systematic uncertainties in the Nie, = 0 and Nje, = 1 bins with the best signal sensitivity
are shown in Fig. 4 for the SUSY signal with mz = 1200GeV. The dominant signal system-
atic uncertainties arise from PDFs, the jet energy scale, and the scale factors associated with
b tagging efficiency.

7 Fit validation

Validation regions at low Njet (Njet = 4—7 for Niep = 0 and Njet = 4-5 for Njp, = 1) are studied
before examining the signal region; fitting the N}, spectrum allows one to validate the fit and
its modeling of uncertainties via nuisance parameters. A binned maximum likelihood fit is
performed simultaneously in the Mj, Njet, and Njep regions. As the My and Njer dependence
of the QCD and tt contributions may be modeled imperfectly by the MC, separate normaliza-
tions for these contributions are allowed in each bin of Mj and Nje. Systematic uncertainties
are incorporated by interpolating between templates in which the systematic uncertainties are
varied by £1c. Nuisance parameters governing the change in the N, distribution are allowed
to vary in the fit subject to a Gaussian constraint. The constraints are normalized so that 4 = 0
corresponds to the unmodified systematic uncertainty and ¢ = 1 corresponds to a 1 standard
deviation variation. The ability of the fit to model the data can be judged by determining the
extent to which the nuisance parameters that govern the mean and width of the systematic
uncertainties are changed from 0 and 1, respectively. The MC statistical uncertainties are taken
into account by variations in which each single bin is varied according to its statistical uncer-
tainty.

The likelihood used in the fit is

L= H P(Nijjk|signalVijk signal T MijkQCDVijkQcD + HetVijk it + Vijk W-tiets + Vijk,other) H P(Nij|0m)

i€Njep mesyst

JE Niet

keEN,

®)

where the Niet bins are 4-5, 6-7, 8-9, and >10 for Nlep = 0 and 4-5, 6-7, and >8 for Nlep = 1.
Only the lower Nj; regions are used in the validation region fits. The fitted signal strength is
Msignal- The pijocp and Jij ¢ are the Mj and Njei-dependent normalization constants. The signal,
QCD, tt, W+jets and backgrounds other than QCD and tt are relative to nominal values speci-
fied by Vijksignals Vijk,QCDs Vijk ttr Vijk, W-jetss Vijk others respectively. In other words, there is one signal
yield and fixed minor background yields. The QCD (tt) normalizations are allowed to float in
each (Mj, Niet) bin for Niep = 0 (Niep = 1). In the Njp = 0 bins, the tt yields are taken from the
corresponding Niep =1 bin, except with Njet differing by two. This procedure is motivated by
the fact that events with fully hadronic tt decays have two more jets than those in which the tt
pair decays semileptonically. Similarly, in the Ni, = 1 bins the QCD yields are taken from the
corresponding Nie, = 0 bin. Each systematic uncertainty is parameterized by a single nuisance
parameter, 6,, where m denotes a systematic uncertainty, common in all (Mj, Niet, Nlep) bins;
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7 Fit validation

MC statistics

PDF

Renorm. and fact. scale
Factorization scale

Renormalization scale
Gluon splitting (N >lO)

jet
Gluon splitting (N —8 ,9)
Gluon splitting (N —6 )
jet
Gluon splitting (Njet-4 ,5)

Initial state radiation

Pileup

Lepton efficiency

Jet energy resolution

Jet energy scale

u,d,s,g jet b-tag SF

b,c jet b-tag SF

FastSim lepton efficiency
FastSim u,d,s,g jet b-tag SF
FastSim b,c jet b-tag SF

MC statistics

PDF

Renorm. and fact. scale
Factorization scale
Renormalization scale

Gluon splitting (N >lO) N
jet

Gluon splitting (N 1_8 9)
Gluon splitting (N =6,7)
Gluon splitting (N;et-4 5)
Initial state radiation
Pileup

Lepton efficiency

Jet energy resolution

Jet energy scale

u,d,s,g jet b-tag SF

b,c jet b-tag SF

FastSim lepton efficiency
FastSim u,d,s,g jet b-tag SF
FastSim b,c jet b-tag SF

CMS Simulation (s =13 TeV
16 ' 11 11 12 20
X 5.4 5.4 5.8 18
i 7 11 i
14 12 11 13 |l
0.0 0.0 0.0 0.0
| 12 13 14 20 |[dq4
0.0 0.0 0.0 0.0
00 00 00 00 |[-o
00 0.0 0.0 00 |
| 30 26 26 27 | =10
0.0 0.4 03 06
07 0.7 0.7 07 | —8
00 0.0 0.1 02 |
| 40 42 44 50 | 6
058 0.1 1.4 5.0
64 40 | 183 | |4
15 15 15 15
0.2 0.0 0.6 18| |2
58 , 21, 12, 47] |
1 2 3 >4
Nb
CMS Simulation (s =13 TeV
32 ' 15 ' 16 ' 21 20
79 48 4.2 4.2 18
11 1.0 0.9 0.9
12 11 09 09 |Flg
0.0 0.0 0.0 0.0
| 0.6 0.8 1.0 1.7 14
03 0.3 0.4 03
00 00 00 00 |[-1o
00 0.0 0.0 00 |
| 25 2.6 2.3 25 | —10
0.4 0.0 0.3 13
14 7 13 13 | —18
15 11 13 14 |
4.0 B a7 45 | 16
08 0.0 1.4 50 |
a4 53 [ 161 | |4
2.9 2.9 2.9 2.9
0.2 0.0 0.6 16 | |2
49 | 13 | 17 | 49 | o
1 2 3 >4
N,

Uncertainty [%]

Uncertainty [%]

Figure 4: Signal systematic uncertainties for m; = 1200 GeV in the signal regions with the best
signal sensitivity. The selection used in the top plot is Niep = 0, Njet > 10, Hy > 1500 GeV, and
Mj > 800GeV and the selection used in the bottom plot is Niep =1, Njet > 8, Hr > 1200 GeV,

and Mj > 800 GeV.
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Figure 5: Fit to data in the validation regions with Nj, = 0. Plots in the left column require
500 < My < 800 GeV, while Mj > 800 GeV is required in the right column. The top row shows
the 4 < Njet < 5 region, and the bottom row shows the 6 < Njet < 7 region. The uncertainty
displayed in the ratio plot as error bars reflects data statistics only.

the nuisance parameters are also common between signal and background. Exceptions are the
systematic uncertainties associated with gluon splitting, which is assigned separate nuisance
parameters for different Nj selections, and those associated with MC statistics, which have
separate nuisance parameters for each (Mj, Niet, Niep, Np,) bin. In the control sample fit, the sig-
nal yield is set to zero, and bins with Njet > 8 (Njet > 6) bins are excluded for the hadronic
(one-lepton) sample. The resulting fits to data are shown in Figures 5-6.

All of the nuisance parameters are consistent with their pre-fit values within the uncertainties,
providing confidence in the modeling of systematic uncertainties. In particular, the theoretical
uncertainties due to scale variations and PDF uncertainties have not been shifted, consistent
with the assumption that the N, distribution has little theoretical uncertainty. The nuisance
parameters that are most constrained in the fit are those associated with b-tagging or jet en-
ergy scale. However, these are the nuisance parameters that have the largest effect on the b-tag
multiplicity distribution and so it is expected that they will be constrained by the large statis-
tics in the control regions. The nuisance parameters for PDF uncertainties (MC statistics) are
pulled negligibly, with a x? per degree of freedom of 0.022/100 (0.28/64), indicating that these
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Figure 6: Fit to data in the validation regions with Njo, = 1. Plot on the left requires 500 <
Mj < 800GeV, while My > 800 GeV is required on the right plot. The uncertainty displayed in
the ratio plot as error bars reflects data statistics only.

uncertainties do not have a significant impact on the fit.

Signal injection studies have been performed to validate the fit procedure prior to examining
the signal region. An ensemble of data sets were generated from the simulated data, normal-
ized assuming the integrated luminosity of the data, to study biases in the fit. For each gluino
mass, a signal with the expected yield is injected to determine that the signal yield can be ex-
tracted from the fit without bias. The mean fitted signal strength is consistent with the expected
value of 1.0 for all tested gluino masses.

8 Results

This section discusses the result of the fit performed simultaneously in all (M], Niet, Nlep) bins.
This fit differs from the fit discussed previously in Section 7 only by the additional of the signal
regions at large values of Njet, and the inclusion of a signal component. The pulls of the nui-
sance parameters after the fit are examined as a check of the validity of the fit. The fitted Nj,
distributions are found to be consistent with the null hypothesis, and we set upper limits on
the cross section for gluino pair production.

The behavior of the fit is inspected by examining the pull of nuisance parameters in both signal
plus background and background-only fits. All of the nuisance parameters are consistent with
their pre-fit uncertainties, providing a confidence in the modeling of systematic uncertainties
in the full fit.

The post-fit Ny, distributions are shown in Figure 7 and 8 for the fully hadronic and 1-lepton
signal regions, respectively. As the normalization of the dominant background component in
each (Mj, Njet, Niep) region is taken from data and the nuisance parameters (including per-
Np-bin systematic uncertainties) are profiled in the fit, each post-fit background distribution is
expected to match more closely to the data than a comparison of four independent bins would.
Tables 2 and 3 compare the observed data yields in each Nj, bin to the post-fit normalization
of backgrounds, and the yields expected for a gluino with mz = 1200 GeV. The best-fit signal
strength, in units of the gluino pair production cross section, is at the physical boundary of 0.0
in the fits at each assumed gluino mass.
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Figure 7: The post-fit N}, distributions in the 0-lepton signal region. Plots in the left column
require 500 < Mj < 800 GeV, while My > 800 GeV is required in the right column. The top row
shows the 8 < Njet < 9 signal region, and the bottom row shows the Njet > 10 signal region.
The uncertainty displayed in the ratio plot as error bars reflects data statistics only.
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Figure 8: The post-fit N}, distributions in the 1-lepton signal region. Plots in the left column
require 500 < Mj < 800 GeV, while My > 800 GeV is required in the right column. The top row
shows the 6 < Njet < 7 signal region, and the bottom row shows the Njet > 8 signal region.
The uncertainty displayed in the ratio plot as error bars reflects data statistics only.
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Table 2: Table of post-fit normalization of backgrounds, data, and expected yields for a gluino
with mz = 1200 GeV in events with Nj, = 0 and Hr > 1500 GeV. Systematic uncertainties are

included.
Ny ‘ QCD tt Wjets Other ‘ All bkg. ‘ Data ‘ Mg = 1200 GeV
8 < Niet < 9,500 < Mj < 800GeV
1| 24245+245.1 8554+65 84.7+20.0 301+47 | 2624.7+261.2 | 2603 55
2 639.8 +93.3 695+76 30.0+73 16.94+29 756.2 +104.9 767 8.7
3 106.9 +21.6 16.8+2.4 41+1.3 39+0.7 131.7 £25.3 144 6.5
>4 13.7+3.3 33409 0.24+0.1 1.2+£02 184+44 17 25
8 < Njet <9, Mj > 800 GeV
1 386.9 +39.3 10.7+1.1 1754+3.9 47+0.6 419.8 +41.9 416 45
2 106.0 = 15.9 86+t1.1 6.0t1.6 25+0.7 123.2+17.9 129 7.2
3 19.1+3.8 3.44+0.6 0.04+0.0 1.2+03 23.7+45 22 5.3
>4 2.74+0.7 0.54+0.1 0.04+0.0 0.0£0.0 334108 3 2.2
Niet > 10,500 < My < 800 GeV
1 657.3 + 66.2 40.6 £4.7 185+4.0 103+1.5 726.7 +=71.8 736 49
2 212.24+29.0 375+4.0 43+1.5 77+1.2 261.7 +£329 253 9.1
3 432+74 119423 1.9+0.6 2.8+0.6 59.9 +10.1 54 7.6
>4 81+1.9 25+0.6 0.0£0.0 1.1+£02 11.7+£26 17 3.9
Niet > 10, M > 800 GeV
1 187.7 - 18.8 125+2.1 72+1.8 3.5+0.7 2109 +£21.2 208 8.3
2 58.7 £8.2 129+14 14+0.8 1.7+0.3 74.7 £ 9.8 73 15.3
3 119+2.1 64+1.1 0.0£0.0 05+0.1 189429 22 13.4
>4 274+0.6 1.7£05 0.0£0.0 0.14+0.0 454+1.0 6 7.5

Table 3: Table of post-fit normalization of backgrounds, data, and expected yields for a gluino
with mg = 1200 GeV in events with Nie, = 1 and Hr > 1200 GeV. Systematic uncertainties are

included.
N, [ QCD tt Wjets Other | Allbkg. | Data [ mg = 1200 GeV
6 < Niet <7,500 < Mj < 800GeV
1] 120+£08 342+19 221+t49 96+26 | 77963 | 75 23
2| 27403 235+19 46410 41+10 | 349432 | 40 32
3| 01+£00 45+06 02+02 07401 | 55+08 3 2.0
>4 | 00+00 06+01 004+00 01400 | 07401 1 0.5
6 < Niet < 7, Mj > 800 GeV
1] 14£01 30+02 39+09 14+£03 ] 97+09 | 11 14
2| 03+£00 18+02 06+01 07402 | 34404 3 1.9
3| 00+£00 04+01 01+00 01400 | 06+0.1 0 1.1
>4 | 00+00 01400 00400 03401 | 03401 0 0.2
Niet > 8,500 < My < 800 GeV
1] 71£09 329+25 108+27 73+16 | 582+51 | 54 41
2| 24404 282+29 24407 45+08 | 374436 | 43 6.5
3| 09402 72410 03+01 16402 | 100+13 | 8 5.2
>4 06+02 14403 00400 04401 | 24404 3 2.1
Niet > 8, Mj > 800 GeV
1] 13£02 55+06 27406 08+03 ] 103+11 ]| 12 46
2| 04401 49+05 05+01 09403 | 6.6+07 6 7.5
3| 00+£00 14402 02402 02400 | 1.8+03 1 5.9
>4 | 00+00 03+01 004+00 01400 | 04401 0 2.6
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Figure 9: Cross section upper limits at 95% CL compared to the gluino pair production cross
section (magenta). The expected limits (black solid line) and their 1 standard deviation
(green) and +2 standard deviation (yellow) limits are shown. The observed limit is displayed
as a black solid line with dots.

No significant excesses of events above the standard model predictions are observed, and we
set upper limits on the gluino pair production cross section, calculated in the asymptotic ap-
proximation [45]. Figure 9 shows the expected and observed cross-section upper limit at 95%
CL. Comparing that limit to the gluino pair production cross section [46], we expect to exclude
mg < 1340 GeV. Since no signal is extracted, the observed limit is comparable, excluding gluino
masses with mz < 1360 GeV.

9 Summary

A search has been performed for new physics in high multiplicity final states with zero or one
reconstructed lepton. The data used in this analysis were collected by the CMS experiment at
V/s = 13TeV and correspond to an integrated luminosity of 2.7 fb'. The results of the search
are interpreted in the context of R-parity-violating supersymmetry with a model in which the
gluino decays exclusively to tbs. No significant excesses are observed, and cross section lim-
its have been set at 95% confidence level. These limits correspond to the exclusion of gluino
masses of mg < 1360 GeV within this scenario.
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