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1 Introduction

Over the last decades, observational cosmology has become a data-driven field of physics
thanks to the huge leaps in our ability to observe the Universe through a multitude of
observables. In this work, we are concerned with the observations of the distribution of
galaxies in the Universe as observed by the Dark Energy Spectroscopic Instrument (DESI).
DESI is expected to observe a field of 14 000 deg2, the largest so far, by measuring the precise
position of 40 million objects from the near Universe at z ∼ 0.1 until z ∼ 2 [1–11], exceeding
by far the observations of its predecessor the Sloan Digital Sky Survey (SDSS) [12, 13].
The main objective of these spectroscopic surveys is to observe the largest possible amount
of matter tracer positions in the largest possible cosmological volume to compute precise
clustering measurements where Baryon Acoustic Oscillations (BAO) are detected. The BAO
analysis has been used for 20 years [14–17] to deduce cosmological information from galaxy
clustering and is known to be a robust method to constrain the expansion history of the
Universe. In addition, Full-Shape analyses allow us to constrain the growth of structure
through cosmic history. DESI focuses on so-called “full-shape” analyses (e.g. [18, 19]) which
extract not only the information on Redshift Space Distortions, but also extracts information
on the shape of the clustering, therefore shown to be more informative over the standard
RSD analysis used in eBOSS [20].

In either case, observing the Universe at its largest scale presents an unavoidable challenge:
we can only observe one universe. The absence of an ensemble of observable universes implies
we cannot repeat our observations to estimate errors in our measurements and we are forced
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to rely on either simulated universes — that we must make as realistic as possible — or on
analytical estimates of the covariances of our measurements.

This paper aims to compare the analytical estimates of the covariance matrix against the
“true” sample covariance matrix. We do this by generating analytical matrices based on the
mock sample itself — as opposed to generating them from the data –, thereby removing the
assumption that the distribution of mocks is the same distribution underlying the data. In
particular, we compare both techniques directly (i.e. the matrices themselves) and in terms of
their impact on the BAO and the full shape fits of DESI. These studies allow us to detect any
potential bias in the parameter or error estimates due to the covariance matrix choice. This
work is part of the set of supporting papers around the DESI BAO [21] and Full-Shape [19]
analyses using the DESI Data Release 1 (DR1) [22]. Other relevant papers using DR1 include
the clustering measurements from galaxies and quasars, [23], the Lyman-α forest results [24]
as well as the cosmological results from BAO [25] and full-shape [26].

This paper is organised as follows: in section 2 we briefly introduce the methods
used in this comparison. First regarding the fitting techniques and relevant cosmological
parameters and second, the estimation of sample and analytical covariances in configuration
and Fourier space. Then, section 3 reports the results of our tests, with section 3.1 focusing
on configuration-space-based measurements and BAO analyses whereas section 3.2 focuses
on Fourier-space measurements and Full-Shape analyses. Finally, we discuss and conclude
in section 5.

2 Methods

2.1 Mock sample

This work relies on the existence of a large sample of mock Universes (or “mocks”) that are
realistic enough to reproduce the observed galaxy samples; which could then be assumed to
have been drawn from the same underlying probability distribution as the mocks. However,
generating a large sample of precise N -body mocks is a computational challenge, as DESI
not only observed a much larger effective cosmological volume than its predecessors, but did
so with significantly greater precision. To alleviate this, various approaches have emerged
in which we trade precision in the gravitational evolution of the matter field and accuracy
at small scales for computational efficiency. This trade-off enables the generation of a large
number of mocks, which are required to build accurate mock-based covariance matrices.
We refer the reader to refs. [27–30] for comprehensive studies of the various methods to
generate these approximate mocks.

Throughout this work, we use the EZmock1 method [31, 32], which combines the
computational efficiency of the Zeldovich approximation-based [33] gravitational evolution of
the dark matter (DM) field with a flexible bias model and probability distribution function
(PDF) mapping scheme that aims at fitting not only the reference two-point statistics on
large scales, but also the bispectrum. Thanks to its speed and flexibility, EZmock was the
baseline method to construct covariance matrices for the eBOSS Collaboration cosmological
analyses [32]. In what follows we give a short description of the EZmock generation and

1https://github.com/cheng-zhao/EZmock.
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LRG ELG QSO
Snapshot z 0.5 0.8 1.1 0.95 1.325 1.1 1.4 1.7
Cut-sky z (0.4, 0.6) (0.6, 0.8) (0.8, 1.1) (0.8, 1.1) (1.1, 1.6) (0.8, 2.1)

Table 1. Redshift configuration of the EZmock suite for every DESI tracer used in this work.
Note that most redshift bins are narrow enough so that only one snapshot redshift is a reasonable
approximation for the whole range. Tuples denote (zmin, zmax).

processing to reproduce the observed DESI galaxy samples. For a full description of the
mock suite, we refer the reader to ref. [34].

The EZmock suite consists of a set of 1000 North and an equal number of South Galactic
Cap pseudo-lightcone2 mocks for various tracers. For each tracer and redshift snapshot, 2000
(6 h−1 Gpc)3 boxes of 17283 DM particles were generated with independent Gaussian initial
conditions. The resulting DM fields were converted to galaxy fields via the bias model, which
is tuned snapshot-by-snapshot to the two-point clustering of the DESI Abacus HOD mocks
(i.e. galaxies, see [35, 36]), which were in turn fit to the data from the DESI one-percent
survey [11]. These boxes were then converted to sky geometry. Note that, due to the large
volume of the boxes, there is no volume replication required to fit one entire galactic cap.
This is designed to avoid mis-estimating the cosmic variance. The different snapshots are then
concatenated in a single pseudo-lightcone into which the DESI Y1 footprint and Fast Fibre
Assignment (FFA) [37] are applied to enhance the realism of the catalogues. A summary of
the snapshots used for each of the DESI tracers can be found in table 1.

2.2 Sample covariance estimation

Given an ensemble of Nmocks measurements of a given Nbins bin-discretised statistic
{Si(xj)}Nmocks,Nbins

i=0,j=0 , the sample covariance is estimated as

Cs,ij = 1
Nmocks − 1

Nmocks∑
k=1

(
Sk(xi) − S̄(xi)

) (
Sk(xj) − S̄(xj)

)
, (2.1)

where, in our case, S(x) is either the concatenated configuration space correlation function
(2PCF) multipoles ([ξ0(s), ξ2(s)]) or power spectrum multipoles ([P0(k), P2(k)]).

It is well-known that a finite number of mocks used to build a covariance matrix induces
a biased inverse covariance (also called precision) matrix and we apply the Hartlap correction
factor [38] to correct for this effect

C̃−1
m = Nmocks − Nbins − 2

Nmocks − 1 C−1
s . (2.2)

These vary in value from 0.92 to 0.95 depending on the fitting setup. The Percival cor-

2The ∆z between snapshots is large and the snapshots were joined for processing and addition of Fiber
Assignment Effects. We do not use mocks with actual redshift evolution.
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rection [39]

A = 2
(Nmocks − Nbins − 1) (Nmocks − Nbins − 4) (2.3)

B = Nmocks − Nbins − 2
(Nmocks − Nbins − 1) (Nmocks − Nbins − 4) (2.4)

C−1
m = 1 + A + B(Npar + 1)

1 + B(Nbins − Npar)
C̃−1

m ≡ 1
m1

C̃−1
m , (2.5)

is also applied to account for the biases in the estimated parameter covariance due to the
estimated error in the sample covariance. Here, Npar is the number of free parameters used
for the fit. This correction amounts to a factor of 1.02 to 1.05 depending on the setup.
Tests performed in [19] have shown that the combination of these two correction factors is
consistent with the more recent formula provided in [40].

2.3 Analytical covariance estimation

(Semi-)Analytical covariance estimates are based on some input clustering measurements.
Through this work, the analytical covariances have been tuned to the mock clustering (instead
of data); therefore, we expect them to accurately match the sample covariance estimate.
This design choice also makes our results applicable to clustering measurements other than
EZmocks . Additionally, analytical covariances can use an estimate of the variance to tune the
shot-noise contribution to a particular sample, thus partially emulating the non-Gaussianity.
In this comparison, we test both an idealised case, in which the analytical covariances are
using the mean variance of the complete mock clustering measurement sample, and the
realistic case in which the covariances are generated from a single mock realisation and
the noise is estimated using jackknife. Finally, the differences between data-based and
mock-based covariances as well as differences between mock-generation techniques are not
within the scope of this work.

2.3.1 Configuration space: RASCALC

The covariance matrix of the two-point correlation function of a single tracer can in general
be written as

C(r, µ, r′, µ′) ≡ cov
[
ξ(r, µ), ξ(r′, µ′)

]
= ⟨ξ(r, µ)ξ(r′, µ′)⟩ − ⟨ξ(r, µ)⟩⟨ξ(r′, µ′)⟩ (2.6)

and involves contributions from quads of points, some of which may coincide, which are then
related to the 4-, 3- and 2-point correlation functions. This expression can be expanded into
integrals that RascalC [41–44] performs using importance sampling of groups of 2, 3 and
4-point groups from random catalogues generated for the survey volume; this ensures that
the survey geometry is automatically taken into account in the integration. A key feature of
the RascalC method is that instead of computing the exact non-Gaussian contributions, the
Gaussian terms3 are rescaled with a shot-noise rescaling parameter αSN in order to mimic the

3Gaussian means based solely on the 2-point function. The 2-point function input to RascalC is typically
empirical and thus includes non-linearities.
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non-Gaussian contribution. It is introduced through the modified shot-noise approximation
(reducing the square of the overdensity appearing in the 3- and 2-point contributions):

⟨δ2
i ⟩ ≈ αSN

niVcell
(1 + δi), (2.7)

where αSN = 1 corresponds to the standard, Poissonian shot noise, δi and ni are the
overdensity and the number density in cell i, and Vcell is the volume of this cell; the grid is
chosen to be fine enough so that each cell contains at most 1 random point. This approach
has been shown to successfully mimic non-Gaussian effects in the covariance matrix, while
the computations themselves remain Gaussian. The shot-noise parameter can be tuned with
a sample covariance (from mocks) or a jackknife covariance matrix directly from the data
(we use both in this work). The RascalC method has already been successfully used in the
DESI context for the BAO analysis of the early data4 [45, 46]. For further details on the
features of the latest implementation of RascalC we refer the reader to ref. [47].

2.3.2 Fourier space: THECOV

Similarly to the configuration space case, the covariance of the power spectrum has con-
tributions from up to the 4-point function or trispectrum. The Fourier space covariance,
TheCov , is decomposed in a Gaussian CG and a non-Gaussian part CT. However, in this
work, we only use the Gaussian part, which can be written as

CG
ℓ1,ℓ2(k1, k2) =

∑
ℓ3,ℓ4

Qℓ3ℓ4
ℓ1ℓ2

(k1, k2)Pℓ3(k1)Pℓ4(k2)

+
∑
ℓ3

X ℓ3
ℓ1ℓ2

(k1, k2)Pℓ3(k1)

+ Sℓ1ℓ2(k1, k2)

(2.8)

where the kernels Qℓ3ℓ4
ℓ1ℓ2

(k1, k2), X ℓ3
ℓ1ℓ2

(k1, k2) and Sℓ1ℓ2(k1, k2) respectively describe the cosmic
variance (quadratic in Pℓ), variance-shot noise (linear in Pℓ) and shot noise contributions
to the covariance. These kernels depend on the survey window and characteristics. For full
details on the theory, including expressions for the kernels for cubic and sky geometries we
refer the reader to ref. [48]. The implementation and tests on the inclusion of non-Gaussian
terms in the context of DESI can be found in ref. [49].

2.4 Cosmological analyses

The main aim of this paper is to provide information on how the construction of the covariance
matrix affects cosmological results. To have results as close as possible to the real analysis,
we use the combined clustering from the North and South galactic caps (NGC and SGC
respectively). We do so for all tracers and redshift bins, which leads to 6 separate samples,
3 of which are LRGs, 2 ELGs and 1 QSOs (see table 1 for z ranges). This amounts to
a total of about 6000 fits per cosmological analysis (see sections 2.4.1 and 2.4.2), some of
which are very time- and computationally expensive. To minimise this burden, instead of

4“Early DESI data” designates the first two months of the main survey. It is part of the upcoming Data
Release 1 [22] and should not be confused with the Early Data Release [11].
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running MCMC chains for every realisation we perform the minimisation using iMinuit [50].
It provides us with the necessary best-fit parameter estimates and a good approximation
of their uncertainties. As a sanity check, we also run MCMC chains on the mean of 1000
mocks with the appropriate covariance scaling.

2.4.1 BAO fitting procedure

The increased precision of the Dark Energy Spectroscopic Instrument (DESI) motivates a
revisit of the modelling and fitting procedure of the BAO signal. A comprehensive study
of these techniques and their impact on the error budget of the experiment is presented
in ref. [51]. We briefly summarise here the fitting methodology and highlight a few of the
improvements over the legacy modelling strategy.

BAO fits are performed on reconstructed configuration space measurements, i.e. the two
first multipoles (ℓ = 0, 2) of the two-point correlation function ξℓ(s). BAO-reconstruction
is a post-processing step that moves observed galaxies “back in time” using a (Zeldovich)
approximated displacement field, estimated using the Iterative Fast Fourier Transform (IFFT)
method first presented in ref. [52] and optimised for DESI in [53, 54]. The systematic tests
and hyperparameter choices for the method are described in refs. [53, 54]. The eBOSS
analyses used a “RecIso” reconstruction convention, where the galaxies are moved back and
RSD is approximately removed, whereas for the random sample no RSD-removal term is
used. As a result, the final clustering will show little to no RSD (quadrupole) signal. DESI
2024 analyses, on the other hand, use the “RecSym” reconstruction convention [55] — which
stands for symmetric reconstruction — where both data and randoms are treated in the
same way, that is, they are displaced with the same field (including the RSD term), which
preserves the quadrupole signal.

We measure the dilations of the BAO scale in the parallel (α∥) and perpendicular (α⊥)
directions, with respect to a template or fiducial cosmology. This means the relevant BAO
parameters are interpreted as

α∥ = Hfid(z)
H(z)

rfid
d

rd
, (2.9)

α⊥ = DA(z)
Dfid

A (z)
rfid

d

rd
, (2.10)

where H(fid)(z) denotes the Hubble parameter, D
(fid)
A (z) the angular diameter distance, rd

the sound horizon at the drag epoch and the superscript (fid) denotes quantities computed
assuming a fiducial cosmology.

In practice, the template is modified by the scaling of the (observed) Fourier space
coordinates (k, µ) as

k′ = k

α⊥

[
1 + µ2

(
α2

∥

α2
⊥

− 1
)]1/2

(2.11)

µ′ = µ
α⊥
α∥

[
1 + µ2

(
α2

∥

α2
⊥

− 1
)]1/2

. (2.12)
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One of the major changes in the revised BAO modelling for DESI is that, even for
a configuration space, the α scaling is performed directly in the Fourier-space template,
instead of being applied to the model correlation function — as was previously the case

— (see equation 2 in ref. [56]). While the relevant dilation parameters are α⊥,∥, we will
more often show results in terms of the strictly anisotropic αap ≡ α∥/α⊥ and isotropic
αiso ≡ α

1/3
∥ α

2/3
⊥ dilations.

Similarly to the legacy approach, the template relies on the separation of the wiggle (Pw)
and non-wiggle (Pnw) component of the power spectrum. In a general form, this is written as

Pgg,ℓ(k) = 2ℓ + 1
2

∫ 1

−1
dµ [B(k, µ)Pnw(k) + C(k, µ)Pw(k)] Lℓ(µ) (2.13)

ξgg,ℓ(s) = iℓ
∫ dk

2π2 k2Pgg,ℓ(k)jℓ(ks) + D̃ℓ(s) (2.14)

For 2D BAO fits we adopt the RecSym reconstruction convention (see refs. [53, 54] for
details on reconstruction algorithms and conventions), such that

B(k, µ) =
(
b + fµ2

)2
[
1 + 1

2k2µ2Σ2
s

]−2
, (2.15)

C(k, µ) =
(
b + fµ2

)2
exp

{
−1

2k2
[
µ2Σ2

∥ + (1 − µ)2Σ2
⊥

]}
, (2.16)

D̃0(s) = ã0,0 + ã0,1

(
skmin

2π

)2
, (2.17)

D̃2(s) = ã2,0 + ã2,1

(
skmin

2π

)2
+ ∆3 [a2,0B2,0(s∆) + a2,1B2,1(s∆)] . (2.18)

This parameterisation ensures that there is no broadband component (D̃) capable of
modelling the BAO feature on its own given that it is parameterised by a spline basis separated
by ∆ = 0.06 h Mpc−1 > 2π/sBAO where sBAO is the BAO scale. The explicit expressions
for the Bi,j functions can be found in appendix E of ref. [51]. The resulting BAO model,
similarly to previous approaches, has the dilation factors α⊥,∥, bias b, the growth rate of
structure f , the parallel and perpendicular BAO damping Σ∥,⊥ and the finger of God Σs

parameters in addition to the nuisance broadband parameters ai,j , ãi,j . For BAO fits, we
restrict the fitting range to [smin, smin] = [50, 150] h−1 Mpc using bins of ∆s = 4 h−1 Mpc,
the default choice in the DESI 2024 cosmological analysis and kmin = 0.02 h Mpc−1. Further
information, such as prior ranges, can be found in ref. [51].

2.4.2 Full-Shape analysis

To extract information about the growth of structure, Full-Shape analyses, rely on pertur-
bation theory (PT) codes such as velocileptors [57–59] or FOLPS [60, 61] that predict the
redshift-space galaxy power spectrum Pgg(k) given a linear matter power spectrum Plin(k) as
provided by a Boltzmann code (e.g. CLASS [62] or CAMB [63, 64]). In this work, we use the
velocileptors code in order to predict the redshift-space galaxy power spectrum as

Pgg(k) = P PT
gg (k) + (b + fµ2)(bα0 + fα2µ2 + f2α4µ4)k2Ps,b12(k)

+ (SN0 + SN2k2µ2 + SN4k4µ4), (2.19)

– 7 –
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where b and f are still the linear bias and growth rate parameters, whereas αi and SNj are
nuisance parameters. Some of these nuisance parameters can be theoretically correlated,
thus reducing the freedom of the model but, in turn, making the fits easier. In this work
we default to the use of “maximal freedom” settings where the nuisance parameters are
independent from each other. A thorough description of the perturbation theory term P PT

gg (k)
as well as the extra terms is provided in [65]. Given the theoretical prediction, the observed
power spectrum is obtained through

P obs
gg (kobs) = α−2

⊥ α−1
∥ Pgg(ktrue) (2.20)

where α⊥, α∥ are the BAO dilation factors.
For these Full-Shape fits, we use power spectra measured in the range k∈[0.02,0.2]hMpc−1

in bins of ∆k = 0.005hMpc−1 and the baseline settings of [19]. Furthermore, we apply both
window and wide-angle corrections to the theory power spectra in order to properly account
for survey effects on the fit. For details on how these are estimated, we refer the reader
to refs. [23, 66] and references therein.

ShapeFit. Similar to other parameter compression techniques (such as the BAO analysis),
ShapeFit [18] relies on a single template linear power spectrum evaluated at a reference (or
template) cosmology. This implies that it also constrains dilation parameters in addition
to the growth rate parameter fσ8 and a new parameter m introduced to account for the
cosmology-dependent shape variation around the default linear power spectrum, which itself
depends on ωm and ωb. The template linear power spectrum is therefore given as

P ′
lin(k) = Plin(k) exp

{
m

a
tanh

(
a ln

(
k

kp

))
+ n ln

(
k

kp

)}
, (2.21)

where kp ≈ 0.03 h Mpc−1 is the pivot wavenumber where the baryon suppression slope reaches
its maximum, the parameter n controls the scale-independent slope of the power spectrum
and is set to 0 for all fits here. The amplitude parameter a is fixed to a = 0.6. Our results
are shown in terms of parameters relative to a reference, that is, we report dm ≡ m − 1
instead of m and df ≡ f/ffid instead of f .

The main advantage of this template method is precisely that it is possible to reinterpret
the compressed parameters in terms of various cosmological models without needing to
rerun the potentially expensive fits. Moreover, these fits are not too expensive when using
template methods as there is no call to a Boltzmann code for every likelihood evaluation
compared to the direct fitting technique. Nonetheless, the perturbation theory integrals
required to predict the galaxy power spectrum remain moderately expensive and we use a
Taylor-expansion emulator5 to bypass this cost.

Direct fit. An alternative to template methods is of course modelling the galaxy power
directly by providing a linear power spectrum evaluated at each cosmology, corresponding
to a likelihood evaluation (instead of modifying a template from a fiducial cosmology).
As mentioned before, this is much more expensive computationally but allows to directly

5https://github.com/cosmodesi/desilike.git.
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constrain the cosmological parameters of a given model. In the case of ΛCDM, for example,
using galaxy clustering measurements, it is possible to constrain ωcdm, H0 and log

(
1010As

)
with the help of some (well informed) priors on ns, Mν and ωb, which are not part of the
baseline Full-Shape analysis. In this case, the computational cost of the extra Boltzmann
call per likelihood estimation can also be offset by an emulator, which we do in the present
work. A full description of the prior ranges for all the cosmological and nuisance parameters
is provided in ref. [65].

3 Results

3.1 Post-reconstruction configuration space covariance and BAO

As stated before, we focus on the BAO analysis in configuration space and show only
RecSym-reconstructed samples and non-Gaussian (rescaled) RascalC covariances unless
explicitly stated otherwise.

As a first test, we compare the covariance matrices from the EZmocks , Cm, and RascalC,
Ca in figure 1. The top row shows both matrices normalised by the variance of the analytical
one, Σa for all tracers. We purposefully use the same normalisation for both matrices to
highlight any possible differences in the diagonals. The corresponding sub-panels show the
fractional difference in standard deviations from both estimates

√
Cii,a/Cii,m − 1. For the

monopole, the analytical standard deviation is ∼ 5% larger than the mock estimate, especially
in the lower redshift bins and towards the low end of the fitting range. On the other hand, the
quadrupoles seem consistent within 5% for most tracers and redshift bins, with the exception
of the 0.8 < z < 1.1 range where both LRGs and ELGs show a −5 to −10% discrepancy
towards low s, which turns positive towards the high limit of the fitting range.

Moreover, the same sub-panel shows the eigenvalue ratios λa/λm − 1. These however
do not correspond to the abscissas as they are sorted by default. We observe consistently
∼ 5 − 10% smaller analytical eigenvalues for the largest 20 or so values.

The bottom row of figure 1 shows an element-by-element direct comparison of the
covariance matrices. The upper triangle of the top panel shows the simple normalised
difference ∆C = (Ca − Cm)/Σa. For the LRG samples, there are differences of around 15%,
especially in the mono-mono quadrant of the matrix. Additionally, the 0.8 < z < 1.1 matrices
show similar trends in the quadrupole-quadrupole quadrant, also with over 10% differences.
This is highlighted in the respective sub-panels. It is clear, however, that as redshift increases,
∆C approaches a more uniform zero matrix. Finally, the lower triangles of these same panels
show the 0̃ = I − C−1/2

a CmC−1/2
a matrix as for of an inverse-test. This matrix should be

zero if the analytical and covariance matrices are similar enough so that C−1
a Cm ≈ I, the

identity matrix. This inverse-test statistics are uniform and consistent with zero within 0.05,
pointing at a good agreement between the matrices.

3.1.1 BAO analysis

In this subsection, we evaluate the effect of the differences in the covariances in terms of the
BAO parameters and their error estimates, as well as the goodness-of-fit. Figure 2 shows the
results of fitting the ensemble of mocks for a given tracer and redshift bin. We fit each mock
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Figure 1. Visual comparison of analytical and mock covariances in configuration space for the
ℓ = 0, 2 correlation function multipoles. The RascalC matrix has been tuned to the ensemble of
mocks. Top row: the top panels show the covariance matrices normalised by the variance of the
analytical matrix (Σij,a ≡

√
Cii,aCjj,a, so both diagonals are not 1). The upper triangle corresponds

to the mock Cm and the bottom to the analytical Ca covariance. The subpanels in the top row
show the fractional difference of standard deviations and sorted eigenvalues λ. Bottom row: the top
triangles in the bottom row show ∆C ≡ Ca−Cm

Σa
the normalised difference of covariances. Similarly,

the bottom triangle shows the symmetric inverse test 0̃ = I − C−1/2
a CmC−1/2

a . Overall the matrices
on the bottom should equal zero everywhere. The subpanels in the bottom row show the diagonals of
the matrices above. The shaded regions in the subpanels highlight 5 and 10% regions.

both with the analytical covariance (in this case tuned to the ensemble of mocks) and with a
sample covariance built with the other 999 realisations. For each panel, we compute a few
relevant statistics, such as the mean percent difference and the correlation coefficient r.

The summary statistics obtained for each individual sample are shown on table 2.
We do not observe any significant difference (< 0.07%) in terms of parameter estimates

and the ensemble of measurements follows a Gaussian distribution with width approximately
the mean of the uncertainties. On the other hand, the errors on the parameters show slight
discrepancies where the analytic covariance underestimates the σαiso and σαap by around
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Figure 2. 2D BAO fit comparison for the observed samples. The top row shows the comparison
plots for the relevant dilation parameters as well as the χ2 goodness-of-fit comparison. The bottom
row shows the comparison of the error estimates for the dilation parameters.

3%. In terms of individual samples, the largest discrepancy is < 4%. We suspect this larger
difference is compatible with a statistical fluke. Accordingly, the χ2 values are 2.8 ± 0.3%
higher for the analytic covariance than they are for the sample estimate which is small enough
for us to consider the matrix estimates equivalent. In the side panels of the top-right panel,
we have also added the theoretical χ2 distribution with the appropriate number of degrees
of freedom as a dashed line. Notice that neither covariance results in a χ2 distribution that
follows the theoretical expectation, in the case of the sample covariance, this is somewhat
expected due to the limited number of mocks.

Additionally, we evaluate that the Pearson correlation coefficient r is on average 0.974 ±
0.005 for αiso and 0.927 ± 0.018 for αap. Similarly, the corresponding error estimates show a
correlation of 0.9726 ± 0.006 and 0.931 ± 0.014. Overall, the samples are almost perfectly
correlated (r ≈ 1), which also supports the conclusion that the different matrix estimates
do not affect cosmological results significantly.

While satisfactory, it must be noted that the analytic covariance so far was tuned to a
full sample of mocks, that is, the input clustering was the average of 1000 mock realisations
(making it very smooth) and the RascalC shot noise rescaling parameter was tuned using
the sample variance. This is far from the realistic case in which the covariance is estimated
from the data (i.e. a single, noisy realisation) and the rescaling is estimated from a smaller
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QSO
(0.8, 2.1)

ELG
(1.1, 1.6)

LRG
(0.4, 0.6)

LRG
(0.6, 0.8)

LRG
(0.8, 1.1)

Avg.

∆(αiso) −0.07 0.02 −0.01 0.01 −0.01 −0.01
r(αiso) 0.95 0.98 0.97 0.98 0.98 0.97

∆(σαiso) 2.79 2.06 3.80 −0.64 1.85 1.97
r(σαiso) 0.90 0.93 0.93 0.94 0.95 0.93
∆(αap) 0.02 0.01 0.10 −0.07 0.00 0.01
r(αap) 0.95 0.98 0.96 0.98 0.98 0.97

∆(σαap) 2.91 0.19 −0.15 1.43 1.37 1.15
r(σαap) 0.91 0.94 0.93 0.95 0.95 0.94
∆(χ2) −2.57 −2.40 −3.10 −2.89 −2.96 −2.78
r(χ2) 0.98 0.98 0.98 0.98 0.98 0.98

Table 2. Summary of statistics comparing the performance of covariances in BAO fits for all tracers
and z bins. The mean percent difference ∆(X) ≡ 100 × ⟨ Xm

Xa
− 1⟩ and r(X denotes the correlation

coefficient between the samples of statistic X.

sample of jackknife measurements. To validate these single-realisation covariances, we created
10 different analytical matrices based on 10 of the EZmocks following the procedure used fot
data-based covariances and repeated the test in figure 2 for the LRG3 sample. Table 3 shows
the mean and error on the mean of the statistics ∆(X) and r(X) over the 10 RascalC
covariances. We observe that both the percent differences and correlation coefficients obtained
for the same sample with the RascalC matrix generated from the mock ensemble are mostly
consistent with the errors estimated from the 10 covariances, with the larger discrepancies
being in the estimation of the errors σX . We conclude then that the use of independent mocks
to produce the analytical covariance does not bias either the parameter estimates or their
errors and has little effect on the goodness of fit. While a larger covariance sample would be
ideal to further test these observations, this remains prohibitive due to the computational
cost of computing a single RascalC covariance.

3.2 Fourier space and the full shape analysis

Figure 3 shows tests equivalent to those in figure 1 in Fourier space. From the top row, it is
evident that the mock covariance has many nonzero off-diagonal elements which the analytical
covariance does not estimate in the Gaussian approximation, this hints at the necessity of
the inclusion of the trispectrum terms which yield nonzero off-diagonal contributions. The
ratio of standard deviations shown in the subpanels on the top row shows that the shot noise
rescaling that was implemented can reproduce the variance in the mock covariances to a
5% level on all scales, however, the same panel shows that the eigenvalues are not properly
reproduced, especially for lower redshift, LRG samples. The bottom row shows the difference
and inverse tests which show a ∼ 10% to 20% discrepancy for the LRG samples which
increases ∝ k. For ELG and QSO samples there is little scale dependence and discrepancies
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LRG (0.8 < z < 1.1)
∆(αiso) −0.00923 ± 0.00010
r(αiso) 0.97933 ± 0.00004

∆(σαiso) 0.2 ± 0.16
r(σαiso) 0.9536 ± 0.0009
∆(αap) −0.0024 ± 0.0005
r(αap) 0.98027 ± 0.0006

∆(σαap) −0.2 ± 0.16
r(σαap) 0.9471 ± 0.0006
∆(χ2) 1.8 ± 0.47
r(χ2) 0.98079 ± 0.00002

Table 3. Summary of the statistics derived from fitting the mock ensemble with 10 different analytical
covariance matrices. We report the mean and error (σ/

√
10) of the ∆(X) and r(X) over the 10

different RascalC covariances. Same conventions as table 2.

between estimates lie around the 5% mark. In the Fourier space, the 0̃ matrix shows non
zero diagonal elements in the monopole-quadrupole quadrant.

Preliminary tests with mocks without FFA and the full DESI 5-year footprint showed
that there was no significant difference between the mock and analytic estimates in terms
of cosmological parameters. Changes in any of these aspects in principle could cause the
discrepancies observed for the covariance matrices themselves.

3.2.1 ShapeFit

Figure 4 shows the differences in the ShapeFit parameters and their respective error estimates.
Similarly to the BAO analysis, the parameter estimates show on average no significant bias due
to the covariance matrix choice. However, the error estimates are significantly affected by the
matrix choice, with biases of around 3% for the dilation parameters, 3% for m and 9% for f .
The individual measurements for the comparison statistics can be found in table 4. From these
tests, we conclude that the analytical covariance estimate in Fourier space does not provide
results consistent with the corresponding sample covariance in terms of ShapeFit parameters.

To rule out problems with the fitting pipeline and in particular in our choice of minimiser,
we perform equivalent tests in configuration space using the corresponding pre-reconstruction
RascalC covariance matrices. These fits are performed in the range of s ∈ [30, 150] h Mpc−1

with a binning of 4 h Mpc−1. These results are listed in table 5. Overall, the agreement
between the analytic and mock covariances in the configuration space, in terms of error
estimates, is better than in Fourier space by as much as a factor 2 (e.g. σdf ).

3.2.2 Direct fit

For completeness, we repeat the same battery of tests using the direct fit approach to Full-
Shape measurements. Figure 5 shows the comparison of cosmological parameters obtained
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Figure 3. Visual comparison of analytical and mock covariances in Fourier space for the ℓ = 0, 2
power spectrum multipoles. The TheCov matrix has been tuned to the ensemble of mocks. Same
convention as figure 1.

Figure 4. ShapeFit comparison for the observed samples. The top row shows the comparison plots
for the relevant parameters as well as the χ2 goodness-of-fit comparison. The bottom row shows the
comparison of the error estimates for the parameters.
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QSO
(0.8, 2.1)

ELG
(1.1, 1.6)

LRG
(0.4, 0.6)

LRG
(0.6, 0.8)

LRG
(0.8, 1.1)

Avg.

∆(αiso) 0.02 0.04 −0.04 −0.04 −0.02 −0.01
r(αiso) 0.97 0.90 0.89 0.88 0.96 0.92

∆(σαiso) 4.34 11.75 −0.75 0.22 2.21 3.55
r(σαiso) 0.94 0.92 0.84 0.92 0.95 0.91
∆(αap) −0.16 0.23 0.20 0.35 0.19 0.16
r(αap) 0.96 0.89 0.87 0.85 0.95 0.90

∆(σαap) 6.36 10.03 2.35 −2.62 1.65 3.55
r(σαap) 0.93 0.87 0.77 0.85 0.92 0.87

∆(dm + 1) −0.06 −0.06 0.26 0.09 −0.06 0.03
r(dm + 1) 0.97 0.95 0.92 0.93 0.96 0.95
∆(σdm+1) 8.08 6.32 −1.93 0.41 0.41 2.66
r(σdm+1) 0.84 0.93 0.84 0.85 0.88 0.87

∆(df) 0.08 −0.13 0.19 −0.21 −0.05 −0.02
r(df) 0.97 0.96 0.92 0.92 0.96 0.95

∆(σdf ) 8.16 10.88 4.18 2.43 8.78 6.89
r(σdf ) 0.92 0.93 0.85 0.88 0.92 0.90
∆(χ2) −3.46 −5.18 12.56 10.13 6.09 4.03
r(χ2) 0.97 0.97 0.96 0.96 0.96 0.96

Table 4. Comparison statistics for ShapeFit results in Fourier space with different samples. Same
convention as table 2.

from direct fits with different covariance matrices. While on average there is no significant
bias in the parameters themselves, it is worth noticing that the minimiser struggles when
fitting some of the realisations in Fourier space, which results in some outliers in the h

and ωcdm estimates. On the other hand, estimates of the errors on the parameters are in
general underestimated by the fits with the analytic covariance. The discrepancies range
from 7–10% for h but are otherwise below 5% level overall. Values individual to each tracer
sample can be found in table 6. We must however highlight that while the rescaled Fourier
space analytical covariance can apparently yield error estimates consistent with the sample
estimate at this level, the goodness-of-fit is discrepant at a 10% level for some LRG samples.
In fact, these samples are the ones that showed a larger difference in eigenvalues between
covariance matrix estimates.

Analogously to our ShapeFit tests, we perform direct fits in configuration space and find
that in this case the results are more consistent between mock and analytic estimates. In
particular, we ought to highlight that the largest discrepancy in the error estimates is of 7%
in σlog A, which is indeed higher than the average estimate from Fourier space tests. However,
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QSO
(0.8, 2.1)

ELG
(1.1, 1.6)

LRG
(0.4, 0.6)

LRG
(0.6, 0.8)

LRG
(0.8, 1.1)

Avg.

∆(αiso) −0.03 −0.05 −0.01 −0.04 −0.03 −0.03
r(αiso) 0.94 0.96 0.88 0.93 0.96 0.94

∆(σαiso) 1.91 5.05 −2.20 −0.84 0.98 0.98
r(σαiso) 0.94 0.93 0.83 0.87 0.93 0.90
∆(αap) −0.05 −0.05 0.39 0.02 −0.01 0.06
r(αap) 0.95 0.96 0.84 0.91 0.96 0.92

∆(σαap) 2.47 4.27 −1.22 −3.04 −0.11 0.47
r(σαap) 0.89 0.89 0.77 0.85 0.92 0.86

∆(dm + 1) 0.08 −0.00 −0.18 −0.03 −0.13 −0.05
r(dm + 1) 0.90 0.94 0.77 0.97 0.97 0.91
∆(σdm+1) 2.49 4.53 0.41 −1.41 2.00 1.61
r(σdm+1) 0.79 0.81 0.82 0.85 0.90 0.84

∆(df) 0.02 −0.00 0.14 −0.13 −0.21 −0.04
r(df) 0.96 0.97 0.93 0.95 0.96 0.95

∆(σdf ) 3.77 5.79 2.92 1.27 4.80 3.71
r(σdf ) 0.90 0.90 0.86 0.89 0.93 0.90
∆(χ2) −0.11 1.04 1.85 1.57 0.68 1.01
r(χ2) 0.97 0.97 0.97 0.97 0.97 0.97

Table 5. Comparison statistics for ShapeFit results in configuration space with different samples.
Same convention as table 2.

goodness-of-fit in configuration space is more consistent between matrix estimates with
differences of at most ∼ 2%. The per-tracer result of the comparison can be found in table 7.

4 Constructing covariance matrix for DESI Year 1 Full Shape analyses

The tests shown throughout this paper have led us to conclude that the TheCov method
of generating analytical covariance matrices for Fourier space clustering does not properly
capture the variance in the mocks used, which could be due to a number of factors such as
the Fiber Assignment method used in the mocks, the very complex sky footprint of the Year
1 DESI data and how systematics are taken into account (i.e. weighting).

We refer the reader to ref. [49] for an in-depth study of these phenomena, considering
clustering and fibre assignment approximations in our fast simulations. Ultimately, these
findings do not yet allow us to recommend analytic covariances over mock-based ones in
Fourier space for the full-shape analyses.

However, mock-based covariance matrices have been found not to represent DESI DR1
perfectly either. The evidence for this comes from the configuration space results and
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Figure 5. Direct fit comparison for the observed samples. The top row shows the comparison plots
for the relevant parameters as well as the χ2 goodness-of-fit comparison. The bottom row shows the
comparison of the error estimates for the parameters.

QSO
(0.8, 2.1)

ELG
(1.1, 1.6)

LRG
(0.4, 0.6)

LRG
(0.6, 0.8)

LRG
(0.8, 1.1)

Avg.

∆(h) 0.28 0.09 0.09 0.11 0.04 0.12
r(h) 0.94 0.97 0.88 0.97 0.97 0.95

∆(σh) 1.63 10.69 −1.02 0.98 3.33 3.12
r(σh) 0.94 0.95 0.95 0.96 0.97 0.96

∆(ωcdm) −2.12 −0.13 0.42 0.38 0.15 −0.26
r(ωcdm) 0.94 0.88 0.94 0.95 0.96 0.93

∆(σωcdm) −4.75 1.15 −5.13 −2.22 0.61 −2.07
r(σωcdm) 0.63 0.89 0.89 0.88 0.85 0.83
∆(log A) 0.91 0.23 −0.11 −0.00 0.02 0.21
r(log A) 0.94 0.96 0.94 0.96 0.96 0.95
∆(σlog A) −2.16 3.87 0.72 3.41 6.68 2.51
r(σlog A) 0.82 0.86 0.90 0.89 0.89 0.87
∆(χ2) 0.53 −4.79 12.26 10.18 6.10 4.86
r(χ2) 0.96 0.97 0.96 0.96 0.96 0.96

Table 6. Comparison statistics for direct fit results in Fourier space with different samples. Same
convention as tables 2 and 4.
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QSO
(0.8, 2.1)

ELG
(1.1, 1.6)

LRG
(0.4, 0.6)

LRG
(0.6, 0.8)

LRG
(0.8, 1.1)

Avg.

∆(h) 0.09 0.15 0.01 0.01 0.04 0.06
r(h) 0.96 0.93 0.86 0.96 0.96 0.93

∆(σh) 1.30 5.69 −1.85 −1.38 1.43 1.04
r(σh) 0.95 0.93 0.92 0.96 0.96 0.94

∆(ωcdm) −0.04 0.05 0.04 −0.10 −0.18 −0.05
r(ωcdm) 0.92 0.89 0.79 0.97 0.97 0.91

∆(σωcdm) 3.54 5.41 −1.55 −2.15 2.98 1.65
r(σωcdm) 0.84 0.87 0.85 0.89 0.92 0.87
∆(log A) −0.10 −0.07 0.24 0.11 −0.03 0.03
r(log A) 0.96 0.89 0.96 0.96 0.96 0.94
∆(σlog A) 2.68 7.44 3.88 3.55 3.70 4.25
r(σlog A) 0.91 0.87 0.86 0.92 0.93 0.90
∆(χ2) 0.03 1.10 2.18 1.97 0.95 1.25
r(χ2) 0.97 0.97 0.97 0.97 0.97 0.97

Table 7. Comparison statistics for direct fit results in configuration space with different samples.
Same convention as tables 2 and 4.

comparisons with RascalC covariance matrices tuned on the data. It was first noticed that
configuration-space BAO fits on the data returned ∼ 10% smaller uncertainties and poor
goodness-of-fit results when using the mock-based covariance matrix, in comparison to the
RascalC covariance matrix tuned on the data [21]. As demonstrated in this work, results using
the mock-based covariance matrix agree well with the RascalC covariance matrix tuned on
the mocks. Our conclusion is that the RascalC method is able to infer differences between the
data and the mocks that are important for the covariance. Given that the 2-point clustering
matches well between the mocks and the data [23], potential reasons are discrepancies in 3-
and 4-point clustering and the inaccuracies of the Fast Fiber Assign (FFA) algorithm [67]
applied to EZmocks . These results motivated the use of configuration space BAO fits using
the RascalC covariance as the primary DESI Y1 BAO measurements.

DESI Y1 full-shape measurements were required to be in Fourier space, due to devel-
opments in the modeling and analysis pipeline [19]. Thus, to account for the apparent
difference in covariance between the mocks and the data, we have decided to rescale the
mock-based covariance matrices for Full-Shape analysis by a sample-specific factor based
on configuration-space comparison with data-tuned RascalC results. We use the mean
“reduced chi-squared” measure from refs. [46, 47]:

χ2
red

(
C−1

R , Cs
)

≡ 1
Nbins

tr
(
C−1

R Cs
)
, (4.1)

where CR is a RascalC covariance matrix tuned on data, Cs is a configuration-space
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EZmocks sample covariance (eq. (2.1)) and Nbins is the dimension of both matrices. If the
RascalC covariance matrix describes the distribution of EZmocks clustering measurements,
the “reduced chi-squared” value is expected to be 1 with a small errorbar [46, 47]. Thus
we can bring the mock-based covariance into closer agreement with the RascalC result
by multiplying the mock covariance matrix by 1/χ2

red

(
C−1

R , Cs
)
. The “reduced chi-squared”

values only vary a few per cent depending on the separation range and the number of
multipoles [23]. The final values of the correction factor vary from 10 to 40% depending on
the sample. The actual values for all tracers and redshift bins can be found in refs. [19, 23].
DESI DR1 full shape analysis ([19]) therefore adopted the sample covariance matrix rescaled
with this factor.

5 Discussion and conclusion

In this work, we have compared analytic estimates of the covariance matrix for two-point
clustering measurements in configuration and Fourier space against the corresponding sample
covariance. This was achieved first by generating analytic covariance matrices using the
mock sample itself, instead of the observed data. In doing this we avoid the assumption
that mocks and data are drawn from the same underlying distribution and therefore make
our results independent of the mock-generation mechanism. Moreover, we do not limit our
tests to visual comparisons between matrix elements, but perform cosmological analyses on
the whole sample of mocks to deduce the effects of the differences in covariance matrices in
terms of parameter estimates and their uncertainties. In particular, we focus on the fiducial
DESI 2024 analysis pipeline, which focuses on 2D Baryon Acoustic Oscillations (BAO) fits
using the configuration space two-point function measurements of BAO-reconstructed galaxy
samples and Full-Shape fits using Fourier-space measurements of pre-reconstruction samples.

For our BAO-based configuration space tests we have used the RascalC technique and
find that parameter constraints obtained with the analytical estimates are consistent with
the corresponding parameters obtained when using the sample covariance. In addition, we
obtain no significant biases on the error estimates either. These results apply to matrices
tuned to individual mock realisations (as would be done for the data) as well as those tuned
on the full mock sample. We conclude that given a single clustering measurement (i.e. DESI
data), the RascalC covariance generated from it yields good estimates of the errors on
cosmological parameters and was used as the covariance matrix of the baseline DESI BAO
analysis on DR1 data [21].

On the contrary, we find from Fourier-space testing that the mock and analytical
covariance matrix estimates show significant differences (around 10%) not only in an element-
to-element comparison but that these large discrepancies induce equally significant differences
in the error estimates of cosmological parameters. We have tested both ShapeFit and direct
fit Full-Shape analysis techniques and found biases in some of the parameter errors and χ2 as
large as 12%. We do not expect that these large differences are due only to the covariance
given that full-shape analyses are expected to be more challenging than BAO-only fits.
However, after testing on full-shape fits in configuration space, we find that the discrepancies
are around 7% for parameter errors and less than 3% for goodness-of-fit. These tests show
that the analytical estimate of the covariance in Fourier space does not yield satisfactory
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results for Full-Shape analyses when analysing fibre-assigned samples. The inclusion of this
effect in configuration space estimates of the covariance is built-in by default through the use
of appropriate random catalogues, whereas the inclusion of such effects in Fourier space is
not trivial due to the window function associated with these measurements.

Due to the issues observed in Fourier space, coupled with the final sampling technique (i.e.
combining BAO and Full-Shape at the data-vector level), the decision was taken to use the
mock covariance for the 2024 DESI results. The mock covariance will however be rescaled by
a sample-dependent factor that aims at correcting the observed underestimation of variance of
the EZmocks when compared to data-based configuration space analytical covariance matrices.

Data availability. Data from the plots in this paper is publicly available at https://do
i.org/10.5281/zenodo.15120176
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