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Abstract
Although, the Standard Model of particle physics (SM) is currently the best

model we have to describe the fundamental particles of the universe, it still has
limitations. Some of the known limitations of the SM are in the description
of neutrinos, dark matter, the low mass of the Higgs boson which leads to
hierarchy and naturalness problems, among others. Therefore, there is a need
for physics beyond SM. A simple way to discover new physics and particles
are resonance searches. The search for a resonance decaying into dibosons is
a powerful probe for electroweak symmetry breaking, one of the predictions at
the hearth of the SM.

A search for a heavy resonance decaying into WZ in the fully leptonic chan-
nel (electrons and muons) is performed in this work using the proton-proton
collision data collected by the ATLAS experiment at the Large Hadron Collider
at a center-of-mass energy of 13 TeV, corresponding to an integrated luminosity
of 139 fb−1. This search fits the LHC objectives as this search is most sensitive
at low masses and complements the searches performed in hadronic channels.
Limits on the production cross-section times branching ratio are obtained as a
function of the resonance mass for resonances arising from two different models,
the Heavy Vector Triplet and Georgi-Machacek model. Two different produc-
tion modes are considered, the vector boson fusion and the Drell-Yan, on which
independent limits are set.
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Chapter 1

Introduction

“Faith is my sword. Truth is my shield. Knowledge my
armor”

Doctor Strange

Elementary Particle Physics is a branch of physics that studies the nature
of the irreducibly smallest particles that are the fundamental building blocks
of matter and their interactions. It is also called “high energy physics”, be-
cause many elementary particles do not exist naturally, but are created only
during high energy collisions of other particles, as can be detected in particle
accelerators. Over the last century, the goal of particle physics has been to
identify these fundamental elementary particles and their interactions. Since
its formulation in the 1960s and 1970s, the Standard Model of particle physics
provides the theoretical foundation to explain these fundamental particles and
fields along with their dynamics.

The idea that all matter is fundamentally composed of elementary particles
dates from at least the 6th century BC. 400 years ago, Galileo started piecing
together the basic principles of reality, what we now call Modern Science. But
the questions he was trying to answer are as old as humanity itself. What is
the world made of? What are the fundamental building blocks of the universe
from which we, stars and everything else is constructed. In the centuries since
Galileo, thousand of theories and experiments have peered into smaller and
smaller distances, converging on a single picture of the structure of matter
called the Standard Model.

The Standard Model of particle physics (SM) is currently the best model
we have to describe the fundamental particles and their interactions in the
universe. It has quite successfully described and predicted the existence of
many particles and phenomena like the Brout-Englert-Higgs mechanism[1, 2]
and the resulting Higgs bosons and mass of W and Z bosons as explained
in Chapter 2. But there are still some limitations of the theory. The SM
doesn’t include the Gravitational force which is one of the fundamental forces
in nature and it doesn’t describe dark matter and dark energy which comprises
≈ 95% of the available mass and energy content of the universe as suggested
by cosmological observations. Also, the mass of the Higgs Boson, discovered by
the ATLAS and CMS experiment at CERN in 2012 [3, 4] is much lighter than
the Planck scale. This is called the Hierarchy problem. Therefore, we need

1



1 Introduction

to look for particles that can show signs of the existence of physics beyond
the SM. Over the years, many theories have been formulated to incorporate
these shortcomings, like Supersymmetry, but they haven’t yet been proven
experimentally. In this thesis, resonances are used to search for physics beyond
SM.

In Particle Physics, a resonance is a peak observed in the total or differential
cross-section as function of energy or mass of a scattering experiment. If there
is a new particle that can be described by beyond SM physics, a peak can
be observed above the SM contribution in the invariant mass distribution. In
the past, resonances have been helpful in discoveries like the Z boson in 1983
at the Super Proton Synchrotron at CERN [5]. In this analysis, a search is
performed for a resonant particle which decays to a W and Z boson pair which
further decays into leptons, i.e. electrons, muons, taus and neutrinos. The
fully leptonic channel is found to be more sensitive to resonances with mass
below ∼ 1 TeV because of the low background, in spite of the low branching
ratio. Proton-proton collisions are performed at the Large Hadron Collider at
CERN at the center of mass energy of 13 TeV and the data is collected by the
ATLAS detector detailed in Chapter 3. The reconstruction of the objects from
the detector output that are used in this analysis are detailed Chapter 4. The
full RunII data collected over four years from 2015 to 2018 is being analyzed,
detailed in Section 5.1. Also, Monte Carlo (MC) generated sample is produced,
described in Section 5.2, to mimic the different SM processes and compared
with data to make sure we understand our data correctly.

Searches for a W ′ in an extended gauge model, decaying to W Z in the fully
leptonic mode, at

√
s = 8 TeV with 20 fb−1 of data have been performed

by the ATLAS [6] and CMS [7] Collaborations. The present analysis extends
searches for resonant WZ production, performed by ATLAS in Run 2 of the
LHC using pp collision data at

√
s = 13 TeV [8], with 36 fb−1 of integrated

luminosity. In this thesis, an attempt in search for heavy resonances decaying
into W and Z boson which further decay to leptons in the ATLAS detector has
been made with larger dataset with respect to previous publications and using
Neural Network.

The object and event selection criteria required for this analysis are ex-
plained in Chapter 6. In this analysis we are looking for new resonant particles
for which we define signal regions enriched in signal like events. The strategy
to define the signal regions are detailed in Chapter 7. The SM processes which
are the background in this search are explained in Chapter 8 and the uncer-
tainties arising from the modelling of these background processes and from
detector effects are described in Chapter 9. A statistical search is performed
using data and MC which is described in Chapter 10. The results of this search
and conclusion are finally presented in Chapter 11 and Chapter 12.

2



Chapter 2

Theoretical Foundation

“If we can’t accept limitations, we’re no better than the
bad guys.”

Captain America: Civil War

The goal of particle physics is to understand the elementary, tiniest con-
stituents of matter and the fundamental interactions between them. The Stan-
dard Model (SM) is a widely accepted theory that has been quite successful
in describing coherently most of the particle physics knowledge obtained so far
from experiments. But it is probably incomplete, as there are many parameters
and there are also some phenomena that the SM has not been able to describe.
For example, the description of neutrinos, dark matter, the low mass of the
Higgs boson and it does not incorporate gravity.

In this chapter, the foremost vital features of the Standard Model and its
predictions are discussed. Then, the limitations and therefore the motivation
for a search for physics beyond SM are also presented. Finally, the possible
theories that are used as benchmark models for the search for physics beyond
the Standard Model in this analysis are described.

2.1 The Standard Model
The Standard Model emerged during the 1960s and 1970s to explain the elemen-
tal interactions and particles known in nature. The SM is based on quantum
field theory [9] it combines the principles of quantum mechanics and special
relativity. At the fundamental level, space is permeated by fields and particles
are quantum fluctuations of the fields.

Group theory provides a mathematical framework to describe the symme-
tries of the Langrangian. The SM must be invariant under transformations
under certain symmetry groups. First, Langrangian is invariant under Lorentz
transformations, which are rotations or relativistic boosts. The symmetries are
used to derive the underlying properties of interactions. Global gauge symme-
tries lead to conserved quantities, called quantum numbers. Gauge fields follow
from local gauge invariance, i.e. the transformation under which invariance oc-
curs, is a function of space-time.

There are four fundamental interactions known as gravity, electromagnetic,
weak, and strong interaction. Gravity is best described by the theory of general

3



2 Theoretical Foundation

Mediator Interaction Spin Charge Mass
γ Electromagnetic 1 0 0

W ± Weak 1 ± 1 80.379 ± 0.012 GeV
Z Weak 1 0 91.1876 ± 0.0021 GeV
g Strong 1 0 0
H 0 0 125.10 ± 0.14 GeV

Table 2.1: Overview of the mediators (bosons) of fundamental interactions in Standard
Model.

relativity, which is not part of the Standard Model. The theory of strong
interactions, Quantum Chromodynamics (QCD) [10–12] was proposed in 1973
to describe the formation of nuclei. The electroweak theory [13–15], which
unifies the electromagnetic and weak interactions, was proposed between 1961-
1967.

The SM additionally must satisfy the conditions of unitarity and renormal-
isability. Unitarity refers to the fact that the sum of all calculated probabilities
of a process must be equal to one, while renormalisability refers to the ability
to predict physical interactions at all energies.

2.1.1 Particle content
According to the Standard Model, everything in the universe is made up of 12
different types of matter particles, interacting with 3 forces, electromagnetic,
weak and strong interactions. Every particle is either a fermion, which is a mat-
ter particle, or a boson, which is a force particle or mediator. The distinction
between the fermions and bosons lies in the quantum world. Fermions have
half-integer spins and must obey the Pauli exclusion principle, this means that
two or more identical fermions cannot occupy the same quantum state within a
quantum system simultaneously. Bosons, on the other hand, have integer spins
and are not obliged to obey the Pauli exclusion principle.

The interactions between fundamental particles are mediated by the quanta
of the gauge fields. These mediators are summarised in table 2.1. The elec-
troweak interaction is mediated by a massless photon and three massive gauge
bosons, namely, W+, W−, and Z, which are linear combinations of the quanta
of underlying SU(2) ⊗ U(1) symmetry groups. They are called bosons because
they obey Bose-Einstein statistics and have integer spin quantum numbers.
The strong interaction is initiated by eight gluons. In the SM, all these gauge
particles have spin 1 and are referred to as vector bosons. The quantum num-
bers associated with the SU(2) gauge groups are called weak isospin I and for
U(1) are weak hypercharge Y . They are related to the electrical charge by:

Q = T3 + Y (2.1)

where T3 is the third component of the weak isospin. In addition to these gauge
bosons, there is another boson in the SM, called the Higgs boson, which has
spin 0 and arises due to a mechanism that introduces masses, as explained in
2.1.5.

All matter is made up of spin 1/2 particles, called fermions, which are identi-
fied by their electroweak quantum numbers and by whether they participate in

4



2.1 The Standard Model

Generation Family Name Charge Q [e] Mass

1st
Quarks u up 2/3 2.16 MeV

d down -1/3 4.67 MeV

Leptons e electron -1 0.511 MeV
νe e-neutrino 0 <1.1 eV

2nd
Quarks c charm 2/3 1.27 GeV

s strange -1/3 93 MeV

Leptons µ muon -1 0.1057 GeV
νµ µ-neutrino 0 <1.1 eV

3rd
Quarks t top-quark 2/3 172.9 GeV

b bottom-quark -1/3 4.18 GeV

Leptons τ tau -1 1.777 GeV
ντ τ -neutrino 0 <1.1 eV

Table 2.2: Overview of the elementary matter particles, .i.e. fermions, in Standard
Model.

strong interactions. These fermions are summarised in table 2.2. All fermions
participate in weak interactions in the SM. Fermions that do not participate in
strong interactions are color neutral (as color is the charge for strong interac-
tion) and are called leptons and those which interact with strong interactions
are called quarks.

At everyday low energies, everything is reduced to just three matter parti-
cles: an electron and two species of quarks, namely, the up quark and the down
quark. The protons and neutrons each contain three quarks: the protons have
two up quarks and a down quark, while the neutron has two down quarks and
an up quark. Protons and neutrons together make up the nucleus, electrons
and a nucleus make an atom, and a collection of bound atoms together make
up the matter. All the beauty and complexity that we see in the world around
us can be traced to this same collection of three particles, rearranged over and
over in different combinations.

Leptons without an electromagnetic charge are called neutrinos. Neutrinos
are extremely light and barely interact with anything else. Millions of neutrinos
per cubic meter have been streaming through the universe uninterrupted since
the first few seconds after the Big Bang.

So, there are basically four different types of matter particles. Three of
them make up all the matter around us and the fourth, electron neutrino. For
reasons unknown, nature took this collection of these four particles and made
at least two further copies. These have the same exact quantum numbers as
the original particle, except that they are heavier, e.g. the muon is 200 times
heavier than the electron while tau is almost three and half thousand times
heavier. The same generational pattern then repeats for the quarks. There
are two heavier versions of the down quark, called strange and bottom quarks,
and two heavier versions of the up quark called charm and top quarks. Then
there are also two more neutrinos, the muon neutrino (νµ), and tau neutrino
(ντ ). The second and third-generation particles are not seen in everyday life.
They can be created, but they are unstable and they quickly decay to their
first generation of particles. Each fermion (with spin 1/2) has an associated
anti-particle, which has the opposite electric charge, opposite colour charge,
and opposite weak isospin charge, are not listed in Table 2.2.

5



2 Theoretical Foundation

2.1.2 Gauge Theory
As mentioned above, the Standard Model is a gauge field theory based on the
symmetry group SU(3)⊗SU(2)⊗U(1) in the framework of relativistic quantum
field theory. In classical physics, symmetry is a transformation that preserves
measurable physical properties.

The particles are described as quantum fields where their interactions and
propagation are described in the Lagrangian formalism. A detailed explanation
of this formalism can be found in [16, 17]. The Euler-Lagrange equations
provide a recipe on how to derive the equations of motion for a system given
the Lagrangian. The equations of motion for a freely propagating fermion
φ(~x, t) with mass m applied to a Lagrangian density:

L = φ̄(iγµ∂µ −m)φ (2.2)
where γµ are the Dirac matrices connecting the spinor representation to the
vector representation of the Lorentz group.

The Lagrangian density is invariant under global gauge transformations of
the fermion field, i.e., φ → e−iαφ, where α is a real phase factor. According
to Noether’s theorem, there is an associated conserved quantity for every con-
tinuous symmetry and vice versa. For a local gauge transformation, the phase
factor α is allowed to depend on the space-time coordinates x = {~x, t}:

φ(~x, t)→ e−iα(~x,t)φ(~x, t) (2.3)
To make the Lagrangian in eq. 2.2 invariant under a local gauge transfor-

mation, a vector field Aµ, also called gauge field is introduced with the desired
transformation properties

Aµ → Aµ +
1

e
∂µα (2.4)

The Aµ couples to fermionic fields φ(~x, t) with strength e. A covariant
derivative is defined which is specific to local gauge transformation by:

Dµ = −∂µ − ieAµ (2.5)

The symmetry in eq. 2.3 corresponds to U(1) gauge symmetry and the gauge
field Aµ can be interpreted as the photon field. To keep gauge invariance of Aµ

a new term is included in the Lagrangian:

Lkinetic = −1

4
FµνF

µν (2.6)

where, F µν is the field strength tensor defined as:

F µν = ∂µAν − ∂νAµ (2.7)

With the above modifications and inclusions, the Lagrangian density in 2.2
becomes:

LQED = φ̄(iγµDµ −m)φ− 1

4
FµνF

µν (2.8)

This is the Lagrangian density of quantum electrodynamics (QED). Similarly,
the Lagrangian density of quantum chromodynamics (QCD) can be derived
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by requiring gauge invariance under local SU(3)C transformation and the La-
grangian density of electroweak interaction theory can be obtained by requiring
symmetry under local SU(2)L ⊗ U(1)Y symmetry.

2.1.3 Quantum Chromodynamics
The massive spin 1/2 fermions are the fundamental building blocks of matter.
The interaction between quarks is described by the theory of strong interac-
tions known as quantum chromodynamics (QCD) and is obtained by requiring
symmetry under local SU(3)C gauge transformation on quark colour field q.
The Lagrangian density of free colour fields is:

L = q̄j(iγ
µ∂µ −m)qj (2.9)

where, j ∈(red, green, blue) refers to the colour charge of the quark. The local
gauge invariance refers to the transformation:

qj → eiαa(x) λa
2 qj (2.10)

where, λa with a = 1,
. . . , 8 are the 8 linearly independent, traceless Gell-Mann

matrices. The λa matrices do not commute with each other
[λa

2
,
λb

2

]

= ifabc

λc

2

where, fabc is the structure constant of SU(3). QCD is a non-abelian gauge
theory as the generators are non commuting. To make the Lagrangian local
gauge invariant, the following covariant derivative is defined

Dµ = ∂µ + igs

λa

2
Ga

µ (2.11)

where, Ga
µ are the gluon fields. This covariant derivative couples the quark

field with a coupling strength gs to the gluon fields via the generators λa/2.
There are 8 gluon fields for the phase variation of three quark colour and they
transform as:

Ga
µ → Ga

µ −
1

gs

∂µαa − fabcαbG
c
µ (2.12)

The Lagrangian density in eq.2.9 is modified:

LQCD = q̄j(iγ
µDµ −m)qj −

1

4
Ga

µνG
µν
a (2.13)

where Ga
µν is the field strength tensor defined by:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsfabcG

b
µG

c
ν

The colour states can be combined in different ways to form a colour neutral
state. Colour-neutral bound states of quarks are called Hadrons. Mostly the
hadrons are either mesons, which is a combination of a quark and an anti-
quark, or baryons with three quarks. At high probe energies, these hadrons
exhibit a structure of virtual quark-antiquark pairs from vacuum fluctuations
and their composition can be determined on a probabilistic basis, summarized
in parton distribution functions (PDF).
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2.1.4 Electroweak theory

Weak forces are responsible for radioactive beta decay, where, for example, a
neutron turns into a proton by emitting an electron and an electron antineu-
trino. In the 1930s, the field of quantum mechanics was able to produce a
relativistic equation of motion for electrons via the Dirac equation, but the
nuclear decay processes remained a mystery. Fermi initially tried to explain
the beta decay by quantum physics as a direct contact interaction between
the four fermions, which was motivated by the apparent extreme short-range
interaction hence the name ”weak” interactions. But this model only worked
at low energies. Meanwhile, quantum electrodynamics was developed with the
interaction mediated by photons. In 1957, Julian Schwinger [18] proposed a set
of force mediating gauge bosons for the weak interaction. In 1954, Yang and
Mills [19] developed a non-Abelian gauge theory based on the SU(2) symmetry,
which was extended in 1961 by Glashow [13] to a SU(2) ⊗ U(1) group, that
should describe both the electromagnetic and weak interactions.

Experimental observations suggest that the weak interaction affects left-
handed fermion fields only (and right-handed anti-fermion fields). The electro-
magnetic and weak interactions are described in a unified electroweak theory
with SU(2)L⊗U(1)Y gauge symmetry. The U(1)Y symmetry can be derived fol-
lowing the example of electrodynamics and SU(2)L symmetry in isospin space
is motivated via the weak interaction. This gauge group has four associated
massless gauge bosons W a

µ , a = 1, 2, 3, and Bµ for the SU(2)L and U(1)Y

groups respectively as well as the corresponding gauge coupling constants g
and g′. The fermion fields are represented by the left-handed doublets χL and
right-handed singlets ψR.

For the first generation leptons and quarks:

χL =

(

νe

e

)

L

and χL =

(

u
d

)

L

, (2.14)

ψR = eR and νeR and ψR = uR and dR (2.15)

where the corresponding fermions of the second and third generation follow
accordingly. The Lagrangian density for these fermion fields is required to be
invariant under local gauge transformations corresponding to both the SU(2)L

and U(1)Y symmetry groups:

χL → eiβ(x)Y +iαa(x)τaχL (2.16)
ψR → eiβ(x)Y ψR (2.17)

where α(x) and β(x) are the phase transformation factors of the SU(2)L and
U(1)Y symmetry groups. The Pauli matrices τa, a = 1, 2, 3 and the weak hy-
percharge operator Y are the generators of the groups. The gauge-invariant
Lagrangian is:

L0 = χ̄Lγ
µ
[

i∂µ − g
τa

2
W a

µ +
g′

2
Bµ

]

χL

+ ψ̄Rγ
µ
[

i∂µ + g′Bµ

]

ψR −
1

4
W a

µνW
µν
a −

1

4
BµνB

µν

(2.18)
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where, W a
µν and Bµν are the field strength tensors. In order to build the gauge-

invariant kinetic term for the gauge fields, field strengths are introduced as:

Bµν = ∂µBν − ∂νBµ (2.19)
W a

µν = ∂µW
a
ν − ∂νW

a
µ + gǫabcW b

µW
c
ν (2.20)

Bµν remains invariant under gauge transformations, while Wµν transforms
covariantly. The field strengths W a

µν contain quadratic terms giving rise to
cubic and quartic self-interaction between the vector fields W a

µ , a = 1, 2, 3.
The Feynmann diagrams for cubic and quartic interactions are shown in Fig-
ure 2.1 [20]. The strength of these interactions is given by the same SU(2)L

coupling g which appears in the fermionic piece of the Lagrangian. The boson
interaction part of the Lagrangian is:

LBosons = −1

4
BµνB

µν − 1

4
W a

µνW
µν
a (2.21)

Figure 2.1: Feynmann diagram for gauge boson self-interaction vertices

The term containing the SU(2)L matrix gives rise to charged-current inter-
actions with the boson field W±

µ ≡ (W 1
µ ∓ iW 2

µ)/
√

2 and its complex conjugate.
The charged current Lagrangian for a single generation of quarks and leptons
is

LCC =
g

2
√

2

{

W †
µ[ūγµ(1− γ5)d+ ν̄eγ

µ(1− γ5)e] + h.c.
}

(2.22)

The universality of the quark and lepton interactions is now a direct conse-
quence of the assumed gauge symmetry.

The Lagrangian in eq. 2.18 also contains interactions with the neutral gauge
fields W 3

µ and Bµ, these bosons are identified as Z and γ. Since both fields are
neutral, they can be arbitrarily combined as:

(

W 3
µ

Bµ

)

≡
(

cos θW sin θW

− sin θW cos θW

)(

Zµ

Aµ

)

(2.23)

In terms of field Z and γ, the neutral-current Lagrangian is given by

LNC =
∑

j

ψ̄jγ
µ
{

Aµ

[

g
τ3

2
sin θW + g′Y cos θW

]

+ Zµ

[

g
τ3

2
cos θW − g′Y sin θW

]}

ψj

(2.24)

In order to get QED from the Aµ, the following condition needs to be imposed:

g sin(θW ) = g′ cos(θW ) = e and Y = Q− T3 (2.25)

where, T3 = τ3/2 is the weak isospin operator associated to SU(2)L, Q is the
electromagnetic charge and Y is the hypercharge associated to U(1)Y . The
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above equation 2.25 relates the SU(2)L and U(1)Y couplings to the electro-
magnetic coupling, providing the unification of the electroweak interactions.

The Lagrangian in eq. 2.18 and eq. 2.20 describes an interaction between
massless fermion fields and massless gauge fields which is in contradiction to the
experimental observation of massive fermions and bosons in Tables 2.1 and 2.2.

2.1.5 Higgs Mechanism
The Lagrangian in equation 2.18 describes massless bosons and fermions, while
experimentally it has been shown that the physical W± and Z bosons should
be quite heavy. The mass of fermions also needed to be explained. In order to
generate masses, the Brout-Englert-Higgs (BEH) mechanism was proposed in
1964 [1, 2, 21, 22]. This mechanism proposes a new field with a corresponding
potential assigned to it. The overall potential and thus the Lagrangian is gauge
invariant, but some symmetries are broken in the ground state.

In the BEH mechanism, two scalar complex fields φ+ and φ0 are introduced
and combined in a SU(2)L doublet

φ =

(

φ+

φ0

)

(2.26)

The SM Lagrangian is extended by a new term LBEH

LBEH = (Dµφ)†(Dµφ)− (µ2φ†φ+ λ(φ†φ)2) (2.27)

where the first term describes the kinematic of the new fields and V (φ) =
µ2φ†φ+λ(φ†φ)2 is the new BEH potential. This Lagrangian is invariant under
SU(2)L ⊗ U(1)Y transformations. There is a infinite set of degenerate states
with minimum energy when µ2 < 0 and λ > 0, satisfying

|φ0| =
√

−µ2

2λ
=

v√
2

(2.28)

where v is the vacuum expectation value of the BEH field. By choosing a
particular solution as a ground state, the symmetry is spontaneously broken,
hence the name spontaneous symmetry breaking (SSB). One can freely choose
a convenient value, called vacuum state φ0,

φ0 =
1√
2

(

0
v

)

, (2.29)

and general expansion around this vacuum state can be transformed to

φ0 =
1√
2

(

0
v +H(x)

)

. (2.30)

The number of degrees of freedom in the φ field is reduced from four, for two
complex fields φ+ and φ0, to one, for the expansion around the minimum. The
choice of the minimum spontaneously breaks the SU(2)L ⊗ U(1)Y symmetry
to the electromagnetic U(1)Q and this mechanism is called ”Electroweak sym-
metry breaking” (EWSB). According to the Nambu-Goldstone theorem [23,
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24], there exists a massless scalar boson, typically referred to as Goldstone
bosons, for each of the broken symmetries. The Goldstone bosons are ”eaten”
by the massless W and Z bosons, giving them a longitudinal degree of freedom
and hence a mass. (A massless boson has only transverse polarization, like a
photon, but a massive boson also has a longitudinal polarization.)

2.1.5.1 Boson masses and interactions

The covariant derivative in eq. 2.27 couples the scalar multiplet to the SU(2)L⊗
U(1)Y gauge bosons. The Lagrangian is expanded around the chosen minimum
rather than the Higgs field H to derive the masses of the gauge bosons. The
Higgs field H is required to be electrically neutral and the choice of SU(2)L

doublet makes the hypercharge of H be YH = 1. The kinetic piece of the
Lagrangian in eq. 2.27 takes the form:

(Dµφ)†(Dµφ) =
1

4
(v +H)2g2W †

µW
µ

+
1

8
(g2 + g′2)(v +H)2ZµZ

µ

(2.31)

The vacuum expectation value of the neutral scalar has generated a quadratic
term for the W± and the Z, i.e. those gauge bosons have acquired masses:

MZ cos θW = MW =
1

2
vg (2.32)

while for the photon no mass term is introduced, thus:

MA = 0 (2.33)

Therefore, a clever way is formulated which gives masses to the weak force
mediators by simply adding the isodoublet complex scalar fields 2.26 to the
Lagrangian in SU(2)L ⊗ U(1)Y model. The total Lagrangian also remains
invariant under gauge transformations, and, SSB occurs. A new prediction of
the BEH mechanism is the existence of a massive scalar boson, the Higgs boson
H whose mass was a free parameter and was found experimentally.

In addition to the mass terms, terms with the structure HV V or HHV V
with V = W±, Z are derived. These terms describe three-point and four-point
interactions between the Higgs field and gauge boson pairs W+W− or ZZ. The
coupling strength is proportional to the mass of the gauge boson squared, and
the Feynman diagrams for these interactions are shown in Figure 2.2 [20]

2.1.5.2 Fermion masses

The fermion mass term has the form:

Lfermion = −mψ̄ψ = −m(ψ̄LψR + ψ̄RψL) (2.34)

The term violates SU(2)L gauge symmetry since left-handed fermions are dou-
blets and right-handed fermions are singlets. But with the introduction of an
additional scalar doublet into the model, additional terms are added to the
Lagrangian. The terms describing the interaction between the leptons and the
BEH field

LY L = yi
l(L̄

iφei
R + φ†e−i

R L
i) (2.35)
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Figure 2.2: Feynmann diagram of the Higgs coupling to the gauge bosons

where, i = 1, 2, 3 sums over the generations and yi are the arbitrary coupling
parameters. This makes the Lagrangian now gauge invariant. After SSB, in
unitary gauge, this Yukawa Lagrangian gives the lepton mass terms:

ml = yl

v

2
(2.36)

the coupling strength for lepton and the Higgs boson is given by ml/v and the
free parameters yl can be chosen to add mass terms for each lepton. Terms for
neutrino masses are not included in the model by definition. Additional terms
to produce mass terms for quarks

LY Q = Y jk
d Q̄j

Lφd
k
R + Y jk

u Q̄j
Liτ2φ

∗uk
R + h.c. (2.37)

where j, k = 1, 2, 3 sums over the generations and the Yukawa matrices Y jk
d

and Y jk
u are complex matrices which give the correct mass term for each quark.

Therefore, by the SSB mechanism, one can also get the quark mass terms:

md = yd

v

2
, mu = yu

v

2
(2.38)

where yd and yu are free parameters.
Therefore, the final Standard Model Lagrangian after obtaining the missing

terms for the massive particles can be written as:

LSM = LQED + LQCD + LBosons + LBEH + LY ukawa (2.39)

where LY ukawa = LY L +LY Q. The Feynmann rules to describe all interactions
and their strengths are derived from this Standard Model Lagrangian LSM

2.1.6 Limitations
Although the Standard Model has been a quite successful theory that has
been tested by numerous experiments, it is still not the ultimate theory that
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describes everything in nature. There are several shortcomings in this model
that motivate the search for physics beyond Standard Model. Some of these
issues are:

1. The Standard Model doesn’t include the gravitational force, which is one
of the four forces in nature.There are 2 good reasons why gravity is not
included in the SM. First, at a microscopic level, the force of gravity is so
weak that it barely has any effect on a single subatomic particle. Second,
it is not really known how to incorporate general relativity, which is a
classical theory, into the quantum world. We have no idea how to probe
into a black hole where quantum gravity effects are at work.

2. The Standard Model describes only 5% of the available mass and energy
content of the universe suggested by Cosmological observations. The other
95% is dark matter(≈ 23%) and dark energy(≈ 72%).

3. The SM (in its initial formulation) predicts massless and stable neutrinos.
Recent discoveries have shown that neutrinos oscillate between flavours
and it is possible only if they aren’t massless.

4. There are many ad-hoc parameters in the SM, like the masses, and number
of generations.

5. In SM there is the hierarchy problem which arises due to the low mass of
the Higgs. The virtual corrections to the mass of the Higgs boson diverge
and therefore very fine-tuning is required to have a low mass for the Higgs.
Supersymmetry and Composite Higgs models try to address the hierarchy
problem [25].

All these limitations indicate that the SM is not the ultimate theory and
therefore we need beyond SM physics to describe nature

2.2 Beyond Standard Model
It is an important and stimulating task to ensure proper communication be-
tween theory and experiment, particularly related to the hypothetical TeV scale
extensions of the SM. There are interesting and well-motivated inclusive frame-
works that are defined as sets of general assumptions about the BSM physics
but cannot be interpreted as a single complete model. Within each frame-
work, many models can be constructed with definite predictions. There is no
clear justification for selecting one model and one would need all of them to be
compared to data. It would be very tedious as this will further require many
different models with many free parameters that need to be scanned for new
physics analysis.

The search for a general BSM physics can be addressed if we restrict our
search to direct experimental observations of new physics which consists of
the creation of narrow resonances. Resonance is one of the simplest methods
to look for physics beyond the Standard Model (BSM) and to discover new
particles. It is described as a statistically significant bump over a smooth SM
background. In this thesis, two main production processes for the resonance
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are considered, one by quark fusion known as Drell-Yan (DY), and the other
by vector boson fusion (VBF). In VBF processes, a quark and/or anti-quark
pair scatters through the exchange of an electroweak gauge boson, γ, Z or W ,
resulting in the production of a heavy resonance.

In this thesis, a search for a W±Z resonance produced by either a DY or
VBF process is done with both bosons decaying leptonically. Therefore, in the
final state, there are three leptons and one neutrino. For the VBF process, there
are additional quark (anti-quark) jets pair produced in the opposite direction.
Figure 2.3 shows a topology for a VBF process.

Figure 2.3: Illustration of VBF topology in the LHC. J1 and J2 are the two quark
(anti-quark) jets and V1 and V2 are the two bosons.

One BSM model is the so-called “Simplified Model” which has been used in
Supersymmetry searches. Another method could be extensions of the present
Standard Model that contain scalars in triplet or larger isospin representa-
tions and that preserve the custodial symmetry in the scalar sector, like the
“Georgi-Machacek” (GM) model. In our analysis, we use these two models as
a benchmark and they are detailed in the following sub-sections.

2.2.1 Simplified Lagrangian
In Simplified Lagrangian, the idea is that resonant searches are generally not
sensitive to all the details and free parameters of the full model, but they are
sensitive to only those parameters that control the mass of the resonance and
the interactions involved in its production and decay. Therefore, it is useful to
define a simplified description of resonance by a phenomenological Lagrangian
where only the mass parameters and relevant couplings are kept. Apart from
symmetry constraints, the Simplified Lagrangian does not need to be specific
to a definite model, unlike the complete model lagrangian. Its main goal is to
provide a phenomenological parameterization of a broad set of explicit models
which contain only those terms which are necessary in the resonance descrip-
tion. The experimental results should be presented in the parameter space of
the phenomenological Lagrangian and expressed in terms of a likelihood func-
tion. The Simplified Lagrangian serves as a bridge between phenomenological
parameters and the experimental data. The phenomenological parameters of
the model predict experimental observations and inversely, experimental mea-
surements can be translated into constraints on the model parameters of an
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explicit model.
The Simplified Lagrangian is constructed to describe only the on-shell reso-

nance production and therefore, some care is required when comparing it with
data.

2.2.2 Heavy Vector Triplets
An example of such a Simplified Lagrangian is a simple but well-motivated
model of electroweak charged spin one resonance known as Heavy Vector Triplets
(HVT) [26]. In this model, in addition to the SM fields and interactions, a real
vector V a

µ , a = 1, 2, 3 in the adjoint representation of SU(2)L is considered.
This vector describes two charged and one electrically neutral heavy spin one
particle with the charge Eigenstate fields:

V ±
µ =

V 1
µ ∓ iV 2

µ√
2

, V 0
µ = V 3

µ (2.40)

Similar to [26], the dynamics of the phenomenological Lagrangian can be writ-
ten as:

LV =− 1

4
D[µV

a
µ]D

[µV µ]a +
m2

V

2
V a

µ V
aµ

+ igV cHV
a

µ H
†τa←→D µH +

g2

gV

cFV
a

µ J
µ a
F

+
gV

2
cV V V ǫabcV

a
µ V

b
ν D

[µV ν]c + g2
V cV V V HHV

a
µ V

µaH†H

− g

2
cV V W ǫabcW

µνaV b
µV

cν

(2.41)

where,

D[µV µ] = DµV
a

ν −DνV
a

µ , DµV
a

ν = ∂µV
a

ν + gǫabcV b
µV

c
ν (2.42)

and g denotes the SU(2)L gauge coupling while Jµ a
F represents the SM left

handed fermionic current:

Jµ a
F = Σf f̄Lγ

µτafL (2.43)

The Higgs parameter cH controls the V interaction with the physical Higgs field
and the SM vector bosons W and Z and is responsible for Vector Boson Fusion
(VBF) production and decay to vector bosons. Similarly, the parameter cF

describes the interaction with fermions which is responsible for resonant Drell
Yan production and its decay to fermions. It can be generalized for different
couplings to leptons, light quarks, and third-generation quarks

cFV.JF → clV.Jl + cqV.Jq + c3V.J3 (2.44)

where Jl, Jq and J3 are the SM currents for leptons, light quarks and third-
generation quarks, respectively. To note, eq. 2.41 consists of two coupling
constants, gV and g. gV represents the typical strength of V interactions and
the dimensionless coefficients “c” parametrize the departure from the typical
size. An extra factor of g2/gV is included due to fermion couplings. The
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parameter cF , as defined in eq. 2.41, is of order one and cH is of order one in
the strongly coupled scenario but can be lower in the weakly coupled case. In
any case, they are never larger than one except for c3 which can be larger than
one in strongly coupled scenarios. The parameter gV can vary over one order
of magnitude from a weakly coupled case with ≈ 1 to a strong limit with ≈ 4π.
The parametrization of gV is useful at the theoretical level but is redundant
and could be absorbed into the c parameters.

The other three new parameters cV V V , cV V HH and cV V W do not include
vertices of a single V with light SM fields and therefore do not contribute to
V decays and therefore not relevant for searches in the LHC. Therefore the
phenomenology can be expressed by the four parameters: cH , cl, cq and c3.

2.2.2.1 Masses

After the EWSB, photon is the only massless state identified as the gauge field
affiliated with the unbroken U(1)em is given by:

Aµ = cos θWBµ + sin θWW
3
µ (2.45)

where, tan θW = g′/g. g and g′ are traded for e ≈
√

4π/137 and sin θW . The
two neutral mass eigenstates are the SM Z boson and one heavy vector of
mass M0. The charged and neutral mass matrices are connected by custodial
symmetry and a generalized custodial relation can be obtained as [26]:

m2
WM

2
± = cos2 θWm

2
Zm

2
0 (2.46)

Hierarchy is required as the SM masses should be mW,Z ≈ 100GeV which is
possible if:

m̂W,Z

m̂V

≈ mW,Z

M±,0

≤ 10−1 ≪ 1 (2.47)

There is some mass mixing of W and Z with W ′ and Z ′ which can be important
for low masses of MV , and therefore the model is mostly valid for heavy new
vectors. It is found that the charged and neutral heavy vectors are degenerate
and thus comparable production rates at LHC.

2.2.2.2 Decay widths

The relevant decay channels are di-lepton, di-quark and di-boson. All the
couplings to fermions are guided the parameter g2cF/gV . The partial width to
fermions is given by:

ΓV±→ff̄ ′ ≃ 2ΓV0→ff̄ ′ ≃ Nc[f ]

(

g2cF

gV

)2
MV

48π
(2.48)

where, Nc[f ] is the number of colors, which is 3 for di-quark and 1 for di-lepton
decays. For heavy gauge bosons, the “Equivalence Theorem” [26] applies: the
longitudinal polarization will dominate and the coupling to the Higgs boson,
cH , will be the same as to the SM gauge bosons W and Z. The partial widths
of the heavy vectors to longitudinal W and Z is calculated as:

ΓV0→W +

L
W −

L
≃ ΓV±→W ±

L
ZL
≃ g2

V c
2
HMV

192π
(2.49)
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2.2.2.3 Production rates

Both the DY and VBF processes are found to be proportional to the partial
with ΓV →ij of the inverse decay process:

σ(pp→ V +X) ∝ Σi,j∈p

ΓV →ij

MV

(2.50)

where, i, j = q, q̄,W, Z denote the colliding partons in the two protons.

2.2.2.4 Explicit Models

Here, three explicit models, Model A, Model B and Model C, of the Simplified
Model are described and are used as benchmark models for our analysis as
suggested in [26]. Model A describes the vector triplet emerging from an
underlying weakly-coupled extension of the SM gauge group [27]. Model B
describes the vector triplet considered in the strongly coupled Composite Higgs
scenario [28]. Model C describes the vector triplet produced by vector boson
fusion. Feynman diagrams for the production and decay to WZ of the HVT is
shown in Figure 2.4

2.2.2.4.1 Model A

In this model, the SM gauge theory is extended to SU(2)1× SU(2)2 × U(1)Y .
The SM fermions are charged under SU(2)1 and U(1)Y . The SM Higgs doublet
is extended by an additional scalar field φ, transforming as a real bidoublet
(2,2)0 under SU(2)1× SU(2)2 with Y=0. It obtains a vacuum expectation
value (VEV)

〈φ〉 =

(

f 0
0 f

)

(2.51)

This VEV breaks the SU(2)1× SU(2)2 gauge symmetry into the SM SU(2)L

gauge group. After mass mixing and field redefinition, the physical states are
identified as the SM weak bosons and a triplet of heavy vectors. The couplings
for this model are of the order:

cH ∼ −g2/g2
V and cF ∼ 1 (2.52)

With such couplings, the partial width of the V± to fermions, Eq 2.48, and
gauge bosons, eq. 2.49, become comparable.

2.2.2.4.2 Model B

To address the hierarchy problem, in some models the Higgs boson emerges as a
pseudo Nambu-Goldstone boson, and therefore as a light state, from an under-
lying strong dynamics. They predict the existence of heavy vector resonances.
One such example is the Minimal Composite Higgs Model (MCHM) [28], which
predicts the existence of heavy vector resonances with electroweak quantum
numbers with strong coupling to gauge bosons. Model B is designed to repre-
sent the lightest of the new vector resonances described by the Simplified Model.
In this model, the couplings to boson and fermions both are comparable of the
order one

cH ∼ cF ∼ 1 (2.53)
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2 Theoretical Foundation

With the above choice of couplings, the partial width ΓV± to gauge bosons, Eq
2.49, will dominate over to that fermions, eq. 2.48.

2.2.2.4.3 Model C

The Drell-Yan production process of heavy vector resonances requires coupling
to fermions and is therefore insensitive to small values of cF , in the plane of
parameter space cF vs cH . To investigate a scenario where there is no coupling
of the heavy vectors to fermions, a new model is defined, namely, Model C. It
is defined such that at this point in parameter space cF = 0. Model C couples
to vector bosons and is therefore used for VBF searches. In this analysis, HVT
masses are excluded for this Model C with gV cH parameters product set to 1.0,
2 and 3.0.
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ℓ−
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W ′ Z
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Figure 2.4: Representative Feynman diagrams for heavy resonance production and decay
to W Z bosons (a) HVT W ′ production via Drell-Yan and (b) HVT W ′ production via
Vector Boson Fusion. The subsequent decays to the ℓ+ℓ−ℓ±ν are also shown.

2.2.3 Georgi Machacek Model

Given the uncertainties in Higgs boson coupling measurements, EWSB mecha-
nism with extended Higgs sectors is still allowed. The problems of SM can pos-
sibly be explained in the Higgs extended models, such as the Georgi-Machacek
(GM) model [29]. The Georgi Machacek model is a minimal extension of the
SM Higgs sector which includes isospin higher than 2 [30]. Higgs extensions
are subject to this stringent constraint and to satisfy it, the ρ parameter is
preserved at the tree level by imposing a global SU(2)L × SU(2)R symmetry
on the scalar potential. The ρ parameter is a measure of the relative strengths
of neutral and charged-current interaction in four-fermion processes at zero
momentum transfer. In SM, the ρ parameter relates the mass of the W and Z
boson as:

ρ =
M2

W

M2
Z cos2 θW

= 1 (2.54)

The custodial symmetry (ρ = 1) is satisfied by extending the SM Higgs
doublet (φ+, φ0)T by two isospin triplets: one complex triplet (χ++, χ+, −χ0)T

with Y = 2 and one real triplet (ξ+, ξ0, −ξ++)T with Y = 0 [31]. The doublet
is written in the form of a bi-doublet Φ and the triplets are combined to form
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2.2 Beyond Standard Model

a bi-triplet χ

Φ =

(

φ0∗ φ+

−φ+∗ φ0

)

, χ =







χ0∗ ξ+ χ++

−χ+∗ ξ0 χ+

χ++∗ −ξ+∗ χ0





 (2.55)

Thus the field χ describes a doubly charged particle, two singly charged
particles and three real neutral particles.

Electroweak symmetry breaking occurs when both Φ and χ develop non-zero
VEVs, given by 〈φ〉 =

vφ√
2
I2×2 and 〈χ〉 = vχ√

2
I3×3. The W± and Z boson masses

receive contribution from both the VEVs:

M2
W = M2

Z cos2 θH =
1

4
g2(v2

φ + 8χ2) (2.56)

Ten physical Higgs scalars are identified and classified as: a fiveplet (a quin-
tet) (H5), a triplet (H3) and two singlets (h, H). In terms of the fields in 2.55,
the custodial fiveplet and triplet states are:

H±± = χ±±

H±
5 =

χ± − ξ±
√

2

H0
5 =

√
2ξ0,r − χ0,r

√
3

H±
3 = −sinθHφ

∗ + cosθH

χ± + ξ±
√

2

H0
3 = −sinθHφ

0 + cosθHχ
0,i

(2.57)

where,

cos θH =
vφ

v

sin θH =
2
√

2vχ

v

(2.58)

v being the VEV of the SM Higgs, and the neutral fields are decomposed into
real and imaginary parts as:

φ0 → vφ√
2

+
φ0,r + iφ0,i

√
2

χ0 → vχ +
χ0,r + iχ0,i

√
2

ξ0 → vχ + ξ0,r

(2.59)

The custodial singlet states are given by:

h = cosαφ0,r − sinαH0′

1

H = sinαφ0,r + cosαH0′

1

(2.60)

where, α is the mixing angle and

H0′

1 =
ξ0 +

√
2χ0,r

√
3

(2.61)
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The fiveplet state H5 is fermiophobic and couples to vector bosons and are
therefore an ideal candidate for VBF searches.

2.2.3.1 H5 Benchmark Plane

The H5 benchmark plane is designed to facilitate searches for the H±
5 states in

vector boson fusion with decays to W±Z in the LHC [32, 33]. This benchmark
makes sure that the mass of the triplet states m3 is always larger than the five-
plet states m5 and the other parameters are chosen accordingly and therefore
forbids the Higgs to Higgs decays, i.e. H5 → H3H3 or H5 → H3V are kinemat-
ically forbidden and assures a BR(H5 → V V ) = 100%. In the H5 benchmark
plane, the largest possible parameter region allowed by theoretical constraints
is for 200 GeV < m5 < 3000 GeV. Feynman diagram for the production and
decay to WZ of the GM singly charged H±

5 which is searched for in this analysis
is shown in Figure 2.5

q q′

q′′ q′′′

H±

5
Z

W

ℓ+

ℓ−

ν

ℓ±

(a)

Figure 2.5: Representative Feynman diagrams for heavy resonance production and decay
to W Z bosons of GM H±

5 production via Vector Boson Fusion. The subsequent decays to
the ℓ+ℓ−ℓ±ν are also shown.
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Chapter 3

Experimental setup

“With great power, comes great responsibility.”
Spider-Man: No Way Home

The experimental data used for this thesis has been collected at the Atlas
detector during 2015, 2016, 2017 and 2018 with full Run 2 of the Large Hadron
Collider. Although no studies were performed focusing on the experimental
setup, this chapter provides important information on the experimental design
and the analysis chain which is instrumental for a better understanding of the
investigation of the data. This chapter gives a wide overview and will provide a
brief outline of the experimental setup, including the particle accelerator LHC
and the Atlas detector.

3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is the world’s largest particle accelerator,
built from 1998 to 2008 by the European Organization for Nuclear Research
(CERN) [34] in the existing Large Electron-Positron (LEP) accelerator tunnel.
It is located near Geneva, Switzerland, and crosses the boundaries of France.
The LHC’s primary design goal was to be a discovery machine, to allow for
searches of new physics impacts in a plethora of different scenarios. These
scenarios fueled the design goal of LHC, making it capable of accelerating
protons or heavy ions to unexplored energies and instantaneous luminosity.
The LHC can operate in a variety of beam modes, colliding two proton beams,
a proton and a Pb ions beams, or two beams of Pb ions. During collisions at
these high energies, the constituents of protons or the heavy ions, quarks and
gluons, interact with each other providing an accessible energy domain for new
particle searches from ≈ 100 GeV to few TeV.

The LHC is installed 100 meters under the earth’s surface and is spread
over a 27km circumference. The accelerator complex is a series of machines
that accelerates the energy of the beam progressively. In this context, the LHC
is considered as the last element in this chain. The data used in this thesis is
produced by proton-proton collisions.

The protons are extracted from a hydrogen bottle at the beginning of the
chain. After that, those protons are injected into the linear accelerator (LINAC
2) and reach 50 MeV of energy, followed by the Booster where the proton beam
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3 Experimental setup

Figure 3.1: Schematic of the CERN accelerator complex including the LHC (left) and
the acceleration chain (right). Protons are injected from Linac 2 to Booster. Then PS
and SPS accelerate them sequentially before they enter the LHC. For each accelerator, the
year of start and the circumference/size are shown. Figure is adapted from [35]

reaches 1.4 GeV. Then they go through the Proton Synchrotron (PS) and lastly
to the Super Proton Synchrotron (SPS) to achieve an energy of 450 GeV. Lastly,
proton beams are injected into the LHC in two opposite directions and are
accelerated to 6.5 TeV. Two adjoining parallel pipes of beams are installed
inside the tunnel, and they travel in opposite directions. Figure 3.1 shows the
different parts of the LHC.

1232 dipole magnets and 392 quadrupole magnets are used in LHC to hold
the beams in their circular orbits and focus the proton beams to collide at
four different points, respectively. Higher order multipole magnets (including
octupoles, sextupoles, decapoles) are used to rectify the smaller imperfections
in the geometrical field. In total, approximately 9,600 magnets are used. With
an aim of maximising the number of collisions, to attain high luminosity, the
LHC gets 2,808 bunches in every beam, each bunch are separated by 25 ns.

3.1.1 Experiments at the LHC

The proton beams accelerated in opposite directions collide at four different
points where detectors are installed to detect the particles generated. The two
most significant experiments are A Toroidal LHC Apparatus (ATLAS) and
Compact Muon Solenoid (CMS) [36]. They are general purpose detectors and
adopt a symmetric cylindrical geometry to cover all possible solid angles. As the
researchers are working on two significant independent experiments, it allows
the scientists to substantiate any finding at the LHC. The other two detectors
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3.2 The ATLAS Detector

are used for different specific purposes. LHCb (LHC beauty) [37] intends to
study the CP violation and search for rare B-meson decays by adopting an
asymmetric geometrical structure, as the emission of B mesons are especially
occurring at small angles to the beams because of their relatively small mass
as compared with the high collision energy. ALICE (A Large Ion Collider
Experiment) [38] examines the quark-gluon plasma, a state of matter where the
gluons and quarks are unrestricted, which is necessary to probe the mechanism
of colour confinement and hadron construction.

There are additional three small experiments installed in the LHC to achieve
distinct physics goals. The TOTEM (TOTal Elastic and diffractive cross sec-
tion Measurement) experiment [39] aims at the total cross-section, elastic scat-
tering and diffractive processes of the proton-proton collisions. The LHCf [40]
or LHC forward experiment analyses particles produced in the forward part
of collisions. Due to its unique placement, particles at almost zero degrees to
the proton beam pipe direction can be measured and captured. The MoEDAL
(the Monopole and Exotics Detector at the LHC) [41] experiment does direct
searches for the exotic particles and magnetic monopole.

3.1.2 Operation energies and integrated luminosities
The luminosity represents the number of collision events per area per time.
The LHC physics operation commenced in November of 2009 and reached 1.18
TeV in every beam [42], surpassing the record of 0.98 TeV in each beam at the
Tevatron. In 2010, the LHC could attain 3.5 TeV per beam, delivering center-
of-mass energy,

√
s, of 7 TeV [43]. In 2011 it produced an integrated luminosity

of 6.1 fb−1 at
√
s = 7 TeV and successively in 2012 it delivered 23.1 fb−1 at√

s = 8 TeV [44]. After that, the LHC was closed down in February of 2013
for a couple of years due to a technical stop, preparing to expand the collision
energy. On 3rd June 2015, the LHC resumed producing physics data with

√
s

= 13 TeV [45], also called as Run 2. Consequently, in 2016, 2017 and 2018,
the machine concentrated on elevating the luminosity and achieved its design
instantaneous luminosity of 1.0 × 1034cm−2s−1 on 29th June 2016 [46]. The
maximal instantaneous luminosity is 2.05 × 1034 cm−2s−1 , which was reached
on 2 November 2017 [47]. Run 2 was stopped on 10 December 2018 [48] and
underwent a second two year technical stop in 2019-2021 before restarting again
for Run 3 in 2022.

The ATLAS experiment has collected a large amount of data due to the
successful and stable operation of the LHC. Figure 3.2 shows the data delivered
in LHC and recorded in ATLAS in the past years.

3.2 The ATLAS Detector

The ATLAS experiment [49, 50] is one of the largest general-purpose detectors
that has been built for investigating a wide range of physics processes, ranging
from precision measurements of SM properties to observation of new physics
phenomena. It holds a cylindrical form, which weighs 7,000t, is 46m long, and
is 25m in diameter. ATLAS encompasses different sub-detectors piled up from
inside to outside, to keep track of the momentum, trajectory and power of par-
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(a) (b)

Figure 3.2: Integrated luminosity in ATLAS during stable beams for different data-taking
periods (2011-2018)(a). Integrated luminosity delivered by the LHC (green), recorded by
ATLAS (yellow), and certified quality data for physics analytics (blue) at

√
s = 13 TeV

from 2015 to 2018 (b). The plateaus correspond to so-called technical stops of the LHC.
Plots are taken from ATLAS public website

ticles. At the same time, this information facilitates particle identification and
reconstruction. A large magnet system curves the trajectories of the ion thus
their momenta can be judicially estimated and evaluated precisely. Particles
that are emerging due to the collisions in the transverse direction to the beam
can be identified in the barrel part. On the other hand, those particles which
are close to the beam are detected by so-called endcaps. The ATLAS comprises
four major components that are the calorimeter, the tracker, the magnet sys-
tem and the muon spectrometer, depicted in a schematic view of the ATLAS
detector in Fig 3.3.

Figure 3.3: “Cut-away view of the ATLAS detector. The dimensions of the detector are
25m in height and 44m in length. The overall weight of the detector is approximately
7000 tonnes.” [49].
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3.2 The ATLAS Detector

3.2.1 Coordinate system
The ATLAS detector uses a right-handed coordinate system as shown in Fig-
ure 3.4. The origin is at the pp interaction point (IP) in the core of the ATLAS
detector and the z-axis lies in the beam pipe. Moreover, the x-axis arises from
the IP to the inside of the LHC ring, and the y-axis proceeds upward. Cylin-
drical coordinates (r, φ) are used in the transverse plane. The azimuthal angle,
φ, is measured in the x − y plane and the polar angle, θ, is the angle to the
z-axis, which is used to define pseudorapidity η = -ln(tan(θ/2)).

Figure 3.4: The coordinate system used in the ATLAS detector (left) and relation be-
tween pseudorapidity and polar angle (right) [51]

The transverse and longitudinal impact parameters, d0 and z0, are defined
as the point to the closest approach of the trajectory of a track to the primary
vertex in the transverse plane and z-direction, respectively.

3.2.2 The Inner Detector
The inner detector (ID) is the central component of the ATLAS detector de-
signed to reconstruct the primary and secondary vertices and charged particle
trajectories with high precision over the pseudorapidity range of |η| < 2.5. It
consists of three sub-components that are present in a uniform magnetic field
parallel to the beam axis, a pixel detector (Pixel), semiconductor tracker (SCT)
and transition radiation tracker (TRT). Each of the sub-components contains
two endcaps and a barrel. Figure 3.5 shows the layout of the ATLAS inner
detector and the upper part of Figure 3.6 shows the schematic of different
sub-components of the ID.

The Pixel Detector

The Pixel detector [50, 52] is the innermost layer containing four concentric
cylindrical layers, including one layer of the Insertable B-Layer or IBL [53],
around the beam in the barrel and other discs-like three layers encompassing
the end cap. It surrounds a pseudorapidity area of |η| < 2.5. Silicon pixel
sensors are employed with the size of 50 × 250µm for the IBL and 50 × 400µm
for the other regions. The intrinsic spatial resolution in φ−z (φ−r if endcaps)
is 8 × 40µm for the IBL and 10 × 115µm for the rest. Overall, it covers the
space of 31mm < r < 242mm and |z| < 3092mm. The lower part of Figure 3.6
shows the different layers of the Pixel.
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Figure 3.5: “Cut-away view of the ATLAS inner detector.” [49].

Figure 3.6: The r − z cross-section view of the layout of a quadrant of the ATLAS inner
detector for Run 2. The top panel shows the whole inner detector, whereas the bottom-left
panel shows a magnified view of the pixel detector region [52].

The SCT

The SCT [50, 52] is a silicon microstrip tracker made up of nine disc layers
in the endcap and four cylindrical layers in the barrel. The positions and
extents of the elements were optimized, thus any track naturally intersects four
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3.2 The ATLAS Detector

SCT layers, being independent of its pseudorapidity. Both the endcaps and
the barrel are constructed by modules that are built mostly by four microstrip
sensors. Among them, two microstrip sensors are of the size of 6.36 × 6.40cm2

which are wire-bonded concurrently to develop a 12.8cm long strip, and the
other two strips are pasted together with a glue back-to-back at a 40 mrad
stereo angle, to deliver a needed z (barrel) or r (endcaps) dimensions. The
SCT gains an intrinsic spatial resolution in φ − z (φ − r if endcaps) of 17 ×
580µm. The SCT envelops 251mm < r < 610mm and |z| < 2797mm as shown
in upper part of Figure 3.6.

The TRT

The TRT [50, 52] is a gaseous detector, consisting of straw tubes of 4 mm
diameter, each acting as a single drift chamber. It complements the SCT and
Pixel in estimating the transverse momentum of charged particles by providing
a large number of (R − φ) measurements. The barrel contains around 50000
straws that are clustered into three rings. In the endcaps, straws are aligned
radially and organized in 20 wheels per side, with eight layers in each wheel.
The straws contain Xenon-based gas mixture. The TRT improves the mo-
mentum resolution of tracks and provides particle identification because of the
transition radiation. The resolution of TRT is 130 µm in the r direction within
|η| < 2. It covers the space of 554mm < r < 1106mm and |z| < 2744mm.

3.2.3 The Calorimeter
The calorimeter system measures the energy of incident charged and neutral
particles by absorbing the energy deposition over a massive pseudorapidity
range of |η| < 4.9. Various kinds of calorimeters are used in ATLAS which
complements each other, focusing on different particle-matter interactions as
shown in Figure 3.7. Showers are made by a cascade of secondary particles
in the dense absorber material, providing particle identification and energy
measurement. The electromagnetic calorimeter (EMC) determines the energy
of particles that interact through the electromagnetic force, like photons and
electrons. The hadron calorimeter (HCal), placed directly outside the EMC,
measures the energy of hadrons. In addition to the EMC and the HCal, AT-
LAS calorimetry also incorporates the forward calorimeter (FCal) to cover the
forward region.

The EMC

The EMC is a liquid-argon (LAr) sampling detector with a lead absorber.
With an accordion geometry, it delivers a full azimuthal range until |η| < 3.2
without any cracks. It comprises of a barrel part (|η| < 1.475) and two endcaps
(1.375 < |η| < 3.2) with some overlapping. Also, the barrel is divided into two
halves at z = 0 for essential cabling and electronics. Every endcap calorimeter
is composed mechanically by a couple of coaxial wheels. In the region with
|η| < 1.8, a presampler is placed to correct for the energy loss upstream of the
material of the calorimeter. The three (two if without presampler) sampling
layers have different granularities. The finer granularity is in the most internal
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Figure 3.7: View of the ATLAS calorimeter system consisting of the EMC and the HCal.
The FCal is in the very forward and backward regions close to the beam pipe. [49]

layer to achieve exceptional resolution and precise spatial measurements while
coarser in the outermost layer to detect leakage. The thickness of the EMC
is more than 24 radiation lengths (X0) in the barrel and above 26 X0 in the
endcaps.

The HCal

The HCal employs a tile plastic-scintillators with lead absorber in the barrel
(|η| < 1.0) and two extended barrel parts (0.8 < |η| < 1.7) covering the
endcaps of the other calorimeters. Liquid-Argon (LAr) calorimeters are used
in the endcaps with a copper absorber, covering 1.5 < |η| < 3.2.

The FCal

The FCal has three LAr layers and is positioned radially inside of the HCal
endcaps in the range 3.1 < |η| < 4.9. The first layer uses a copper absorber to
measure the energy of electromagnetic shower measurements. The other two
layers use tungsten to provide energy measurements of hadronic showers.

3.2.4 The Muon Spectrometer
The muon spectrometer (MS) [54] is designed to detect muons that pass through
the calorimeter without stopping and measure their momenta and charge. It
is the outermost part of the ATLAS detector. It incorporates trigger sections
and high-precision chambers for bunch-crossing identification and momentum
measurement, respectively. The trigger chambers use resistive plate chambers
(RPCs) in the barrel and thin gap chambers (TGCs) in the endcaps for fast
time response, in the range |η| < 2.4. The high-precision chambers utilize mon-
itor drift tubes (MDTs) for the majority and Cathode-Strip chambers (CSCs)
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for the innermost part of the internal endcap disks, covering |η| < 2.7. MDTs
provide good spatial resolution and CSCs provide good momentum measure-
ments. Figure 3.8 shows a schematic of the ATLAS muon spectrometer.

The trigger chambers employ three layers of wireless gaseous detectors to
obtain good timing response, which includes contributions of the backend elec-
tronics and signal propagation. The timing details contribute to the muon level
1 trigger. They are positioned in the barrel (|η| < 1.05), reaching a temporal
resolution of approximately 1.5ns. In the end caps (1.05 < |η| < 2.4), TGCs
are used to deliver a temporal resolution of 4ns. The trigger chambers also
measure the coordinate of both the bending and non-bending planes, which is
used for the final muon reconstruction.

Figure 3.8: “Cut-away view of the ATLAS muon system.” [49]

3.2.5 The Magnet system

The ATLAS detector is equipped with a unique hybrid superconducting magnet
system [55] that bends the charged particle which is used to calculate the
momentum precisely and decide the charge of the particle. It comprises of a
central solenoid [56, 57] covering the ID, which provides a 2T axial magnetic
field, and three gigantic toroids, two endcaps and one barrel, as a section of
the MS which provide a toroidal magnetic field of approximately 1T and 0.5T,
respectively [49, 58, 59]. Figure 3.9 shows a geometric view of the ATLAS
magnet system. The solenoid is cylindrical in shape with 2.4m diameter and a
length of 5.3m. The barrel toroid is 25.3m long and has an external diameter
of 20.1m, whereas the end cap toroids have an axial length of 5.0m and an
outer diameter of 10.7m. Every toroid is composed of eight coils arranged
symmetrically around the beam pipe.
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Figure 3.9: “Geometry of magnet windings and tile calorimeter steel. The eight barrel
toroid coils, with the end-cap coils interleaved are visible. The solenoid winding lies inside
the calorimeter volume. The tile calorimeter is modelled by four layers with different
magnetic properties, plus an outside return yoke.” [49]

3.2.6 The Trigger system
With the LHC’s 25ns bunch spacing, the ATLAS detector’s bunch-crossing rate
is approximately 40MHz. It is extremely difficult to record each event at this
rate. As a result, to select and record important events, a trigger system [60]
is essential. The trigger system has been significantly altered for Run 2 to cope
with the elevated rate caused by the higher center-of-mass energy and increased
luminosity. The Run 2 trigger [61] is made up of two parts: the level-1 (L1)
trigger and the high-level trigger (HLT). The L1 trigger is hardware-based
and determines the Regions-of-Interest in the detector with a latency of less
than 2.5 µs depending on coarse calorimeter and muon information. The HLT
is software-based, implementing rapid reconstruction algorithms either in the
Regions-of-Interest or the entire event. The L1 trigger reduces the complete
event rate from 40MHz to 100kHz, and the HLT further reduces it to 1kHz.

There are four components to the L1 trigger: the L1 calorimeter trigger
system (L1Calo), the central trigger processors (CTP), the L1 muon trigger
system (L1Muon), and the L1 topological trigger modules (L1Topo). L1Calo
analyses information obtained from the EMC and HCAL, whereas L1Muon
influences the responses generated by the MS trigger chambers. When the
L1Topo receives the information from both, it quickly calculates event topo-
logical quantities, such as angular distance and invariant mass, to enhance the
likelihood of hard collision identification. For deriving the final L1 triggering
decision, the CTP integrates the information from these three systems. If the
L1 trigger obtains the event, the CTP informs the subdetector readout system
and passes the event fragment to the HLT, along with the L1 trigger summary.

In addition to running fast reconstruction algorithms, the HLT uses some
fundamental requirements relating to electrons, muons, taus, jets, and missing
transverse momentum that are relevant for physics analysis.
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Chapter 4

Object reconstruction

“This is where our journey begins”
Black Panther

In this analysis, a fully leptonic decay channel for W±Z → lνll is con-
sidered. The fully leptonic channel has lower backgrounds, but because of a
lower branching ratio, it is expected to be particularly sensitive to low-mass
resonances. Thus, the objects involved in this analysis are electrons, muons,
missing transverse energy and jets. To perform this analysis, it is important
to reconstruct, identify and measure the energy and direction of these objects.
Different objects interact in different ways with the detector. Every object has
a salient signature, described in Fig 4.1. The offline reconstruction algorithms
utilise all the information of the subdetector to rebuild and recognise these
objects. Within the ATLAS collaboration, there are combined performance
groups that provide tools and recommendations which is used in the analysis.

The first step is to combine individual hits in the trackers to reconstruct
tracks of objects and combine with corresponding energy deposition clusters
in the calorimeter. Different objects like electrons, muons and jets are recon-
structed from these tracks and clusters. The reconstruction of electrons, muons
and jets are described in the Sections 4.1, 4.2 and 4.3, respectively. The recon-
struction of the tagged jets is described in sub-section 4.3.1 and the missing
transverse energy to account for the undetected neutrino is described in Sec-
tion 4.4.

4.1 Electrons
Electrons exit with tracks within the ID and form clusters in the EMC. As
a result, the electron reconstruction integrates the important information of
both the cluster and the track [62]. Electron identification and isolation criteria
decide whether a candidate is taken into consideration or not.

Reconstruction and identification

Electrons are reconstructed by a sliding-window algorithm [63] with calorimeter
clusters in the region of |η| < 2.47 [64]. These calorimeter clusters are matched
with the ID tracks which are originating from the hard-scatter vertex. This
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Figure 4.1: Signatures of various particles in the ATLAS detector. Each of them interacts
differently with the matter, leaving signals in various subdetectors

matching is based on the angular separation between the extrapolated track
position and cluster barycentre to the calorimeter. A tracking algorithm fixes
ambiguity in matching by utilising the cluster-track distance and the number
of hits in the pixel and first layer of the SCT detectors. Subsequently, the
cluster is broadened a little accounting for the energies gathered beyond the
sliding window. To improve reconstruction for candidates, especially for elec-
trons which undergo significant energy loss due to bremsstrahlung, the track
associated with a cluster, passing loose shower shape requirement, is refitted
using a Gaussian-Sum Filter. Finally, the momentum and energy of the elec-
tron are calculated using the matched tracks and the calibrated cluster energy,
respectively [65]. The momentum direction is acquired from the associated
track direction extrapolated to the hard-scatter vertex.

The electron identification algorithm employs a multivariate approach to
identify electrons against objects that mimic the signature of an electron, like
hadronic jets or electrons from γ conversions. The algorithm is based on a
likelihood value depending on observables of tracks and clusters, which incor-
porates hits in the IBL and the Pixel, the radiation-energy measurement in the
TRT, the quality of the track, shower shape, cluster-track matching parameters.
Four working points are defined based on the likelihood thresholds, VeryLoose,
Loose, Medium, or Tight electrons, where the Tight(Medium) one is a subset
of Medium(Loose). An additional working point is defined, LooseAndBLayer,
by requiring on a hit in the IBL for electrons passing the Loose identification.
LooseAndBLayer is used for electron identification in this analysis.
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Isolation
Electron isolation purifies prompt electron candidates by isolating them spa-
tially from other reconstructed objects. Two different types of discriminating
variables are developed to build the prerequisites, ET,coneXY and pT,coneXY. The
ET,coneXY refers to the integration of ET of other topological clusters, within the
cone of ∆R = 0.XY near the candidate electron cluster. On the other hand,
the pT,coneXY is the sum of pT of different tracks coming from the hard-scatter
vertex, within a cone of ∆R = min(0.XY, 10 GeV/pT ) near the candidate
electron track. Typically for electrons the value of XY is 20. Various differ-
ent working points are defined considering the requirements on ET,coneXY/pT

and pT,coneXY/pT . The two working points used in this analysis are listed in
Table 4.1.

Working Point Calorimeter isolation Track isolation
FCLoose ET,cone20/pT < 0.2 pT,cone20/pT < 0.15
FCTight ET,cone20/pT < 0.06 pT,cone20/pT < 0.06

Table 4.1: Overview of different electron isolation working points used in this analysis

Calibration
The calibration refers to the correction of the electron energy to account for the
energy loss in different layers of the EMC [65, 66]. A multivariate regression
algorithm is employed to consider the impact of the material in front of the
calorimeter. The inconsistency of the detector response arising from irregular
magnetic fields in specific regions of the calorimeter is also corrected. Subse-
quently, an in-situ method using data of Z → ee events is employed to correct
remaining disagreement in the energy scale and resolution.

4.2 Muons
Muons are reconstructed from tracks and hits as they pass through the ID
and MS, respectively [67]. The reconstruction algorithms construct the muon
tracks by combining information from the two independent subdetectors. Iso-
lation and identification algorithms are employed to decide which candidate is
accepted.

Reconstruction and identification
Muon reconstruction in the ID is identical to the electron reconstruction illus-
trated earlier. Hough transformation [68] is used in the MS to search for hit
patterns to construct track segments in each layer. However, the reconstruction
begins from the middle layer, which has two trigger chambers, where the track
segments usually contain more hits. Muon track candidates are constructed by
extending the segments in the inner and outer layer segments. An MS track
can be constructed from a minimum of two segments, excluding the MS barrel
endcap transition area, where one high-quality segment is enough. All hits
relevant to the candidate are fitted, and the tracks are accepted depending on
a global χ2 fit.
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After that, an integrated muon reconstruction considers the information
from the ID, calorimeters and MS. In this context, five distinct muon candidate
types are feasible [69]:

• Combined (CB): Muons reconstructed by doing a combined fit starting
from tracks reconstructed in the MS and extrapolating to ID tracks, con-
sidering the energy loss in the calorimeters, are identified as CB muons.

• Inside-out (IO): IO muons are reconstructed using an additional IO algo-
rithm which extrapolates ID tracks to the MS. The algorithm searches for
atleast three MS hits, which could be loosely aligned and does not depend
on independently reconstructed MS tracks. Then a combined fit using the
ID track, the energy loss in the calorimeters and the hits in the muon
system is performed.

• Segment tagged (ST): ST Muons are identified if an ID track extrapolated
to the MS fulfils an additional requirement of tight angular matching to
atleast one segment reconstructed in the MS. ST muons adopt the mea-
sured parameters of the associated ID track.

• Calorimeter tagged (CT): A trajectory in the ID is identified as a CT muon
if the associated energy depositions in the calorimeters are compatible with
a minimum ionizing particle. The reconstruction algorithm of CT muons
accepts ID tracks a pT threshold of 5 GeV to avoid large contamination
from background contributions at low pT .

• StandAlone or MS extrapolated (ME): In the 2.5 < |η| < 2.7 region, where
the ID provides no coverage, tracks reconstructed in the MS are extrapo-
lated back to the interaction point.

Thereafter, the muon candidate collection is finalised after resolving overlaps
from all these categories. The muon identification algorithm recognizes prompt
muons and suppresses fake muons, arising from falsely reconstructed charged
muons, by requiring specific criteria on the quality of tracks. Three working
points, Loose, Medium and Tight, are defined in ATLAS and delivered for
diverse physics analyses.

The Medium working point is the default at ATLAS and is designed to min-
imize the systematic uncertainties associated with muon reconstruction and
calibration. Only CB and IO muon types are used within |η| < 2.5 of the ID
range. It requires q/p compatibility (defined in [69]) to be less than seven and
to have atleast two precision stations, except in region |η| < 0.1, where only one
precision station is required. “The number of precision stations of a muon is
defined as the number of MS stations in which the muon has at least three hits
in the MDT or CSC detectors” [69]. The reconstruction efficiency of Medium
muons is over 95%.

The Loose working point is designed to maximize the identification efficiency
while maintaining reasonable track quality and accepts all muons passing the
Medium working point and CT and ST muons in the range |η| <0.1 are also
included. For IO muons with pT below 7 GeV, only one precision station is
accepted in the range |η| <1.3, if they can also be categorised as ST muons.
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4.3 Jets

The Tight working point is designed to maximize the selection purity and
also uses only combined and extrapolated muon types. It includes only CB
and IO muons passing the Medium working point, with at least two precision
stations. Additional criteria on q/p compatibility are imposed to exclude con-
tamination from low-pT muons.

Additional working points, Low/High-pT , are also introduced. The low-pT

working point maximizes the selection efficiency of low-pT muons, while the
high-pT working point maximizes the momentum resolution of high-pT muons,
both using all muon types.

Isolation
Muon isolation helps distinguish prompt muons from those coming from decay
of jet constituents. Similar to electrons, a track-based quantity pT,coneXY and
calorimeter-based quantity ET,coneXY are used. The XY values are 20 and 30
for ET,coneXY and pT,coneXY, respectively. Different working points are defined
by requiring different conditions on these quantities. The working points used
in this analysis are shown in Table 4.2.

Working Point Calorimeter isolation Track isolation
FCLoose ET,cone20/pT < 0.3 pT,cone30/pT < 0.15
FCTight ET,cone20/pT < 0.06 pT,cone30/pT < 0.06

Table 4.2: Overview of different muon isolation working points used in this analysis

Calibration
Only combined muons are used for the estimation of muon calibration [70]. The
calibration involves a combined weighted average of momentum and resolution
correction of the ID and MS tracks. The correction factors are estimated by
comparing Z → µµ events in data and Monte Carlo simulations, passing the
Medium identification, and validated by J/ψ → µµ events

4.3 Jets
Jets are reconstructed as a group of particles coming from the hadronisation
of quarks and gluons. They deposit their energy in the calorimeters. At first,
calorimeter clusters are rebuilt which represents an entity and then the jet
algorithm is used. The jet reconstruction algorithm then clusters collimated
objects to create a jet and extrapolates the initial characteristics of the parton.

Reconstruction
Jets are used to tag the VBS event topology, and to veto the b-quark-induced
jets (b-jets) in the event. The most renowned jet algorithm is the anti-kt algo-
rithm [71] which is used by ATLAS in various research. The distance between
a couple of objects i and j, dij, is defined as:

dij = min
( 1

p2
T,i

.
1

p2
T,j

)∆R2
y

R2
(4.1)
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where pT is the transverse momentum of every object, ∆Ry is the angular
distance and R is radius parameter whose value is fixed at 0.4 in this research.
Topo-clusters are used as they combine information of the energy deposited in
topologically connected calorimeter cells [72].

In this analysis, we use the AntiKt4EMPFlow jets which employ the particle
flow (PFlow) algorithm. The PFlow algorithm [73] provides a list of tracks and
a list of topo-clusters containing both the unmodified topoclusters and a set
of new topo-clusters resulting from the energy subtraction procedure. First,
well-measured tracks are selected. The algorithm then attempts to match each
track to a single topo-cluster in the calorimeter. The expected energy in the
calorimeter, deposited by the particle that also created the track, is computed
based on the topo-cluster position and the track momentum. It is relatively
common for a single particle to deposit energy in multiple topo-clusters. For
each track/topo-cluster system, the algorithm evaluates the probability that
the particle energy was deposited in more than one topo-cluster. On this basis,
it decides if it is necessary to add more topo-clusters to the track/topo-cluster
system to recover the full shower energy. The expected energy deposited in the
calorimeter by the particle that produced the track is subtracted cell by cell
from the set of matched topo-clusters. Finally, if the remaining energy in the
system is consistent with the expected shower fluctuations of a single particle’s
signal, the topo-cluster remnants are removed.

Identification
Numerous observables are constructed to differentiate hard-scatter jets from
pile-up (PU) jets. The jet-vertex-fraction (JVF) [74] is defined by the pT of the
tracks which are correlated with a specific jet:

JVF =
ΣipT (trki)

ΣpT (trki) + ΣjpT (trkj)
(4.2)

where i runs over all the hard-scatter tracks while j runs over the remaining
tracks associated with that jet, such as PU jets. JVF gives an estimate of
the probability that the jet comes from a hard-scatter vertex. An alternative
quantity, corrJV F is beneficial for minimizing the dependency on number of
vertices PU tracks:

corrJVF =
ΣipT (trki)

ΣpT (trki) + ΣjpT (trkj)

k.Ntrk(PU)

(4.3)

Here, k has a value of 0.01 which is validated, although, the performance is
not sensitive to the choice of k [75]. An additional variable is RpT which is
described as the ratio of the scalar sum of the pT of all hard-scatter tracks of
the jet and fully calibrated pT of the jet:

RpT =
ΣipT (trki)

pT (jet) (4.4)

where RpT reaches 0 specifically for PU jets. It provides substantial sup-
plementary information to corrJV F . Therefore corrJV F and RpT are com-
bined to make a new discriminant, Jet-vertex-tagger (JVT). JVT is a combined
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discriminant using a two-dimensional likelihood algorithm based on k-nearest
neighbours. The training sample comprises PU jets and hard-scatter jets with
20 GeV < pT < 50 GeV and |η| < 2.4.

Calibration
Jet energies are corrected [76] for detector inhomogeneities, the non-compensa-
ting nature of the calorimeter, and the impact of multiple overlapping pp inter-
actions. Correction factors are derived using test beam, cosmic ray, pp collision
data, and a detailed Geant4 detector simulation.

4.3.1 Tagged Jets
The identification of b-jets, jets that originate from the hadronisation of b-
quarks to b-hadrons, relies on the properties of the production and weak decay
of b-hadrons, which allow us to distinguish them from jets which contain only
lighter quarks or jets originating from c-quarks. Generally, the b-hadron com-
prises approximately 70% of the actual b-quark momentum. Considering its
huge mass, the decaying products of a b-hadron may have large transverse
momentum and a large opening angle. Most importantly, b-hadrons have a
relatively large lifetime τ , of the order of 1.5 ps. As a result, it leads to the
creation of a secondary vertex. The process of defining b-jets, called b-tagging,
is conducted using multivariate analysis which combines crucial information.

b-tagging algorithm

There are three types of basic algorithms used for b-tagging at ATLAS: impact-
parameter-based algorithms, secondary vertex reconstruction algorithms, and
decay chain multi-vertex reconstruction algorithms [77, 78]. The impact pa-
rameter based algorithm combines large impact parameters of tracks from the
b-hadron decay. It constructs two likelihood ratios between b-jet and other
flavour jets. One such ratio, IP3D, employs transverse (z0) and longitudinal
(d0) impact parameter and their correlation, while the other one, IP2D, con-
siders only the transverse impact parameter. The secondary vertex finding
algorithm reconstructs a secondary vertex and inspects its features such as
the invariant mass of objects, the track numbers and so on. The multi-vertex
fit algorithm tries to reconstruct the whole b-hadron decay chain by combin-
ing information from multiple vertices. This approach can also resolve b and
c-hadron vertices.

Two multivariate algorithms based on different architectures, MV2 and DL1,
combine all the output variables of the above three algorithms to build a global
discriminant for the jet flavour. The DL1 NN has a multidimensional output
corresponding to the probabilities for a jet to be a b-, c- or light-flavour jet.
Its topology consists of a mixture of fully-connected hidden layers. The input
variables for the DL1 NN are pT and η of the jets. For each selected track,
various track parameters like the transverse (z0) and longitudinal (d0) impact
parameters, the fraction of transverse momentum carried by the track relative
to the jet pT (pfrac

T ), the angular distance between the track and the jet-axis
(∆R(track, jet)) and the track likelihood ratios, defined previously as in the
IP2D and IP3D algorithms, are fed to the network. In our analysis, we use the

37
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DL1r high-level tagger which is based on an DL1 NN combined with a low-level
tagger, RNN.

Working points

With an aim of harmonisation and centralisation of the systematic uncertainty
estimation efforts, various b-tagging working points are recommended and pro-
vided for different analyses in the ATLAS collaboration. They are described
by a single cut on the DL1 output, as shown in Fig. 4.2, so that a certain b-jet
efficiency is satisfied.
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Figure 4.2: DL1 light-flavour vs c-jet rejection for a set of working points corresponding
to different values of the b-jet efficiency. The evaluation is performed on tt̄ events [77].
Rejection is the probability of mistakenly tagging as a b-jet a jet originating from a light-
flavour parton.

4.4 Missing transverse momentum
The missing momentum in the transverse plane is calculated to detect particles
which do not leave any track or deposit energy, such as neutrinos. It depends
heavily on the cluster, tracks and jet measurement and is an essential part of the
reconstruction of the event. The x and y components of the missing transverse
momentum, employing calibrated hard-scatter objects, are represented as [79]

Emiss
x,y = Emiss,e

x,y + Emiss,γ
x,y + Emiss,τ

x,y + Emiss, jets
x,y + Emiss,µ

x,y + Emiss, soft
x,y (4.5)

where every object term is the negative vectorial sum of the momenta of
the respective calibrated objects in the event. The soft term arises from con-
tributions of objects that derive from hard-scatter vertex but are impossible tp
reconstruct as other identified objects. It can be calculated using low-pT tracks,
deriving a track-based soft term, or employing low energy topological clusters,
and getting a calorimeter-based soft term. As the tracker is insensitive to the
PU tracks and can catch particles that are unable to reach the calorimeters, the
track-based soft term is favoured. For this reason, the soft-term can only be
calculated in the central region with |η| < 2.5. From the x and y components,
the magnitude can be computed as:

Emiss
T =

√

(Emiss
x )2 + (Emiss

y )2 (4.6)
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Another important quantity is the scalar sum of transverse momenta of
those objects, ΣET defined as

ΣET = Σpe
T + Σpγ

T + Σpτ
T + Σpjets

T + Σpµ
T + Σpsoft

T (4.7)
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Chapter 5

Data and Monte Carlo

“In times of crisis, the wise build bridges while the
foolish build barriers.”

Black Panther

Testing of theoretical predictions through experiments require a large amount
of data prior to the analysis. For this thesis, the proton-proton collision data
has been collected from the ATLAS detector at the LHC. Also, simulated data
has been generated to mimic the SM and the theoretical models, as described
in Section 2.2, which are used to optimize the analysis chain and compare with
the collision data.

5.1 Data sample
This analysis is based on the data sample obtained by proton-proton collisions
at a center of mass energy of

√
s = 13 TeV by the ATLAS detector at the

LHC from 2015 to 2018. Recorded events are grouped into units of luminosity
of increasing magnitude during data taking. Luminosity blocks are the small-
est unit and mark an interval of stable detector conditions of approximately
two minutes length. Events are selected based on data quality flags per lumi-
nosity block, using the Good Run List (GRL) [80, 81]. This vetoes the events
which occurred during those luminosity blocks where the detector was not fully
operational. For this analysis, the used Good Runs Lists are:

• data15_13TeV.periodAllYear_DetStatus-v89-pro21-02_Unknown_PHYS_StandardGRL_All_Good_25ns

• data16_13TeV.periodAllYear_DetStatus-v89-pro21-01_DQDefects-00-02-04_PHYS_StandardGRL_All_Good_25ns

• data17_13TeV.periodAllYear_DetStatus-v97-pro21-17_Unknown_PHYS_StandardGRL_All_Good_25ns_Triggerno17
e33prim

• data18_13TeV.periodAllYear_DetStatus-v102-pro22-04_Unknown_PHYS_StandardGRL_All_Good_25ns_Triggerno1

7e33prim

The combined integrated luminosity as reported by the ATLAS luminosity
calculation tool [82] is 139 fb−1 with an uncertainty of 1.7%.

Selected events are required to have triggered either the single-electron or
the single-muon trigger [83, 84]. It is required that at least one of the analysis
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leptons is responsible for the trigger of the events by using the trigger match-
ing tool. The triggers are summarized in Table 5.1. The name of each trigger
provides information about the associated requirements that go along with it.
The name consists of a combination of tags that can be interpreted. The tag
eXX requires electrons with a transverse momentum of at least XX GeV. The
same naming scheme holds for muons, which are indicated by mu instead. The
tags like iloose, ivarmedium, lhloose, lhmedium and lhtight succeeding a
lepton requirement indicate isolation and identification requirements applied
in the High-Level Trigger (HLT). The tag nod0 for the electron triggers sim-
ply indicates that the impact parameter d0 information is not used for said
reconstruction.

2015 2016-2018

Single muon HLT_mu20_iloose_L1MU15 HLT_mu26_ivarmedium
HLT_mu50 HLT_mu50

Single electron
HLT_e24_lhmedium_L1EM20VH HLT_e26_lhtight_nod0_ivarloose

HLT_e60_lhmedium HLT_e60_lhmedium_nod0
HLT_e120_lhloose HLT_e140_lhloose_nod0

Table 5.1: Summary of the single lepton HLT triggers that are used in this analysis.

This analysis uses di-lepton filter samples DAOD_STDM5 derivations (deriva-
tion format 5 of the Standard Model physics group). The derivation formats
of the Standard Model group, in general, are designed to provide the minimal
set of information necessary to apply all corrections by the combined perfor-
mance groups for all reconstructed particle types and are thus widely usable.
The DAOD_STDM5 format applies a strong skimming to store only events with
at least three identified leptons with pT > 6 GeV. The p-tag used is p4095,
p4096, and p4097

5.2 Signal Monte Carlo samples
Simulated events of signal and SM background processes with prompt leptons
were generated based on Monte Carlo methods. The Geant4 toolkit [85, 86]
within the ATLAS software framework was used to simulate the geometry, ma-
terial and response of the ATLAS detector and its parts. For some samples,
FastCaloSim (Fast Calorimeter Simulation) package was used to provide a
parametrised simulation of the particle energy response and the energy distri-
bution in the calorimeters because it reduces the time of calorimeter simulation.
Table 5.2 summarises the different strategies used in this analysis.

5.2.1 HVT signals
Simulated signal events are used to model the benchmark physics processes and
to optimize the selection criteria. HVT signal samples for Drell-Yan production
qq′ → W ′ → WZ → lvll were used to interpret results. All lepton flavours
were included in Z → ℓℓ and W → ℓν decays. The samples for Model A
were generated with Madgraph 2.6.5 [87] interfaced to Pythia 8.186 [88], for
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5.2 Signal Monte Carlo samples

Strategy Tag Description
Full Geant4 Simulation Fullsim Detailed detector simulation

Atlfast-II AF2 FastCaloSim

Table 5.2: Different detector simulation strategies provided in ATLAS and used in this
analysis

parton level hadronization, at leading order (LO) in QCD using the model file
provided by [26]. The NNPDF23_lo_as_0130_qed was used as PDF set and
A14 hadronisation tune [89] to create the samples. The HVT model A signal
samples are generated with gV = 1 and the parameter cF is assumed to be the
same for all types of fermions for masses of diboson resonances ranging from
250 GeV to 5 TeV. Information about the DY signal samples is summarised in
Table 5.3.

DSID Mass Events Filter eff. Cross-section [fb] k-factor
307376 250 60000 1.00 4110 1.00
307377 300 50000 1.00 2260 1.00
307378 400 60000 1.00 717 1.00
302266 500 30000 1.00 283.9 1.00
302267 600 30000 1.00 132.2 1.00
302268 700 18000 1.00 69.23 1.00
302269 800 25000 1.00 39.41 1.00
302270 900 30000 1.00 23.80 1.00
302271 1000 45000 1.00 15.09 1.00
302272 1100 18000 1.00 9.921 1.00
302273 1200 30000 1.00 6.751 1.00
302274 1300 10000 1.00 4.676 1.00
302275 1400 30000 1.00 3.313 1.00
302276 1500 29000 1.00 2.391 1.00
302277 1600 30000 1.00 1.749 1.00
302278 1700 28000 1.00 1.298 1.00
302279 1800 30000 1.00 0.9720 1.00
302280 1900 30000 1.00 0.7350 1.00
302281 2000 18000 1.00 0.5610 1.00
302282 2200 35000 1.00 0.3334 1.00
302283 2400 45000 1.00 0.2028 1.00
302284 2600 30000 1.00 0.1258 1.00
302285 2800 29000 1.00 0.07925 1.00
302286 3000 20000 1.00 0.05036 1.00
302287 3500 25000 1.00 0.01692 1.00
302288 4000 30000 1.00 0.00587 1.00
302289 4500 25000 1.00 0.00200 1.00
302290 5000 30000 1.00 0.00073 1.00

Table 5.3: Summary of the LO HVT signal MC simulation for the Drell-Yan analysis.
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For the VBF resonance search signal samples for HVT Model C are gen-
erated with Madgraph 2.6.5 interfaced to Pythia 8.186 at LO in QCD for
masses of diboson resonances ranging from 250 GeV to 2 TeV [26]. The coupling
parameters gV and cH of the heavy triplet are set to one except the coupling to
fermions gF = cF (g2/gV ), where cF is set to 0. The W and Z decay to all three
lepton flavours (e, µ, τ) and no lepton filter is applied. A dijet invariant mass
of at least 150 GeV is required in this case at event generation. Information
about the LO signal VBF HVT MC samples is summarised in Table 5.4

DSID Mass Events Filter eff. Cross-section [fb] k-factor
307730 250 200000 1.00 24.196 1.00
313538 275 200000 1.00 22.7 1.00
307731 300 200000 1.00 10.54 1.00
313539 325 200000 1.00 6.71 1.00
313540 350 200000 1.00 4.524 1.00
313541 375 200000 1.00 3.19 1.00
307732 400 200000 1.00 2.299 1.00
313542 425 200000 1.00 1.73 1.00
313543 450 200000 1.00 1.32 1.00
313544 475 200000 1.00 1.02 1.00
307733 500 200000 1.00 0.7975 1.00
313545 525 200000 1.00 0.639 1.00
313546 550 200000 1.00 0.515 1.00
307734 600 200000 1.00 0.3408 1.00
307735 700 200000 1.00 0.1663 1.00
307736 800 200000 1.00 0.0879 1.00
307737 900 200000 1.00 0.04988 1.00
307738 1000 200000 1.00 0.02961 1.00
307739 1100 200000 1.00 0.01814 1.00
307740 1200 200000 1.00 0.01171 1.00
307741 1300 200000 1.00 0.007621 1.00
307742 1400 200000 1.00 0.005078 1.00
307743 1500 200000 1.00 0.003449 1.00
307744 1600 200000 1.00 0.002391 1.00
307745 1700 200000 1.00 0.001673 1.00
307746 1800 200000 1.00 0.001192 1.00
307747 1900 200000 1.00 0.0008536 1.00
307748 2000 200000 1.00 0.0006183 1.00

Table 5.4: Summary of the LO HVT signal MC simulation for the VBF analysis.

5.2.2 GM signals
For the GM VBF model two sets of signal samples were produced with LO (see
Appendix B.1) and next-to-leading order (NLO) accuracy in the mass range 200
to 1000 GeV vetoing W or Z bosons in the s-channel. NLO GM samples are the
ones used in the analysis. Samples were produced with MadGraph 2.7.2 [90]
and Pythia 8.186 for parton shower and hadronisation modelling. All lepton
flavours were included in Z → ℓℓ and W → ℓν decays. The parameters were
calculated with GMCALC [91], according to the H5Plane benchmark [92]. The
parameter sin(θH) was set to 0.5 up to and including mass 800 GeV, and 0.25
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above 800 GeV, consistent with existing constraints [33]. The matrix element
calculation was done using the NNPDF30NLO [93] PDF sets using the A14 tuning
parameters and with the dipole recoil shower scheme to prevent the generation
of an excess of central jet radiation [94]. The samples used in the analysis
together with the pT (j)> X values used in the generation are summarized in
Table 5.5.

DSID Mass Events sin(θH) pT (j) Filter eff. Cross-section [fb]
450765 200 200000 0.5 10. 0.4444 23.8
502511 225 200000 0.5 10. 0.4466 20.31
450766 250 200000 0.5 10. 0.4490 17.54
502512 275 200000 0.5 10. 0.456 15.04
450767 300 200000 0.5 10. 0.4605 13.78
502513 325 200000 0.5 10. 0.469 11.33
450768 350 200000 0.5 10. 0.4782 10.54
502514 375 200000 0.5 10. 0.476 9.147
450769 400 200000 0.5 10. 0.4871 8.215
502515 425 200000 0.5 10. 0.483 7.116
450770 450 200000 0.5 10. 0.4926 6.342
502516 475 200000 0.5 10. 0.484 5.291
450771 500 200000 0.5 10. 0.5011 4.979
502517 525 200000 0.5 20. 0.492 3.902
502518 550 200000 0.5 20. 0.501 3.449
502519 600 200000 0.5 20. 0.502 2.782
502520 700 200000 0.5 20. 0.510 1.994
502521 800 200000 0.5 20. 0.514 1.327
502522 900 200000 0.25 20. 0.519 0.2495
502523 1000 200000 0.25 20. 0.522 0.1842

Table 5.5: Summary of GM NLO signal MC simulations with all lepton flavour final
states for the VBF analysis.

5.3 SM background simulation

5.3.1 WZ SM background

The W±Z SM process is the major background in this analysis. The dominant
background WZ-QCD samples were modelled using Sherpa 2.2.2 [95], and the
process is defined as pp → ℓνℓℓ. A study was performed before the produc-
tion of this sample using a truth sample where the bosons were considered as
on-shell if the invariant mass of the leptons is within the 15 × Γboson window
of the boson mass. It was concluded that the Z bosons are produced on-shell
while some off-shell W production was allowed as shown in Figure 5.1. This
WZ-QCD sample includes processes upto order 4 in the electroweak coupling
constant, αEW , upto one jet at NLO and second or third jet at LO and merged
with parton shower. An alternative NLO WZ-QCD sample has also been pro-
duced to estimate an uncertainty due to generator and parton shower modelling
using MadGraph 5.2.6.5 with FxFx merging [96] of up to two extra jets and
hadronization performed with Pythia 8.186.
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Figure 5.1: Distribution of matrix element mlν invariant mass corresponding to W
boson (left) and mll corresponding to Z boson (right) in the fiducial phase-space defined
by having minimum 3 leptons, with Z leptons having same flavour opposite charge &
pT > 15 GeV and W lepton having pT > 20 GeV, transverse mass of W to be minimum
30 GeV and rapidity separation between the two boson to be more than 2.5. The x-axis
represents the mass of the boson in MeV and the y-axis shows the number of events. Here
only the channels were the Z and W decay to different lepton flavours are studied (i.e.
eeµ, eeτ , µµe, µµτ , ττe, ττµ, where the third lepton refers to the W boson) and same
flavour channels are set at bin 0.

The WZ SM background also includes a separate WZjj-EW sample mod-
elled using Madgraph 2.7.3 with Pythia 8.244. This sample is produced
with zero-order in the strong coupling constant, αs, leading to WZ final states
associated with at least two jets originating from electroweak vertices from
matrix-element partons. The initial and final states include processes with a
b quark, therefore the contributions from the single top process tZj are also
included in this sample. An additional sample using the same MadGraph 2.7.3
matrix element and Herwig 7.2.1 for parton shower was produced to esti-
mate an uncertainty due to the parton shower modelling. Samples for small
interference between electroweak and QCD WZ production were modelled us-
ing MadGraph 2.7.3 + Pythia 8.244 and their contribution is added with the
WZ-EWK background.

5.3.2 Other SM backgrounds

The samples for qq̄ → ZZ → 4ℓ, qq̄ → ZZ → ℓℓ νν and triboson are gener-
ated with Sherpa 2.2.2 [97], which provides full modelling of the high-energy
pp collisions, including hard-scattering, parton shower, hadronization and un-
derlying event, using matrix elements at NLO accuracy in QCD. The samples
include off-shell effects and Higgs boson contributions. The purely electroweak
process qq̄ → ZZjj → 4ℓjj and the gg → ZZ process were also generated with
Sherpa 2.2.2. Samples were generated using the NNPDF3.0NNLO PDF set [93]
and Sherpa parton-shower parameter values.

Madgraph 2.3.3 is used to generate samples for tt̄V at NLO in QCD with
NNPDF3.0NNLO PDF and interfaced with Pythia 8.210 using the A14 tune
and the NNPDF2.3LO [93] PDF set. The non-prompt background samples in-
cluding Zγ, Wγ, Drell-Yan Z → ℓℓ, W → ℓν as well as top-quark pairs
and single top-quark have been produced to estimate the fake/non-prompt
lepton background contribution. Samples with V γ in the final state were sim-
ulated with the Sherpa 2.2.4 generator with LO accuracy in QCD for up to
three additional parton emissions using the NNPDF3.0NNLO PDF set and Sherpa
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5.3 SM background simulation

parton-shower parameter values. Drell-Yan Z → ℓℓ and W → ℓν were pro-
duced with POWHEGBOX v1 generator [98–101] at NLO accuracy interfaced with
Pythia 8.186 using CTEQ6L1 PDF set [102] for parton shower and CT10NLO
PDF set for hard -scattering processes. The top-quark pairs and single top-
quark productions samples were generated with the POWHEGBOX v2 generator
at NLO with NNPDF2.3LO PDF set interfaced with Pythia 8.230 using A14
tune [89] and the NNPDF2.3LO PDF set. The V V V samples are generated with
Sherpa 2.2.2 using NNPDF3.0NNLO PDF set.

The list of SM background MC samples used for background estimate is
shown in Table 5.6. The cross-sections include the indicated branching ratios
and are used to normalize the samples, multiplied by filter efficiencies to account
for any phase-space restrictions applied when generating the samples.

DSID Process Generators PDF Filter eff. Cross-section [pb] k-factor status
364253 WZ → ℓνℓℓ Sherpa 2.2.2 NNPDF3.0NNLO 1.00 4.583 1.00 nominal
361292 WZ → ℓνℓℓ Madgraph+Pythia8 A14NNPDF23LO 0.326 1.720 1.00 alternative
361293 WZ → ℓνℓℓ Madgraph+Pythia8 A14NNPDF23LO 0.326 1.720 1.00 alternative
364739 WZjj + tZ: WZ → e−νµµ, WZ → µ−νee MadGraph+Pythia8 NNPDF3.0NNLO 1.00 0.01543 1.0 nominal
364740 WZjj + tZ: WZ → e+νµµ, WZ → µ+νee MadGraph+Pythia8 NNPDF3.0NNLO 1.00 0.02567 1.0 nominal
364741 WZjj + tZ: WZ → µ−νµµ, WZ → e−νee MadGraph+Pythia8 NNPDF3.0NNLO 1.00 0.00770 1.0 nominal
364742 WZjj + tZ: WZ → µ+νµµ, WZ → e+νee MadGraph+Pythia8 NNPDF3.0NNLO 1.00 0.01281 1.0 nominal
830000 WZjj + tZ: WZ → e−νµµ, WZ → µ−νee MadGraph+Herwig CT10 (ME), MMHT2014lo68cl (shower/MPI) 1.00 0.0154 1.0 alternative
830001 WZjj + tZ: WZ → e+νµµ, WZ → µ+νee MadGraph+Herwig CT10 (ME), MMHT2014lo68cl (shower/MPI) 1.00 0.0257 1.0 alternative
830002 WZjj + tZ: WZ → µ−νµµ, WZ → e−νee MadGraph+Herwig CT10 (ME), MMHT2014lo68cl (shower/MPI) 1.00 0.00770 1.0 alternative
830003 WZjj + tZ: WZ → µ+νµµ, WZ → e+νee MadGraph+Herwig CT10 (ME), MMHT2014lo68cl (shower/MPI) 1.00 0.0128 1.0 alternative
364250 qq̄ → ZZ → ℓℓℓℓ Sherpa 2.2.2 NNPDF3.0NNLO 1.00 1.2523 1.00 nominal
364254 qq̄ → ZZ → ℓℓνν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 1.2501 1.00 nominal
364283 qq̄ → ZZjj → ℓℓℓℓjj Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.01057 1.00 nominal
345705 gg → ZZ → ℓℓℓℓ (m4ℓ<130) Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.0099577 1.00 nominal
345706 gg → ZZ → ℓℓℓℓ (m4ℓ>130) Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.010163 1.00 nominal

366140-364149 LO Zγ Sherpa 2.2.4 NNPDF3.0NNLO 1.00 46.3 1.00 nominal
361106 Z → ee Powheg+Pythia8 CTEQ6L1 1.00 1901.2 1.026 nominal
361107 Z → µµ Powheg+Pythia8 CTEQ6L1 1.00 1901.2 1.026 nominal
361108 Z → ττ Powheg+Pythia8 CTEQ6L1 1.00 1901.2 1.026 nominal
361100 W + → eν Powheg+Pythia8 CTEQ6L1 1.00 11306.0 1.0172 nominal
361101 W + → µν Powheg+Pythia8 CTEQ6L1 1.00 11306.0 1.0172 nominal
361102 W + → τν Powheg+Pythia8 CTEQ6L1 1.00 11306.0 1.0172 nominal
361103 W − → eν Powheg+Pythia8 CTEQ6L1 1.00 8283.1 1.0357 nominal
361104 W − → µν Powheg+Pythia8 CTEQ6L1 1.00 8283.1 1.0357 nominal
361105 W − → τν Powheg+Pythia8 CTEQ6L1 1.00 8282.9 1.0357 nominal
410470 tt̄ (> 1ℓ) Powheg+Pythia8 NNPDF2.3LO 0.54382 729.77 1.1398 nominal
410155 tt̄W Madgraph+Pythia8 NNPDF2.3LO 1.00 0.54822 1.096 nominal
410218 tt̄Z(ee) Madgraph+Pythia8 NNPDF2.3LO 1.00 0.036865 1.12 nominal
410219 tt̄Z(µµ) Madgraph+Pythia8 NNPDF2.3LO 1.00 0.036868 1.12 nominal
364242 WWW → 3ℓ3ν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.0071979 1.00 nominal
364243 WWZ → 4ℓ2ν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.0017966 1.00 nominal
364244 WWZ → 2ℓ4ν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.0035467 1.00 nominal
364245 WZZ → 5ℓ1ν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.00018807 1.00 nominal
364246 WZZ → 3ℓ3ν Sherpa 2.2.2 NNPDF3.0NNLO 0.4463 0.00074436 1.00 nominal
364247 ZZZ → 6ℓ0ν Sherpa 2.2.2 NNPDF3.0NNLO 1.00 0.00001451 1.00 nominal
364248 ZZZ → 4ℓ2ν Sherpa 2.2.2 NNPDF3.0NNLO 0.2245 0.00008652 1.00 nominal
364249 ZZZ → 2ℓ4ν Sherpa 2.2.2 NNPDF3.0NNLO 0.4447 0.00017140 1.00 nominal

Table 5.6: Summary of background MC simulation.
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Chapter 6

Event and Object Selection

“The hardest choices require the strongest wills.”
Avengers: Infinity Wars

The objective of this search is to observe a new physics resonance decaying
to WZ. The fully leptonic channel is used. The selection starts by cleaning
the ATLAS data and focus on choosing clean objects to build an inclusive WZ
phase space.

6.1 Object Selection

For leptons (electrons and muons), four selections are defined: Baseline,
Loose, tight-Z and tight-W . The Baseline leptons are used for overlap
removal and to veto events with a fourth lepton. The Loose leptons are used
for building the fake control region and the matrix method estimation. The
tight-Z and tight-W leptons are assigned to Z and W± boson, respec-
tively. It is ensured that tight-W leptons also pass the tight-Z selection
and tight-Z leptons pass the Baseline selection.

6.1.1 Muons
The momentum of the reconstructed muon candidates used in this analysis are
corrected by the CP::MuonCalibrationAndSmearingTool.

The Baseline muon candidates are required to have pT >5 GeV (15 GeV for
CT muons) and pass the Loose working point, described in Section 4.2, of the
MuonSelectionTool as recommended by the Muon Combined Performance
group. The pseudo-rapidity η of each muon candidate is required to fulfil
|η| <2.7

For muons with pT > 300 GeV the High-pT quality cut is applied. Cosmic
muons are excluded by vetoing muons with d0 > 1 mm. Cuts on impact
parameters are applied to ensure that the candidates come from the primary
vertex. Therefore the tracks assigned to Baseline muons have to fulfil |z0 ·
sin(θ)| < 0.5 mm with respect to the primary vertex. Baseline muons also
need to qualify FCLoose isolation criteria.

The tight-Z and tight-W muons should pass the Baseline requirements
and pT >25 GeV. Additionally, the tight-Z muons pass Medium quality cut,
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6 Event and Object Selection

which accepts only CB and IO muons, while muons are tagged as tight-
W if they pass the Tight quality cut. Both W and Z candidate muons are
required to pass FCTight isolation working point and also required to have d0

significance (|d0/σ(d0)|) of less than three, where σ(d0) is the uncertainty of
the d0 measurement.

Additionally, Loose muons are defined with the same requirements as the
tight-Z muons except for the identification and isolation requirements and
used for building the fake control region for the matrix method background
estimation.

Muon object selection used in the analysis is summarized in Table 6.1.

Muon object selection
Selection Baseline Loose tight-Z tight-W

pT > 5 GeV (15 GeV for CT muons) ! ! ! !

pT > 25 GeV ! ! !

|η| < 2.7 ! ! ! !

|z0 sin θ| < 0.5 mm ! ! ! !

cosmic cut (|d0| < 1 mm) ! ! ! !

|d0/σ(d0)| < 3 ! ! !

Loose quality (if pT >300 GeV High-pT quality) ! ! ! !

FCLoose isolation ! ! ! !

µ-jet overlap removal ! ! !

Medium quality (if pT >300 GeV High-pT quality) !

FCTight isolation !

Tight quality (if pT >300 GeV High-pT quality) !

FCTight isolation !

Table 6.1: Muon object selection used in the analysis.

6.1.2 Electrons
The Baseline electrons are required to pass LooseLH+BLayer identification
and FCLoose isolation working point. The transverse momentum of Baseline
electrons is required to be greater than 7 GeV and cluster |η| should be less than
2.47. Similar to muons, to ensure that the electron originates from the primary
vertex, it is required to have a longitudinal impact parameter |z0 sin(θ)| < 0.5
mm.

The tight-Z/W electrons are the signal electrons used for the final event
selection. All tight-Z/W electrons must firstly pass baseline selection. The
pT threshold of tight-Z/W electrons is raised to 25 GeV. Cluster |η| region 1.37
to 1.52 is vetoed to avoid the detector crack region. The signal electrons must
also pass the transverse impact parameter cut, which means d0 significance
should be less than 5.0. The tight-Z electrons are required to pass MediumLH
identification and FCTight isolation working point. For the tight-W electrons,
the TightLH identification working point and FCTight isolation working point
are used.

The Baseline electrons are used for overlap removal and missing transverse
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6.1 Object Selection

energy calculation. To avoid overlap between signal electrons and muons or
jets, tight-Z/W electrons must pass the official overlap removal requirement.

Just like muons, the Loose criteria is also defined for electrons with the same
requirements as the tight-Z electron except for the identification and isolation
requirement.

The details of electron object selection are summarized in Table 6.2.

Electron object selection
Selection Baseline Loose tight-Z tight-W

pT > 7 GeV ! ! ! !

pT > 25 GeV ! ! !

|ηcluster| < 2.47 ! ! ! !

Exclude 1.37 < |ηcluster| < 1.52 ! ! !

Electron object quality ! ! ! !

|z0 sin θ| < 0.5 mm ! ! ! !

|d0/σ(d0)| < 5 ! ! !

LooseLH+BLayer identification ! ! ! !

FCLoose isolation ! ! ! !

e-µ and e-e overlap removal ! ! !

e-jets overlap removal ! ! !

MediumLH identification !

FCTight isolation !

TightLH identification !

FCTight isolation !

Table 6.2: Electron object selection used in the analysis.

6.1.3 Jets

Jet candidates are reconstructed using the anti-kt algorithm with a radius pa-
rameter R = 0.4 and calibrated using a combination of JERSmearingTool,
JERTool and JetCalibrationTool with the latest recommendations. To mit-
igate the pile-up contamination, jets with pT < 60 GeV and η < 2.4 are re-
quired to have a jet-vertex-tagger (JVT) score greater than 0.2 [103]. Jets with
pT < 120 GeV and 2.5 < η < 4.5 are required to have a forward jet-vertex-
tagger (fJVT) score less than 0.5 and |timing| < 10 ns [103].

The ATLAS jet flavour tagging algorithm, DL1r (Section 4.3.1), is used
to suppress tt̄ background in the signal region. Out of the possible working
points corresponding to different b-tagging efficiencies, the 85% working point
(threshold value of 0.1758) is selected as the baseline tagger to achieve high tt̄
reduction.

Baseline jets are defined as pT > 30 GeV and |η| < 4.5 which are used to cal-
culate missing transverse momentum and carry out overlap removal. Baseline
jets passing pile-up removal, b-jet veto, and overlap removal are tagged as VBS
jet candidates. Table 6.3 summarizes the jets selection.
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Jet object selection
Selection Baseline VBS jet

pT > 30 GeV ! !

|η| < 4.5 ! !

Pile-up Removal !

veto b-Tagging !

µ-jet overlap removal !

e-jets overlap removal !

Table 6.3: Selection for small-R jets

6.1.4 Missing Transverse Energy

In this analysis, missing transverse energy is reconstructed with the METMaker-
Tool, provided by ATLAS, using calibrated electrons and muons passing the
Baseline selection and calibrated jets before any selection. However, it does
not include contributions from soft neutral particles and from forward regions
(|η| > 2.5).

6.1.5 Overlapping objects treatment

The overlap between electrons, muons and jets is handled by the OverlapRemo-
valTool with the Standard working point as described here [104, 105]. Ad-
ditional overlap removal is then applied to keep the electron with the highest
pT if more than one electrons share the same ID track and the electron with
the highest cluster ET if two or more electrons with clusters are close to each
other. To avoid the overlap between baseline muons and electrons, calorimeter
tagged muons which share the same inner detector track as the electron are
removed.

6.2 Event Selection
For the measurement of WZ production, candidate events are selected from
data recorded by the ATLAS detector and MC simulations, where each boson
decays leptonically. An inclusive WZ phase space is defined at the detector
level from where the signal regions will be extracted. The fully leptonic fi-
nal state gives the cleanest signature. All signal regions will be optimized
on top of this cut-based selection in the next chapter. WZ leptonic decay
to all final states with electrons and muons for all events are considered :
µ+µ−µ±, µ+µ−e±, e+e−µ±, e+e−e±. The different event selection criteria are
described in the following and are summarized in Table 6.4.

The event selection starts by requiring quality conditions on the recorded
data by rejecting LAr, Tile and SCT corrupted events, as well as incomplete
events. Event cleaning in both data and simulated events is done by rejecting
events with at least one misidentified jet of non-collision background or detector
problems origin [106], with respect to the high-efficiency Loose working point
of selecting jets [107]. Data events are selected based on data quality flags per
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luminosity block, using the Good Run List listed in Section 5.1.
Candidate events are required to have at least one primary vertex with at

least two associated tracks with a transverse momentum of pT > 500 MeV. If
several primary vertices are found, the primary vertex selected in the analysis is
the one with the largest Σ(pT )2 in the event. The presence of an unclean jet in
an event can affect many other features of that event, including but not limited
to the MET calculation and calorimeter behaviour. Thus a cleaning designed
to veto events that have one or more unclean jets is applied. The event must
have exactly three leptons passing the Loose− selection criteria, where Loose−

is defined as Loose as in Section 6.1 but without d0-Significance cut. This level
is defined for reducible background estimation using the matrix method. These
leptons are required to have triggered single lepton trigger, enabled during the
entire run period, during the readout of the event. The trigger algorithms
require the transverse momentum threshold of the leptons in 2015 is 24 GeV
for electrons and 20 GeV for muons satisfying a loose isolation requirement
based only on ID track information and for 2016 to 2018, the trigger threshold
is increased to 26 GeV for both electrons and muons, and tighter isolation
requirements were applied, due to the higher instantaneous luminosity.

The event must have two leptons of the same flavour and opposite charge as
the Z lepton candidates, with an invariant mass that is consistent with the Z
mass: |Mll−91.1876| < 20 GeV. If there are more than one pair of leptons that
can form a Z, the pair with invariant mass closest to the PDG mass is taken.
The third lepton is then taken as the W lepton candidate. The three Loose−

leptons after this requirement has in total four possible combinations, namely
µ±µ∓µ∓, µ±µ∓e∓, e±e∓µ∓, and e±e∓e∓, where the notation follows: the first
and second lepton means Z lepton candidates and the third lepton means the
W lepton candidate and the Z lepton with the same charge as the W lepton is
always placed at the second position. The following texts share the same rule as
the notation specified here. In order to decrease background from ZZ, events
with 4 or more leptons passing the Soft criteria are vetoed. Soft leptons are
defined as Baseline leptons passing the overlap removal. Additionally, missing
transverse energy in the event must be greater than 25 GeV and the lepton with
the highest transverse momentum assigned to any boson to have pT > 27 GeV.

Inclusive event selection
Event cleaning Reject LAr, Tile and SCT corrupted events and incomplete events
Primary vertex Hard scattering vertex with at least two tracks

Trigger Single lepton trigger
Jet cleaning pass DFCommonJets_eventClean_LooseBad

ZZ veto Less than 4 soft leptons
N leptons Exactly three leptons passing the loose− lepton selection

Z candidate built from Same-Flavor-Opposite-Sign (SFOS) lepton pair with Mℓℓ closest to Z PDG mass
W candidate built from the third lepton and MET

W , Z selection Z leptons passing tight-Z lepton selection. W leptons passing tight-W lepton selection.
Mass window |Mℓℓ −MZ | < 20 GeV

Missing Energy ET
miss > 25 GeV

Leading lepton pT Leading Lepton pT > 27 GeV

Table 6.4: Overview of the analysis event selection.
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Chapter 7

Search Strategy

“I think we must learn from our mistakes and do better.”
Eternals

In this chapter, the strategy to select those events that could indicate the
possible presence of new physics is discussed. It starts from the events passing
the inclusive WZ selection described in the previous chapter and are catego-
rized into two distinct search regions in order to discriminate Drell-Yan (DY)
and VBF production modes. All final states with three charged leptons and
missing transverse momentum from W±Z decays are considered for this search
analysis.

The Drell-Yan category is defined by cut based selection and described in
Section 7.1. For the VBF-enriched category, two analysis chains are developed,
one that makes use of an Artificial Neural Network (ANN) to tag VBF events as
described in Section 7.2, and a second one is using a simple cut based selection
that will be described in Section 7.3 and is used as validation and can be used
for future interpretations by theorists. A summary of the signal regions of the
analysis is shown in Table 7.3.

7.1 Drell-Yan signal region
The transverse momenta of selected W and Z bosons from a heavy resonance
produced essentially at rest in the s-channel, have almost 50% of the resonance
mass. The cuts based on the ratio of the boson transverse momentum to the
WZ invariant mass, pV

T/m(WZ), are used for the Drell-Yan production mode.
Events passing the WZ inclusive selection are required to have pV

T/m(WZ)
greater than 0.35 for both bosons to reduce the contribution of the non-resonant
WZ production. Figure 7.1 shows the distributions of pZ

T /MW Z and pW
T /MW Z

for the signal and the WZ SM backgrounds.
The combined detector acceptance and signal selection efficiency (A× ǫ) of

the DY HVT W ′ selection, relative to the generated signal events, is shown in
Figure 7.2. Decays of W and Z bosons into all flavours of leptons are included
at event generation. The A × ǫ values decrease for resonance masses above
approximately 2 TeV due to the collinearity of electrons from highly boosted
Z −→ ee decays, for which the lepton isolation is less efficient. Figure 7.3 shows
the pre-fit distribution for the Drell-Yan signal region.
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Figure 7.1: Distributions of pZ
T /MW Z (up) and pW

T /MW Z (down) for HVT signal mass
points and the WZ SM background normalized to unit.
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Figure 7.3: Comparisons of the data and the expected background distributions of the
WZ invariant mass in the Drell-Yan signal region. The expected distribution from an
HVT W ′ resonance with mass of 800 GeV and 1.4 TeV in the signal region are shown.
The bottom panels show the ratios of the data to the pre-fit background predictions. The
uncertainty in the total background prediction, shown as grey bands, combines statistical
and systematic contributions.
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7.2 Neural Network VBF signal region
The VBF production mode is characterised by two high-energetic jets in the
forward detector. The VBF production signature comprises two or more jets
with large separation and high di-jet invariant mass resulting from quarks from
which a vector boson has been radiated. Therefore, the typical VBF variables
include the mjj, ∆φjj and other kinematic variables of the jets together with
many other discriminating variables. Selection of events can be performed
using Machine learning algorithms to classify events as V BF like signal and
background events.

In order to select the signal events, an Artificial Neural Network (ANN) is
used. The ANN performs a binary classification task and categorises events as
belonging either to a VBF process or to the background. The ANN training is
implemented using the Keras package [108] running on top of the TensorFlow
package [109]. The ANN training region is defined by events passing the inclu-
sive selection and requiring events to have at least a pair of jets satisfying the
VBF jets selection with an invariant mass(mjj) above 100 GeV. The kinematic
variables used for training show very similar distributions for both GM and
HVT benchmark signals and the training yielded similar results. The ANN is
trained in this region with all mass samples of simulated GM H±

5 events simul-
taneously as signal, against the SM WZ EWK and QCD events as background.
The di-jet invariant mass and the difference in φ between the two leading jets
for this ANN training region are shown in Fig 7.4.

The list of the input variables used for the ANN optimization is given in
Table 7.1. These were chosen on the basis of their impact on the training and
such that highly correlated variables are not used simultaneously. The “event
centrality” is a measure of the smaller pseudorapidity difference between the
most forward jet and the most forward lepton in either hemisphere. It is defined
as:

ζLep = min {[min(ηℓ1
, ηℓ2

, ηℓ3
)−min(ηj1

, ηj2
)], [max(ηj1

, ηj2
)−max(ηℓ1

, ηℓ2
, ηℓ3

)]}

with ℓ1, ℓ2, ℓ3 being the three leptons from the WZ decay and ηj1
, ηj2

the
leading-pT and subleading-pT VBF jets.

Table 7.1: Variables used for ANN training.

Training variable Definition
mjj Invariant mass of the two leading-pT jets
∆φjj Difference in φ of the two leading-pT jets

ηW , ηZ Pseudorapidities of the reconstructed gauge bosons
ηj1 Leading jet pseudorapidity
ζLep Event centrality

Emiss
T Missing transverse energy

HT Scalar pT sum of the VBF jets and the leptons from the WZ decay

ANN training is done using a 4-fold cross-validation technique and the rec-
tified linear unit, or ReLU, is used as an activation function at each node. An
overview of the hyperparameters of the ANN training used in this analysis is
presented in Table 7.2.
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Figure 7.4: Comparisons of the observed data and the background distributions, the
dijet invariant mass (top) and the difference in φ between the two leading jets (bottom)
are shown for events in the ANN training. The signals are normalized to the total data in
the training region. The pre-fit uncertainty in the total background prediction is shown
as grey bands, combining only statistical and systematic contributions.
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7 Search Strategy

Hyperparameter Value
Epochs 100

Number of Layers 2
Neurons per layer 45

Learning rate 0.028
Dropout 0.2

Nesterov’s Momentum [110] 0.7
Folds 4

Table 7.2: Hyperparameters used for MVA selection of GM signals.

After training with all mass samples simultaneously, the cut value on the
ANN output score is chosen in such a way that it maximizes the significance
for the lowest mass point (200 GeV). The advantage of this approach is that it
reduces considerably the training effort and a single signal region can be used.
In order to find the optimal cut value on the ANN output, the significance Z,
of observing n events given a prediction of b background events with variance
σ is used:

Z =

√

√

√

√2

(

n ln

[

n(b+ σ2)

b2 + nσ2

]

− b2

σ2
ln

[

1 +
σ2(n− b)
b(b+ σ2)

])

(7.1)

This formula includes an approximation for Gaussian systematic uncertainties.
An ANN score value of more than 0.82 on the ANN output maximizes the

significance and is therefore chosen to define the VBF signal region for both
GM and HVT models. After all selection cuts are applied the VBF signal
region effectively starts at mjj > 500 GeV.

Good modelling by MC simulations is validated by the good description of
the ANN score distribution of data in the WZ -QCD control region and VBF
signal region shown in Figure 7.5.

The acceptance times efficiency A× ǫ of the ANN-based VBF selection as a
function of the mass of the VBF H±

5 and of the HVT W ′ boson, relative to the
generated signal events, are shown in Figure 7.6. Decays of W and Z bosons
into all flavours of leptons are included at event generation. Figure 7.7 shows
the pre-fit distribution for the ANN VBF signal region.
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Figure 7.5: Distribution of the ANN discriminant output in the WZ -QCD VBF control
region and the VBF signal region. The background predictions are obtained through a
background-only simultaneous fit to the VBF signal region and the WZ -QCD VBF and ZZ
VBF control regions as described in Section 11.2. The uncertainty in the total background
prediction, shown as grey bands, combines statistical and systematic contributions. The
distributions for the HVT VBF model W ′ and GM H±

5 simulations are shown normalized
to the data integral. The vertical dotted line shows the cut on the ANN output score used
to define the VBF signal region.
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Figure 7.6: The acceptance (A) times efficiency (ǫ) of VBF H±
5 (top) and HVT W ′

(bottom) selection after the ANN-based VBF selection at different mass points for the
individual channels µνµµ, eνee, µνee, eνµµ, and the sum of all channels. The uncertainty
includes both statistical and experimental systematic components.
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Figure 7.7: Comparisons of the data and the expected background distributions of the
WZ invariant mass in the ANN VBF signal region. The expected distributions from an
H±

5 GM model resonance with a mass of 375 GeV and from an HVT W ′ (model A) of mass
600 GeV are shown in the signal region are shown. The bottom panels show the ratios of
the data to the pre-fit background predictions. The uncertainty in the total background
prediction, shown as grey bands, combines statistical and systematic contributions.
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7 Search Strategy

7.3 Cut-based VBF signal region
For the vector-boson fusion analysis, a cut-based selection was also developed
to facilitate reinterpretations of the results outside the ATLAS Collaboration
and to serve in parallel to confirm the stability of the results obtained with the
ANN.

The cut-based signal region was defined and optimized by studying the effect
on significance by changing requirements on different discriminating variables
based on VBF topology [111]. The events in the VBF cut based signal region
are required to contain two or more jets, with pT > 30 GeV and |η| < 4.5, which
have significant rapidity separation |∆Yjj| > 3.5, and with a di-jet invariant
mass above 500 GeV.

For further rejection of the top quark pair background, tt̄+V and tZ events,
a b-jet veto is applied on the two jets with the largest transverse momentum.
Out of the possible working points corresponding to different b-tagging effi-
ciencies, the 85% working point (threshold value of 0.1758) is selected as the
baseline. This cut rejects ∼ 50% of these backgrounds.

The acceptance times efficiency A× ǫ of the cut-based VBF selection as a
function of the mass of the VBF H±

5 and of the HVT W ′ boson, relative to the
generated signal events, are shown in Figures 7.8 and 7.9. Decays of W and Z
bosons into all flavours of leptons are included at event generation. Figure 7.7
shows the pre-fit distribution for the cut-based VBF signal region.
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Figure 7.8: The acceptance (A) times efficiency (ǫ) of VBF H±
5 selection after the

cut-based VBF selection at different mass points for the individual channels µνµµ, eνee,
µνee, eνµµ, and the sum of all channels. The uncertainty includes both statistical and
experimental systematic components.
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200 400 600 800 1000 1200 1400 1600 1800 2000
m(W’) [GeV]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
∈ 

×
A

 Inclusive

µµνµ

eeνe

eeνµ

µµνe

Simulation

-1 = 13 TeV, 139 fbs

HVT model, VBF production

Figure 7.9: The acceptance (A) times efficiency (ǫ) of HVT W ′ selection after the cut-
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Figure 7.10: Comparisons of the data and the expected background distributions of the
WZ invariant mass in the cut-based VBF signal region. The expected distributions from
an H±

5 GM model resonance with a mass of 600 GeV and from an HVT W ′ (model A) of
mass 375 GeV are shown in the signal region are shown. The bottom panels show the ratios
of the data to the pre-fit background predictions. The uncertainty in the total background
prediction, shown as grey bands, combines statistical and systematic contributions.
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7 Search Strategy

Signal Regions
Selection ANN VBF VBF Drell-Yan

training ANN-based cut-based cut-based

Emiss
T > 25 GeV ! ! ! !

4 lepton veto ! ! ! !

inclusive WZ ! ! ! !

at least 2 VBS jets ! ! !

b-jet veto ! !

Mjj > 100 GeV ! !

Mjj > 500 GeV !

|∆Y jj| > 3.5 !
ANN cut score>0.82

Boson pT imbalance !

Table 7.3: Summary of the training and signal regions in the analysis
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Chapter 8

Background

“No man can win every battle, but no man should fall
without a struggle.”

Spiderman Homecoming

In search for physics beyond the SM, background estimation is a very im-
portant step in order to tell apart the SM background from new phyics effects.
In a resonance search like the one presented in this thesis, the SM background
is expected to be a smooth falling distribution and the signal will appear as a
peak on top. In this chapter the methods to estimtate the different sources of
SM background that contribue to this search are discussed.

The background sources are classified into two groups: events where all
lepton candidates are prompt leptons stemming from hard-process (irreducible
background) and events where at least one of the candidates leptons is not
a prompt lepton (reducible background). Candidates that are not prompt
leptons are also called ‘fake’ leptons. The SM processes that can mimic the
WZ signature mainly come from the following sources:

• Non-prompt or reducible background: SM processes that have one or two
leptons in the final state originating from jets or photons but typically
with higher cross-section:

– tt̄ is a substantial background process where both the top quarks decay
leptonically with additional b-quarks which can be misidentified as
leptons,

– Z + γ process where the photon is reconstructed as an electron,
– other contributing background comes mainly from Z+jets, single top

(s- and t-channel production of t-quarks), WW+jets or QCD multijet
processes where one or two jets are mis-reconstructed as leptons. This
background is due to fake leptons which include pion, kaon and heavy-
quark decays to real leptons, in addition to jets misidentified as lepton.

• Prompt or irreducible background: SM processes that produce events with
atleast three real leptons:

– The SM WZ-EWK and WZ-QCD process which has exactly the same
signature as the signal and where three leptons pass the event selec-
tion,
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8 Background

– ZZ process where three leptons pass the event selection, while the
fourth lepton is not reconstructed or identified,

– tt̄ + V process V = W,Z, as top decays through the electroweak
interaction into a W boson and a b quark,

– V V V process where V denotes any vector bosons,
– t+ Z process,
– double parton scattering (DPS) processes where the WZ signature

comes mostly from collisions between two pairs of partons producing
single W and Z/γ∗ bosons.

Different approaches have been followed to estimate the contribution of the
different backgrounds. The contributions from the irreducible backgrounds
WZ-QCD, WZ-EWK, ZZ, tribosons V V V and tt̄V (where V = Z or W ) are
estimated using simulation. The shape of the WZ-QCD and ZZ are estimated
from MC while their normalization has been constrained by data in dedicated
control regions enriched with those backgrounds, more details in Section 8.1.

The reducible backgrounds originate from tt̄, Z+jets, Zγ andWW+jets pro-
duction processes where jets or photons were misidentified as leptons. For both
analysis regions, the reducible background normalisations are estimated using
a data-driven method and referred to as “Fakes/non-prompt”. The method is
based on a global matrix which makes use of the differences in object character-
istics between real and fake/non-prompt leptons on a statistical basis [112]. To
build the matrix the leptons are classified as loose or tight candidates. Tight
leptons candidates are the nominal signal leptons. Loose lepton candidates are
leptons that do not meet the isolation and identification criteria of signal lep-
tons but satisfy all the other signal leptons selection criteria. The probability
for a fake/non-prompt lepton to pass the loose or tight lepton criteria is deter-
mined from data, using dedicated control samples enriched in fake/non-prompt
leptons. The measured lepton misidentification probabilities are applied to the
candidate events in data where at least one and up to two of the lepton candi-
dates are loose. Then, using a matrix inversion, the number of events with at
least one misidentified lepton, which represents the amount of reducible back-
ground in the selected sample, is obtained. This method is also able to provide
shapes of the pT distributions. The shape in the Drell-Yan and cut-based VBF
analysis is obtained from the data-driven method. For the ANN VBF analysis,
due to the limited statistics, the shapes are taken from the simulation.

8.1 Irreducible background
The normalization of the irreducible WZ-QCD and ZZ backgrounds are esti-
mated using dedicated control regions which have large contributions from the
corresponding processes. These control regions are defined to be kinematically
close to the signal regions but orthogonal to them. The normalization of the
WZ-QCD and ZZ is extracted by simultaneously fitting the signal and the
control regions.

Three control regions (CR) are designed to have high purity, a small statis-
tical uncertainty in terms of the background process of interest and to contain
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8.1 Irreducible background

only a small fraction of the potential signal. The three CRs defined are detailed
below and summarised in Table 8.3.

8.1.1 WZ-QCD Drell-Yan control region
The WZ Drell-Yan control region is built by reversing the cut on the variables
pZ

T /mW Z and pW
T /mW Z used to define the Drell-Yan signal region, i.e., requir-

ing pZ
T /mW Z < 0.35 and pW

T /mW Z < 0.35. Events are also required to pass
pV

T /mW Z > 0.10. The pV
T /mW Z > 0.10 requirement is applied to be closer to

the signal region. This CR is then by definition orthogonal to the Drell-Yan
signal region. Figure 8.1 shows the invariant mass distribution in the CR and
the predicted event yields are summarized in Table 8.1. It can be seen that
is clearly enriched in WZ processes with 81% purity and small contamination
from fake background processes, ZZ and other irreducible backgrounds. This
region is included in the Drell-Yan signal region fits to constrain the WZ QCD
normalization.

1−10

1

10

210

310

410

510

E
v
e

n
ts

 /
 5

0
 G

e
V

Data

WZ-QCD

Fake/non-prompt

ZZ

VtVVV+t

WZ-EWK

Total uncertainty

-1 = 13 TeV, 139 fbs

Pre-fit

WZ-QCD Drell-Yan CR

500 1000 1500 2000 2500 3000

m(WZ) [GeV]

0.6

0.8

1

1.2

1.4

D
a

ta
/P

re
-f

it

Figure 8.1: Pre-fit W Z invariant mass is shown in the W Z Drell-Yan control region.
The distributions are shown here with the optimized variable binning (see Section 10.3.1).
All the uncertainties are shown by shaded bands. Theory systematic uncertainties are of
the order of 20% and flat over the MW Z range are not shown
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8.1.2 WZ-QCD VBF control regions

Two dedicated control regions are built to assess the normalization of the WZ-
QCD mediated production in the VBF like phase space with two jets to ensure
the orthogonality between the control regions and the two VBF signal regions,
i.e cut-based and ANN. The control regions are defined as follows.

8.1.2.1 WZ-QCD VBF control regions for ANN analysis

For the VBF ANN signal regions WZ-QCD control region is defined by requir-
ing events to have Mjj > 500 GeV to be closer in terms of the VBF topology
and the requirement on the ANN score is reverted, i.e., ANN < 0.82. Figure
8.2 on the top shows the data/MC comparison and the predicted event yields
are summarized in Table 8.1. The WZ-QCD mis-modelling is visible in this
region and will be corrected in the limit setting fit and is fully covered by the
theory systematic uncertainties that are of the order of 30% for the WZ-QCD
in this region, see details in Section 10.4.2. This VBF control region is enriched
by WZ-QCD mediated production (purity above 75%).

8.1.2.2 WZ-QCD VBF control region for cut-based analysis

WZ-QCD VBF control region for cut-based analysis is built by requiring events
with at least 2 jets and di-jet mass Mjj > 500 GeV but failing the rapidity
separation of the jets requirement, i.e. |∆Yjj| < 3.5. Events passing the Drell-
Yan signal region selection are also excluded by requiring pZ

T /mW Z < 0.35
and pW

T /mW Z < 0.35. The bottom plot in Figure 8.2 shows the invariant
mass distribution in this CR. From the predicted event yields summarized in
Table 8.1, it can be clearly seen that this cut-based CR is rich in WZ-QCD
mediated production, around 72%, with small contamination from WZ-EWK,
ZZ and irreducible background processes. This region is included in the V BF
signal region fits to constrain the WZ QCD normalization. A mis-modelling
for low WZ invariant mass can be seen in the ratio of Figure 8.2 (bottom).
The modelling will be corrected in the fit and is fully covered by the theory
systematic uncertainties that are of the order of 30% for the WZ-QCD in this
region.

WZ DY CR WZ VBF ANN CR WZ VBF CR
WZ QCD 8810± 329 514± 40 172± 9
WZ EWK 387± 14 97± 4 29± 1
tt̄V+VVV 410± 83 9± 2 18± 4

ZZ 623± 34 32± 4 11± 1
Fakes 685± 218 14± 6 7± 3

Total Background 10916± 502 667± 47 237± 15
Data 10522 522 209

Table 8.1: Overview of observed and predicted event yields for an integrated luminosity
of 139 fb−1 per processes in each W Z QCD control region.
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Figure 8.2: The Pre-fit distributions of the W Z invariant mass is shown in the W Z
VBF ANN control region (top), cut-based control region (bottom). The distributions are
shown here with the optimized variable binning for GM region (see Section 10.3.1). All
the uncertainties affecting the shapes are shown by shaded bands. Theory systematic
uncertainties are of the order of 30% and flat over the MW Z range.

71



8 Background

8.1.3 ZZ control regions

The ZZ background normalization is obtained from two dedicated control re-
gions, one inclusive in terms of jets, named ZZ Drell-Yan control region (ZZ
CR), and another where events are required to have at least 2 jets called ZZ
VBF control region (ZZJJ CR). Both regions require events to have at least 3
analysis lepton candidates, and at least 1 extra baseline lepton (of any flavour
or charge) with pT >7 GeV and pT >5 GeV for electrons and muons, respectively.
The Emiss

T cut applied in the nominal analysis to account for the neutrino is
removed for this control region. Since the 4-lepton veto selection is reverted
this region is by definition orthogonal to all the signal regions of the analysis.

Figure 8.3 shows the WZ invariant mass distribution in the ZZ CR on the
left and the ZZJJ CR on the right. For 8.2 it can be seen that these CR are
clearly enriched in ZZ events (93% for ZZ CR and 81% for ZZJJ CR). The
ZZ CR region is included in the Drell-Yan signal region fits to constrain the
ZZ background normalization, and the ZZJJ CR is included in the VBF signal
region fits, for both cut-based and ANN signal regions. A theory uncertainty
of 10% in the normalization of the ZZ background includes the PDF and scale
effects.

ZZ CR ZZJJ CR
WZ QCD 35± 2 13± 1
WZ EWK 6± 0.3 3± 0.2
tt̄V+VVV 65± 13 31± 7

ZZ 1305± 48 244± 38
Fakes 23± 9 10± 5

Total Background 1434± 61 301± 43
Data 1554 305

Table 8.2: Overview of observed and predicted event yields for an integrated luminosity
of 139 fb−1 per processes in ZZ and ZZJJ control region.

Control Regions
Selection ZZ ZZjj WZ qqF WZ −QCD VBF WZ −QCD VBF

cut-based cut-based ANN-based

Emiss
T > 25 GeV ! ! !

4 lepton veto fail fail ! ! !

inclusive WZ ! ! !

at least 2 jets ! ! ! !

b-jet veto !on VBF jets !

Mjj > 100 GeV ! !

Mjj > 500 GeV ! !
|∆Y jj| > 3.5 fail

ANN cut fail
Boson pT imbalance fail fail

Table 8.3: Summary of the control regions in the analysis
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Figure 8.3: The pre-fit distributions of the W Z invariant mass is shown in the inclusive
ZZ control region at the top and in the ZZJJ VBS control region at the bottom. The
figures show all the uncertainties by shaded bands. A flat 10% theory uncertainty is
expected on the ZZ background normalization and is not included in the figure.
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8.1.4 tt̄V Validation region
The tt̄V background contribution is the third largest background contribution
in all signal regions. Therefore a validation region was constructed to study
the tt̄V modelling and normalization.

The tt̄V region is defined by requiring to have at least 2 jets with Mjj >
150 GeV and at least one b-jet. Since no significant shape miss-modelling was
found and in order to keep the fit simple it was decided to not to include this
region in the fit and use the theory uncertainties to cover for the observed
differences between data and simulation.

Table 8.4 and Figure 8.4 shows the observed and expected number of events
in this region, the tt̄V background accounts for ∼40% of the events.

ttV VR
tt̄V 137± 30

WZ QCD 123± 27
WZ EWK 43± 8

ZZ 12± 33
Fakes/non-prompt 35± 25
Total Background 349± 60

Observed 391

Table 8.4: Observed and expected events in the tt̄V validation region
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Figure 8.4: Data/MC comparisons in the tt̄V validation region. The error band contains
statistical and experimental uncertainties. The theory uncertainty of 13% is added to the
band.
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Chapter 9

Systematic Uncertainties

“We’re the Guardians of the Galaxy.”
Guardians of the Galaxy Vol.1

Systematic uncertainties are an important ingredient for quantative com-
parison of simulated and measured data. The theoretical modelling, object
and event reconstruction have an impact on the signal and control regions be-
cause they affect the background estimations, signal acceptance and the shape
of the distributions of the invariant mass. Depending on the nature of the un-
certainty these can be classified into two groups: (a) theoretical uncertainties
associated with the MC modelling of both the background and signal processes
and (b) experimental uncertainties related to the detector and reconstruction
performance.

9.1 Theory uncertainties
Theoretical uncertainties are used to evaluate the WZ-QCD, WZ-EWK and
ZZ mis-modelling by the event generators. Studies were performed to evaluate
these uncertainties but are not a part of this thesis. For each of these back-
grounds, uncertainties due to higher-order QCD corrections are evaluated by
varying the renormalization and factorization scales independently by factors
of two and one-half. For the WZ-QCD and ZZ backgrounds that have data-
driven normalizations only the shape variations on the reconstructed m(WZ)
are considered. The uncertainties due to the PDF and the αs value used in
the PDF determination are evaluated using the PDF4LHC prescription [113]
for WZ-QCD, WZ-EWK and ZZ background. A parton shower modelling
uncertainty in each of the WZ-QCD and WZ-EWK background templates are
estimated separately using two MC samples with different shower models.

The theory uncertainties summarised above are evaluated in all the analysis
signal and control regions and they are considered as uncorrelated across those
regions in the statistical analysis.

An uncertainty of 20% is assigned to the tt̄V and V V V cross-sections [114–
116]. It consists of contributions from PDF uncertainties and QCD scale un-
certainties.

Uncertainties in the signal acceptances due to PDF and scale choices are also
evaluated. These uncertainties are calculated for several resonant mass points,
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9 Systematic Uncertainties

and for each model, production process and decay. The theory uncertainties
on the HVT signals are evaluated to be under 20% for all production modes
and they are 30% for the GM model.

9.2 Experimental uncertainties
Experimental uncertainties arise from the luminosity calculation, triggers, and
reconstruction and identification of leptons and jets, as well as the computation
of the missing transverse energy. For convenience, the individual uncertainties
can be grouped and described as follows:

Luminosity The uncertainty in the integrated luminosity is 1.7%. It is derived
following a methodology similar to that detailed in Ref. [117]

PRW_DATASF This includes the uncertainty in the pileup re-weighting of MC
events is included to cover the uncertainty in the ratio of the predicted
and measured inelastic cross-sections [118].

JET Systematic uncertainties affecting the reconstruction and energy calibra-
tion of jets are propagated through the analysis. They are the dominant
experimental uncertainties in the VBF selection. These include seven
jet energy scale parameters (JET_EffectiveNP), six eta-intercalibration
(JET_EtaIntercalibration) (one each for modelling and statistical un-
certainties, and four for non-closure), four for pile-up dependence (JET_Pi
leup), and one each for high-momentum jets (JET_SingleParticle_High
Pt), mismodelling of flavour composition (JET_Flavor_Composition) and
response (JET_Flavor_Response), treatment of b-jets (JET_BJES_Respon
se) and punch-through jets (JET_PunchThrough_MC16). These also in-
clude mis-modelling of efficiency of jet vertex tagging (JET_JvtEfficiency
and JET_fJvtEfficiency)

JET_JER Those due to the jet energy scale and resolution are obtained from
simulations and in-situ techniques [119].

FT_EFF These include the uncertainties in the b-tagging efficiency and the
mistag rate is also taken into account. The effect of jet uncertainties
on the expected number of events ranges up to 15% in the VBF selection.

MUON These are the uncertainties due to the muons reconstruction, identifica-
tion and isolation requirements estimated using tag-and-probe methods
in Z → ℓℓ events in data and simulation [70, 120]. Uncertainties in the
efficiencies of muon triggers, muon energy scale and resolution are also
included.

EG These are the uncertainties due to electron calibration originating from the
mismodelling of the electron energy resolution (EG_RESOLUTION_ALL) and
enery scale (EG_SCALE).

EL_EFF They include the systematic variations due to the effects of electron ef-
ficiency measurements in imprecise measurement of identification (EL_EFF
_ID_TOTAL_1NPCOR_PLUS_UNCOR), isolation (EL_EFF_Iso_TOTAL_1NPCOR
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9.2 Experimental uncertainties

_PLUS_UNCOR) and reconstruction (EL_EFF_Reco_TOTAL_1NPCOR_PLUS_
UNCOR).

MET The uncertainty in the missing transverse momentum measurement is es-
timated by propagating the uncertainties in the transverse momenta of
preselected leptons and jets as well as those in the soft term [79].

FF An uncertainty in the prediction of the fake/non-prompt background is
also taken into account as it affects the shape and normalization of the
background distributions. The total uncertainty is about 60% (more than
100%) for the Drell-Yan (VBF) selections. It is larger for the VBF selection
because of the higher statistical uncertainty.
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Chapter 10

Statistical Analysis

“We’re in the endgame now.”
Avengers: Infinity War

The statistical treatment of this analysis uses a combined profile likelihood
fit to binned discriminant distributions in all categories simultaneously. The
definition of the likelihood and the configuration of the fit in terms of inputs
and parameters are defined in this section.

10.1 Statistical Methodology
To derive the equations for statistical analysis of the data we start from the
so-called “marked Poisson model” [121], as shown here:

P(x1...xn|µ) = Pois(n|µS +B)

[

n
∏

e=1

µSfS(xe) +BfB(xe)

µS +B

]

(10.1)

where S is the number of signal events and B is the number of background
events. A “signal strength” parameter µ is introduced such that µ = 0 cor-
responds to the background-only hypothesis and µ = 1 corresponds to the
signal+background hypothesis. This continuous parameter µ is our parameter
of interest. The background and signal ”shapes” are denoted by fS(x) and
fB(x) and note that these are probability density functions (pdf) normalized
such that

∫

dxf(x) = 1. This probability model is for obtaining n events in
the data where the discriminating variable for event e has a value xe. We have
considered the probability density of obtaining xe based on the relative mixture
fS(x) and fB(x) for a given value of µ.

Since we use histograms, we use the binned equivalent of the probability
model above and denote the signal and background histograms as νsig

b and
νbkg

b , where b is the bin index. The bin νb and the shape f(x) are related as:

fS(xe) =
νsig

be

S∆be

and fB(xe) =
νbkg

be

B∆be

(10.2)

where be is the index of the bin containing xe and ∆be
is the width of that same

bins.
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10 Statistical Analysis

The Likelihood is introduced as the conditional probability for the mea-
surement of a fixed set of data given a theory hypothesis, the likelihood is
often written as L(theory). The theory for this analysis comprises signal and
background models including µ. The Likelihood can be expressed as:

L(µ) =
n
∏

i=1

f(xi;µ) (10.3)

where f(xi;µ) is pdf of measurement of n observables xi given the theory with
signal strength µ. The likelihood is evaluated event-by-event for a physical
observable such as the invariant mass of the WZ.

10.1.1 Likelihood definition
The framework used for the construction of the Likelihood is called HistFactory
[121] which employs RooFit [122] implementations of fundamental statistical
tools and simplifies the construction of complex likelihoods for binned his-
tograms in multiple channels and regions. For the statistical analysis presented
here, we use the binned likelihood function which is the product of Poisson prob-
abilities for each bin of the histogram, with θ as additional nuisance parameters
(NP) of the theory, times the constraint term of auxiliary measurements:

L(µ, θ) = P(ncb, ap|φp, αp, γb) =
∏

c∈channels

∏

b∈bins
Pois(ncb|νcb) ·G(L0|λ,∆L)

·
∏

p∈S+Γ

fp(ap|αp) (10.4)

where, following mnemonic index conventions are used:

• b ∈ bins

• c ∈ channels

• p ∈ parameters

S = {αp} is the set of systematic nuisance parameters, i.e. ShapeSyst, Γ is
the set of bin-by-bin statistical uncertainties and fp(ap|αp) is a constraint for
the nuisance parameter αp with auxiliary measurement ap. λ is the nuisance
parameter of the true and unknown value of the luminosity, L0 is the fixed
auxiliary measurement of the luminosity value in the“conditional ensemble”
and G(L0|λ,∆L) is the constraint on the luminosity.

10.1.2 Profile likelihood ratio method
To test a hypothesized value of µ we consider the profile likelihood ratio [123]:

λ(µ) =















L(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0,

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0
(10.5)

where the numerator is the likelihood function. The quantity ˆ̂
θ(µ) and ˆ̂

θ(0)
denotes the value of θ that maximizes L for the specified µ, i.e., it is the
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conditional maximum-likelihood (ML) estimator of θ given strength parameter
of µ or 0, respectively. The denominator is the maximised likelihood function,
i.e., θ̂ and µ̂ are their ML estimators. A test statistic is defined as

qµ =







−2ln(λ) µ̂ ≤ µ,

0 µ̂ > µ
=























−2lnL(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0,

−2lnL(µ,
ˆ̂
θ(µ))

L(µ̂,θ̂)
0 ≤ µ̂ ≤ µ,

0 µ̂ > µ

(10.6)

We can calculate the significance using the asymptotic formula [123]:

Zµ =
√
qµ (10.7)

This test statistic is used to measure the compatibility of the signal+back-
ground model with the observed data and for exclusion intervals derived with
the CLs [124] method.

The CLs method is motivated by frequentist analysis. The test statistic q
is defined such that it increases monotonically for increasing signal-like exper-
iments. The confidence in the signal+background hypothesis is given by the
probability that the test statistic is less than or equal to the value observed in
the experiment, qobs:

CLs+b = Ps+b(q ≤ qobs) (10.8)
where

Ps+b(q ≤ qobs) =
∫ qobs

− inf

dPs+b

dq
dq (10.9)

and where dPs+b is the pdf of the test-statistic for signal+background model
qµ. Small CLs+b value means high compatibility with background hypothesis.
Similarly, the confidence in background only hypothesis is given by:

CLb = Pb(q ≤ qobs) (10.10)

where,
Pb(q ≤ qobs) =

∫ qobs

− inf

dPb

dq
dq (10.11)

and where dPb is the pdf of the test-statistic for background-only experiments
q0. The value of CLb close to 1 means poor compatibility with background-only
hypothesis.

The confidence in the signal hypothesis CLs is defined by normalizing
the confidence level observed for the signal+background hypothesis, to the
confidence level observed for the background-only hypothesis, i.e., CLs =
CLs+b/CLb. The signal hypothesis is excluded at the confidence level CL
when

1− CLs ≤ CL (10.12)
The limit set on µ is then translated into a limit on the signal cross-section

times branching ratio, σ×B, using the theoretical cross-section and branching
ratio for the given signal model.

This simplified asymptotic formula is only valid for a large number of ex-
pected events where the distribution of the qµ is approximated analytically. It
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is therefore needed to check if this approximation is within the regime where
there are limited events. Toys are used to model the qµ distribution in a more
realistic way and used to validate the limits obtained from the asymptotic
formula.

10.2 Limits with Toys
The recommended procedure needed for computing frequentist exclusion limits
based on profile likelihood ratio tests are based on toy Monte Carlos which is
used to validate the asymptotic formulas. The result of the significance test
is a p-value, pµ. The value of signal strength µ is excluded at 95% confidence
level if one finds pµ < 0.05. strength.

To find the observed upper limit [125]
1. The likelihood function is constructed as in eq. 10.4, L(µ, θ) where µ is

the signal strength and θ represents the nuisance parameters.

2. The test statistic qµ (eq. 10.6) is constructed based on λ(µ) likelihood ratio
(eq. 10.5) and the observed test statistic for the tested µ, qµ,obs is found.

3. Toy Monte Carlo experiments are generated to construct the pdf of qµ

under signal with strength µ, f(qµ|µ, ˆ̂
θ(µ, obs)), where the ˆ̂

θ(µ, obs) is the
conditional MLE based on the observed data. The nuisance parameters
are fixed to their conditional MLEs for generating the toy Monte Carlo
but are constrained by a Gaussian function (unconditional ensemble).

4. From the constructed distribution of qµ for the signal+background,
f(qµ|µ, ˆ̂

θ(µ, obs)), the p-value of the observation is calculated:

pµ =
∫ ∞

qµ,obs

f(qµ|µ, ˆ̂
θ(µ, obs))dqµ (10.13)

5. By throwing multiple toys the µup(obs) which satisfies pµup
= 5% is found.

To find the median expected upper limit and bands we need the distribution
of upper limits from background-only experiments. This requires repeating the
above procedure several times for background-only pseudo-experiments [125].

1. Background-only toy MC experiments are generated according to the dis-
tribution based on (µ = 0,

ˆ̂
θ(0, obs)). Here ˆ̂

θ(0, obs) is the conditional
MLE based on the observed data. The toy background-only experiments
make each have a corresponding pseudo-data set, denoted by data′.

2. For each of the background-only pseudo experiments data′, the above pro-
cedure replacing obs with data′ is repeated. The corresponding ˆ̂

θ(0, data′)
is calculated and the above procedure is followed to find µup(data′), his-
tograming of which leads to the distribution of upper-limits from the
background-only experiments, f(µup|µ = 0,

ˆ̂
θ(0, obs)).

3. The µup(data′) distribution is drawn for background-only experiments to
find its median.
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10.3 Statistical Analysis strategy

4. To find the ±1 and ±2 sigma bands, the above generated µup pdf is used
to find the 68% and 95% bands respectively.

Figure 10.1 shows the distribution of the upper limits on the cross-section
times branching ratio obtained after the fit of 5000 toy datasets. The toy data
in the figure was fitted using the 1.2 TeV HVT W ′ signal produced via VBF
as a signal hypothesis. The lines in the figure show the observed and expected
limits as well as the 1 and 2 sigma bands.

Figure 10.1: The distribution of the upper limits on the cross-section times branching
ratio obtained after the fit of 5000 toy datasets for 1.2 TeV HVT W ′ signal produced
via VBF. The black solid line shows the observed limits and the black dashed shows the
median for expected limits. The green and yellow lines show the ±1 and ±2 sigma bands,
respectively.

10.3 Statistical Analysis strategy
The WZ invariant mass distribution is used as the discriminating variable which
is built from the four-vector of the reconstructed W and Z bosons. The lon-
gitudinal momentum of the neutrino, pz, is estimated by solving the equation
E2 = P 2 +M2, using the x and y components of the missing transverse energy,
Emiss

T , and the four-vector of the charged lepton assigned to the W boson. On
solving the quadratic equation, if there are two real solutions, the one with the
smaller magnitude is chosen and if there is no real solution, the real part of
the solution is chosen [51]. Using this reconstructed neutrino four-vector, the
four-vector of the W boson is reconstructed.

A binned maximum-likelihood fit is performed using the reconstructed WZ
invariant mass spectrum. Histogram templates of the signal and backgrounds
are fitted using the standard package RooStats [126] called within the Resonanc
eFinder package. The number of fake-lepton events in each region is obtained
with the data-driven method. The number of events for the tt̄+V and V V V is
predicted by the simulation in each region. For simplicity all the decay channels
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(electron and muon) are merged together in a single distribution. Additionally
to the signal region, the control regions for the WZ QCD mediated productions
and the ZZ backgrounds are included.

The numbers of observed and predicted events in each of these regions are
described using Poisson probability density functions. There are two extra free
parameters considered per signal region: a normalisation scale for the WZ-
QCD, and ZZ background. The other backgrounds from tt̄ + V , and V V V
are allowed to vary in the fit within their respective uncertainties of 20%. The
experimental systematic uncertainties (Section 9.2) and the MC statistical un-
certainties on the expected values are included in the fit as nuisance parameters
which are constrained by a Gaussian function with a width corresponding to
the size of the uncertainty considered and a Poissonian function, respectively.
Correlations between these parameters are also taken into account.

In addition to the experimental uncertainties, theoretical uncertainties (Sec-
tion 9.1) calculated directly from MC following PMG recommendations are
used. PDF and Scale uncertainties are not correlated among processes. The
fake background is allowed to vary within the uncertainties estimated by the
Matrix Method. Systematic uncertainties inducing changes of less than 1% in
the nominal yields are not considered (pruned away).

The product of the various probability density functions forms the likelihood,
which the fit maximises by adjusting the input parameters and the nuisance
parameters described above. The fit may introduce a negative correlation be-
tween the four normalisation scales. The relative uncertainty on the individual
contributions may therefore increase, but the sum of the contributions is esti-
mated more precisely: the total background relative uncertainty may then be
smaller than the sum in quadrature of the individual components.

Two fit configurations are used, referred to as the Drell-Yan and VBF con-
figurations. The Drell-Yan fits include the Drell-Yan SR, WZ -QCD CR and
ZZ-CR. In the VBF configuration, fits include the VBF-SR, WZjj-QCD CR
and ZZjj-CR. Separate fits are performed for the different models tested and
for different resonance mass hypotheses.

The inputs to the fit, for each of the fit configuration, are as follows:

1. The WZ invariant mass distribution in the signal region,

2. The WZ invariant mass distribution in the WZ-QCD and ZZ control
regions (each SR has its respective WZ-QCD and ZZ CR),

3. Free-floating normalisation factor for WZ-QCD and ZZ background,

4. Systematic and statistical uncertainties (Chapter 9).

10.3.1 Binning optimization
The question of what binning to choose for the WZ invariant mass distribution
to calculate the bin-by-bin significance has no universal answer and to some
extend needs to be investigated empirically.

The first step was to check the shape of our signal and for that the signal
MC is fitted with Breit-Wigner convoluted with a Crystal-Ball function in
order to estimate the width of the resonance; the width of the peak is plotted
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as a function of the resonance mass see Figure 10.2. To be able to exploit
the signal shape information we will need to choose as many bins as possible.
Nevertheless, some constraints on the number of bins we can use come from
the statistics available in the signal and the underlying uncertainties in the
expected SM backgrounds. Especially when it comes to statistical analysis, a
stable fit template is important to allow for a reasonable uncertainty estimate
and to mitigate the risk of strong fluctuations in the background template, that
could cause numerical problems in the maximum likelihood estimation.

Figure 10.2: Width of the resonance peak as a function of the resonance mass in the
signal Drell-Yan and VBF signals.

To study the sensitivity of our fit to the different binning options we have
started with a distribution of the WZ invariant mass containing 500 bins of
10 GeV and use this as an input to the binning optimization algorithm. The
algorithm for binning optimization we have used takes the input histogram and
merge adjacent bin until the following criteria are satisfied:

• when enough statistics are available the bin size respect the expected signal
resolution

• minimum background per bin (default = 10, 5 for high mass region): For
the asymptotic approximation to work.

• maximum relative background MC uncertainty (default = 0.3): To avoid
bins with large MC uncertainties.

The expected limits obtained with different binning options are then com-
pared. A signal+background fit is performed using the signal region only and
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Figure 10.3: Expected limits for different binning of the W Z invariant mass distribution.
The plot on the top left shows the DY HVT signal region, on the top right the HVT VBF
ANN signal region and the GM VBF ANN signal region at the bottom.

including all object uncertainties and theory uncertainties to find the exclusion
limits.

Figure 10.3 shows the expected limits calculated using the asymptotic ap-
proximation for the different binning proposals. The so-called optimized bin-
ning is chosen as it respects the resonant width and the statistics available.
The published binning, used in previous publication [8], do not respect the
minimum statistics requirements and in many bins at high mass has less than
1 event expected so the asymptotic limits can not be fully trusted in those bins.
The difference in expected limits between the two binning options is not large.

This means two different binning for the VBF signal region (one each for
HVT and GM) and another one for the Drell-Yan signal region are defined.
The following optimized binning is used for this analysis:

• GM VBF signal region (9 bins): [150,200,230,270,310,350, 390,
480,660,5000]

• HVT VBF signal region (9 bins): [150,200,250,300,350,400,460,
520,650,5000]

• HVT Drell-Yan signal region (22 bins):[150,200,250,300,350,400,450,
500,550,600,650,700,750,800,850,900,950,1010,1080,1160,1280,
1480,5000]
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10.4 Irreducible background Control Region only fit

10.4 Irreducible background Control Region only fit
In order to study the Data/MC agreement in the control regions of the analysis,
background only fit configurations are performed using data and background
predictions from the control regions as defined in Section 8.1 for each of the fit
configuration.

10.4.1 Drell-Yan Control region fit
The WZ Drell-Yan control region and the ZZ control region are fitted simulta-
neously. The WZ-QCD and the ZZ background normalisation are free-floating
parameters, while all the other backgrounds are allowed to move within the un-
certainties. The nuisance parameter pull of the fit is shown in Figure 10.4, a
pull and constrain are visible on the theory scale and parton shower uncertain-
ties of the WZ-QCD background and a smaller pull on the pileup re-weighting
uncertainty as well as in the systematic uncertainty introduced by the statistic
uncertainty of the control regions used for Fake rate measurement. The post-fit
distributions of the ZZ and WZ Drell-Yan control regions are shown in Fig-
ure 10.5, the ZZ normalization shows the need for a flat normalization factor
of 10%, while the WZ-QCD normalization shows a normalization correction of
about 15% for all masses, the scaling factors resulting from the fit are shown
in Table 10.1.

µW ZQCD 0.847± 0.096
µZZ 1.1± 0.05

Table 10.1: Scaling factors for the floating normalization for WZQCD and ZZ in simul-
taneous WZ Drell-Yan and ZZ CR only fit with data
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Figure 10.4: Nuisance parameter pulls of the Drell-Yan background only control region
fit with data.
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Figure 10.5: The post-fit invariant mass distributions of the W Z Drell-Yan CR and
ZZ are shown. The ratio panel in the middle shows the ratio Data/Post-fit background,
the post-fit uncertainties are shown as shaded area. The panel on the bottom shows the
pre-fit/post-fit ratio.
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10.4 Irreducible background Control Region only fit

10.4.2 VBF ANN Control regions fit:
For each of the VBF signal regions simultaneous fits of their respective WZ
VBF control region (see Section 8.1.2 for the definitions) and the ZZJJ control
region (see Section 8.1.3 for definitions) are performed. The WZ-QCD and the
ZZjj backgrounds normalization are free-floating parameters, while all the
other backgrounds are allow to move within the uncertainties.

The results for the control region only fits are shown in the following:

10.4.2.1 HVT VBF ANN Control regions only fit:

The nuisance parameter pull of the fit is shown in Figure 10.6, a small con-
straint in the systematic uncertainty introduced by the statistic uncertainty of
the control regions used for Fake rate measurement is observed. The post-fit
distributions of the ZZJJ and WZ-QCD ANN VBF control regions are shown
in Figure 10.7, the ZZJJ control region shows a good agreement with data,
while the WZ-QCD normalization shows a normalization correction of about
28% for all masses, in agreement with the results seen by the VBS WZ anal-
ysis [127], the scaling factors resulting from the fit are shown in Table 10.2.

µW ZQCD 0.724± 0.099
µZZJJ 1.07± 0.29

Table 10.2: Scaling factors for the floating normalization of W Z-QCD and ZZ in simul-
taneous W Z ANN VBF and ZZJJ CR only fit with data

E
G

_
S

C
A

L
E

_
A

L
L

E
L
_
E

F
F

_
ID

_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

E
L
_
E

F
F

_
Is

o
_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

E
L
_
E

F
F

_
R

e
c
o
_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

F
F

_
B

ia
s
C

o
rr

e
c
ti
o
n

F
F

_
fa

k
e
C

R
S

ta
ts

F
T

_
E

F
F

_
E

ig
e
n
_
B

_
0

F
T

_
E

F
F

_
E

ig
e
n
_
B

_
1

F
T

_
E

F
F

_
E

ig
e
n
_
C

_
0

F
T

_
E

F
F

_
E

ig
e
n
_
L
ig

h
t_

0

F
T

_
E

F
F

_
e
x
tr

a
p
o
la

ti
o
n
_
fr

o
m

_
c
h
a
rm

J
E

T
_
E

ff
e
c
ti
v
e
N

P
_
1

J
E

T
_
E

ff
e
c
ti
v
e
N

P
_
2

J
E

T
_
E

ta
In

te
rc

a
lib

ra
ti
o
n
_
M

o
d
e
lli

n
g

J
E

T
_
E

ta
In

te
rc

a
lib

ra
ti
o
n
_
T

o
ta

lS
ta

t

J
E

T
_
F

la
v
o
r_

C
o
m

p
o
s
it
io

n

J
E

T
_
F

la
v
o
r_

R
e
s
p
o
n
s
e

J
E

T
_
J
E

R
_
D

a
ta

V
s
M

C
_
M

C
1
6

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
1

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
2

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
3

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
4

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
5

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
6

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
7
re

s
tT

e
rm

J
E

T
_
P

ile
u
p
_
O

ff
s
e
tM

u

J
E

T
_
P

ile
u
p
_
O

ff
s
e
tN

P
V

J
E

T
_
P

ile
u
p
_
P

tT
e
rm

J
E

T
_
P

ile
u
p
_
R

h
o
T

o
p
o
lo

g
y

L
u
m

in
o
s
it
y

M
E

T
_
S

o
ft
T

rk
_
R

e
s
o
P

a
ra

M
E

T
_
S

o
ft
T

rk
_
R

e
s
o
P

e
rp

M
E

T
_
S

o
ft
T

rk
_
S

c
a
le

M
U

O
N

_
E

F
F

_
IS

O
_
S

T
A

T

M
U

O
N

_
E

F
F

_
IS

O
_
S

Y
S

M
U

O
N

_
E

F
F

_
R

E
C

O
_
S

T
A

T

M
U

O
N

_
E

F
F

_
R

E
C

O
_
S

Y
S

M
U

O
N

_
S

A
G

IT
T

A
_
R

E
S

B
IA

S

M
U

O
N

_
S

A
G

IT
T

A
_
R

H
O

P
R

W
_
D

A
T

A
S

F

T
h
e
o
ry

_
W

Z
E

W
_
p
s
2
_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
W

Z
E

W
_
s
c
a
le

_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
W

Z
Q

C
D

_
p
s
2
_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
Z

Z
_
s
c
a
le

_
V

B
F

M
V

A
C

R

X
S

_
V

V
V

fl
o
a
t_

W
Z

Q
C

D
_
L
1

fl
o
a
t_

Z
Z

_
L
1

θ

4−

2−

0

2

4

θ
∆

) 
/ 

0
θ

 -
 

fi
t

θ(

 = 0.00
fixed

µ

h_NuisPara_GlobalFit_conditionnal_mu0

Figure 10.6: Nuisance parameter pulls of the HVT VBF ANN background only control
region fit.
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Figure 10.7: The post-fit invariant mass distributions of the W Z VBF ANN CR and
ZZJJ are shown. The panel in the middle shows the ratio Data/Post-fit background,
the post-fit uncertainties are shown as shaded area. The panel on the bottom shows the
pre-fit/post-fit ratio.
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10.4 Irreducible background Control Region only fit

10.4.2.2 GM VBF ANN Control regions only fit:

The nuisance parameter pull of the fit is shown in Figure 10.8. Similar to what is
seen for the HVT VBF, no significant pulls or overconstraints are visible except
for a small constraint in the systematic uncertainty introduced by the statistic
uncertainty of the control regions used for fake rate measurement. The post-fit
distributions of the ZZJJ and WZ GM ANN VBF control regions are shown
in Figure 10.9 where the ZZJJ control region shows a good agreement with
data, while the WZ-QCD normalization shows the need for a normalization
correction of ∼28%, the scaling factors resulting from the fit are shown in
Table 10.3.

µW ZQCD 0.724± 0.103
µZZ 1.06± 0.29

Table 10.3: Scaling factors for the floating normalization for WZQCD and ZZJJ in
simultaneous ANN CR and ZZJJ CR only fit with data

E
G

_
S

C
A

L
E

_
A

L
L

E
L
_
E

F
F

_
ID

_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

E
L
_
E

F
F

_
Is

o
_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

E
L
_
E

F
F

_
R

e
c
o
_
T

O
T

A
L
_
1
N

P
C

O
R

_
P

L
U

S
_
U

N
C

O
R

F
F

_
B

ia
s
C

o
rr

e
c
ti
o
n

F
F

_
fa

k
e
C

R
S

ta
ts

F
T

_
E

F
F

_
E

ig
e
n
_
B

_
0

F
T

_
E

F
F

_
E

ig
e
n
_
B

_
1

F
T

_
E

F
F

_
E

ig
e
n
_
C

_
0

F
T

_
E

F
F

_
E

ig
e
n
_
L
ig

h
t_

0

F
T

_
E

F
F

_
e
x
tr

a
p
o
la

ti
o
n
_
fr

o
m

_
c
h
a
rm

J
E

T
_
E

ff
e
c
ti
v
e
N

P
_
1

J
E

T
_
E

ff
e
c
ti
v
e
N

P
_
2

J
E

T
_
E

ta
In

te
rc

a
lib

ra
ti
o
n
_
M

o
d
e
lli

n
g

J
E

T
_
E

ta
In

te
rc

a
lib

ra
ti
o
n
_
T

o
ta

lS
ta

t

J
E

T
_
F

la
v
o
r_

C
o
m

p
o
s
it
io

n

J
E

T
_
F

la
v
o
r_

R
e
s
p
o
n
s
e

J
E

T
_
J
E

R
_
D

a
ta

V
s
M

C
_
M

C
1
6

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
1

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
2

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
3

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
4

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
5

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
6

J
E

T
_
J
E

R
_
E

ff
e
c
ti
v
e
N

P
_
7
re

s
tT

e
rm

J
E

T
_
P

ile
u
p
_
O

ff
s
e
tM

u

J
E

T
_
P

ile
u
p
_
O

ff
s
e
tN

P
V

J
E

T
_
P

ile
u
p
_
P

tT
e
rm

J
E

T
_
P

ile
u
p
_
R

h
o
T

o
p
o
lo

g
y

L
u
m

in
o
s
it
y

M
E

T
_
S

o
ft
T

rk
_
R

e
s
o
P

a
ra

M
E

T
_
S

o
ft
T

rk
_
R

e
s
o
P

e
rp

M
E

T
_
S

o
ft
T

rk
_
S

c
a
le

M
U

O
N

_
E

F
F

_
IS

O
_
S

T
A

T

M
U

O
N

_
E

F
F

_
IS

O
_
S

Y
S

M
U

O
N

_
E

F
F

_
R

E
C

O
_
S

T
A

T

M
U

O
N

_
E

F
F

_
R

E
C

O
_
S

Y
S

M
U

O
N

_
ID

M
U

O
N

_
S

A
G

IT
T

A
_
R

E
S

B
IA

S

M
U

O
N

_
S

A
G

IT
T

A
_
R

H
O

P
R

W
_
D

A
T

A
S

F

T
h
e
o
ry

_
W

Z
E

W
_
p
s
2
_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
W

Z
E

W
_
s
c
a
le

_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
W

Z
Q

C
D

_
p
s
2
_
V

B
F

M
V

A
C

R

T
h
e
o
ry

_
Z

Z
_
s
c
a
le

_
V

B
F

M
V

A
C

R

X
S

_
V

V
V

fl
o
a
t_

W
Z

Q
C

D
_
L
1

fl
o
a
t_

Z
Z

_
L
1

θ

4−

2−

0

2

4

θ
∆

) 
/ 

0
θ

 -
 

fi
t

θ(

 = 0.00
fixed

µ

h_NuisPara_GlobalFit_conditionnal_mu0

Figure 10.8: Nuisance parameter pulls of the GM VBF ANN background only fit.
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10 Statistical Analysis
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Figure 10.9: The post-fit invariant mass distributions of the W Z VBF ANN CR and
ZZJJ are shown. The panel in the middle shows the ratio Data/Post-fit background,
the post-fit uncertainties are shown as shaded area. The panel on the bottom shows the
pre-fit/post-fit ratio.
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10.4 Irreducible background Control Region only fit

10.4.3 VBF cut-based Control regions only fit
The nuisance parameter pull of the fit is shown in Figure 10.10, a small con-
straint is observed in the systematic uncertainty introduced by the statistic
uncertainty of the control regions used for Fake rate measurement. The post-
fit distributions of the ZZJJ and cut-based WZ-QCD VBF control regions are
shown in Figure 10.11, where the ZZJJ control region shows a good agreement
with data, while the WZ-QCD normalization shows a shape and normalization
correction up to 15%, the scaling factors resulting from the fit are shown in
Table 10.4.

µW ZQCD 0.867± 0.275
µZZ 1.02± 0.28

Table 10.4: Scaling factors for the floating normalization for WZQCD and ZZJJ in
simultaneous cut-based VBF CR and ZZJJ CR only fit with data
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Figure 10.10: Nuisance parameter pulls of the VBF cut-based background only control
region fit.

Similar to the VBF ANN control regions fit, the VBF cut-based control
regions only fit give the same results for both the GM VBF control region and
HVT VBF control region, since they are the same regions with only slightly
different binning.
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10 Statistical Analysis
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Figure 10.11: The post-fit invariant mass distributions of the W Z VBF cut-based CR
and ZZ are shown. The panel in the middle shows the ratio Data/Post-fit background,
the post-fit uncertainties are shown as shaded area. The panel on the bottom shows the
pre-fit/post-fit ratio.
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Chapter 11

Results

“The measure of a person, of a hero, is how well they
succeed at being who they are.”

Avengers: Endgame

In this Chapter the results of the statistical analysis applied to the selected
data in the signal regions are presented. As discussed in Chapter 10, a total of
5 fits are performed, targeting the two production modes Drell-Yan and VBF.
For the Drell-Yan analysis, noly the cut-based signal region selection and HVT
model are used. For the VBF fit, two models are used, the HVT (spin 1) and
GM (spin 0), and two signal regions either using cut-based selection or ANN
are performed.

The Drell-Yan fits include the Drell-Yan SR, WZ -QCD CR and ZZ-CR.
The VBF configuration fits include the corresponding VBF-SR, corresponding
WZjj-QCD CR and ZZjj-CR. The Drell-Yan configuration is used to search
for a W ′ boson predicted by the HVT model A. Two VBF-fits are performed
using each of the VBF configuration: one for the search for a VBF produced
W ′ predicted by the HVT model C, and the second fit for the charged Higgs
boson, H±

5 , search as predicted by the GM model. Separate fits are performed
for the different models tested and for different resonance mass hypotheses.
The fit performed is background-only fit with data, where the signal strength
parameter, µ, is fixed at 0.

11.1 Drell-Yan fit
A simultaneous background fit with data was performed in the Drell-Yan con-
figuration by fitting the Drell-Yan signal region, together with the Drell-Yan
WZ-QCD and ZZ control regions. The normalization of the WZ-QCD and
ZZ backgrounds are also free-floating parameters of the fit.

Figure 11.1 and Table 11.1 shows the yields and uncertainties evaluated after
a background only fit to the data in the Drell-Yan signal region and WZ -QCD
and ZZ control regions. The uncertainty of the total expected estimate can
be smaller than the quadratic sum of the individual background contributions
due to anti-correlations between the estimates of different background sources.
Table 11.2 shows the value of the normalization parameters for the WZ-QCD
and ZZ backgrounds after the fit. The pulls of nuisance parameters for the fit
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11 Results

are shown in Figure 11.2.

DY signal region DY WZ QCD CR ZZ CR
WZ -QCD 1734 ± 77 8438 ± 409 30 ± 3
WZ -EWK 89 ± 10 386 ± 41 6 ± 0.3
V V V + tt̄V 148 ± 27 413 ± 75 65 ± 12
ZZ 95 ± 5 681 ± 42 1431 ± 42
Fakes/non-prompt leptons 88 ± 49 606 ± 376 20 ± 7
Total background 2155 ± 71 10524 ± 164 1554 ± 47
Observed 2155 10522 1554

Table 11.1: Expected and observed post-fit yields in the Drell-Yan signal region, the
corresponding WZ -QCD and ZZ control regions. The yields and uncertainties are pre-
sented after the background-only fit to the data in the Drell-Yan signal region with the
corresponding W Z-QCD and ZZ control regions. The uncertainty in the total background
estimate is smaller than the sum in quadrature of the individual background contributions
due to anti-correlations between the estimates of different background sources.

µW ZQCD 0.88± 0.09
µZZ 1.10± 0.05

Table 11.2: Scaling factors for the floating normalization for WZ QCD and ZZ in simul-
taneous Drell-Yan SR, W Z-QCD and ZZ CRs background only fit with data

96



11.1 Drell-Yan fit
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(a) WZ-QCD Drell-Yan control region
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Figure 11.1: Comparisons of the data and the expected background distributions of
the WZ invariant mass in the Drell-Yan signal region and its respective WZ -QCD and
ZZ control regions. The background predictions are obtained through a background-only
simultaneous fit to the Drell-Yan signal region and the WZ -QCD Drell-Yan and ZZ control
regions. For illustration, the expected distribution from an HVT W ′ resonance with a mass
of 800 GeV and 1.4 TeV, normalized to their predicted cross-section, are shown in the
signal region. The bottom panels show the ratios of the data to the post-fit background
predictions. The uncertainty in the total background prediction, shown as grey bands,
combines statistical and systematic contributions.
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Figure 11.2: Nuisance parameter pulls in the Drell-Yan signal region after background
only fit with W Z-QCD and ZZ control regions
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11.2 VBF ANN fit

11.2 VBF ANN fit
A simultaneous fit was performed in the VBF category by fitting the VBF
ANN signal region, and the WZjj-QCD ANN and ZZjj control regions. The
normalization of the WZ-QCD, and ZZ are free-floating parameters of the fit.
Since we have two slightly different binnings, each for the GM model and the
HVT VBF model, we do this fit twice. The post fit results are quite similar for
the two fits, as expected, because the regions being fit is the same with only
sligthly different binning.

11.2.1 HVT VBF ANN model fit
The W ′ HVT signal hypothesis was fitted in this region with the signal region
and WZjj-QCD ANN control region having optimised HVT VBF binning.

Table 11.3 and Figure 11.3 shows the yields and uncertainties evaluated after
a background only fit to the data in the VBF ANN signal region and WZjj-
QCD ANN and ZZjj control regions. The uncertainty on the total expected
estimate can be smaller than the quadratic sum of the individual background
contributions due to anti-correlations between the estimates of different back-
ground sources. Table 11.4 shows the value of the normalization parameters
for the WZ-QCD and ZZ backgrounds after the fit. The pulls of nuisance
parameters for the fit are shown in Figure 11.4.

V BF ANN SR WZjj-QCD CR ZZjj CR
WZ -QCD 28 ± 4 373 ± 24 9 ± 1
WZ -EWK 26 ± 3 97 ± 7 3 ± 0.3
V V V + tt̄V 0.9 ± 0.2 10 ± 2 32 ± 7
ZZ 5 ± 1 34 ± 4 253 ± 19
Fakes/non-prompt leptons 0.3 ± 0.7 11 ± 5 7 ± 4
Total background 61 ± 6 525 ± 25 305 ± 20
Observed 67 522 305

Table 11.3: Expected and observed post-fit yields in the VBF ANN signal region and
WZjj-QCD ANN and ZZjj control regions. The yields and uncertainties are presented
after the background-only fit to the data in the VBF ANN signal region with the W Z-
QCD VBF ANN and ZZ VBF control regions. The uncertainty in the total background
estimate is smaller than the sum in quadrature of the individual background contributions
due to anti-correlations between the estimates of different background sources.

µW ZjjQCD 0.70 ± 0.07
µZZjj 0.97± 0.23

Table 11.4: Scaling factors for the floating normalization for WZ QCD and ZZ in simul-
taneous VBF ANN SR, W Zjj-QCD and ZZjj CRs background only fit with data
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(a) WZjj-QCD control region
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(b) ZZjj control region
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Figure 11.3: Comparisons of the data and the expected background distributions of
the WZ invariant mass in the VBF signal region and its respective WZjj-QCD ANN and
ZZjj control regions. The background predictions are obtained through a background-only
simultaneous fit to the VBF signal region and the WZ -QCD and ZZ VBF control regions.
For illustration, the expected distribution from a HVT W ′ model resonance with a mass of
375 GeV and 600 GeV are shown in the signal region. The bottom panels show the ratios of
the data to the post-fit background predictions. The uncertainty in the total background
prediction, shown as grey bands, combines statistical and systematic contributions. The
p-values will be discussed later in section 11.6
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Figure 11.4: Nuisance parameter pulls in the VBF ANN signal region after background
only fit with W Zjj-QCD and ZZjj control regions
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11.2.2 GM VBF ANN model fit

The H±
5 GM signal hypothesis was fitted in this region with the signal region

and WZjj-QCD ANN control region having optimised GM binning.
Table 11.5 and Figure 11.5 shows the yields and uncertainties evaluated after

a background only fit to the data in the VBF ANN signal region and WZjj-
QCD ANN and ZZjj control regions. The uncertainty of the total expected
estimate can be smaller than the quadratic sum of the individual background
contributions due to anti-correlations between the estimates of different back-
ground sources. Table 11.6 shows the value of the normalization parameters
for the WZ-QCD and ZZ backgrounds after the fit. The pulls of nuisance
parameters for the fit are shown in Figures 11.6.

Figure 11.7 shows the background only post-fit distributions of some of the
variables used in the ANN training. They all show good agreement between
data and simulation.

VBF ANN SR WZjj-QCD CR ZZjj CR
WZ -QCD 29 ± 4 373 ± 25 9 ± 1
WZ -EWK 26 ± 3 97 ± 8 3 ± 0.3
V V V + tt̄V 0.9 ± 0.2 10 ± 2 32 ± 7
ZZ 5 ± 1 33 ± 5 253 ± 19
Fakes/non-prompt leptons 0.3 ± 0.8 11 ± 5 7 ± 4
Total background 61 ± 6 525 ± 25 305 ± 20
Observed 67 522 305

Table 11.5: Expected and observed post-fit yields in the VBF ANN signal region and
WZjj-QCD ANN and ZZjj control regions. The yields and uncertainties are presented
after the background-only fit to the data in the VBF ANN signal region with the W Z-
QCD VBF ANN and ZZ VBF control regions. The uncertainty in the total background
estimate is smaller than the sum in quadrature of the individual background contributions
due to anti-correlations between the estimates of different background sources.

µW ZjjQCD 0.70 ± 0.09
µZZjj 0.97± 0.23

Table 11.6: Scaling factors for the floating normalization for W Z-QCD and ZZ in
simultaneous VBF ANN SR, W Zjj-QCD and ZZjj CRs background only fit with data
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Figure 11.5: Comparisons of the data and the expected background distributions of
the WZ invariant mass in the VBF signal region and its respective WZjj-QCD ANN and
ZZjj control regions. The background predictions are obtained through a background-
only simultaneous fit to the VBF signal region and the WZjj-QCD and ZZjj VBF control
regions. For illustration, the expected distribution from a GM H±

5 model resonance with
a mass of 375 GeV and 600 GeV are shown in the signal region. The bottom panels
show the ratios of the data to the post-fit background predictions. The uncertainty in
the total background prediction, shown as grey bands, combines statistical and systematic
contributions. The p-values will be discussed later in section 11.6
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Figure 11.6: Nuisance parameter pulls in the VBF ANN signal region after background
only fit with W Zjj-QCD and ZZjj control regions
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Figure 11.7: Comparisons of the observed data and the expected background distribu-
tions in the VBF signal region region for some of the variables used in the ANN training.
The background predictions are obtained through a background-only simultaneous fit in
the VBF signal region and the WZ-QCD and ZZ VBF control regions. The fitted back-
ground normalization and nuisance parameters have been propagated. The uncertainty in
the total background prediction, shown as grey bands, combines statistical and systematic
contributions.
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11 Results

11.3 VBF cut-based fit
A simultaneous fit was performed in the VBF category by fitting the VBF cut-
based signal region, and the WZjj-QCD cut-based and ZZjj control regions.
The normalization of the WZ-QCD and ZZ background are free-floating pa-
rameters of the fit. Since we have two slightly different binnings, each for GM
model and HVT VBF model, we do this fit twice. The post fit results are quite
similar for the two fits, as expected, because the regions being fit is the same
with only sligthly different binning.

11.3.1 HVT VBF cut-based model fit
The W ′ HVT signal hypothesis was fitted in this region with the signal region
and WZjj-QCD ANN control region having optimised HVT VBF binning.

Table 11.7 and Figure 11.8 shows the yields and uncertainties evaluated after
a background only fit to the data in the VBF ANN signal region and WZjj-
QCD ANN and ZZjj control regions. The uncertainty of the total expected
estimate can be smaller than the quadratic sum of the individual background
contributions due to anti-correlations between the estimates of different back-
ground sources. Table 11.8 shows the value of the normalization parameters
for the WZ-QCD and ZZ backgrounds after the fit. The pulls of nuisance
parameters for the fit are shown in Figure 11.9.

VBF cut-based SR WZjj-QCD CR ZZjj CR
WZ -QCD 210 ± 24 144 ± 14 10 ± 3
WZ -EWK 100 ± 11 29 ± 2 3 ± 0.3
V V V + tt̄V 31 ± 7 19 ± 4 32 ± 6
ZZ 26 ± 4 11 ± 2 253 ± 19
Fakes/non-prompt leptons 14 ± 5 4 ± 2 7 ± 3
Total background 382 ± 22 207 ± 15 305 ± 20
Observed 381 209 305

Table 11.7: Expected and observed post-fit yields in the VBF cut-based signal region
and WZjj-QCD cut-based and ZZjj control regions. The yields and uncertainties are
presented after the background-only fit to the data in the VBF cut-based signal region
with the W Z-QCD VBF cut-based and ZZ VBF control regions. The uncertainty in
the total background estimate is smaller than the sum in quadrature of the individual
background contributions due to anti-correlations between the estimates of different back-
ground sources.

µW ZjjQCD 0.77± 0.22
µZZjj 1.08± 0.27

Table 11.8: Scaling factors for the floating normalization for WZ QCD and ZZ in si-
multaneous VBF cut-based SR, W Zjj-QCD and ZZjj CRs background only fit with
data
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Figure 11.8: Comparisons of the data and the expected background distributions of
the WZ invariant mass in the VBF signal region and its respective WZjj-QCD ANN and
ZZjj control regions. The background predictions are obtained through a background-only
simultaneous fit to the VBF signal region and the WZ -QCD and ZZ VBF control regions.
For illustration, the expected distribution from a HVT W ′ model resonance with a mass of
375 GeV and 600 GeV are shown in the signal region. The bottom panels show the ratios of
the data to the post-fit background predictions. The uncertainty in the total background
prediction, shown as grey bands, combines statistical and systematic contributions.

107



11 Results
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Figure 11.9: Nuisance parameter pulls in the VBF cut-based signal region after back-
ground only fit with W Zjj-QCD and ZZjj control regions
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11.3 VBF cut-based fit

11.3.2 GM VBF cut-based model fit

The H±
5 GM signal hypothesis was fitted in this region with the cut-based

signal region and WZjj-QCD cut-based control region having optimised GM
binning.

Table 11.9 and Figure 11.10 shows the yields and uncertainties evaluated
after a background only fit to the data in the VBF cut-based signal region
and WZjj-QCD cut-based and ZZjj control regions. The uncertainty of the
total expected estimate can be smaller than the quadratic sum of the individ-
ual background contributions due to anti-correlations between the estimates of
different background sources. Table 11.10 shows the value of the normalization
parameters for the WZ-QCD and ZZ backgrounds after the fit. The pulls of
nuisance parameters for the fit are shown in Figures 11.11.

VBF cut-based SR WZjj-QCD CR ZZjj CR
WZ -QCD 210 ± 24 144 ± 15 10 ± 2
WZ -EWK 101 ± 10 29 ± 2 3 ± 0.3
V V V + tt̄V 31 ± 7 19 ± 4 32 ± 6
ZZ 27 ± 4 11 ± 2 254 ± 19
Fakes/non-prompt leptons 14 ± 5 4 ± 2 7 ± 3
Total background 382 ± 22 207 ± 15 305 ± 20
Observed 381 209 305

Table 11.9: Expected and observed post-fit yields in the VBF cut-based signal region
and WZjj-QCD cut-based and ZZjj control regions. The yields and uncertainties are
presented after the background-only fit to the data in the VBF cut-based signal region
with the W Z-QCD VBF cut-based and ZZ V BF control regions. The uncertainty in
the total background estimate is smaller than the sum in quadrature of the individual
background contributions due to anti-correlations between the estimates of different back-
ground sources.

µW ZjjQCD 0.77± 0.21
µZZjj 1.08± 0.26

Table 11.10: Scaling factors for the floating normalization for W Z-QCD and ZZ in
simultaneous VBF cut-based SR, W Zjj-QCD and ZZjj CRs background only fit with
data
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11 Results
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Figure 11.10: Comparisons of the data and the expected background distributions of
the WZ invariant mass in the VBF signal region and its respective WZjj-QCD cut-based
and ZZjj control regions. The background predictions are obtained through a background-
only simultaneous fit to the VBF signal region and the WZjj-QCD and ZZjj VBF control
regions. For illustration, the expected distribution from a GM H±

5 model resonance with
a mass of 375 GeV and 600 GeV are shown in the signal region. The bottom panels
show the ratios of the data to the post-fit background predictions. The uncertainty in
the total background prediction, shown as grey bands, combines statistical and systematic
contributions.
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11.3 VBF cut-based fit
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Figure 11.11: Nuisance parameter pulls in the VBF cut-based signal region after back-
ground only fit with W Zjj-QCD and ZZjj control regions
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11 Results

11.4 Exclusion Upper limit on the production of heavy
resonances

Due to the absence of the excesses above the SM expectation, we set the 95%
CL exclusion limits on the cross-section times branching fraction of the different
signal models. Constraints on the production of heavy resonances are derived
by repeating the fit to the signal-plus-background hypothesis for different signal
models. Upper limits on cross-sections times branching fraction to WZ are
calculated using the asymptotic approximation [123].

Nuisance parameter ranking plots are also shown to understand the impact
of each nuisance parameters on the signal strength. The impact for an in-
dividual nuisance parameter is evaluated by reperforming the fit while fixing
the respective nuisance parameter to the up- and down-variations around its
best-fit value using its post-fit uncertainties.

For the HVT model search, Figure 11.12 presents the observed and expected
limits on σ × B(W ′ → WZ) at 95% CL as a function of the W ′ mass for the
HVT model in the Drell-Yan signal region. Masses below 2.4 TeV can be
excluded for Model A and 2.5 TeV for Model B. For resonance masses above
2 TeV, the exclusion limits become worse due to the poorer acceptance at high
mass (see Figure 7.2). There was no significant gain in limits by splitting by
leptonic channels as observed in Appendix E.
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Figure 11.12: Observed and expected 95% CL exclusion upper limits on σ × B(W ′ →
W Z) for the Drell-Yan production of a W ′ boson in the HVT model as a function of its
mass. The LO theory predictions for HVT Model A with gV = 1 and Model B with gV = 3
are also shown.
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11.4 Exclusion Upper limit on the production of heavy resonances

The ranking plot in Figure 11.13 shows the post-fit impact of the nuisance
parameters on the measured differential signal strength µ for the Drell-Yan
signal and control region fit of signal of mass 500 GeV. The nuisance parameter
with the highest impact on the signal strength is the jet flavour uncertainties
followed by WZ-QCD theory parton shower uncertainty in the signal region.
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Figure 11.13: Ranking of the nuisance parameters included in the SR+CR fit according
to their post-fit impact on the measured signal strength µ using Drell-Yan signal of mass
500 GeV and observed data with the production cross-section of the signal equalling the
expected 95% CL upper limits. Only the top 30 parameters are shown. Nuisance param-
eters corresponding to MC statistical uncertainties are not considered here. The impact
of each nuisance parameter ∆µ, as shown by the blue coloured bars (upper x-axis), are
computed by comparing the nominal best-fit µ with the result of the fit when fixing the
considered nuisance parameter to its best-fit value, θ̂, shifted by its post-fit uncertainty
±∆θ̂. The black points show the pulls of the nuisance parameters with respect to their
nominal values, θ0. These pulls and their relative post-fit errors, (θ̂ − θ0)/∆θ, refer to the
lower scale.
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11 Results

Regarding the VBF production mode, the limit on σ × B(W ′ → WZ) is
shown in Figure 11.14. Because of large mass mixing, which depends on the
coupling gV cH , between the SM gauge bosons and W ′, the theory curves start
at different values of W ′ mass, close to the limit of validity of the HVT model.
Masses below 340 GeV, 500 GeV and 700 GeV can be excluded for the HVT
VBF model with cF = 0 and gV cH = 1.0, 1.5 and 2.0, respectively. The ranking
plot in Figure 11.15 shows the post-fit impact of the nuisance parameters on
the measured differential signal strength µ for this fit.
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Figure 11.14: Observed and expected 95% CL upper limits on σ × B(W ′ → W Z) for
the VBF production of a W ′ boson in the HVT with parameter cF = 0, as a function of
its mass. The leading-order theory predictions for HVT VBF model with different values
of the coupling parameters gV and cH are also shown.

The ranking plot in Figure 11.15 shows the post-fit impact of the nuisance
parameters on the measured differential signal strength µ for the ANN signal
and control region fit of VBF produced HVT W ′ signal of mass 500 GeV. The
nuisance parameter with the highest impact on the signal strength is the ZZ
background normalization parameter followed by WZ-EWK modelling uncer-
tainty. The jet uncertainties are the next highest ranked nuisance parameters.
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Figure 11.15: Ranking of the nuisance parameters included in the ANN SR+CR fit
according to their post-fit impact on the measured signal strength µ using VBF produced
HVT W ′ signal of mass 500 GeV and observed data with the production cross-section
of the signal equalling the expected 95% CL upper limits. Only the top 30 parameters
are shown. Nuisance parameters corresponding to MC statistical uncertainties are not
considered here. The impact of each nuisance parameter ∆µ, as shown by the blue coloured
bars (upper x-axis), are computed by comparing the nominal best-fit µ with the result of
the fit when fixing the considered nuisance parameter to its best-fit value, θ̂, shifted by
its post-fit uncertainty ±∆θ̂. The black points show the pulls of the nuisance parameters
with respect to their nominal values, θ0. These pulls and their relative post-fit errors,
(θ̂ − θ0)/∆θ, refer to the lower scale.
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11 Results

For the H±
5 GM model search, observed and expected exclusion limits at

95% confidence level (CL) on σ×B(H±
5 → WZ) and on the mixing parameter

sinθH are shown in Figure 11.16. The intrinsic width of the scalar resonance,
for sinθH= 0.5, is narrower than the detector resolution in the mass region
explored. The shaded regions show the parameter space for which the H±

5

width exceeds 5% and 10% of mH±
5

. The ranking plot in Figure 11.17 shows
the post-fit impact of the nuisance parameters on the measured differential
signal strength µ for this fit.
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Figure 11.16: Observed and expected 95% CL upper limits (a) on σ × B(H±
5 → W Z)

and (b) on the parameter sinθH of the GM model as a function of m
H

±

5

. The shaded
region shows where the theoretical intrinsic width of the resonance would be larger than
5% or 10% of the mass.
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11.4 Exclusion Upper limit on the production of heavy resonances

The ranking plot in Figure 11.17 shows the post-fit impact of the nuisance
parameters on the measured differential signal strength µ for the ANN VBF
signal and control region fit of GM H±

5 signal of mass 500 GeV. The nuisance
parameter with the highest impact on the signal strength is the WZ-EWK
modelling uncertainty followed by jet pileup uncertainty.
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Figure 11.17: Ranking of the nuisance parameters included in the ANN SR+CR fit
according to their post-fit impact on the measured signal strength µ using GM H±

5 signal of
mass 500 GeV and observed data with the production cross-section of the signal equalling
the expected 95% CL upper limits. Only the top 30 parameters are shown. Nuisance
parameters corresponding to MC statistical uncertainties are not considered here. The
impact of each nuisance parameter ∆µ, as shown by the blue coloured bars (upper x-axis),
are computed by comparing the nominal best-fit µ with the result of the fit when fixing the
considered nuisance parameter to its best-fit value, θ̂, shifted by its post-fit uncertainty
±∆θ̂. The black points show the pulls of the nuisance parameters with respect to their
nominal values, θ0. These pulls and their relative post-fit errors, (θ̂ − θ0)/∆θ, refer to the
lower scale.
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11 Results

Constraints on the production of heavy resonances are also derived by re-
peating the fit to the signal-plus-background hypothesis for different signal
models using the cut-based analysis.

For the cut-based HVT model search, Figure 11.18 presents the observed
and expected limits on σ × B(W ′ → WZ) at 95% CL as a function of the W ′

mass. Masses below 370 GeV, 470 GeV and 590 GeV for HVT VBF production
can be excluded for the HVT VBF model with cF = 0 and gV cH = 1.0, 1.5, and
2.0, respectively. The ranking plot in Figure 11.19 shows the post-fit impact of
the nuisance parameters on the measured differential signal strength µ for this
fit.
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Figure 11.18: Using the cut-based VBF selection, the observed and expected 95% CL
upper limits on σ × B(W ′ → W Z) for the VBF production of a W ′ boson in the HVT
with parameter cF = 0, as a function of its mass. The LO theory predictions for HVT
VBF model with different values of the coupling parameters gV and cH are also shown.

The ranking plot in Figure 11.19 shows the post-fit impact of the nuisance
parameters on the measured differential signal strength µ for the cut-based
VBF signal and control region fit of VBF produced HVT W ′ signal of mass 500
GeV. The nuisance parameter with the highest impact on the signal strength is
the ZZ background normalization parameter followed by tt̄V and V V V cross-
sections uncertainty. The WZ modelling uncertainties in the signal region are
the next highest ranked nuisance parameters.
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Figure 11.19: Ranking of the nuisance parameters included in the cut-based SR+CR
fit according to their post-fit impact on the measured signal strength µ using HVT VBF
produced W ′ signal of mass 500 GeV and observed data with the production cross-section
of the signal equalling the expected 95% CL upper limits. Only the top 30 parameters
are shown. Nuisance parameters corresponding to MC statistical uncertainties are not
considered here. The impact of each nuisance parameter ∆µ, as shown by the blue coloured
bars (upper x-axis), are computed by comparing the nominal best-fit µ with the result of
the fit when fixing the considered nuisance parameter to its best-fit value, θ̂, shifted by
its post-fit uncertainty ±∆θ̂. The black points show the pulls of the nuisance parameters
with respect to their nominal values, θ0. These pulls and their relative post-fit errors,
(θ̂ − θ0)/∆θ, refer to the lower scale.
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11 Results

For the cut-based H±
5 GM search, observed and expected exclusion limits at

95% confidence level (CL) on σ×B(H±
5 → WZ) and on the mixing parameter

sinθH are shown in Figure 11.20. The intrinsic width of the scalar resonance,
for sinθH= 0.5, is narrower than the detector resolution in the mass region
explored. The shaded regions show the parameter space for which the H±

5

width exceeds 5% and 10% of mH±
5

. The ranking plot in Figure 11.21 shows
the post-fit impact of the nuisance parameters on the measured differential
signal strength µ for this fit.
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Figure 11.20: Using the cut-based VBF selection, the observed and expected 95% CL
upper limits (a) on the σ × B(H±

5 → W Z) and (b) on the parameter sinθH of the GM
Model as a function of m

H
±

5

. The shaded region shows where the theoretical intrinsic
width of the resonance would be larger than 5% or 10% of the mass.
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11.4 Exclusion Upper limit on the production of heavy resonances

The ranking plot in Figure 11.21 shows the post-fit impact of the nuisance
parameters on the measured differential signal strength µ for the cut-based
VBF signal and control region fit of GM H±

5 signal of mass 500 GeV. The
nuisance parameter with the highest impact on the signal strength is jet flavour
uncertainty followed by the ZZ background normalization parameter.
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Figure 11.21: Ranking of the nuisance parameters included in the cut-based SR+CR
fit according to their post-fit impact on the measured signal strength µ using GM H±

5

signal of mass 500 GeV and observed data with the production cross-section of the signal
equalling the expected 95% CL upper limits. Only the top 30 parameters are shown.
Nuisance parameters corresponding to MC statistical uncertainties are not considered
here. The impact of each nuisance parameter ∆µ, as shown by the blue coloured bars
(upper x-axis), are computed by comparing the nominal best-fit µ with the result of the
fit when fixing the considered nuisance parameter to its best-fit value, θ̂, shifted by its
post-fit uncertainty ±∆θ̂. The black points show the pulls of the nuisance parameters
with respect to their nominal values, θ0. These pulls and their relative post-fit errors,
(θ̂ − θ0)/∆θ, refer to the lower scale.

The expected limits extracted using the cut-based analysis for both models
are between 30% and 50% less stringent than the ones extracted using the ANN
signal region and therefore justifying the use of ANN in our analysis.
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11.5 Impact of systematic uncertainties
The effects of systematic uncertainties on the search are studied for hypoth-
esized signals using a signal-strength parameter µ, which is the ratio of the
extracted cross-section to the injected hypothesized signal cross-section. For
this study, the signal production cross-section is set to be equal to the expected
median upper limits (Section 11.4). The expected relative uncertainties in the
best-fit µ value after the maximum-likelihood fit are shown in Table 11.11 for
each reference models and mass points: Drell-Yan production of a W ′ boson
in the HVT model with mass m(W ′) = 1100 GeV, and VBF production of a
H±

5 in the GM model with mass m(H±
5 ) = 375 GeV as well as W ′ in the HVT

model with m(W ′) = 375 GeV.
The individual sources of systematic uncertainty are combined into fewer

background modelling and experimental categories. For signals with higher
mass, the data statistical uncertainty is dominant. For VBF production, the
uncertainties with the largest impact on the sensitivity of the searches is from
jet uncertainties, such as those in the jet energy scale and resolution, followed
by the normalization of the irreducible backgrounds WZ -QCD and ZZ. Jet
uncertainties are expected to be large since the VBF region requires atleast
two jets in the forward region of the ATLAS detector where the coverage of the
Inner tracker is limited.. The WZ-QCD and ZZ normalization are limited by
the statistics in the control region, but with more data (with Run-3 data) this
uncertainty is expected to be reduced. For Drell-Yan production, the dominant
uncertainty comes from the sizes of the Monte-Carlo (MC) samples followed
by the uncertainties from the theory modelling of the parton shower of the WZ
background.

The normalization of the WZ-EWK was not taken from data, here the
Scale, PDF and parton shower uncertainties contain shape effects as well as
a large normalization component. The modelling of the WZ-EWK was done
using leading-order MC, higher accuracy MC modelling will certainty help to
reduce this uncertainty. With the observation of WZ-EWK production using
the run-2 data, theorist have now a comparison point for their calculations and
improvements are expected. The larger data statistics could also allow us to
built a WZ-EWK enrich control region. There are also significant contributions
from the reducible background shape and normalization, and from the muon
and electron identifiction. Uncertainties related to luminosity and pileup also
play a relevant role in both signal regions.
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11.5 Impact of systematic uncertainties

Table 11.11: Dominant relative uncertainties in the best-fit signal-strength parameter
(µ) for a hypothetical HVT signal of mass m(W ′) = 1 100 GeV in the Drell-Yan signal
region, a GM signal of mass m(H±

5 ) = 375 GeV and HVT signal of mass m(W ′) = 375 GeV
in the VBF signal region. For this study, the production cross-sections of the signals are
set to the expected median upper limits at these two mass values. Uncertainties with
smaller contributions are not included.

Source of uncertainty ∆µ/µ [%]
Drell–Yan signal region VBF signal region

m(W ′) = 1100 GeV m(H±

5 ) = 375 GeV m(W ′) = 375 GeV
WZ -QCD + ZZ normalization 2 11 16
WZ background: parton shower 6 1 4
WZ background: scale, PDF 5 8 8
Fake/non-prompt background 3 1 2
ZZ background: scale, PDF 0.2 <0.1 <0.1
V V V + tt̄V modelling 3 1 1
Electron identification 6 3 4
Muon identification 1 4 5
Jet uncertainty 0.8 16 17
Flavour tagging 0 1 2
Missing transverse momentum 0.2 0.5 0.6
MC statistical uncertainty 10 5 5
Luminosity 2 8 10
Pile-up 0.1 8 7
Total systematic uncertainty 16 22 25
Data statistical uncertainty 54 55 53
Total 56 59 59
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11.6 Observed p-Value
The global p-value is calculated by:

pglobal = plocal +Nupe
− 1

2
(Z2

local
−Z2

ref
) (11.1)

where Nup is the number of times the observed local p-Value line crosses the
reference line,i.e. Zref which in our case is the 0σ line, in the downward direc-
tion.

For Drell-Yan, as shown in Figure 11.22, the W ′ mass of 1100 GeV shows
the most deviation of observed p-value = 0.11 which corresponds to 1.23σ. The
calculated global p-value is 1.05 which corresponds to 0σ.

Figure 11.22: Observed local p-value for Drell-Yan signals

For HVT ANN VBF, as shown in Figure 11.23, the W ′ mass of 375 GeV
shows the most deviation of observed p-value = 6.19× 10−3 which corresponds
to 2.5σ. The calculated global p-value is 0.05 which corresponds to 1.65σ.

Figure 11.23: Observed local p-value for ANN HVT VBF signals
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11.6 Observed p-Value

For GM ANN VBF, as shown in Figure 11.24, the H±
5 mass of 375 GeV

shows the most deviation of observed p-value = 2.36× 10−3 which corresponds
to 2.82σ. The calculated global p-value is 0.06 which corresponds to 1.57σ.

Figure 11.24: Observed local p-value for ANN GM VBF signals

The cut-based VBF analysis doesn’t show any excess for both GM and HVT
model and is confirmed from the local p-value distribution over GM H±

5 mass
in Figure 11.25.

Figure 11.25: Observed local p-value for Cut-based VBF signals
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11.7 Toy results
As a test of the asymptotic approximation used in the statistical analysis,
limits are also computed with ensembles of pseudo-experiments in all signal
and control regions.

The resulting toy limits for all the 3 models are presented. A comparison
table is also shown to show the difference in expected toy limits with respect to
the Asymptotic limits for Drell-Yan in figures 11.26, and for the ANN models
in 11.27 and 11.28 for some of the mass points. The cross-section upper limits
obtained by toys agree with the asymptotic in all cases. At higher masses,
where event yields become smaller, the discrepancy between the two methods
becomes larger, but they remain within 6-10%.

Figure 11.26: Comparison of the expected limits from Asymptotic method and Toys for
the HVT Drell-Yan region on the left and expected limits for some of the mass points with
Toys on the right. Both of them include the control regions and all the uncertainties

Figure 11.27: Comparison of the expected limits from Asymptotic method and Toys for
the HVT VBF ANN region on the left and expected limits for some of the mass points
with Toys on the right. Both of them include the control regions and all the uncertainties
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11.7 Toy results

Figure 11.28: Comparison of the expected limits from Asymptotic method and Toys for
the GM VBF ANN region on the left and expected limits for some of the mass points with
Toys on the right. Both of them include the control regions and all the uncertainties
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Chapter 12

Conclusion

“Part of the journey is the end.”
Avengers: Endgame

In this thesis a search for resonant WZ production in the fully leptonic final
states (electrons and muons) was performed using pp collision data collected
by the ATLAS experiment at

√
s = 13 TeV with an integrated luminosity of

139 fb−1. Two different production processes are considered, Drell-Yan, where
the resonant particle is produced by quark fusion, and vector-boson fusion
(VBF), where a quark and/or anti-quark pair scatters through the exchange of
an electroweak gauge boson.

The data in the Drell-Yan selection are found to be consistent with Stan-
dard Model predictions. The results are used to derive upper limits at 95%
confidence level on the cross-section times branching ratio of the phenomeno-
logical Heavy Vector Triplet benchmark Model A and Model B with coupling
constant gV = 1 and gV = 3, respectively, as a function of the resonance mass.
No evidence of heavy vector resonance production for masses below 2.4 TeV
for Model A and 2.5 TeV for Model B was found.

In the case of the VBF production process, limits on the production cross-
section times branching ratio to W±Z of a hypothetical resonance are obtained
as a function of the mass for a heavy vector triplet or for a charged member of
the fiveplet scalar in the Georgi-Machacek (GM) model using Artificial Neural
Network (ANN) and cut-based is also performed for interpretations in models
not considered in this thesis.

The ANN results show a local excess of events over the Standard Model (SM)
expectations at a resonance mass of around 375 GeV. The local significances for
signals of a heavy vector W ′ boson or a H±

5 are 2.5 and 2.8 standard deviations
respectively. The respective global significances calculated considering the Look
Elsewhere effect are 1.7 and 1.6 standard deviations respectively. With no
evidence of heavy vector W ′ resonance production, masses below 340 GeV,
500 GeV and 700 GeV for HVT VBF production can be excluded for a model
with the gV cH product of parameters set to 1.0, 2.0 and 3.0, respectively.

In the cut-based VBF results, no excess of events over the SM was ob-
served. With no evidence of heavy vector W ′ resonance production, masses
below 370 GeV, 470 GeV and 590 GeV for HVT VBF production can be ex-
cluded for a model with the gV cH product of parameters set to 1.0, 2.0 and 3.0,
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12 Conclusion

respectively. As compared to cut-based, the ANN shows improvement in the
limits by approximately 40% for the GM model and approximately 30% for the
HVT model. The use of ANN has reduced the total background contribution in
the signal region by approximately 84%. The main reason for the better limits
obtained is the lower background in the signal region due to ANN selection.

In the ATLAS collaboration, several other analyses [128–130] have been
published targeting the GM predictions and providing limits on the sin(θH)
parameter. These are shown in Figure 12.1 and summarised in [131], together
with our new results. Currently, the limits obtained by the WZ fully-leptonic
channel are the most stringent on sin(θH) over all the mass range.

Figure 12.1: Regions of the H5 plane benchmark [92] of the Georgi-Machacek model [30,
132] excluded via direct searches for new, heavy, neutral or charged Higgs bosons. Limits
are quoted at 95% CL and are indicated for the data (solid lines) and the expectation
from the background model assuming only SM processes (dashed lines). The coloured
areas indicate the observed excluded regions in this parameter space. The Higgs bosons
that are searched for are produced via VBF for all searches shown here apart from pp →
H±±H∓∓ production that proceeds via the Drell-Yan mechanism. The vector-boson fusion
calculations are performed with the VBF@NNLO code [133, 134], whereas the Drell-Yan
calculation follows Ref. [135]. The branching ratios and the natural widths of the Higgs
bosons in the Georgi-Machacek model are calculated using GMCALC [91]. Because the
heavy scalar search, H → ZZ → 4l + llνν, and the radion search, R → V V (semi-
leptonic), are valid only for relatively narrow Higgs bosons, dotted lines at 0.5% and 10%
denote the reach of the validity of their exclusion areas, respectively. In particular, for
the H → ZZ → 4l + llνν search, the limit on the H5 plane is valid up to about a Higgs
boson mass of 500 GeV. The red solid and dashed lines beyond this mass correspond to
the observed and expected exclusion, respectively, of the cross-section limits without the
width limitation.

CMS has also produced results for the same model with singly or doubly
charged Higgs boson decaying to WZ boson pairs or same-sign boson pairs,
respectively [136]. CMS has used a cut-based approach for both channels and
performed a simultaneous fit is performed with a two-dimensional distribution
for the WZ signal region (SR), with 7 bins in the transverse mass of the WZ
system (mW Z

T ) and 2 bins in the dijet invariant mass distribution (mjj), along
with mjj distributions for the nonprompt lepton, tZq and ZZ control regions.
No significant excess of events with respect to the standard model background
predictions is observed. Despite the larger statitics in CMS analysis, the limits
on sin(θH) obtained by ATLAS using the ANN are better. The limits on the
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cross section vs mass of the H+ are also better in the ATLAS analysis using
the ANN.

The cut-based analysis from ATLAS follows closely the selection used by
the SM publication [137], CMS analysis in addition to the ATLAS selection
cuts includes some extra selections on the lepton Zeppenfeld variable [138] and
the hadronic tau veto. After selection, the main background for both is the
WZ SM production accounting for approximately 80% of the SR background.
The largest difference in background composition comes from the non-prompt
background, which in CMS case is about 9% while in ATLAS accounts only
for about 2%, even if not dominant the non-prompt lepton background has
large uncertainties associated. The ATLAS and CMS expected limits using the
cutbased approach agree within one sigma, with ATLAS expected limits in the
H+ cross-section being better than the CMS limits in all the mass spectum.
In the case of the sin(θH) limits, CMS exploits the W±W± and WZ channels,
the larger statistics from the two analysis makes the CMS limits sligtly better
than the ATLAS cut-based that uses only the WZ channel.

Toys were used as validation of the asymptotic results in this analysis and
are found to be in good agreement with a difference of about 6-10% in the high
mass range.

No evidence of new physics was found using the WZ resonance search and
the Standard Model remains strong. A new chapter for this new physics quest
will be written with the Run 3 and High-Luminosity LHC (HL-LHC) data,
and maybe by then the SM will show up its limitations to describe WZ data.
Various ideas on how to improve the current results in the future are as follows:

• For the search of a heavy resonance that decays X → WZ → lνll, the
acceptance × efficiency of the analysis decreases for electrons above signal
mass 2 TeV. The loss occurs as electrons are boosted and get closer to-
gether, when this happens the electrons are removed by the usual electron
isolation requirements. Different approaches to recover those events could
be tried, such as corrections to isolation cone, or the usage of MVA algo-
rithms dedicated to this cases, in order to reconstruct the two electrons
together, similar to ”fat jets” [139] these will be ”fat electrons” algorithms.

• Use of ANN to create signal regions for both the VBF and Drell-Yan
category.

• For the GM model, a combined limits of W±W± + WZ can be produced
following the CMS strategy [136] to get directly a combined fit on the
sin(θH) parameter.

• With more statistics in future, we could probably allow the WZ-EWK
component to be a free floating parameter in VBF production fits and
then the WZ-EWK contribution be normalized by data.

• With the HL-LHC and the ATLAS upgrades, the High-Granularity Tim-
ing Detector (HGTD) [140] and the Inner Tracker [141] (ITk) will allow
having better jet measurements in the forward part. This will help pile-jet
rejection and a reduction of the systematics associated with the forward
jets.
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Appendix A

Conventions and Notations

A.1 Natural Units
In order to simplify the notation, it is helpful to use a scheme for units where
common variables have simple representations. The customary convention is
called “natural units”. In this scheme,

~ = c = 1 (A.1)

The unit for energies is not set by this and is commonly written in electronvolt
eV. Also masses and momenta can be expressed in this unit.

A.2 Summation Convention
The goal of this convention is to improve notational brevity by removing the Σ
operator in special situations. The convention is to skip the Σ operator, when
an otherwise undefined index occurs in the superscript and the subscript in a
term.

Σ3
µ=0xµx

µ =: xµx
µ (A.2)

The allowed range of the index variable can be deduced from the used letter.
For indices in the Latin alphabet, the convention is to sum over 1,2, and 3, while
indices in the Greek alphabet are summed from 0 to 3.

A.3 Relativistic and Dirac Notation

For relativity, we set x0 = t, x1 = x, x2 = y, x3 = z and denote the components
of the position 4-vector by xµ, with a Greek index. The components of spatial
3-vectors will be denoted by Latin indices, e.g. xi = (x, y, z).

We use the usual metric tensor

gµν =











1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1











(A.3)
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resulting in the relativistic derivative ∂µ:

∂µ =
( ∂

∂t
;− ∂

∂x
;− ∂

∂y
;− ∂

∂z

)

(A.4)

Gamma matrices γµ are used similar to Weyl basis, with adjusted sign con-
vention

γ0 =

(

0 1
1 0

)

, γi =

(

0 −σi

σi 0

)

(A.5)

where σi are the Pauli spin matrices

σ1 =

(

0 1
1 0

)

, σ2 =

(

0 −i
i 0

)

, σ3 =

(

1 0
0 −1

)

(A.6)

The γ5 is given by:

γ5 ≡ iγ0γ1γ2γ3 =

(

−1 0
0 1

)

(A.7)
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Appendix B

GM simulation

B.1 GM LO simulation
Information about the LO samples are summarised in Tables B.1 and B.2
the nominal PDF set used is NNPDF30_nlo_as_0119_atlas. As these samples
contain only electronic and muonic final states, additional samples were the W
decays to a tau and a tau neutrino were produced. Informations about these
samples are summarised in Table B.2. For these sampled a minimum pT of
15 GeV (10 GeV) of the jets (leptons) are required at generator level as well as
|η| <5 for jets and |η| <2.7 for leptons are required.

DSID Mass Events Filter eff. Cross-section [fb] k-factor

305028 200 40000 1.00 7.0596 1.00
309501 250 40000 0.77361 7.71 1.00
305029 300 40000 1.00 3.9238 1.00
309501 350 40000 0.77472 4.582 1.00
305030 400 40000 1.00 2.4428 1.00
309501 450 40000 0.78052 3.275 1.00
305031 500 40000 1.00 1.6113 1.00
305032 600 40000 1.00 1.1005 1.00
305033 700 40000 1.00 0.77398 1.00
305034 800 40000 1.00 0.55433 1.00
305035 900 40000 1.00 0.40394 1.00

Table B.1: Summary of the LO GM signal MC simulations with electron and muon final
states for the VBF analysis. The mass points 250, 350 and 450 GeV also contain the llτντ

final states. These samples are not used in the analysis.

DSID Mass Events Filter eff. Cross-section [fb] k-factor

307181 200 45000 0.3296 3.521 1.00
307182 300 42000 0.3486 2.149 1.00
307183 400 42000 0.3544 1.356 1.00
307184 500 45000 0.3495 0.802 1.00
307185 600 45000 0.3541 0.5888 1.00
307186 700 45000 0.3613 0.3853 1.00
307187 800 44000 0.3582 0.2775 1.00
307188 900 45000 0.3581 0.2570 1.00

Table B.2: Summary of the LO GM signal MC simulations with llτντ final states for the
VBS analysis. These samples are not used in the analysis.
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Appendix C

WZ-EWK background in VBF
signal region fits

The WZ-EWK background is the second largest background in both of the
VBF signal regions, accounting for ∼20% in the cut-based VBF signal region
and ∼30% for the V BF ANN signal region.

Given this large contribution in the signal region the possibility of includ-
ing a free normalization factor for the WZ-EWK contribution (µW ZEW K) was
studied, by performing an Asimov CR+SR fit and comparing the obtained un-
certainties on the WZ-EWK prediction with the pre-fit theory uncertainty of
∼20% (5% PDF, 10% scale and 15% PS).

The background only Asimov fit results in the VBF cut-based signal region
is shown in table C.1. The fit includes the inclusive ZZ control region, the WZ-
QCD VBF control region and the cut-based VBF ignal region. The following
three free normalization parameters are part of the fit the µW ZEW K , µW ZQCD

and µZZ . It can be seen that the uncertainty on the WZ EWK background
is increased to ∼30% when including the µW ZEW K as a free parameter in the
signal region, so it is decided that the WZ EWK will be taken from simulation
and only allow to move within uncertainties.

VBF cut-based SR
ZZ 24.9 ± 3.4

Fakes 14.8 ± 3.2
V V V 1.0 ± 0.23

WZ-EWK 104.8 ± 28.8
WZ-QCD 292.5 ± 17.3

tt̄V 29.4 ± 4.2
Postfit 467.5 ± 16.0

Table C.1: Background only asimov fits performed using the cut-based VBF signal region.
The fit includes the inclusive ZZ CR, the W Z-QCD VBF CR and the VBF SR and three
free normalization parameters the µW ZEW K , µW ZQCD and µZZ .
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Appendix D

ZZ background in VBF signal
region fits

The ZZ VBF region defined in Section 8.1.3 could be either used as a Validation
Region (VR) to verify that modelling and the assigned uncertainties to the ZZ
background in events with two or more jets are reasonable, or used as a Control
Region (CR) to constrain the ZZ background in the VBF signal region fits. To
decide on the approach to use the following two Asimov fits were performed:

• Option 1 (ZZJJ as control region): Two free-floating normalization pa-
rameters ZZ normalization (µZZ) and WZ normalization (µW ZQCD) in
three regions, the ZZJJ , WZ VBF CR and the VBF signal region (either
VBF cut-based or ANN).

• Option 2 (ZZJJ not part of the fit): One free-floating normalization pa-
rameter for the WZ normalization (µW ZQCD) in two regions, WZ VBF
CR and the VBF signal region (either VBF cut-based or ANN). The ZZ
background is then allowed to move only within the theory and experi-
mental uncertainties.

The background only Asimov fit results for both options discussed above
are shown using the VBF cut-based signal region in table D.1 and for the ANN
signal region in table D.2. In both signal regions, the uncertainty on the ZZ
background is reduced when including the ZZJJ as a control region, so it is
decided that the ZZJJ will be part of the combined VBF fit.
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VBF cut-based SR
Option 1 (including ZZJJ CR) Option 2

ZZ 25.5± 2.2 25.5± 4.1
Fakes 15.7± 3.1 15.7± 3.1
V V V 1.0± 0.23 1.0± 0.23

WZ EW 106.5± 15.8 106.5± 15.8
WZ QCD 298.8± 15.6 298.8± 14.5

tt̄V 29.5± 4.2 29.5± 4.2
Postfit 477.1± 16.4 477.1± 16.5

Table D.1: Background only asimov fits performed using the cut-based VBF signal region
with and w.o the ZZJJ as a Control Region. The fit that includes the ZZJJ CR and
the µZZ as free parameter has a better ZZ post-fit uncertainty than the SR only fit, we
decide to use the ZZJJ as a control region. .

VBF ANN SR
Option 1 (including ZZJJ CR) Option 2

ZZ 6.91± 0.83 6.91± 1.29
Fakes 0.0± 0.0 0.0± 0.0
V V V 0.24± 0.06 0.24± 0.06

WZ EW 31.5± 1.5 31.5± 1.4
WZ QCD 50.2± 4.8 50.2± 4.5

tt̄V 0.71± 0.11 0.71± 0.11
Postfit 89.6± 4.4 89.6± 4.5

Table D.2: Background only asimov fits performed using the ANN VBF signal region
with and w.o the ZZJJ as a Control Region. The fit that includes the ZZJJ CR and the
ZZ as free parameter has a better post-fit uncertainty than the SR only fit, so we decide
to use the ZZJJ as a control region. .
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Appendix E

Limit extraction in Drell-Yan
region split by decay channels

The Drell-Yan cut-based signal region is the analysis region containing the
largest expected data statistics. For this region the possibility of using four
categories depending on the bosons decay channels was considered. Figure E.1
shows the background distribution in the four decay channels from left to right
µµµν, µµeν, eeµν and eeeν, the background composition is very similar across
all channels. The Z + e channels having an slightly larger background contri-
bution due to Z+jets events. Figure E.2 shows the invariant mass distribution
of the WZ pair in the four different channels, shapes are compatible across the
WZ decay channels.

Figure E.1: Yield in the Drell-Yan signal region split by decay channels, where channel
1 is µµµ, channel 2 is µµe, channel 3 is eeµ and channel 4 is eee

Limits were also extracted using as input the four WZ invariant mass dis-
tributions. The ZZ and WZ QCD control regions were as well binned per
decay channel. Figure E.3 shows the extracted limits using all the systematic
uncertainties split per channel.
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Figure E.2: Invariant mass of the WZ system reconstructed in the µµµν top left, µµeν
top right, eeµν bottom left and eeeν bottom right
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Figure E.3: Expected exclusion limits, using the Drell-Yan signal region split per channel,
on σ × BR(W ′ → W Z) signal at 95% C.L confidence level as a function of mW Z .
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Figure E.4 shows the comparison of the expected exclusion limits extracted
in one case using the total MW Z distribution and in the other case using the
MW Z split per decay channel. The comparison plot shows similar performance
for both analysis strategies at low mass up to 2 TeV. The visible differences
are related to the last bin of the MW Z [1480,inf] TeV the bin with the lowest
expected events.
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Figure E.4: Comparison of the expected exclusion limits extracted in one case using the
total MW Z distribution and in the other case using the MW Z split per decay channel.

Figure E.5: Nuisance pull plot for background only Asimov fit with all SR and CR split
by decay channels
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