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Abstract The unprecedented capabilities of state-of-the-
art segmented germanium-detector arrays, such as AGATA
and GRETA, derive from the possibility of performing pulse-
shape analysis. The comparison of the net- and transient-
charge signals with databases via grid-search methods allows
the identification of the y-ray interaction points within the
segment volume. Their precise determination is crucial for
the subsequent reconstruction of the y-ray paths within the
array via tracking algorithms, and hence the performance of
the spectrometer. In this paper the position uncertainty of
the deduced interaction point is investigated using the boot-
strapping technique applied to %°Co radioactive-source data.
General features of the extracted position uncertainty are dis-
cussed as well as its dependence on various quantities, e.g.
the deposited energy, the number of firing segments and the
segment geometry.

1 Introduction

For more than 50 years, High-Purity Germanium (HPGe)
detectors have been at the heart of powerful y-ray spec-
trometers aiming at unraveling the complex structure of the
atomic nucleus. Recent developments in detector technol-
ogy, data acquisition and processing led to a refinement of
the detection techniques, making it possible to deduce posi-
tion information from the signal shapes of semiconductor
detectors. Electrical segmentation of a HPGe detector not
only allows us to improve the angular granularity and the
position sensitivity at the level of the physical segmentation,
but it permits to deduce precise information on the y-ray
interaction points from a comparison of signals induced in
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the neighboring segments. In order to perform such a pulse-
shape analysis, segment signals need to be acquired with
high resolution, high bandwidth and high sampling frequency
over a meaningful time period. Thanks to these technological
developments, new generation HPGe arrays, e.g. AGATA [1]
and GRETA [2], are being constructed, with a capability to
determine the position of charge generation inside the detec-
tor volume from the pulse-shape information.

The Advanced GAmma Tracking Array [1,3] collabora-
tion aims at the construction of a European 4z y-ray tracking
array, which will constitute an unparalleled tool for investiga-
tion of nuclear structure of both stable and exotic species via
high-resolution y -ray spectroscopy. After the first campaign
of the AGATA demonstrator in Legnaro National Laborato-
ries (LNL) [4], the array moved to GSI [5, 6] to take advantage
of the radioactive-ion beams during the PreSPEC campaign,
and then to GANIL [7] where it has reached a nearly 17 con-
figuration with 42 HPGe crystals. In the near future, AGATA
will return to LNL for an experimental campaign with stable
beams delivered by the XTU-TANDEM/ALPI/PIAVE accel-
erator complex and with exotic beams produced by the SPES
facility. The excellent efficiency and energy resolution of
the array, together with its outstanding position resolution,
in particular when coupled with y-ray tracking algorithms,
contributed to the rich physics output of these experimental
campaigns.

In order to identify the position where a y-ray has inter-
acted inside an AGATA segmented detector, the pulse-shape
analysis (PSA) is performed by comparing the experimental
signals with a basis of position-dependent pul-ses. The refer-
ence pulses are presently generated via simulations using the
AGATA Detector Library (ADL) [8]. This procedure requires
very accurate information on the properties of each indi-
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vidual detector, such as the geometry, the space-charge dis-
tribution, crystal-axis orientation, cross-talk properties and
the response function of the electronics [9-13] and yields
a set of simulated signals associated with every point of a
2-mm step grid. Moreover, several groups have been work-
ing on the characterization of AGATA detectors with scan-
ning tables [14-21], in order to produce a realistic basis
of pulses, independent from simulation assumptions and
free of a potential bias introduced by boundary conditions.
Following the procedures outlined in Refs. [22-24], a new
experimental basis was recently developed using radioactive-
source data [25]. Such pulses can be extracted ad-hoc for each
experiment during the calibration and they take into account
the real experimental conditions, including alterations of the
signals due to the electronic response or specific features of
individual detectors. However, a slightly worse performance
observed for such an experimentally deduced basis [25] sug-
gests that they are less accurate than the ADL bases.

During the PSA process, the comparison of measured (1)
and simulated (s) signals is done by minimizing the following
figure of merit (FoM):

FoM =Y " |Ajm(t) — Ajs )7, )
Joti

where A, (t;) and Aj ;(t;) are the amplitudes at the #;-th
sample of the signal from segment j. In the sum only the 56-
samples traces for the segment measuring the net charge, for
the neighboring ones (typically 4-5 segments) and the core
are considered. As shown in Fig. 1, such short traces include
all features of the signal that are necessary for the analysis
of the pulse shape: the baseline (8 samples), the rising part
of the signal (= 20 samples) and its saturation. In the FoM
of Eq. 1, the exponent p depends on the adopted metric.
Studies of the optimization of the Doppler correction led to
the adopted value p = 0.3 [26].

Recently, a different definition of the figure of merit has
been proposed [27]:

FoM = "w; Y |Aju(ti) — Aj s (t)|7 )
J i

where the weighting coefficient w; and the metric exponent
pj have different values for the transient signals and for those
of the hit segment and the core. This alternative definition
enables taking into account the different position sensitivity
of the two types of signals. In fact, the signals of the hit seg-
ment and of the core change rapidly with the radial position
of the interaction point, while the transient signals provide a
more precise information on the ¢ and Z coordinates. The
proposed FoM gives better performance of the PSA proce-
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dure, but it is worth noting that the best results were obtained
assuming crystal and electronics parameters (e.g. charge car-
rier mobilities, electronics transfer function) different from
those measured and commonly used.

Since PSA does not make use of the x? minimization to
identify the y-ray interaction points, standard statistical pro-
cedures cannot be used to infer the position uncertainty. This
information is crucial for future developments of the tracking
algorithms, as it would allow assigning proper weights to the
determined interaction points when reconstructing the y-ray
path inside a HPGe array. In addition, the energy and segment
dependence of the position uncertainty may be used to opti-
mize the PSA algorithms, e.g. by preventing them from look-
ing for the interaction point with a precision better than what
can be reached, in order to reduce the computational load of
the procedure. The PSA is currently the main factor limiting
the counting rate that can be accepted by data acquisition
and online analysis, and an improved throughput is therefore
of great interest. The position resolution of AGATA detec-
tors has been studied in multiple works via different tech-
niques [28-31], with the resulting full width at half maximum
(FWHM) of about 5 mm for an energy deposition of 1332.5
keV. A recent study based on the Doppler-correction capa-
bilities of the AGATA-VAMOS++ experimental setup [32]
yielded an average value about 16% larger than the previ-
ous estimations resulting from dedicated experiments. On
the other hand, the position resolution estimated from exper-
imental data does not correspond to the position resolution
needed to optimize the performance of the y-ray tracking.
In the Orsay Forward Tracking algorithm [33], indeed, the
position resolution enters as a parameter that was optimized
on data simulated assuming a position resolution of 5 mm
FWHM. However, this parameter has to be increased by a
factor of 3 [25] when tracking experimental data, suggest-
ing a worse position resolution. This effect may be related
to a non-Gaussian distribution of the position uncertainties,
which would lead to a larger value of the effective posi-
tion resolution required by y-ray tracking algorithms. How-
ever, the actual shape of the uncertainty distribution is not
known.

In this context, this article presents an application of the
bootstrapping technique to pulse-shape source data, pro-
viding an uncertainty estimate for y-ray interaction posi-
tions in AGATA detectors for the commonly used PSA
grid search. After discussing the differences between the
Full and Adaptive grid search, the dependence of the posi-
tion uncertainty on various variables, such as the deposited
energy, the number of firing segments within the same
HPGe crystal and the segment geometry, is studied for the
latter.
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2 Methods

Bootstrapping is a statistical technique based on random sam-
pling with replacement, used to estimate statistical proper-
ties of a distribution, such as its standard deviation, when the
shape of the distribution is unknown [34,35]. This method
can be used to construct hypothesis tests, in particular when
parametric inference is impossible or impractical due to the
complicated formulas it would require. The basic idea of
bootstrapping is that inference about a distribution from sam-
ple data can be modeled by resampling the data and perform-
ing inference about the sample from the resampled data.
Since the distribution is generated from the data itself and
the investigated hypothesis (in this case: the entire PSA pro-
cedure), this statistical approach is completely independent
from external assumptions or boundary conditions.

In addition to its simplicity, the possibility to evaluate
the position uncertainty along the three axes independently
represents a great advantage of the bootstrapping technique
with respect to the former studies. For instance, the Doppler-
correction approach is unable to discriminate between dif-
ferent positions characterized by the same y-ray emission
angle, resulting in a possible underestimation of the posi-
tion resolution. Moreover, a great advantage of the bootstrap-
ping technique is its wide applicability. In fact, contrary to
other approaches that require specific experiments or com-
plementary detectors, the discussed method can be applied
to any kind of data. Since the measured traces are usually
registered for AGATA in-beam experiments and radioactive-
source runs, the position uncertainties can be evaluated for
each data set independently by applying the bootstrapping
technique during the PSA procedure.

The results presented in this manuscript are based on the
data collected with a ®°Co radioactive source, placed at the
center of the AGATA array. Although simulations suggest
that neutron damage has very minor influence on the PSA

16 32 480

16 32 480 16 32 480 16 32 480 16 32 48
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performance [36], two HPGe crystals have initially been con-
sidered: crystal CO13 (in a good condition) and crystal BOO4
(with severe neutron damage). A standard indicator of neu-
tron damage is the full width at tenth of maximum (FWTM).
The FWTM/FWHM ratio for an ideal Gaussian is 1.8, while
the average FWTM/FWHM values measured at 1332.5 keV
for C013 and B004 were around 1.9 and 4.2, respectively.
The data were collected during the AGATA experimental
campaign at GANIL (for crystal C013 in June 2017, and for
crystal BOO4 in February 2020) and the local-level process-
ing preceding the PSA followed the standard procedures,
described in detail in Ref. [32]. The present study showed
no noticeable difference between the PSA performance for
CO013 and B004, and thus only the results for CO13 are pre-
sented in the following.

As shown in Fig. 1, the grid search identifies the PSA
basis signal that minimizes the FoM of Eq. 1, providing the
r; = (X,Y, Z); position vector (X, Y, and Z refer to the
intrinsic reference system of each AGATA crystal, as shown
in Fig. 2). From the comparison between the measured pulse
and the energy-normalized basis, the residuals can be cal-
culated. For each original event, a new population of pulses
was generated by adding a random value of the residuals to
the simulated pulse on a sample-by-sample basis. In order to
avoid bias caused by a possible presence of systematic devi-
ations between the measured traces and the basis, each seg-
ment is treated independently by considering only its own 56-
samples set of residuals, which was randomly chosen without
repetition. Moreover, in order to ensure the asymptotic con-
vergence of the results, the resampled population has to be
sufficiently large, which means that the bootstrapping proce-
dure needs to be repeated multiple times. In the present study,
1000 new pulses were generated for every original pulse. This
means that, despite its simplicity, the bootstrap procedure can
be very demanding in terms of time and memory, in particu-
lar when the generated traces are written on disk. Therefore,
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Fig. 2 Sketch of an AGATA detector, showing the (top) front and (bot-
tom) lateral view. Blue arrows represent the internal frame of reference
of the PSA coordinates. Nominal dimensions of the segments (black
dotted lines, arrows and labels) are expressed in millimeters and com-
pared with the actual geometry (red dashed lines). Figure adapted from
Ref. [1]

an additional constraint was required in order to limit the
number of iterations. To account for the energy dependence
of position uncertainties discussed in Ref. [30], 8 different
energy ranges have been defined between 8 keV and 2048
keV (see Fig. 4) and for each of them an upper threshold of
10° bootstrapping events was imposed. This level of statis-
tics was found sufficient to estimate the PSA uncertainty and
its properties as a function of the deposited y-ray energy.
Finally, the “bootstrap” traces were processed by the PSA,
providing a new set of r; ; = (X, Y, Z); j position coor-
dinates, where the index j runs over all “bootstrap” traces.
These coordinates were compared with those obtained from
the original traces.

@ Springer

3 Results

The position fluctuations Ajj = r; — r;; are obtained
for each coordinate (X, Y, Z) set and the uncertainties are
defined as the standard deviation of their distributions. Infor-
mation on the position uncertainty is deduced independently
for the three coordinates by studying the distribution of the
fluctuations along each axis, i.e. Ax, Ay and Az (for clarity,
the index i, j are dropped when the coordinate is explicitly
given).

The Ay, Ay and Az fluctuations were investigated as a
function of the segment geometry and position. Taking into
account the shape of the detector and the symmetry of the
electric field (see Fig. 2), one would expect the fluctuation
distributions to be very similar for the X and Y directions.
Such a symmetry was indeed observed and the variations of
the Ay, Ay and Az fluctuations were only due to the orienta-
tion of the segments with respect to the frame of reference. A

radial fluctuation Ayy = ,/ Ai + A%, was, therefore, intro-
duced. As shown in the left panel of Fig. 3, the standard

deviation oxy remains rather constant and the small varia-
tions reflect the tapering of the HPGe crystals. In contrast,
the uncertainty along the Z axis (oz) increases with the inter-
action depth (see right panel of Fig. 3). This trend, which is
consistent with the results of Ref. [30, Fig.14], may have two
origins. On one hand, the segment height increases from the
front to the back of the detector [1, Fig.4], so the range of the
Az fluctuations increases as well, being less restrictive for
the bottom segments. On the other hand, since the radioactive
y-ray source was placed at the center of the reaction cham-
ber, the segments at the back of the crystal were reached
predominantly by high-energy y rays, which resulted in a
higher Compton-scattering probability and consequently in
a larger number of firing segments (i.e. those measuring a
net charge). When the oz values are normalized to the nom-
inal height of the segments (see Fig. 2), the resulting ratios
are rather constant except for the front and back segments,
where an increase is observed. For the former, the approxi-
mately 30% excess can be explained by the segment geome-
try, since the height of the front segments is not uniform (see
Fig. 8). For the back segments, instead, the increase mostly
affects the uncertainties evaluated for the events where the
number of firing segments is > 3, which is in agreement with
the hypothesis on the y-ray source position.

Figure 3 shows also the dependence of position uncertain-
ties on the number of firing segments. When only one seg-
ment per crystal was measuring a net charge, the positions
obtained via the bootstrapping procedure are unequivocally
equal to those determined from the original trace. This can
be related to the fact that the signals constituting the database
of reference were simulated assuming that only one segment
fired. Thus, for these events, the FoM manifests a minimum
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Fig. 3 Position uncertainties as a function of the number of firing segments within the same crystal, for the (left) radial and (right) Z directions
and for the different segment geometries. The results are reported for the Adaptive and Full grid search of AGATA PSA

Table 1 Position resolution as a function of the number of firing segments. For each segment geometry and for the whole detector, the values of
the standard deviation shown in Fig. 3 are fitted with an empirical relation given by Eq. 3

Segment XY V4

Jo [mm] Ji [mm] Jo [mm] Ji [mm]
1 3.09 (57) 4.22 (24) 1.27 (26) 1.41 (9)
2 3.74 (49) 4.07 (21) 0.68 (24) 2.03(9)
3 4.59 (80) 4.03 (35) 1.55 (26) 2.12.(9)
4 2.85 (47) 5.04 (19) 1.51 (49) 2.52 (21)
5 4.52 (89) 4.14 (38) 1.60 (61) 2.24 (26)
6 2.85 (49) 4.99 (21) 2.17 (85) 2.83 (35)
Total 3.60 (42) 443 (19) 0.45 (26) 2.57 (12)

so deep that the small residuals are negligible with respect
to the difference between two neighboring grid points. This
hypothesis was tested by introducing a random jitter of few
samples (up to &= 50 ns) in the generated traces, which again
led to no variations in the position fluctuation distributions.
Another argument in its favor is the observed increase of the
uncertainty with the number of firing segments. Indeed, a
comparison of one-hit basis signals with experimental traces,
which result from an overlap of different signals, yields resid-
uals that are much larger than the statistical fluctuations or
than the electronic noise, and comparable to the signals them-
selves. Excluding the case of only one firing segment, the
relation between the number of firing segments (n) and the
position resolution (W, = FWHM ~ 2.355 - 5;) was studied
with the empirical formula

Wy =fo+ fivn (n=2). (3)

The fyand fj parameters were obtained for the Adaptive-grid
results of Fig. 3 and their values are summarized in Table 1.

Figure 3 presents also a comparison of the results obtained
with the Adaptive [37] and the Full grid search modes: in the
former, the PSA is first performed on a sparse grid of posi-
tions with a second step on the finer grid around the best FoM
found on the sparse grid, while in the latter the search involves
all points in the finer grid, giving the absolute minimum of the
FoM. The uncertainties estimated with the Full grid search
are systematically lower than those obtained in the Adaptive
mode, but the observed difference is below 10%. This small
improvement may be meaningless considering that, due to
a larger number of investigated points of the grid, both the
PSA and bootstrapping procedures are very time-consuming
in the Full mode, which takes around 10 times longer than the
Adaptive approach. Since such difference between the results
of the two approaches has been observed for all investigated
properties of the PSA-position uncertainty, in the following
only the results of the Adaptive grid-search mode are pre-
sented.

As introduced before, several works have been already
devoted to the study of the position resolution of the AGATA
detector [28-32]. In particular, the study of Soder-strom
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Fig. 4 Position fluctuations as a function of the deposited energy. The
curves represent the standard deviation as a function of energy, given by
the bootstrapping technique (black dashed line) and the work of Sode-
strom [30] (red dotted line). Gamma-ray energies are limited to a range
that is relevant for the present analysis, since the data were collected
with a % Co radioactive source. For each y-ray energy the maximum
intensity was normalized to 1 in order to simplify the comparison

and collaborators [30], performed by comparing Mon-te-
Carlo simulations with an in-beam experiment, discusses the
dependence of the PSA uncertainty on energy. Developing
a new method based on the energy resolution of Doppler-
corrected y-ray spectra, the authors proposed an empiri-
cal relation between the position resolution (W) and the
deposited energy (E)):

100 keV
Wy(Ep) = wo + wy | ——t @)
EP

10

E < 16keV Immm
9 16keV < E < 32keV [l

32keV < E < 64keV [
64keV < E < 128keV [mmm

128keV < E < 256keV
256keV < E < 512keV
E >512keV

total —@—

Oxy [mm]

1 2 3 4 5 6
Segment

where the parameters wg = 2.70(17) mm and w; = 6.2(4)
mm were extracted from the fit of various y-ray transitions
in the 200-4000 keV energy range.

The dependence of the PSA uncertainty on the deposited
energy has also been investigated via the bootstrapping
technique. The evolution of the total position fluctuations

A = ,/Ai + A% + Azz was studied as a function of the
deposited energy. As shown in Fig. 4, the standard deviation
of the distribution rapidly decreases with increasing energy
for E, < 200 keV and becomes asymptotically constant for
higher energies. Since in the current study the position res-
olution displays the same behavior as the one given by the
empirical relation of Ref. [30], the FWHM values obtained
via the bootstrapping technique were fitted with Eq. 4, yield-
ing wp = 4.63(2) mm and wi = 5.51(3) mm. The obtained
position resolution (FWHM= 6.2 mm at 1332.5 keV) is
larger than the one deduced in Ref. [30]. This difference can
simply be due to specific properties of the investigated crys-
tals, since in Ref. [32] even larger systematic variations were
observed between the individual detectors. Additionally, the
method of Ref. [30] requires the identification of specific y -
ray transitions emitted in-flight by the nucleus, and the results
are systematically affected by the Doppler-correction and y -
ray tracking algorithms. In fact, for the position resolution
deduced from the Doppler correction, the sensitivity to the
interaction depth in the crystal is limited, as various depths
correspond to the same y-ray emission angle. In contrast,
the bootstrapping approach can provide an almost contin-
uous dependence of the position uncertainty on energy for
each of the three directions, since it is only based on the
deposited energy, independently of its origin.

5
E < 16keV 128keV < E < 256keV
16keV < E < 32keV mm 256keV < E < 512keV
32keV < E < 64keV [ E > 512keV
4 64keV < E < 128keV Immm total —@—
— 3r
£
£
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N
o 5l
1 5
0
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Fig. 5 Position uncertainties for the (left) radial and (right) Z direction, for different energy ranges and segment geometries. The uncertainties are
given by the standard deviation, assuming a symmetric distribution and using the Adaptive grid search
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Figure 5 presents the evolution of the position uncertainty
for different energy ranges for the radial direction and along
the Z axis. The different energy ranges were selected as a
compromise between the level of statistics needed to accu-
rately investigate the deposited-energy dependence, and the
required number of computational iterations. Also in this case
the position resolution for the horizontal plane is rather con-
stant for each energy range. Along the Z axis, instead, while
standard deviations remain constant for E > 256 keV, for
smaller energy depositions the position uncertainties increase
with depth. This different behavior can be tracked down to
the number of firing segments, since relatively small energy
depositions in the bottom segments are mostly caused by the
Compton scattering of energetic y rays.

In order to understand the factors contributing to the posi-
tion resolution and the role of segment geometry, the total
position fluctuations A are analyzed as a function of the dis-
tance from the edge of the segments. Since the ADL bases
are simulated assuming the nominal geometry of the HPGe
crystals [1,8], which may slightly differ from the real shape
of the detectors, the precise position of the grid points inside
the physical crystals is unknown. The distance from the bor-
der of the segments is, therefore, defined within the PSA-
grid framework, making the minimum distance equal to the
2-mm grid step. Different behaviors are expected for interac-
tion points near the borders and in the center of the segments,
due to the fact that the FoM is calculated considering not only
the net-charge signals but also the transient ones. Figure 6
presents a comparison of A distributions obtained for the two
extreme cases (i.e. segment edge and segment center). Both
distributions can be well reproduced by a sum of Gaussian
functions. Two Gaussians with 0y = 1 mm and o0, = 6 mm
are necessary to describe the distribution for the points at the
center of the segment, while for those at the border an addi-
tional long-range contribution with o3 = 15 mm is needed.
While o7 is probably related to the size of the grid dimen-
sions — and, consequently, to the high statistics in the A = 0
bin — 0o = 6 mm may be related to statistical fluctuations.
Indeed, the sensitivity of the PSA is expected to be reduced
close to the center of the segments, where the transient sig-
nals have the lowest amplitudes. The bootstrapping-induced
fluctuations are probably similar to the signal fluctuations
caused by electronic noise. For the positions close to the
segments edge, instead, the importance of long-range fluctu-
ations in the distribution is surprising. In fact, in the vicinity
of the border, the shape of the pulses — in particular of the
transient-charge ones — rapidly varies and the sensitivity of
the PSA is very high. On one hand, such a behavior may have
a geometrical origin and, as discussed in the following, be
attributed to the very asymmetric shape of the distributions
of Ax, Ay and Az. On the other hand, it may be related
to the ADL bases themselves. In fact, it has recently been
observed that when the distance between a PSA position and
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c4=1, 6,=6, 63=15 - - -

o L} |
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Fig. 6 Distributions of total position fluctuations for the shortest (blue)
and the longest (red) distance from the edge of a segment. The distribu-
tion integrals were normalized to 1 in order to simplify the comparison.
The curves represent the functions used to fit the two distributions as
described in the text: a sum of 3 Gaussian functions for the shortest
distance (dashed blue line) and a sum of 2 Gaussian functions for the
longest distance (dashed red line). In the inset, the fluctuations are pre-
sented as a function of the distance from the segment edge
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Fig. 7 Position fluctuations as a function of the PSA position, identi-
fied from the original experimental signals. The different patterns are
caused by the geometry of the segments and their positions with respect
to the frame of reference shown in Fig. 2. For each position the maxi-
mum intensity was normalized to 1 in order to simplify the comparison

the virtual edge of the segment becomes lower than 0.5 mm,
the shape of the simulated transient signal suddenly changes
and starts to resemble that of the firing segment [38]. This
clearly requires more investigation, but, if confirmed, could
offer an explanation for the large residuals observed at seg-
ment borders. However, this result does not represent a failure
of the bootstrapping approach. The technique, indeed, allows
to infer the statistical properties of the PSA procedure as it
is, pointing out possible systematic issues.
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In order to study in more detail the effects of the
interaction-point position on the spatial resolution, one can
analyze how the PSA uncertainties evolve inside the seg-
ments of the AGATA detectors. Until now, the position res-
olution has been discussed assuming the dimensions of the
segments as the only geometrical condition. However, since
the firing segments are identified by the net charge, the uncer-
tainties on the interaction-point positions cannot go outside of
the segment boundary. This is, in fact, what can be observed
in Fig. 7, which presents how the Ay, Ay and Az position
fluctuations depend on the PSA position of the original exper-
imental signals. The different patterns reflect the geometry
of the various segments, and in particular their position with
respect to the internal frame of reference shown in Fig. 2.
For example, due to the symmetry of the detector and to the
fact that the bootstrap position has to be within the firing-
segment volume, the Ay fluctuations must be negative for
positive values of X and vice versa. For the same reason,
the evolution of the Ay fluctuations as a function of the Z
coordinate reflects the vertical segmentation of the detector,
with sign changes occurring at the segment borders.

Therefore, as the fluctuation distributions are position-
dependent, the position resolution cannot be treated as a
general feature anymore, but it rather needs to be defined
locally. Moreover, since the width of the fluctuation distribu-
tion rapidly varies with the distance from the segment border,
asymmetric uncertainties have to be introduced. For each axis
direction k, the lower and upper uncertainties were defined
as the standard deviation of the negative and positive side of
the respective distribution of Aj, assuming r; as the expected
value (i.e. Ay = 0). This resulted in a multi-dimensional map

Position Z
Position Z

of AGATA detectors, in which 6 energy-dependent values of
uncertainty are provided for every grid position. An example
of this map is shown in Fig. 8 for the segment A1 of the CO13
AGATA detector.

4 Conclusions

The possibility of performing pulse-shape analysis is an
essential feature of new-generation HPGe arrays for high-
resolution y-ray spectroscopy studies. A precise identifica-
tion of the y-ray interaction point is not only necessary for a
more accurate Doppler correction, but it is also crucial when
reconstructing the radiation path inside the detectors using
tracking algorithms. In this context, an evaluation of the posi-
tion uncertainty provides a possibility to improve the track-
ing algorithms by assigning proper weights to the identified
positions.

In the present paper, the position resolution of AGATA
detectors was studied via the bootstrapping technique.
Despite being demanding in terms of computational resources
and time, the simplicity of this statistical method allows to
investigate the properties of the position uncertainty using
practically any data sets (e.g. in-beam data, radioactive
sources, background, etc.). Moreover, it permits to infer sta-
tistical features of a given hypothesis, in this case the whole
PSA procedure, independently from external assumptions.

The dependence of the position resolution on various vari-
ables was analyzed. In particular, the relation between the
position uncertainty and the deposited energy, observed pre-
viously in a study using the Doppler-correction method, has

o[mm]
-4

Fig. 8 Position-uncertainty map for the A1 segment of the CO13 AGATA detector. The lower (left) and upper (right) uncertainties along the X
direction are estimated for the energy range 64 keV < E,, < 128 keV. Colors and sizes of the boxes reflect the magnitude of the standard deviation
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been confirmed. Since the PSA compares single-hit traces
and experimental overlapping signals, the position uncer-
tainty increases with the number of firing segments. Sur-
prisingly, for the events when only one segment per crystal
measures a net signal, the PSA result is identical for the orig-
inal signals and for those generated using the bootstrapping
technique. Due to the dimensions of the adopted grid, the
FoM presents a very deep minimum, which is not affected
by the fluctuations introduced via the bootstrapping method
or by an eventual jitter of the signals. While investigating
the relation between the position fluctuations and the dis-
tance from the edge of the segment, an unexpected behavior
was observed for the positions at the segment border. This
may be traced back to the pulses of the ADL bases, but it
would require a dedicated study. The geometry of the seg-
ments and, in particular, the interaction-point position were
shown to play a crucial role in the position resolution. As
supposed in previous works, not only the position fluctua-
tions do not present a Gaussian distribution, but their distri-
butions are position-dependent and they exhibit an important
asymmetry for PSA positions near the segment border. This
work has been concluded by mapping AGATA detectors in
terms of energy-dependent asymmetric standard deviations
of interaction positions.

Further work is necessary to extend the study of the
deposited-energy dependence to higher energies, in order to
clearly observe the effects of the pair-production mechanism
in the formation of the experimental signals. Moreover, in
order to avoid the systematic bias related to the number of
firing segments and to study the general properties of AGATA
detectors, the present study should be repeated with a radia-
tion source placed not only in front of the detector — standard
condition, similar to the in-beam measurements — but also at
its bottom.

A natural continuation of this work would be the develop-
ment of y-ray tracking algorithms that use the information
on position resolution to attribute weights to individual inter-
action points. Additionally, taking advantage of the informa-
tion provided by the map of the position uncertainties, the
future PSA basis for AGATA can be defined on an irregular-
geometry grid. Such a solution, already partially adopted
for the GRETINA/GRETA detectors [39], allows reaching
higher position sensitivity in certain detector regions, while
limiting the “useless” iterations where the position resolu-
tion cannot be improved. On the other hand, the demon-
strated dependencies of the position resolution may provide
an impulse to study different segmentation schemes for the
next generation of HPGe detectors.
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