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Abstract
We introduce an inhomogeneous protocol to drive aweakly disordered quantum spin chain quasi-
adiabatically across a quantumphase transition andminimize the residual energy of thefinal state.
The number of spins that simultaneously reach the critical point is controlled by the length scale in
which themagnetic field ismodulated, introducing an effective size that favors adiabatic dynamics.
The dependence of the residual energy on this length scale and the velocity at which themagnetic field
sweeps out the chain is shown to be nonmonotonic.We determine the conditions for an optimal
suppression of the residual energy of thefinal state and show that inhomogeneous driving can
outperform conventional adiabatic schemes based on homogeneous controlfields by several orders of
magnitude.

1. Introduction

Techniques to control or assist adiabatic dynamics are of broad interest in quantum technologies, including
quantum simulation and quantum computation [1, 2]. The breakdownof adiabatic dynamics in quantum
critical systems is conveniently described using theKibble–Zurekmechanism (KZM) [3–7]. This is the
paradigmatic theory to account for the nonequilibriumdynamics across a continuous quantumphase
transition. It exploits the divergence of the relaxation time in the neighborhood of the critical point in
combinationwith scaling theory to predict the density of excitations in the final state that results from crossing
the transition at afinite rate. TheKZMcan also be used to estimate themean energy of the final state, known as
residual energy, whenmeasuredwith respect to the corresponding ground state energy [8]. Both the density of
excitations and the residual energy are shown to scale as a universal power law of the quench rate, where the
power-law exponent isfixed by the correlation length and dynamic critical exponents, ν and z, as well as the
dimensionality of the system.

Strategies that have been developed tomimic adiabatic dynamics in quantum critical systems, in the absence
of disorder, often boil down tofindingways out of theKZM. This is challenging as theKZM is broadly applicable
and it holds even in strongly-coupled systems [9, 10]. Yet, a variety of protocols have been put forward.
Prominent examples include the driving offinitemany-body systemswith a nonzero energy gap [11], coupling
the systemof interest to a thermal bath [12], and engineering the time variation of the driving field using scaling
theory [13, 14] or optimal control [15, 16]. Further approaches include the design of counterdiabatic fields to
implement shortcuts to adiabaticity [18–22], or themodulation ofmultiple control parameters in time [23], see
[24] for a review. All these strategies are particularly crucial—and should be additionally scrutinized—in the
presence of noisy control fields, that preclude adiabatic dynamics [17].

Recently, it has been shown that theKZM should bemodifiedwhen spatial or temporal inhomogeneities
affect the critical behavior of classical and quantum systems. In the absence of disorder, the residual energy
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dependence on the quench rate can be enhanced in classical inhomogeneous systems [25–31]. This is the case
when the critical point isfirst reached at a local front that subsequently spreads throughout the system,
completing the crossing of the phase transition. A number of recent experiments are consistent with the fact that
the interplay between the velocity of the critical front and the speed of information paves theway to suppressing
defect formation [7]. The role of causality has also been established in quantum spin chains with no disorder
[34–36].

By contrast, the development of techniques to approach the adiabatic limit in disordered systems ismuch
more limited. This is however a pressing issue for boosting the performance of quantum annealers that encode
combinatorial optimization problems and thus are inherently disordered [1]. It has been shown that, for
disordered Ising spin chains, the KZMpredictions are severelymodified and the residual energy of the state
upon completion of the driving exhibits only aweak dependence on the quench rate [37, 38]: it no longer follows
a power-law and vanishes only with the inverse of the logarithmof the quench rate. Onemain outstanding
challenge, that we address in this work, is to explore the effect of inhomogeneous driving across a quantum
critical point in the presence of disorder. Themain goal is to spatially coordinate symmetry breaking events
among neighboring regions byfinding the appropriate degree of inhomogeneity and the speed of critical front to
reduce the number of topological defects.

In this work, we introduce an inhomogeneous driving strategy for aweakly disordered Ising spin chain by a
transversemagnetic fieldwith a smooth step-like spatial profile that sweeps out the chain from side to side, as
illustrated infigure 1. The length scale in which the field ismodulated controls the number of spins that
simultaneously cross the critical point.We study the dependence on the shape (slope) of the profile and the
velocity at which it ismoved throughout the chain tominimize the residual energy of thefinal state, effectively
approaching adiabatic dynamics.We show that our local driving protocol can outperform conventional
quantumannealing schedules based on homogeneous fields, reducing the relative residual energy by several
orders ofmagnitude.

The paper is organized as follows: in section 2we introduce theweakly disordered transverse Isingmodel
and briefly review previous relevant results. In section 3we use the adiabatic theorem to show the existence of a
threshold velocity of the critical front belowwhich the evolution is adiabatic. By an analysis in the spirit of the
inhomogeneous KZM,we show that this velocity has a universal character for smooth fronts. Subsequently, in
section 4we present simulations of full dynamics tofind the inhomogeneous protocols that optimize the
residual energy.While for fast driving a homogeneous control field proves advantageous, in slower schemes for
which the critical front does not exceed the threshold velocity the inhomogeneous protocol with a smooth front
extended over several spins turns out to be optimal, effectively reaching the adiabatic limit.We closewith a
discussion and conclusions in section 5.

2.Model

Weconsider a chain ofN spins described by the random IsingHamiltonian

ˆ ( ) å ås s s= - -
=
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H J g , 1
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x
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with quenched disorder (constant in time) in the nearest-neighbors couplings Jn.We set  = = 1 in
subsequent calculations, that is equivalent to use   as a unit of time. Realizations of disorder are drawn from
auniformdistribution

Figure 1.Driving of a disordered spin chain by an inhomogeneousmagnetic field. Under inhomogeneous driving, the critical front is
reached locally as themagnetic field is swept through the chain at velocity v. The length scale inwhich the externalfield ismodulated,
controlled byα, sets the number of spins in the neighborhood of the critical point.
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( ) ( ) ( )= Î⎧⎨⎩P J
J1 for 1 2, 3 2 ,

0 otherwise.
2n

n

The equilibriumproperties of themodel are well understood as it is solvable using the strong disorder
renormalization group approach [39], see [40] for a review. In particular, the critical point satisfies

( ) (∣ ∣)=g Jlog logc n for uniform gn= gc ( ¼0.9558 ), and belongs to the universality class of the infinite-
randomess fixed point.

We consider a driving protocol where at an initial time ti the system is prepared in the ground state for the
magnetic field ( ) =g t gn i i deeply in the paramagnetic phase (in the simulationswe use gi= 3) and then driven at
afinite rate to the final value ( ) =g t gn f f , deeply in the ferromagnetic phase.We set gf=0 forwhich the
Hamiltonian in equation (1) can be considered classical, with a non-vanishing energy gap (notice that J 0.5n

whichwe refer to asweak disorder) and is outside of theGriffiths phase surrounding the critical point.
Under homogeneous driving and in the absence of disorder the nonequilibriumdynamics is well described

by theKZM [3–7]. Themechanism exploits the divergence of the equilibrium relaxation time [ ] ∣ ∣t e t e= nz
0 ,

known as critical slowing down, as a function of the dimensionless distance to the critical point ( )e = -g g gc c .
In the proximity of gc themodulation of themagnetic field can be linearized in the form ( ) ( )t= -g t g t1c Q , so
that e t= t Q, where tQ sets the quench time. The critical point is reached at t=0 aroundwhich the relaxation
time diverges. As the system is driven through the phase transition, the evolution can be roughly split in three
sequential stageswhere the dynamics is approximately adiabatic, frozen and adiabatic again. The time scale in
which the system leaves the frozen stage to evolve adiabatically in the broken-symmetry side of the transition is
known as the freeze-out time ˆ ( )t t= n

n+t Q
z

0 z
1

1 , and satisfies (ˆ) ∣ ˙∣t e e=t . KZMestimates the size of the domains
in the broken symmetry phase using the equilibrium value of the correlation length [ ] ∣ ∣x e x e= n

0 . At the

freeze-out time, it scales as a power-law of the quench rate, e.g., ˆ [ (ˆ)] ( )x x e x t t= =
n
n+t Q0 0 z1 . In the Ising

model without disorder, n = =z 1, and theKZMprediction for the density of excitations reads
(ˆ)x~ ~

t
-d t 1 1

Q
[41–43], as corroborated by the exact solution [41]. Similar power-laws can be derived for

other observables using scaling theory [8, 44, 45]. This is the case for the residualmean energy defined as the
difference between themean energy of the system following the completion of the protocol and the
corresponding ground state energy, e.g., ˆ= á ñ -tQ H Egs. For the Isingmodel, the value ofQ after the quench
scales in the sameway as the density of excitations.

The presence of disorder, that drives the universality class of the critical point towards the infinite-
randomnes fixed point, severelymodifies the dependence of the relaxation time on the distance from the critical
point. It is found that [ ] ∣ ∣t e t e e

0
1 , where the critical exponent ∣ ∣ ( )e= +z O1 2 1 effectively diverges as

the system approaches the critical point (  ¥z as e  0) [39]. As a result, the scaling of the density of
excitations is no longer described by a power-law and amore careful analysis based onKZMpredicts

t~d 1 ln Q
2 in a slow transition (for large tQ) [37, 38]. The dependence on the quench time becomes thenmuch

weaker than in the absence of disorder.We note that a similar result can also arise in a cleanmodel as a result of a
particular decoherencemechanism [46].

The existence of these logarithmic scaling laws signifies that one is forced to consider exponentially long
evolution times to reduce the residual energy of thefinal state. As an alternative to a global homogeneous
modulation of themagnetic field, we introduce an inhomogeneous protocol
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where the linear front interpolating between gi and gf travels through the chainwith velocity v and gradually
drives the system from the paramagnetic to the ferromagnetic phase, by sweeping out the chain from end to end.
We denote by =n vtf the position of the spin forwhich themagnetic field equals the arithmeticmean of gi and
gf. The slopeα sets the effective number of spins driven at a given instant. The resulting protocol is illustrated in
figure 1 and interpolates between the following two limiting cases: (i) homogeneous driving, which is recovered
in the limit of a  0 and  ¥v while keeping a t= -v Q

1
fixed, and (ii) driving of one spin at a time, when

a » 1 [47].
In absence of disorder, theKZMcan be extended to account for an inhomogeneous scenario [27–31]. The

central prediction is the existence of threshold velocity vt that determines the relevance of the driving scheme.
When the velocity of the frontwidely surpasses this threshold value, v vt , the effect of the localmodulation of
the controlmagneticfield is negligible and the nonadiabatic critical dynamics resembles that under
homogeneous driving, well described by the standardKZM.By contrast, in the case v vt the length scale in
which the front is smoothed out becomes relevant and determines the number of spins that simultaneously
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experience criticality. The smooth front of the inhomogeneous field opens up an energy gap, that allows for
adiabatic evolution.

For a smooth frontwith a 1, KZMpredicts that the penetration depth across the critical point, i.e., the
size of the critical region separating the phases to both sides of the inhomogeneous front, varies as [31–33]

ˆ ( )x a~ - n
n+ . 4i 1

When the gap at the critical point vanishes polynomially with the system size this leads to the opening of
instantaneous gap that scales as ˆ x̂ aD ~ ~

- n
n+i i

z z
1 . By combining the characteristic time and length scales in the

problemone can then estimate the threshold velocity as

( )
( )
a~

n
n
-
+v . 5t

z 1
1

In the Isingmodel without disorder z=1 and vt is a constant independent ofα ( a 1). The analytical solution
[34] shows that when Jn= 1 in equation (1), vt=2 and equals the sound velocity at the critical point.What is
more, the transition between the adiabatic regime for <v vt and the effectively homogeneous regime for >v vt

is actually sharp.
The presence of disorder changes the universality class of themodel and the assumptions leading to

equation (5) do not longer hold. Naively setting  ¥z in that equation leads to a vanishing threshold velocity
andwould indicate that inhomogeneous driving does not favor adiabatic dynamics in disordered systems. In this
article we show this not to be the case. Indeed, the analysis presented in the next section predicts that the
threshold velocity vt acquires afinite value, that admits a universal form for smallα. This paves theway to
implement adiabatic dynamics by inhomogeneous driving.

All simulations shown below are done using the Jordan–Wigner transformation thatmaps theHamiltonian
in equation (1) onto the systemof free-fermions where it can be solved numerically in a standardway. For
details, we refer the reader to appendix B.

3. Threshold velocity at the adiabatic limit

Wenext provide a quantitative prediction of the threshold velocity under quasi-adiabatic dynamics when
diabatic transitions occurwithin themanifold spanned by the ground and the first-excited states. The formation
of excitations is proportional to themixingmatrix element between these two states,

∣ ∣
ˆ

∣ ∣ ∣ ∣
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t t
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d
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wherewe have defined ( ) ∣ ∣ ∣ ∣
ˆ

W = á ñn t t0, 1,f
H

n

d

d f
. The instantaneous energy gapDnf

can be parameterized both

as a function of the front position nf and the time of evolution t,

( ) ( ) ( ) ( ) ( )D = D = D = -n t E t E t , 7n f 1 0f

where ( )E t0,1 are the energies of the instantaneous ground state ∣ ñt0, and thefirst excited state ∣ ñt1, of
Hamiltonian (1), respectively. Since the parity operator ˆ s=  =P i

N
n
z

1 is conserved during time evolution, we
consider only the subspacewith the same parity as the initial ground state.

According to the adiabatic theorem, the evolution follows the instantaneous ground state with high fidelity
provided that

∣ ˆ ∣
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H t
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d d
1, 8

f
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2 2

which allowus to estimate the value of threshold sweep velocity vt belowwhich the dynamics of the quench is
effectively adiabatic as

( )
( )
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( ) = =
D

W
v v v n

n

n4
. 9n t f

f

f

2

f

The factor of 4 in the definition of vt above is introduced so that ( )v nt f matches the exact known value in the case
without disorder, when vt= 2, see appendix A for a detail discussion of this case.

Thematrix element reads

( ) ∣ ∣ ( ) ∣ ∣ ( )å sW = á ¢ ñn n g n n0, 1, , 10f f
n

n f n
z

f
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where
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This analysis is restricted to quasi-adiabatic dynamics governed by adiabatic following of the ground-state
and ∣ –ñ0 ∣ ñ1 transitions. As a result, it is expected to fail when transitions to higher excited states are dominant,
e.g., for largeα (» 1), when the inhomogeneous front approaches a step function.

Infigure 2(a)we show the instantaneous gap during the evolution for a single realization of disorder and
fixed value of the slope a = 1 32.While the gap fluctuates as the front travels through the chain, it remains
finite.We defineDmin as theminimal gap for a given realization of disorder. This definition involves averaging
over afinite-length chain (N= 512 infigures 2 and 3) and in principle depends onN. However, since only afixed
fraction of the system is being driven at given instant, we expect the dependence to beweak forfinite a > 0. In
that case, the critical front can be thought of as probing different local realizations of disorder where the effective
size of the system x̂i (set byα) isfinite. As a result,fluctuations of the instantaneous gap are limited and there is a
negligible probability of having a gap smaller than a given threshold. This can be qualitatively seen infigure 3(a)
wherewe considermany realizations of disorder and showdifferent quantiles ofDmin , as we shall discuss further
at the end of this sectionwherewe provide a quantitative scaling argument. By contrast, in the homogeneous
case (a = 0) the typical energy gap at the critical point is expected to vanish as ( )~ -C Nexp [38, 39, 48, 49],
whereC is a nonuniversal constant.

Infigure 2(b)we show themixing term ( )W nf for the same realization of the couplings, and by combining it
with the gap, from equation (9)we estimate the local value of threshold velocity of the front ( )v nt f belowwhich
the evolution is expected to stay adiabatic.We define vt as theminimumof ( )v nt f for a given realization; see
figure 2(c), where its value is of order unity for a = 1 32. Since ( )v nt f is widelyfluctuating one could envision a
fine-tuned inhomogeneous driving protocol where the velocity of the front is adjustedwith respect to the local
value of the threshold velocity.However, the design of the corresponding driving protocol gn(t)would require
quite a specific knowledge of the system.Here, to explore the broad applicability and universality of the
inhomogeneous scheme, we keep the front velocity vfixed along the evolution.

The results obtained from sampling overmany realizations of disorder are summarized infigure 3. It shows
the dependence of the average value of theminimumgapDmin , the largest value ofmixingmatrix denoted by
Wmax as well as the threshold velocity vt as a function of the smoothnessα of the inhomogeneousmagnetic-field

Figure 2. Local adiabaticity under inhomogeneous driving. Instantaneous (a) gap ( )D nf and (b)mixing term ( )W nf when the
inhomogeneous front, centered at site nf, as it travels through the chain for a given realization of disorder. (c) From this trajectory, a
local value is estimated for the velocity belowwhich the system should stay adiabatic and the globalminimum is identified as threshold
velocity (N = 512, a = 1 32).
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front for a disordered Ising chain. The average is taken over 1000 realizations fromwhich statistics is built to
determine the quantiles corresponding to the hardest (95%) and easiest (5%) cases, displayed by dotted lines. All
quantities increasemonotonically as a function ofα in the range of values considered, with the exception of the
threshold velocity that levels off for large values ofα.

For smooth fronts corresponding to small values ofα, a power-law fit yields aW ~max
1.1 similar to the Ising

case with no disorder where  aW . The gapDmin , however, disappears faster than polynomially in that limit
which results in amonotonic dependence of vt onα (without disorder aD ~min

1 2). Themaximumvalue of
velocity is obtained for a value ofα close to but lower than unity, when the inhomogeneous front extends over a
few sites.We also notice that the optimalα is smaller than 1 (i.e. the limit of driving one spin at a time).

For amore quantitative scaling prediction, we consider the distribution of the instantaneous gap ( )D nf ,
where the front is traveling inside the chain as in themiddle part offigure 2(a). In doing so, we disregard the
configurations inwhich the front is entering or leaving the chain and the gap is large.We denote by ( )aDP ,nf

the distribution of the instantaneous gap for differentα, normalized according to ( )ò aD D =
¥

Pd , 1n n0 f f . For

homogenous driving (a = 0) of afinite system at the critical point the equivalent distribution over realizations
of disorder is universal if one considers the scaling variable q = D-N ln1 2 [38, 39, 48, 49]. In the spirit of the
inhomogeneous KZM [30], for an inhomogeneous system the characteristic length scale which governs the
behavior of the system is expected to scale as x̂ a a~ ~- -n

n+
i

2 31 , see equation (4). This suggests that the
relevant scaling variable for smallfiniteα is

ˆ ( )q x a= D = DD
-

ln ln , 12i n n
1 2 1 3

f f

where x̂i plays the role of an effective size of the critical system. For the random Isingmodel, the critical exponent
n = 2 [39] characterizes the equilibrium value of [ ]x e , that describesmean correlations dominated by rare pairs
of strongly correlated spins and should be relevant for the low energy part of the spectrum.

In order to numerically verify equation (12), for each realization of disorder we sample values ofDnf
for a

couple of hundreds equidistant instances of nf corresponding to the front traveling inside the chain; see
figure 2(a).We collect the values of the gap obtained thatway for a couple of thousands realizations and from the
histogramwe extract the probability distribution ( )q aDP , as a function ofα. Depending onα the statistics is
built from>106 points from>2000 realizations of disorder. The distributions for different a 1collapse onto
each other corroborating our scaling prediction; as seen for a 1 64 infigure 4. In addition, this distribution
coincides with the one obtained for homogeneous system at the critical point (gn= gc), when the scaling variable

Figure 3. Local adiabaticity as a function of the front shape of the inhomogeneous control field. Dependence of (a)minimal
instantaneous gap, (b)maximalmixing term, and (c) threshold velocity as a function of the slopeα of themagneticfield. A solid line
denotes themedian of 1000 realizationswhile dotted lines show 5% (circle, easiest instances) and 95% (triangles, hardest instances)
quantiles, respectively. For each realization Dmin , Wmax and vt are extracted as indicated infigure 2 (N = 512).
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( )D Nlog 0.46 is used5. The factor of 0.46, whichwe found by collapsing the distributions infigure 4, can be

interpreted as the prefactor in the scaling x̂ a~ -
i

2 3, that sets the effective size of the critical region.
On the other handwe observe that for larger values ofα, such as e.g.a = -2 4 infigure 4, the distribution

differs from the universal one.We expect that this happens due to the effective finite-size effect, where the size of
the critical region is so small that non-universal contributions are still relevant.While the analytical strong
disorder renormalization group approach of [39, 40] cannot be directly used in the presence of inhomogeneous
(position correlated)field, we expect that a number of initial decimation RG steps would be necessary to
approach universal fixed point trajectory.

The typical value of instantaneous gap scales as ( )aD ~ - -Cexpn
1 3

f
in the limit a  0. Here, we are

mostly interested in theminimal gapDmin , whichwould be determined by the behavior of the tail of ( )q aDP ,
corresponding to small energies. The derivation in [49] suggests that we can expect this tail to beGaussian, which
is indeed consistent with the data infigure 4 (see footnote 4). As the front travels though the chain, it samples the
distribution ( )q aDP , in a continuousway; see figure 2(a).We can estimate the dependence of theminimal gap
Dmin on the system sizeN by assuming that, to leading order,N instances are drawn from the distribution

( )q aDP , and determining the probability distribution for theminimal value.With aGaussian tail thismeans
that any fixed quantile of theminimal (global) gap (e.g. plotted infigure 3(a) forN=512), vanishes slower than
a polynomial inN, making this dependence a subleading correction. The leading contribution related to the
system size is the time needed for the front to travel though the chainwithfixed velocity which is proportional to
N (forfixedα).

Summarizing, the above analysis suggests the existence of afinite threshold velocity vt for non-zeroα and a
maximumatαnear unity, when the front extends over few sites. However, given our analysis in terms of the the
instantaneous ground state and thefirst excited state, the values of vt could in principle be overestimated. This is
especially true for largeα close to unity, when thefirst excited state is not well separated from the rest of the
spectrum. This could be addressed by using adiabatic theorem taking into account all excited states, see e.g.
[50, 51].We however take a different approach in the next section, namely, the numerically-exact simulation of
the full dynamics.

4.Optimization of the protocol and residual energy

Given the existence of afinite threshold velocity vt discussed in the previous section, we next explore the
possibility of implementing adiabatic dynamics under inhomogeneous driving. In particular, we focus on the
minimization of the residual energyQ of thefinal state.

Figure 4.Universal gap distribution for different fronts of the inhomogeneous control field. The distribution of instantaneous gap
Dnf is foundwhen the front is traveling inside the chain. The distributions for different a 1 collapse onto each other when the
scaling variable qD is used. For the distribution of the gapwith a homogeneousmagneticfield at the critical point (a = 0), the scaling
variable reads ( )q = DD Nlog 0.46 (see footnote 4).

5
Both in homogeneous and inhomogeneous casewe use ( ) D = +2 1 2 (see [38] and equation (B2))which is theminimal gap in the sector

with given parity. Interestingly, we obtain the collapse even though in the inhomogeneous case  = 01 , which is related to part of the chain
being in the ferromagnetic phase which could break the symmetry.We note, that the scaling results in [48, 49]were obtained for D = 2 1.
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Wenote that the total time required for the inhomogeneous protocol to be completed reads

∣ ∣
( )

a
= +

-
T

N

v

g g

v
, 13

i f

where thefirst term corresponds to the time needed for themiddle of the front to travel through the chain and
the second term accounts for additional time needed for themagneticfield to reach the final value for all the
spins. In the homogeneous limit, the second term in (13) dominates and the total time reduces to ∣ ∣t-g gi f Q (in
this limit  ¥v as a  0). By contrast, in the strongly inhomogeneous limit (when ∣ ∣ a-N g gi f ) the
first term dominates and the second one constitutes a small over-head. Here, to compare different protocols we
fix the value ofT and choose the velocity v according to equation (13) for a givenα andN.

A direct analysis of the performance of the inhomogeneous driving scheme is shown infigure 5 that displays
the dependence ofQ on both v andα for afixed value of the ramp timeT. The slopeα in this plot interpolates
between the nearly homogeneous transition and the limit of a steep frontwhere only one spin is driven at a time.
We observe that for short time scales the homogeneous driving is optimal. However, for longer ramps, when the
velocity of the front is small enough, there is a sharpminimum for intermediate values ofαwhere the dynamics
is effectively adiabatic. The value of the threshold velocity thatmarks the appearance of thatminimum is
consistent with vt, obtained infigure 3 for intermediate and small values ofα. Notice, however, that the actual
minimumofQ is reached for a slightly smaller value ofα than suggested by thatfigure.

This efficiency in suppressing excitations is shown to be fairly insensitive to the hardness of the problem as
quantified by the quantiles considered. Approximately the same landscape is observed for quantiles with
=q 50% and =q 99%, where qmarks the percentage of realizationswhich have smaller residual energy.

Further, the optimal value ofαweakly depends on the quantile. In particular, for =T 104, a » 1 16 is optimal
for harder cases with =q 99% and a » 1 32 is optimal for =q 50%6. Notice however that in both cases the
value of the residual energy is almost that of an adiabatic transition, with thefidelity larger than 0.9999 in both
cases. In this limit the actual position ofQmight also depend on the additional smoothing of the critical front in
equation (3) that is nonanalytic at the point between the piecewise linear and constant sections of the front [52].

Finally, we identify scenarios for the supremacy of the inhomogeneous driving scheme over its
homogeneous counterpart infigure 6. In particular, we plot infigure 6(a) the time needed to reach a given
quality of the solution, as quantified by the inverse of residual energy density.We compare the two schemes,
when the optimal value ofα for the inhomogeneous scheme is found from the landscape studies as infigure 5.
The homogeneous transition (or a  0) is shown to be optimal for short time scales infigure 6(a). However, for
long time scales the residual energy after such a quench is expected to scale only as ( )~Q N T1 log 2 [37, 38],
making it unpractical to reach the adiabatic limit. The inhomogeneous driving approaches this limit for non-
zeroα for long enough time scales such that the velocity of the inhomogeneous front is reduced below the
threshold value. This is further confirmed infigure 6(b)wherewe compare the performance of homogeneous
and inhomogeneous protocols withfixed a = 1 32 for a time-scale of =T 104, for different system sizes. As

Figure 5.Optimization of the inhomogeneous driving protocol. Landscape plots of residual energy for various time scales and ( )a v
forN=512.We show the =q 50% and =q 99% quantiles (q is the percentage of realizationswith smaller residual energy) obtained
from simulation of 1000 realizations (500 for =T 104).While for short time scales the best residual energy is obtained for
homogeneous driving, for longer time scales the sharpminimumappears for intermediate values  a1 16 1 32. The residual
energy for optimal smoothness, a 0.03 atT=10000 timescale, isfive orders ofmagnitude smaller than both the standard
annealing strategywith a = 0 and the inhomogeneous scheme based onflipping one spin at a time, shown for a = 2 2 2.82 (see
footnote 5).

6
We sampled over discreet values of a = -2 s, with step =ds 1 2.
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the system size is reduced for givenT, the velocity of the front is proportionally smaller, which is the reason
behind theweak increase of residual energy with growingN in the inhomogeneous case.

5. Conclusions

In summary, we have analyzed the driving of weakly-disordered spin chains with a time-dependentmagnetic
field. Under spatially homogeneous driving, theminimization of the residual energy in the final state is
essentially constrained by the adiabatic theorem. Long-evolution time are then required tominimize
excitations. As an alternative scheme, we have proposed the use of an inhomogeneousmagnetic field that sweeps
out the system at a well-controlled velocity. In this scenario the spatialmodulation of themagneticfield
introduces an effective system size that favors adiabatic dynamics. The dependence of the residual energy of the
final state on the latter and the sweeping velocity is notmonotonic. Upon optimizationwith respect to these two
parameters, we have identified the supremacy of inhomogeneous driving over homogeneous schemes in
reducing the residual energy of the final state. In this article we have focused on the case of weak-disorder where
the couplings Jn are nonzero.We shall discuss the case of strong disorder with possibly vanishing couplings Jn in
a subsequent article [53].

Our results can prove useful in the design of novel quantumannealing protocols with inhomogeneous
control fields on disordered spin systemswith the potential to outperform conventional schemes [54] andmight
be applicable to open systems [55]. Inhomogeneous schedules with controllable localmagnetic field can be
implemented on the next generations of quantum annealers that are currently under development byD-Wave
System and theGoogleQuantumAI laboratory. Our approachmight be applied forfinding higher quality of
solutions for constrained optimization problems over standard adiabatic quantum computation (with
homogeneous fields), as the corresponding embedded problems on annealing hardwareHamiltonianswould
involvefinding low-energy states of disordered spin glasses on low-dimensional lattices.
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Figure 6. Supremacy of optimal inhomogeneous driving over homogeneous schemes. Comparison of the homogeneous and best
inhomogeneous protocol for different ramp times and system sizes. (a) 99%quantile of residual energy. The symbol+ denotes the
best inhomogeneous strategy, where the optimalα is extracted from landscape plots in figure 5. For long-enough timescales it is
advantageous to use larger a » 1 16, while for short ramps homogeneous driving a  0 is better. Circles show the residual energy
for a homogeneous quench in the same ramp time. (b)Comparison of homogeneous (red) and inhomogeneous (blue) strategies with
fixed a = 1 32 (T = 100 00). Solid lines indicate themedian of 1000 realizations for 4 system sizes while the dotted linesmark 1%
and 99%quantiles, respectively.
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AppendixA. Adiabatic theory approach to clean Isingmodel

In this section, we show the results of the analysis based on adiabatic theorem, see section 3, applied to the case
without disorder, Jn= 1. Infigures A1(a)–(c)we show, respectively, the instantaneous gap,mixing term ( )W nf

and, the estimation on local value of threshold velocity (from the combination of the two using equation (9)), for
the slope of the front a = 1 32 andN=512. They can be directly comparedwith the disordered case
presented infigure 2.

We define the threshold velocity based on the value in the bulk (i.e. when the front is inside the chain)—we
neglect here a small peak appearing infigure A1(c)when the front is entering the chain. The scaling of the gap in
the bulk can be derived analytically,  aD 8 ( a 1) [34]. For smallαwefit  aW . Accordingly, as can be
seen infigure A1(d), the vanishing of the gapwith decreasingα is compensated by the vanishing of themixing
term that results in the saturation of vt to a constant value for a 1. This can be contrastedwith the disordered
case—figure 3(c)—where the threshold velocity ismonotonically decreasing with (small)α. Such a dependence
is expected formodels withfinite critical exponent >z 1, see equation (5) [35].

The threshold velocity can be found analytically [34] as vt= 2 and equals the largest velocity of quasiparticles
at the critical point of the clean Isingmodel.Wefix the factor of 4 in the denominator of equation (9) tomatch
the correct value of the threshold velocity in the limit of a 1. In that limit vt gives a sharp boundary between
>v vt where the system gets excitedwhen the front is traveling through the chain, and <v vt , where there are

no excitations appearing in the bulk.
Figure A1(d) also indicates that for a » 1 the threshold velocity is becoming smaller as the scaling

prediction, based on assumption that the front is smooth enough, a 1, does not longer hold. This is as well
the limit where the first excited state is not well separated from the rest of the spectrum and the estimation of
threshold velocity as presented in section 3 is expected to break down.

Appendix B.Details of simulations

TheHamiltonian in equation (1) is solved in a standardway, exploiting itsmapping onto a systemof free
fermions via the Jordan–Wigner transformation †s = - c c1 2 ;n

z
n n ( )†s s+ =  -<c c ci 2 1 2n

x
n
y

n m n m m , where

cn are fermionic annihilation operators. It is convenient to introduceMajorana fermions †= +-a c cn n n2 1 ,
( )†= -a c cin n n2 , which areHermitian and satisfy anticommutation relations { } d=a a, 2m n m n, . In this base the

Hamiltonian reads:

ˆ

ˆ ˆ ( )

å

å

=- +

- +

= +

=

-

+

=
-

⎜ ⎟⎛
⎝

⎞
⎠

⎛
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⎠⎟

H
J

a a

g
a a

H H
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2
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2
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Figure A1. Instantaneous (a) gap ( )D nf , (b)mixing term ( )W nf , and (c) local value of threshold velocity when the inhomogeneous
front is traveling through the chain for clean Isingmodel with Jn= 1,N=512, a = 1 32. In (d)we show the threshold velocity in the
bulk, which approaches constant for a 1.
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For convenience we introduce ˆ † 
=H a Ha , where


a is a column vector consisting of operators an and H is a

´N N2 2 matrix.We separate thematrix describing fullHamiltonian = +H H HJ g into parts corresponding
respectively to the coupling andmagnetic field, which are both block diagonal,

⨁

⨁

=
-

= Å
-

Å

=

=

-

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

H
g

g

H
J

J

0 i 2

i 2 0
,

0
0 i 2

i 2 0
0.

g
n

N
n

n

J
n

N
n

n

1

1

1

The static properties of (instantaneous) system are found by numerical diagonalisation ofmatrix H . This

amount to employing Bogoliubov transformation to a new base ofMajorana fermions
 
=a O b0 , where

orthogonalmatrix O0 brings theHamiltonian into canonical form ˆ = - å = -H b bi ,n
N

n n n1 2 1 2 that is

⨁ 


=
-

=

⎛
⎝⎜

⎞
⎠⎟O HO

0 i 2

i 2 0
T

n
N n

n
0 0 1 , with   0n . The ground state of Ĥ is a vacuum state annihilated by all

annihilation operators in that base ( )∣- ñ =-b b ni 0, 0n n f2 1 2 , and the quasiparticles energies n are arranged in
ascending order.We note that some care is needed for a systemwith degenerated ground state,  = 01 (within
numerical precision), inwhich case one has to take the proper linear combination of eigenvectors of H to
eigenvalue 0, to ensure that O0 is orthogonal.

The parity operator ˆ ( )s=  = = = -P a aii
N

n
z

i
N

n n1 1 2 1 2 commutes with theHamiltonian [ ˆ ˆ] =H P, 0, and the
relevant instantaneous gap is calculated as energy of two-quasiparticles excitation,

( ) ( ) D = +2 . B2n 1 2f

Infigure 2we follow the instantaneous ground state in the given parity subspace andwemake sure that
∣ ˆ∣á ñn P n0, 0,f f isfixed—and in our case equal 1. In case the true (numerical) ground state is a state with parity

−1, wefix it be exciting one-quasiparticle which corresponds to   -1 1,  -b b2 2 and [ ] [ ] -O On n0 ,2 0 ,2.
Themixing term ( )W nf in equation (10) is calculated from ∣ ∣ ∣ ∣† †sá ñ = á ñ-n n n a a d d n0, 1, 0, i 0,f n

z
f f n n f2 1 2 1 2 using

theWick’s theorem,where ( )† = +-d b bi 2n n n2 1 2 creates the quasiparticle with energy n.

The time evolution in section 4 is simulated in theHeisenberg picture ( ) [ ˆ ( ) ( )]=¶
¶

a t H t a ti ,
t n n . For a free

fermionic problem like in equation (B1) time-dependent operators can be expanded in the base of original
Majorana fermions, ( ) ( ) 

=a t O t b . This leads to the time-dependent Bogoliubov equations

( ) ( ) ( ) ( )¶
¶

= -
t

O t H t O t4i , B3

with the initial condition ( )= =O t O0 0 which corresponds to starting in the ground state of the initial
Hamiltonian.Wenumerically solve this differential equations by employing 4th order time dependent Suzuki–
Trotter decomposition [56], which is symplectic and allows to greatly speed up the calculations: we split the
Hamiltonianmatrix H into parts corresponding to HJ and Hg , that are block-diagonal in the original basis. This
facilitates the propagation at intermediate steps involving terms of the form ( )( )- texp id HJ g that can be
efficiently calculatedwithout diagonalizing the fullHamiltonian at each time step. Finally, the energy of the final
state (here gf=0) is found as ( ) ( )s s-å á ñ = -å á ñ=

-
+ = =

-
+J J a t a tin

N
n n

x
n
x

t t n
N

n n n1
1

1 1
1

2 final 2 1 finalfinal
.
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