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The volume of the moduli space of non-Abelian Bogomol’nyi—Prasad—Sommerfield (BPS)
domain walls is obtained exactly in U (N.) gauge theory with N; matters. The volume of the
moduli space is formulated, without an explicit metric, by a path integral under constraints on
BPS equations. The path integral over fields reduces to a finite-dimensional contour integral by
a localization mechanism. Our volume formula satisfies a Seiberg-like duality between mod-
uli spaces of the U(N,) and U(Ny — N.) non-Abelian BPS domain walls in a strong coupling
region. We also find a T-duality between domain walls and vortices on a cylinder. The moduli
space volume of non-Abelian local (N, = Ny) vortices on the cylinder agrees exactly with that
on a sphere. The volume formula reveals various geometrical properties of the moduli space.

Subject Index A11, B34, B35

1. Introduction

A moduli space of Bogomol’nyi—Prasad—Sommerfield (BPS) solitons, which is a space of parameters
describing positions, orientations, and sizes, is important in understanding the properties of BPS
solitons themselves. For example, the metric of the moduli space is important for seeing scatterings
among BPS solitons.

The volume of the moduli space is essentially obtained from an integral of a volume form, which
is constructed by the metric, over the moduli space. A local structure of the moduli space is smeared
out by the volume integration, but the volume of the moduli space still has significant information
on the dynamics of BPS solitons. The volume of the moduli space is directly proportional to a ther-
modynamical partition function of a many-body system of BPS solitons. The thermodynamics of
vortices is investigated by evaluation of the volume of the moduli space [1-5].

The volume of the moduli space of BPS solitons also tells us non-perturbative dynamics in super-
symmetric gauge field theories. Nekrasov has shown that one of the non-perturbative corrections in
N = 2 supersymmetric gauge theories in four dimensions can be obtained from a volume of the mod-
uli space of self-dual Yang—Mills instantons [6] by using a localization method, developed in [7,8].
The localization method has recently become more important in investigating the non-perturbative
dynamics of supersymmetric gauge theories through exact partition functions. The exact partition
function of supersymmetric gauge theory is essentially proportional to the volume of the moduli
space of the BPS solitons, which produce the non-perturbative corrections.
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It is very difficult to construct an explicit metric of the moduli space of BPS solitons in general [5],
so the calculation of the volume of the moduli space is also difficult. However, we do not need
an explicit metric on the moduli space to evaluate the volume in the localization method. This fact
comes from the integrability and supersymmetry behind the BPS solitons. Indeed, the supersymmetry
is closely related to equivariant cohomology, which plays an important role in the mathematical
formulation of the localization method. Then, the localization method is very useful in calculating
the volume of the moduli space and extends a range of applicable cases in the volume calculation of
the BPS soliton moduli space.

The advantage of the localization method in calculating the volume has been shown in the calcu-
lation of the volume of the instanton moduli space, which gives the non-perturbative corrections in
four-dimensional supersymmetric gauge theory [6]. The localization method has then been applied
to evaluate the volume of the moduli space of non-Abelian BPS vortices [9,10]. The results from
the localization method agree perfectly with the previous results using the other method, and we
could extend to more complicated systems, where the metric of the moduli space is not explicitly
known.

In this paper, we calculate the volume of the moduli space of the non-Abelian BPS domain walls,
which is described by first-order differential equations for matrix- and vector-valued variables, where
the matrices are in adjoint representations of U (N,) and N sets of the vectors are in fundamental
representations of U (N.). We consider the BPS equations of the domain walls on a finite line interval
with boundaries. Solutions of the BPS domain-wall equations depend on the boundary conditions.
So we need to carefully treat the boundary conditions to consider the moduli spaces of the BPS
domain walls. The differential equations of the domain walls can be regarded as BPS equations in
supersymmetric gauge theory with U (N,) gauge group and Ny flavors (matters) in the fundamental
representation. The domain walls are soliton-like objects with co-dimension one in supersymmetric
gauge theory. We are interested in the moduli space of the BPS equations only, so we do not assume
an explicit supersymmetric system in the calculation of the volume.

We utilize the localization method associated with the equivariant cohomology in mathematics in
order to evaluate the volume of the moduli space of the BPS domain walls. The localization method
is essentially equivalent to an evaluation of a field-theoretical partition function of some constrained
system. A path integral of the partition function is restricted on the moduli space of the domain walls.
We again emphasize that we need the constraints of the BPS equations, but do not need an explicit
metric of the moduli space in this localization method.

The path integral which gives the volume of the moduli is localized at the fixed points of a sym-
metry, which is a part of the supersymmetry. This symmetry is called a Becchi—Rouet—Stora—Tyutin
(BRST) symmetry and is related to the equivariant cohomology. In the evaluation of the path inte-
gral, it is necessary to know the number of zero modes of the fields. We find that the number of
zero modes is determined by the boundary conditions, and is given by a Callias-like index theorem
with boundary. After counting the zero modes explicitly, we find that the path integral reduces to
a usual contour integral and a simple formula is obtained for the volume of the moduli space of
the BPS domain walls. For non-Abelian gauge theories, we find that the contour integral reduces
to a sum of products of the Abelian gauge theories with non-trivial signs. The sign of each prod-
uct in the sum could not be determined by the localization method itself. We assume that the signs
are determined by a topological index (intersection number) of the profile of the solution. Then,
the sum of products is expressed by the determinant of a simple matrix depending on the boundary
conditions.
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In order to check our volume formula for the moduli space of the BPS domain walls, we discuss
dualities between various systems of the domain walls. First of all, we investigate the duality between
the moduli spaces of the non-Abelian BPS domain walls in the strong coupling (asymptotic) region.
We find that the moduli spaces of the domain walls of U (N,) and U (N,) differ from each other
in general, but if N, is given by N  — N¢, then we expect that the moduli spaces (and its volume)
coincide with each other in the strong coupling region [11,12]. We can conclude that our results agree
with the expected dualities. Secondly, we show that there exists a T-dual relation between the domain
walls and vortices on a cylinder [13]. The domain walls and vortices have different co-dimensions,
but if we consider the domain walls winding along a circle direction of the cylinder, the volume of
the moduli space can be regarded as that of the moduli space of the vortices on the cylinder [14].
The winding number of the domain walls corresponds to a vortex charge. We find that the volume
of the moduli space of the vortices on the cylinder coincides with that of the vortices on the sphere
if N. = Ny (non-Abelian local vortex). These non-trivial duality relations support that our volume
formula for the moduli space of the BPS domain walls works correctly.

This paper is organized as follows: In the next section, we explain a general argument on the volume
calculation of the moduli space of the BPS equations. We introduce a path integral over the con-
strained system to evaluate the volume without the explicit metric. In Sect. 3, we evaluate the path
integral to see that it is localized at fixed points of the BRST symmetry, and reduces to a simple con-
tour integral. In Sect. 4, we explicitly evaluate the contour integral for various examples of domain
walls in Abelian and non-Abelian gauge theories. In order to check our results for the volume of the
moduli space of the BPS domain walls, we consider two kinds of dualities of the moduli spaces in
Sects. 5 and 6. The last section is devoted to conclusion and discussion.

2. Volume of moduli space

We take the U(N.) gauge theory with the gauge field A, together with a real scalar field ¥ in
the adjoint representation and Ny complex scalar field HA r=1,...,No,A=1,...,N £ in the
fundamental representation. The gauge coupling and the Fayet—Iliopoulos (FI) parameter are denoted
as g and ¢, respectively. Since we are interested in domain walls, we consider our theory in one
spatial dimension. Let us consider the BPS equations for domain walls [11,15,16] in a finite interval

yel-%. 51

2

g
pr =Dy = - (Cly, — HH") =0, (1)
e =DyH +XH — HM =0, )
ui=DH + H'S - MHT =0, 3)

where ¥, H, and H' are N. x N., N. x N f, and Ny x N, matrix-valued functions of y,
respectively, and the covariant derivatives are defined by DX = 0, +i[Ay, X], DyH = 0,H +
iAyH and Dny = ayHT — iHTAy. The mass matrix M is taken to be diagonal as M =
diag(m, ma, ..., my,) and ordered as m; < my < --- < my, without loss of generality.
Domain-wall solutions are defined by specifying vacuum at the left and right boundaries. Vacua
of the system are labeled by choosing N, out of Ny flavors [11,15,16], such as (Ay, ..., Ay,), with
Al < Ay < ---Ap,. Let us consider domain-wall solutions connecting the vacuum (A, ..., Ay,)
at the left boundary y = —L/2 and the vacuum (Bj, ..., By,) at the right boundary y = L /2. For
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finite intervals, we demand the following boundary condition at the left boundary y = —L/2:
L .
> —E :dlag(mAl,mM,...,mANc), (4)
HL, =0, A<A,. (5)

Similarly, at the right boundary y = L /2, we demand

L .
> (5) = diag(mp,, mp,, ..., mpy,), ©)

HYl, =0, A>B,. (7)
Since Weyl permutations are a part of gauge invariance, we need to combine possible Weyl
permutations of these boundary conditions.

The BPS equations (1), (2), and (3) with the above boundary conditions produce soliton-like objects
which are localized on the one-dimensional interval and connect field configurations specified by the
label of indices A = (Ay,...,Ay,) and B = (Bi, ..., By,). Since these BPS solitons have unit
co-dimension and are constructed using a non-Abelian gauge theory, these BPS solitons are called
non-Abelian domain walls.

The moduli space of domain walls is defined by a space of parameters of solutions of the BPS
equations with identification up to gauge transformations. Hence, the moduli space is represented by
a quotient space by the U (N,) gauge identification

+—1
ey _ O N p @ Npe (0)
A—B U(N,)

: (8)

where @, L(0), [Lc_l (0), and ,uzil (0) stand for the space of solutions of the BPS equations u, = u. =
MZ = 0 with the boundary conditions labeled by A and B at y=—L/2and y = L/2, respectively.
This quotient space is known to be a Kihler quotient space, and w,, t., and MI are called moment
maps in this sense.

The volume of the moduli space is usually defined by an integral of the volume form over the whole
moduli space with 2n-dimensional coordinates x,

Ne,Np\ n B
Vol <M Lé) - /M’YCVN.fd x,/detg;;, )
A—B

if we know a metric of the moduli space g;;. However, it is difficult to find the metric of the moduli
space explicitly in general.

To avoid a direct integration of the volume form on the moduli space, we note that the Kéhler
manifold admits the Kéhler form 2 and the volume form on the Kéhler quotient space can be written
in terms of 2 as dZHXM = %Q” On the moduli space, the volume is expressed by

Ne,Nyg Q
Vol (MF) = /MNL‘?Nfe : (10)

A—B

under the condition that the integral exists only on the 2n-form.
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We can also express the volume integral (10) by a path integral over all field configurations with

. . . Ne,N
suitable constraints onto the moduli space M,«I—> /

E s
Vol (MN“’Nf) _ L [ poDB,DF DB, D25y e (11)
A"_)B’ - VOl(g) v v m m )
where l§v = (A, ¥) and ﬁv = (Ay, &) are vectors of bosonic and fermonic fields in the adjoint
representation, 3,, = (H, Y;) and F,,, = (¥, x.) are vectors of bosonic and fermonic fields in the

fundamental representation, and Vol(G) is the volume of the U (N,) gauge transformation group G.
Precisely speaking, the definition of the volume of the moduli space via the path integral has an
ambiguity corresponding to an ambiguity in the definition of the normalization of the metric (K&hler
form) of the moduli space. We will discuss this point later.

We choose an “action” Sy to give constraints on the moduli space, which are achieved by integrating
over Lagrange multiplier fields &, Y., and YCT , and introduce fermions A, &, ¥, WT, X¢, and X;r to
give a suitable Kdhler form on the moduli space and Jacobians for the constraints. Inspired by the
general discussion in [9,10], we take the following action Sy,

L 2
. 2 .8 +
So = lﬂ/ Ay Tr [@m SRR R A AR AT
-2

¥ S Ly Spe
— — Ay h.c.) |, 12
xc<8Ayy+8Es+8Hw)+<c>] (12)
in order to impose the constraints, and to give the Kéhler form and Jacobians in the path integral
over the field configurations. We also introduced a parameter 8 with a dimension of length. Thus, the

volume of the domain-wall moduli space is evaluated by the path integral over fields like a partition

function of a gauge field theory. The role of the Lagrange multiplier field ® is rather special compared
to other fields. We treat the path integral over ® separately from other fields.

We can evaluate the integral (11) directly by using an established field theoretical procedure as per-
formed in [9,10]. However, once we notice that the action Sp possesses an extra symmetry (BRST
symmetry), we can evaluate the path integral (11) via the so-called localization method (cohomolog-
ical field theory) much more easily than the direct evaluation of the path integral. We will see that
the path integral (11) is localized at the fixed-point sets of the BRST symmetry and is reduced to a
finite-dimensional integral.

3. Localization in field theory

To proceed with the evaluation of the path integral (11), we introduce the following fermionic
transformations (BRST transformations) for the vector fields (fields in the adjoint representation),

QA, =Xy, Qiy,=-D,d,
QX =§, QF=i[P, X], 13)
0P =0,
and for the matter fields (fields in the fundamental representation),
OQH =y, QY =i®H,
QY. =i®x., Qxe=7Ye,

and for their hermitian conjugates. We see that a square of this transformation generates a gauge
transformation 8 (®) with ® as the transformation parameter: Q2 = 85 (®). This means that Q>

(14)
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is nilpotent on gauge-invariant operators O. If we restrict a space of operator fields to the gauge-
invariant ones, Q gives a cohomology by the identification

O ~ O 4+ Q(gauge inv. op.), (15)

which is called the equivariant cohomology.
Under this transformation, we find that the action Sy is invariant (Q-closed),

0S; = 0. (16)

We also find that the action Sy can be written by

L (f 8¢
S() = lﬂ . dy Tr| ® (Dyz - TINL,) - )»y‘é
-2
L 2
. 2 8 f T i
+i80 LdyTr _TWH + UeXe + Xele | - (17)
2

Here we imposed the periodic boundary condition for the product ®& in order to preserve the BRST
invariance for the action. So an essential cohomological part (Q-closed but not Q-exact) of the action
So 18

5

2
Seop = iﬂ/ dyTe [cb (DyE - %11\,() - )\yg] : (18)
-2

in terms of the equivariant cohomology.
Using the nature of the BRST symmetry, we can add an extra Q-exact action Q E to Sy without
changing the path integral; that is, the deformed path integral

N¢,Ny
A—>B

1 L - > =
Vol (M ) = / DO DB, DF, D*B,, D*F,, e 07108 (19)

~ Vol(G)
is independent of a deformation parameter (coupling) ¢ since the path integral measure is constructed
to be Q-invariant. In the # — 0 limit, the path integral (19) reduces to the original one which gives
the volume of the moduli space. When we choose the deformation parameter ¢ appropriately, we can
evaluate the path integral exactly.

To evaluate the path integral, we choose E to be the following form:

tQE =110E81 + 108, (20)
where
%
2= [, dv e + ] e
-2
L
N - Ziy 2
B =5 [, OT[F - QFD + 7 (7], (22)
-2

The former Q & is already included in the original action Sp and gives a §-functional constraint on
Ko = ,u,I = 0 by integrating out the Y, and YcT . This constraint means that the field configuration
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must satisfy
DyH+XH—-HM =0 (23)

for the bosonic field H. The fermionic fields in the fundamental representation must strictly obey
the equation of motion

Dylﬂ-i-zlﬁ—l//M:O, 24)
Dch — XX+ My.=0. (25)

As we will see later, the above constraints for the fields in the fundamental representation are
important for counting the number of zero modes of the fields at the localization point.

First of all, we introduce the Cartan—Weyl basis (H,, Ey, E_) of the Lie algebra u(N,) and
decompose the fields in the adjoint representation as follows:

o= Z@aHaJchb“Ea +Y O TYE,, (26)

a>0 a>0

A, = ZA“Ha +) AYEa+ ) A Eoa, 27)
a>0 a>0

Y= Zz“Ha+ZzaEa+Zz E_q, (28)
a>0 a>0

where H,, Ey, and E_,, satisfy the following commutation relations:

[Ha, Hp] =0, (29)
[Ha, Eq] = ayEq, (30)
TrE4Eg = 804,05 (3D

andE_, = El

To perform the path integral, we introduce the ghosts ¢ and ¢ for the diagonal gauge-fixing
condition (% = 0). The ghosts induce the action

Sghost = if / "y Trel®, 2l (32)
2
which gives a one-loop determinant
adj
[ ] Ba@)>«. (33)
a>0

where fa represents the degree of freedom for each off-diagonal component of a real fermion in
one dimension. In this gauge choice, the bosonic term for the Q-closed action (18) can be written as

L N,
o [ a . 8¢ o
Scoh|bosonic =1:B/Ldy |:Z<D (3);2 5 )‘f‘lZOl(CD)A “x :| (34)
-7 a=1

The path integral over off-diagonal elements (A%, ¥%) leads to the one-loop determinant for bosonic
fields in the vector multiplet,

[T 18er(@) 72", (33)

a>0
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From (33) and (35), we obtain the one-loop determinant for off-diagonal elements in the adjoint
representation
adj
(B (@)
adj *
a0 |Bar (@)

Naively, scalar fields and vector fields carry the same degrees of freedom in one dimension, so we

can conclude that bzdj = ;dj, that is, the one-loop determinants for the adjoint fields are canceled

(36)

out up to a sign £1. It is difficult to determine the sign of the one-loop determinant at this stage,
but we will assume later that this sign depends on permutations of the boundary conditions. We can
non-trivially check that this assumption is consistent and leads to correct answers to the volume and
dualities of the domain walls.

Next, we evaluate the one-loop determinant of the fields in the fundamental representation. The

matter fields enter into the action through the Q-exact term:
¢
Q8 = / dy [i S (HI® Hy + xla® xea) + 0Ty + i Yc} . (37)

L
2 a=1

The matter action is quadratic with respect to the field in the fundamental representation, so we can
perform the path integral and obtain the one-loop determinant:

N
l_l(i(l)a)fafund_btflund, (38)

a=1

Here, faf““d and b(fl“nd are the degrees of freedom for the fundamental fields . , and H,, respectively.

On the other hand, since fields in the fundamental representation originally obey the con-
straints (23)—(25), when we define the differential operator for the general fields W, and ¥, in the
fundamental representation by

PV, = DyV, + TV, — U, M, (39)

and

PV, =Dy, — 2V, + ¥, M, (40)
the fields (H,, H; ) and (Xc.q» XcT,a) should be expanded by the eigenmodes for the operators P, and
I5a, respectively. Since P, and P, are adjoint for each other, their eigenmodes coincide, including
the degeneracy, and their difference in Eq. (38) is canceled out except for the zero modes. Thus, we

find that the difference of the number of modes for the fields in the fundamental representation is
characterized by the dimensions of the zero modes, i.e. the index

ind P, = dimker P, — dimker P,. (41)

The one-loop determinant of the matter fields becomes

N

1
1_[ (iq)a)ind P, (42)

a=1

Note that the index of P, depends only on the boundary condition of X¢, similarly to the Callias index
theorem [18]. We will show how to compute this index for various examples in the next section.
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Thus, the path integral (19) reduces to that of a direct product U (1)Ve of Abelian gauge theories
after the off-diagonal components of the fields are integrated out,

Ne
Ne,Np\ 1 a a a a a 1 —S“ [®? E“]
Vol <M§a§) = o ]_[lfpcp DASDEDADE" e (43)
a=
where
a a a g é‘ asa
Seonl @ =1 =18 | dy o (8,34 - 52 ) - 2567 . (44)

and Vol(H) is the volume of the gauge transformatlon group of H = U (1)e. The pre-factor 1/N,!
comes from the order of the Weyl permutation group in the original U (N,) gauge group.

To perform the path integral (43) of the U(1)™e gauge theory, we choose a gauge A =0 and
expand X“ around a specific profile function X by

=) =T + i“(y) (45)
where X satisfies the given boundary condition at y = —5 Land y = % We note that there still
exists a degree of freedom of the Weyl permutation group after fixing the gauge and the “classical”
background profile X satisfying the boundary condition.

A partial integration over the fluctuations %¢ of the action (44) gives the constraint 0y @ =0,
as expected from the localization. So the path integral over ®“(y) reduces to an integration over
constant modes' ¢,,.

In the original non-Abelian gauge theory, the boundary condition is chosen to be E(—%) =
diag(ma,,ma,, ..., may, ) and E(%) = diag(mp,, mp,, ..., mp,_) up to the Weyl permutations.
For a given Weyl permutation o, the boundary condition for the background profile X§ becomes
56(=5) = ma,, and Z5(5) = mp, ),
Gy,. The above choice of boundary condition gives the classical value of the action at the fixed

where o (a) and o (a) are elements of the permutation group

o(a)

points as
L

dy{a 20—%}

2
= lﬂ¢a {(mBé(a) - mAU(a)) - ﬁl‘} ’ (46)

Seonl®Pas 251 = iBa /

N\h

2

for the permutation o and &.
Using this evaluation of the cohomological action at the fixed points, we obtain the integral formula
for the volume of moduli space of the domain walls after integrating out all fluctuations of the fields,

Ny 1 dga (=D'1 igg,{imtmp,-ma, )
V1<M* 1§) N > l_[/ 27 (igh)nd P {immnay - A()}, (47)

(0,6)€(By,)? a=1

where we define
~ 8 C
L= TL (48)

and introduce the sign dependence which is determined by the order of the permutations || and |5 |.
As explained before, the sign dependence coming from the one-loop determinant is not obvious, but
we will see that this assumption works well and passes non-trivial checks in the later discussions.

!'We use a subscript of the Cartan indices a for the constant modes to simplify later equations.
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Since Eq. (47) depends only on the relative permutation between ¢ and ¢, a sum over one
permutation simply cancels 1/N.! and only a sum over the relative permutation remains:

Ne¢ 00 lo| A
Ne,N dg, (=1) iB¢a{ L—(mp,  ~mas)}
vo (M) = 30 T / Gogmm el (49)
A—B i d Py

— oot aml )= 21 (i)™

We will apply this formula, which is written by an integral over the constant modes of ®“ and a sum-
mation over the Weyl permutation group of the boundary conditions, to explicitly evaluate various

examples of domain walls in the next section.

4. Various examples
4.1. Abelian domain walls

In this section, we give some examples of the volume of the moduli space of domain walls fol-
lowing the general formula (49). A key to evaluating the volume concretely is computation of the
index of the operator P,. We will see that the index is obtained from the (topological) profile of the
function X (y).

We first show how to evaluate the volume of the domain-wall moduli space for Abelian gauge
theories. The integral formula (49) for non-Abelian gauge theories is essentially a direct product of
Abelian gauge theories, except for the existence of the permutations, thanks to the localization. Then,
if we obtain the volume of moduli space of the Abelian domain walls, we can easily extend it to the
non-Abelian case. So we would like to explain carefully here a detail of the Abelian case.

To make the example more explicit, we consider the case N. = 1 (Abelian) and 4 flavors Ny = 4.
The mass for H and H' canbe setas M = diag(m1, ma, m3, ms) withm| < mo < m3 < mg4 without
loss of generality. We also impose the boundary condition ¥ (— %) =mjand X (%) = my as the first
example.

Applying the integral formula in Eq. (49) to the case of N, = 1 and Ny = 4, we obtain, for this
example,

Vol (M%fﬂ‘) = /oo d—d)_;.“,ei‘ﬁﬁ(i—(mfml)), (50)
—o00 27 (ig)™
where we suppressed the suffix a in ¢,, P, and so on, since a = 1 for the N. = 1 case. To perform
this integral, we have to determine the index of P defined in Eq. (41).

4.1.1. Counting of zero modes. Let us first consider a differential equation

4
PW; = 0,0 + Y Ajj()¥; =0, (51)
j=1

where A;;(y) = (2(y) — m;)é;;. We define the kernel of P as “normalizable” modes of the solution
of the above differential equation W; (y). Although the term “normalizable” is used here, it is actually
not determined by the convergent normalization of the mode function, but is determined by physical
considerations as described below. We will also give a mathematically more precise definition later.

In order to find these normalizable or non-normalizable modes concretely, let us assume simply
that a profile of X (y) is a straight line,

d
X)) =py+m (52)
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where d = m4 —mp andm = % Using this profile, we can solve the differential equation (51)
and (55). The result is

d L2 _d _Mz _d _Mz d L2
U(y) = (Cl exp—ﬂ(y+7) ,Crexp (y d ) ,Czexp (Y d ) ’C4exp_ﬁ(y_j) ’

- - L d(y_LmmmE g Lz
() = <C1 expﬁ(w%)z’ Cy exp?t (y 7 ) Gy exsz( T ) Cy expﬁ(y—é)z) (53
with integration constants C;, C;,i = 1, ..., 4. Since d > 0, all the solutions of ¥ rapidly diverge

at the boundary of the interval when L is sufficiently large. We call these divergent modes for large
L “non-normalizable”. On the other hand, the functions in W (y) are Gaussian and damp well at the
boundary. We classify these modes as “normalizable”. The number of normalizable modes is four in
W for any size L of the interval. These observations imply that dimker P = 4 and dimker P = 0.
So we find ind P = dimker P — dimker P = +4.

We need to be careful when we consider other boundary conditions where the profile of X (y)
does not reach some of the values of the masses. For instance, if we consider a different bound-
ary condition 2(—%) = my and E(%) = my, the profile of X(y) does not reach at ¥ = m; and
A11(y) = Z(y) — m is always positive. In this case, the function W (y) behaves as

—%(y LWT'"”)
Ui(y) = C \ exp a , (54)

where d' = my — my, m’ = (my + my4)/2, and C is an integration constant. This mode should be
normalizable in the previous sense that the function damps at the boundaries for large L. However,
this kind of function, which is monotonically decreasing or increasing in the interval, is localized
outside the interval since there are no zeros of Aj;(y) within the interval. The localized position of
W; (y) corresponds to the position moduli of walls. We should not include the position moduli made
outside of the interval. So we exclude the localized modes expressed like (54) by setting C = 0 as
the boundary condition.

More generally, the sign of the function X (y) — m; can change between y = —% andy = % When
the sign of X (y) — m; changes from negative to positive, a new normalizable mode appears for P.
Since we have chosen the boundary condition as X(y) —m; = 0 (i = 1, 4), the sign change at the
boundary is a little ambiguous. We regard the contribution of the sign change from 0 to positive as
the same as the change from negative to positive. Namely, we assume the existence of the function
% (y) outside of the interval.

The kernel of P is also evaluated in a similar way to ker P. The differential equation for P is now
given by

4
P =0,0; — Y " Aij(1)¥; =0, (55)
j=1

Since the sign in front of the matrix operator A;; = (X(y) — m;)d;; is opposite to the P case, the
counting of the normalizable modes is completely opposite. The normalizable modes come from the
change of the sign of X (y) — m; from positive to negative.

4.1.2. Index theorem. This counting of the index of P, by choosing a specific profile function
of ¥ and thinking physically whether the mode is normalizable or not, appears a little ambiguous.
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7”2/.;.1
mq -
L :£

Fig. 1. The contribution to the index of P when the profile of X (y) is a straight line. The straight profile
crosses the mass level from negative to positive. Each crossing contributes to the index by +1, so the index is
+4 in total.

m2/+1 +1

m1+1 m1+1

L ot T ,_ L
y_ 2 < 2 y_ 2 < 2

Fig. 2. The index does not change by continuous deformations of the profile of () with the fixed boundary
condition. (a) The kink profile which may be obtained after solving the BPS equations gives the same index as
the straight line. (b) Even if a continuous deformation produces negative contributions to the index, additional
positive contributions are also produced and the total contribution to the index remains the same, at +4.

However, we can clearly define the index of P in a mathematical way which is similar to the Atiyah—
Patodi—Singer [19] or Callias index theorem [18].

The profile of the function X (y) is completely determined by the original BPS equations, especially
by solving the equation u, = 0. However, in our derivation of the integral formula we did not take
account of one of the BPS equations w, = 0 before integrating ¢. So while the index is considered
for a P with a specific X (y), the index is actually independent of choices of the profile of X (y).

To see this, let us consider a kink-like profile which may be realized by solving the full BPS equa-
tions including i, to examine the index (41) for the Ny = 4 case. At the boundary y = —%, the
eigenvalues of A;; (y) are (0, +, +, +) (4 means a positive eigenvalue). Since we consider extending
the function X (y) infinitesimally outside of the interval y < —L /2, the eigenvalues at y = —e — %
are (—, +, +, +). Going through the boundary y = —% we obtain a contribution to the index of +1.
When X (y) reaches m, at some y, the eigenvalues change from (—, +, +, +) to (—, —, 4+, +), that
is, the index increases by +1. If we continue to y = % + € in this way, we obtain the value of the
index to be ind P = +4 (see Fig. 1).

When we choose the profile X (y) freely, we always obtain the same index ind P = +4. So the
index is invariant under a continuous deformation of X (y) (see Fig. 2).

4.1.3.  Evaluation of integral. Thus, we have the indices for the Ny =4 case, and obtain the
integration formula for the volume of the moduli space as

vol (M}4,) =/°O ap 1 wn(e-a) (56)

oo 27 ()t
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This integral has a fourth-order pole at ¢ = 0. We can perform this integral by using the following
residue calculus with a suitable contour dictated by the convergence of the H, H' path integral

. 1
/00—16 dp 1 5 |=GBY ifB=>0andn=>0
= n! .

— e = (57)
—oo—ic 271 ¢! 0 otherwise
Thus, we obtain the volume of the moduli space,
3
1 2
vol (M) = = (%L - d) , (58)

when nggL —d > 0.
We next discuss the implications of the result (58). If we consider the case L > ;—d{
of the interval L is sufficiently large in comparison with the width [16,17,41] of the domain wall

, Where the size
2d

8%’
then the volume is proportional to é—? This is nothing but the volume of the moduli space of three
undistinguished points on the interval L. So we can regard the power of (nggL — d) as the number
of BPS domain walls on the interval (the dimension of the domain-wall moduli space). This agrees
with the number of kinks which is depicted in Fig. 2(a). Recalling that the order of the pole comes
from the index of P, we can conclude that

ind P = (the number of BPS domain walls)+1. (59)

We can also understand this fact from another point of view. The index of P is obtained from
the equations y, = ,uz = 0 without imposing the other BPS equation i, = 0. Only after ¢ is inte-
grated out is the equation i, = 0 taken into account. The number of domain walls coincides with
the dimension of the moduli space. An additional +1 of the index of P is removed by the contour
integral and the number reduces to the dimension of the moduli space. The dimension of the moduli
space is also calculated by an index theorem where all of the BPS equations are considered. We have
finally obtained the dimension of the moduli space after imposing the condition w, = 0. Thus, we
have done a correct evaluation of the moduli space volume by the contour integral of ¢.

Using similar arguments as above, we can easily extend our computation to the case where Ny and
the boundary conditions are general:

2
LN [P de ] izms(%L—du)

pi=i ¢3¢ J=i
TG0 (TL_d”> ’ 0

where d,‘j =mj—m.

4.2.  Non-Abelian domain walls

The localization formula (43) says that the non-Abelian gauge group U (N,) reduces to a product of
the Abelian groups U (1)™¢ at the fixed-point set. So the localization formula for the non-Abelian
gauge group is essentially a direct product of the formula for the Abelian group. In particular, the
indices (number of walls) for each Abelian factor is determined by the boundary conditions as in
Eq. (59). With this result for the indices ind P, Eq. (49) for the volume of the moduli space of the
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non-Abelian walls becomes

—1lol , P
vo (M) = 2 1_[ f o CDT__ub(botms-man) (61

27 (ipg) o= Ao

0eBy, a=1

If some of the permutations of the boundary conditions satisfy B, ) — Ay < 0, the correspond-
ing ¢, integral does not have a pole and vanishes. These boundary conditions By ) — Aq < 0
correspond to non-BPS wall solutions. Although the non-BPS walls are, in general, contained in
the ¢, integral (61), they give vanishing contributions. So the integral is finally restricted to a set
of permutations 6/ which satisty Y(By () — Aq) = 0 (BPS wall conditions). The integral can be
evaluated by

lo| ) -
V(M) =" 2 H(B(( )11A)!( = O, —ma) "N (62)

0'66/ a=1

. Ne,N : . . . .
where D = dim MA—> Ef = Z;V;l (B, — Ap) is the dimension of the moduli space.
It is interesting to note that the above volume formula of the non-Abelian domain wall can be
expressed by a determinant of a matrix 7,

Ne.,Ne\ oD N¢,N¢
Vol (M A_>§> = P det T, (63)
where

1 - Bp,—A, .
<TNC Nf> _1 B A (L — (mp, —ma,)) if B, > A,
ab

A—B (64)
0 if B, < A,.

We will call this matrix 7 a transition matrix in the following.

Using the above formula, let us consider some concrete examples for the non-Abelian gauge group
in order to understand the meaning of the volume formula (62). We first consider the case of N, = 2
and Ny = 4 with the boundary condition X (—L/2) = diag(m1, m3) and X (L/2) = diag(m2, m4).
The ¢, integral (62) for this boundary condition is given concretely by

dey d¢2 iBo1(L—(ma—m1)) oiB¢2(L—(ma—m3))
2,4 _
Vol (M(l 2 4)) — /

27 21 (ig1)? (ig2)?
depy depy eif®1(L—na—m1)) gifgo(L—(mr—m3))
- [ === 65
/ 2w 27 (igp1)* (i2)? ()

The second term contains the anti-BPS wall configuration and the ¢, integral vanishes. So only the
first term contributes to the volume. Thus, we obtain

Vol (M) 0.4)) = B2 = (m2 = m)(L = (my = m3)). (66)

This result is essentially a direct product of independent Abelian walls (see Fig. 3). In this case, the
2 x 2 transition matrix becomes

1 .
L—(my—my) =—(L— (mg—mi))’
2.4
7(1 3)—>Q2.4) — 3! . : (67)
0 L — (my —my)

The determinant of this matrix (times 82) gives precisely (66).
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o
__

Fig. 3. The possible domain-wall profiles of the boundary condition X (—L/2) = diag(m, m3) and
¥ (L/2) = diag(m,, m4) with the permutations. The solid line represents the BPS profile, while the dashed
line represents the anti-BPS one. The contribution from the non-BPS domain-wall profile which includes the
anti-BPS domain wall disappears from the evaluation of the sum of the volume.

(a) (b)

my

Fig. 4. The possible domain-wall profiles of the boundary condition X(—L/2) = diag(m;, m;) and
¥ (L/2) = diag(ms, m4) with the permutations. (a) The contribution with no color line intersections. (b) The
contribution with an intersection of two color lines, which carries a negative sign.

The next example is almost the same as the previous case except for the boundary condition:
X(—L/2) = diag(m, m>) and X (L/2) = diag(m3, my4) in the case of N =2 and Ny = 4. Simi-
larly to the previous case, permutations of boundary conditions provide two contributions, as shown
in Fig. 4. Both of them now correspond to BPS configurations and are non-vanishing, unlike the
previous case:

Vol (Mfi 42)%(3 4)) _ / dg) dey eiﬂ@(é—(ma—mﬁ) eiﬂ¢2(i.—(m4—mz))
’ ’ 2n 21 (ig1)? (ign)?
depy depy eiBo1(L—(ma—m1)) gipa(L—(m3—m2))
- / 22 Ggn? (i¢2)?
The second term corresponds to the case of two color lines intersecting each other, as shown in

(68)

Fig. 4(b). Evaluating the ¢, integral, we obtain

1 4 A
Vol (M) 5.0)) = B {Z(L — (m3 —m))A(L — (mg —m2))?

A R
= (L= (my —m)*(L = (m3 mz))} : (69)
This can be expressed by a determinant of the 2 x 2 transition matrix as in Eq. (63):

1 , 1 o4 3

54 E(L—(”% —my)) 5(14—(’714—"11))

17 : !
(1

2)—>3.4) = (70)

~ 1 .
L — (m3 —my) E(L — (mg — my))?

Let us examine the meaning of our result more closely. The kink profiles such as in Fig. 4 may
be understood to represent X (y) connecting vacuum values given by boundary conditions. Taking,
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for instance, the wall connecting m3 and m4 in the upper line of Fig. 4(a), its position can only
go to the right up to the other wall connecting m, and m3 in the lower line, namely they are non-
penetrable of each other [15,16]. This type of restriction gives an interesting behavior of moduli space
volume, as illustrated in a concrete example in Appendix A. On the other hand, our volume formula
is given in terms of ¢, the zero mode of ®“, which is canonically conjugate to the variable . The
¢, integral counts the number of domain walls in the a-th color line without particular restrictions
on the possible range of wall positions. Instead, our formula compensates for the over-counting of
integration range by subtracting appropriate contributions in the form of permutations of boundary
conditions carrying a sign given by the intersection number of color lines, as shown in Fig. 4(b).
Combining all contributions from permutations of boundary conditions, the volume is finally given
in terms of the determinant of the transition matrix (63).

5. Duality between non-Abelian domain walls

We have found a formula for evaluating the volume of the domain-wall moduli space. We give here
a non-trivial check of our localization formula by examining duality relations between two different
theories and boundary conditions. We take two different gauge theories: G = U (N.) gauge group
with Ny flavors and G = U(N,) gauge group with N r flavors, where N.=N  — Nc. The boundary
conditions of both theories should be chosen to connect complementary vacua as follows. If the
boundary conditions of the original G = U (N,) theory are A_ — B, then the corresponding boundary
conditions of the other G = U (N,) theory should be B— A , where A and B are the complement of
A and é, respectively. For example, the boundary condition A_ = (2,4,5) of G = U(3) theory with
Ny =5 flavors is complementary to the boundary condition A= (1,3) of G = U(2) with N =35
flavors. Let us call both theories with the complementary boundary conditions dual theories.

In the strong coupling limit, the gauge theories become non-linear sigma models and the two dual
theories become identical [11,12]. It has been demonstrated explicitly that the moduli spaces of
domain walls (in the infinite interval) have a one-to-one correspondence and become identical in the
dual theories in the strong coupling limit [11]. Even in the finite gauge coupling, the moduli spaces
of the domain walls of these dual theories are topologically the same,

Ne,N Ne,N
M~ MO
A—B B—A

(71)
but their metric and other properties are different [11]. Consequently, the moduli space of domain
walls in these two theories are different at finite gauge coupling, but should become identical in
the strong coupling limit. We need to specify the boundary condition for dual theories. The explicit
formula of one-to-one correspondence of dual theories [11] suggests that the color—flavor locking
of vacua should be chosen in such a way that those vacua occupied in dual theories should be the
complement of each other. Namely, among N s flavors, N, should be selected to specify a vacuum in
U (N,) gauge theory, whereas the remaining NC flavors should be selected in the dual U (Nc) gauge
theory to give the dual boundary condition.

We will see that our results for the volume of moduli spaces for these two theories differ for finite
gauge coupling, but become identical for the strong coupling limit g% — oo.

5.1.  Abelian versus non-Abelian duality

First of all, let us consider duality between Abelian gauge group G = U (1) and non-Abelian gauge
group G = U(Ny — 1) with the Ny flavors of the same ordered masses m1, ma, .. ., MN;.
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(a) (b)
O f‘me O / 4‘me
O .r Ome—l o—

————®my, 1

®

O f oms // —@ M3
O O Mo o— / —@ 179
‘[ O m1 o—

Fig. 5. The duality between Abelian and non-Abelian theories. (a) Abelian theory with N, flavors
and the boundary condition of X(—L/2) =m; and X(L/2) =my,. (b) G =U(N; — 1) non-Abelian
theory with N, flavors and the boundary condition of X(—L/2) = diag(my, ma, ms, ..., my,—1) and
¥(L/2) = diag(my, m3, ..., m Ny—1,MN,). Black and white circles represent vacua specified by the boundary
conditions and their complements, respectively.

O my

For the Abelian model, we take a boundary condition to be £(—L/2) = m; and £(L/2) = my;,
to obtain the maximal dimensions of the moduli space. Using the localization formula of the volume
for this boundary condition, we obtain

Np—1
) AT AN (72)

Vol (M1—>Nf = Ny = 1)!(L —diN

The dual of the above Abelian model is the G = U (N r — 1) gauge group with Ny flavors. The dual
boundary condition also corresponds to the maximal dimensions of the moduli space and is given by
XU=L/2) =mg and X9(L/2) =mgqq (@ =1,..., Ny — 1). The transition matrix of this model
becomes

Ny—1.Ny¢
7—(1,2 ..... Nf—l)—)(2,3 ..... Nf)
L—dp —(L—di3)? —(L—du)? ——— (L —dy n)Nr !
12 5 13)7 5( 14) W, = 1)!( LNf)
A 1 . 1 A
1 L—d —(L — dps)? ————(L—don)V 2
23 2!( 24) N — 2)!( 2.N5)
— . 1 . - (73)
0 1 L—d e L —d Np-3
34 N = 3)!( 3,N)
0 0 0 L —dy, N1

The volume of the moduli space can be evaluated from the determinant of the above transition
matrix as

Ny—1,Ny _ pNp-1 Ny=1,Ny
VO](M(l,z,...,zvf—1)—>(2,3 ..... Nf)>—:3 TDetT (15 N 1) 23, N ) (74)

The boundary conditions and typical kink profiles of Abelian and non-Abelian theories with N ¢
flavors are depicted in Fig. 5.

The volumes (72) and (74) are different from each other in a general coupling region. In
Appendix A we will explicitly demonstrate this difference in the simplest case of Ny = 3 with
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N. = 1and N, = 2 as a concrete example. We will also show there that the results agree with those
of a direct calculation using the rigid-rod approximation [14].

On the other hand, in the strong coupling limit g — oo where { L becomes large, we find
Np—1
LNy ~ B TNp—1
Vol (MHNf> ~ oot (75)
and
Ny=1.Ny YT
Vol <M(1,2 ..... Nf—1)—>(2,3,...,1vf)) (N — 1),L ' (76)

(see Appendix B). Thus, the volumes agree with each other in the strong coupling limit as expected
by the duality. This result means that the leading terms of the volume in L coincide in two different
models, including a combinatorial coefficient. This fact is highly non-trivial and suggests that our
localization formula for the volume expressed by the determinant works correctly.

In this case, the moduli spaces of both theories are topologically isomorphic to a complex projective
space CPNr—1,

LNy
>Ny

Ng—1,Ng

M (1,2, ,Nf=1)—>(2,3,...,

~ M Ny = CPYL (77)

Indeed, the volumes (75) and (76) represent a rigid volume” of CPN7~! with a “size” ’3 L

5.2. Non-Abelian versus non-Abelian duality

To give another non-trivial check, let us consider a duality between two non-Abelian gauge groups.
One model is G = U(3) with Ny =5, and the other dual model is G = U(2) with Ny =35.
First, we consider the complementary boundary conditions: ¥(—L/2) = diag(m, my, m3) and
¥(L/2) = diag(ms, ma, ms) for G = U (3) theory, and X(—L/2) = diag(m, m3) and X (L/2) =
diag(mg4, ms) for G=U (2) theory. These boundary conditions maximize the dimension of the
moduli space for these dual theories.

The transition matrices of both theories are

%(i —di3)? %(i — (- dis)?
7(113,3)4(3,4,5) = L — dos %(ﬁ —d)?* —(L—ds)? |, (78)
1 L—ds —(L — d35)?
and

1 . 3 1 . 4
5L —du)’ (L —ds)
73 3! 41

1.2-45 = | 1

) T 3 (79)
5(L — dry) §(L — dbs)

The boundary conditions and typical kink profiles of both non-Abelian theories are shown in
Fig. 6.

2 The power of represents a complex dimension of C PVs~! even though it is a real parameter. The volume

at the unit “size” is obtamed by setting £ 2n =1.
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(a) (b)

ms O ms5O

my My

ms ms3

mo ma

mq o O

Fig. 6. The duality between non-Abelian theories. (a) G = U(3) non-Abelian theory with Ny =35
and the boundary condition of X(—L/2) = diag(m, my, m3) and X(L/2) = diag(ms, my, ms). (b)
G = U(2) non-Abelian theory with Ny =5 and the boundary condition of X (—L/2) = diag(m, m,) and
¥ (L/2) = diag(m4, ms). The boundary conditions are given to connect complementary vacua (exchanging
the role of black and white circles).

The volumes of both theories coincide with each other in the strong coupling limit:

6
3.5 6 3.5 _ B 16 55
Vol (M5 49) = PP 5 50 a5 = gl oW, (80)
and
2,5 6 2,5 B® - 55
Vol (M%) ) = BDR TS, o5y = 7 L0 + OL). (81)

This result shows that the (complex) dimension® of the moduli space is 6.
In this maximal dimension case, the moduli spaces are isomorphic to a complex Grassmann
manifold (Grassmannian),

3,5 o o o~ Aq25
Mii23-@45 =635 =025 = M) 45 (82)
where Gy, v, 1s expressed by a coset space

_ U(Ny)
U x UWNe)
The volume of the Grassmannian of unit “size” is obtained from a quotient of unitary group
volumes [20-22] (see also the appendix in [9,10]):

[TV, G — Dt TR & — 1!
1Y, G — 1!

The volume of the Grassmannian is invariant under exchanging N, and N..

G Ny (83)

VOI(GNC’Nf) = (27T)NCA~/C~ (34)

Using this formula, we notice that the leading term of the volumes (80) and (81) are nothing but

the volume of the Grassmannian G3 5 or G2 5 with “size” —27?, since
Vol(G3.5) = Vol(G2.5) 211 x 1!(2 )6 ! m)° (85)
= = — = — JT .
ORas) = VRS = Y Y T 14a

Therefore, our results are consistent with the notion that the moduli spaces of the domain walls in
dual theories asymptotically coincide with the Grassmannian G35 or G2 5 with the standard metric,

3 Half of the moduli are compact corresponding to relative phases of adjacent vacua separated by the domain
wall.
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ms O ms5 O
my g
ms ms
ma

/ —® M20 O
mi e— o m sf o
Fig. 7. The duality between non-Abelian theories with a non-maximal boundary condition. (a) G = U (3)
non-Abelian theory with Ny =35 and the boundary condition of X(—L/2) = diag(m,, m>, m3) and

¥ (L/2) = diag(my, m4, ms). (b) G = U(2) non-Abelian theory with Ny = 5 and the boundary condition of
¥(—L/2) = diag(m,, m3) and £ (L/2) = diag(my, ms).

but the differential structure (metric) is deformed by the sub-leading terms in L. These non-trivial
agreements strongly suggest that the duality between different non-Abelian gauge theories is valid
in the strong coupling region.

As another example, let us next consider a different boundary condition with non-maximal
dimensions of moduli space: ¥(—L/2) = diag(m, m2, m3) and X(L/2) = diag(my, mg4, ms) for
G = U(3) theory as the boundary condition in one theory, and X (—L/2) = diag(m, m3) and
¥ (L/2) = diag(mg4, ms) for G=U(Q) theory as the corresponding dual. The boundary conditions
and typical kink profiles of both non-Abelian theories are shown in Fig. 7.

The transition matrices of both theories with these boundary conditions are

Pedp L —du)? -
—di2 5( —dy4) ﬂ( —ds)
3,5 1 . 1 .
7(1,2,3)ﬁ(2,4,5): 1 E(L—d%)z g(L—dZS)3 ) (86)
~ 1 -
0 L —dsy E(L — dss)?
and

1 . 1 -
) s ﬁ(L —dig)} —(L —dys5)*
Tinsas =7 . o NE (87)
L —dzy —(L — d3s)

The volumes of both theories coincide with each other in the strong coupling limit:

5
3.5 5 3.5 B 25 ~4
Vol (M(1,2,3)—>(2,4,5)> =p Detz1,2,3)—>(2,4,5) = ﬁL + O, (88)
and
Vol (M3 ) = B°Det 73 = ﬂ—5£5 +O(LY (89)
(1.3)—@45) = (1,345 = 2y :

This result shows that the (complex) dimension of the moduli space is 5, which is smaller than the
maximal dimension 6, as expected. So the moduli space for the present boundary conditions should
be a complex sub-manifold of the Grassmannian G35 >~ G 5.
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In Appendix B, we evaluate the asymptotic behavior of the volume of the moduli space in the case
of maximal dimensions for the general N. gauge theories with Ny flavors to obtain

Ne . Ne
Vol ([ pNerVs _ S i e 1)!(/813)1\]“1% T
(1,2,...No)—> (Ne+1,...Ny=1,Np) | — H{vfl(l_ 1 )
i !
) (90)
i [1740G = D [T & = D! ;
Vol MNC,Nf ~ _ = J ! k=1 .(IBIA‘)NCNC T
(1,2,.0.,No)=> (Ne+1,.... Ny —1,Np) H{Vfl G — 1)
Pl !

This result shows that there exists a duality relation between two different domain-wall theories in
the strong coupling region.

6. T-duality to vortex on a cylinder

In this section, we discuss another kind of duality between the domain walls and vortices. As dis-
cussed in [14,23], there exists a T-duality relation between vortices on a cylinder and domain walls on
the interval. We would like to show here that the volume of the moduli space exhibits this T-duality.
As a base space we consider a cylinder, which is a two-dimensional surface of a circle S! with radius
B times an interval / with the length L.

To see this duality, we start with the simplest case: vortices in U (1) gauge theory with a sin-
gle charged matter, which are called Abelian local vortices, or Abrikosov—Nielsen—Olesen (ANO)
vortices [24,25]. If there are k vortices on the cylinder, the vortices are mapped to k& domain walls
(kinks) on the interval with the length L by the T-duality. The charged matters are mapped to the
matter branes [13] and we can regard mass differences for each kink to be 1/, which is the radius
of the dual circle in the domain-wall picture (see Fig. 8).

The total mass difference between the boundary conditionsat y = —L/2 andaty = L/2 is k/f.
So we can derive the integral formula for the volume of this domain-wall moduli space as

VOl(Mlch):/OO dp 1 ei¢ﬁ(i—%)

oo 27 (igp)K+]

1.
= (8L - k). 1)

Recalling that the area of the cylinder in the vortex picture is given by A = 278L and that L =
g2¢L/2 in Eq. (48), the volume (91) is equivalent to the volume of the ANO vortices on the cylinder

VoI (M) = L (254 ) 9
(o) (). -
where we can regard g and ¢ as the gauge coupling and the FI parameter in the two-dimensional
vortex system, respectively, since the combination g2¢ is invariant under the T-duality. In the large
area limit A — oo, the volume is proportional to .A%/k!, which is the volume of the symmetric
product space of the cylinder (S' x 1)%/&y. This is consistent with the point-like behavior of the
vortex in the large area limit.

Now let us consider the Abelian k vortices with Ny matter fields of identical charges. These are
called Abelian semi-local vortices. In the vortex side, the masses of the charged matters are degen-
erate and they are T-dual to degenerate vacua in the domain-wall picture. Since it is subtle to treat
the degenerate masses in the domain-wall side [26], we split the masses of the Ny matters by giving
small mass differences ¢.
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e 7
AR ——

Fig. 8. T-dual picture of the vortex on a cylinder. The k vortices on the cylinder are dual to the domain walls
wrapping k times around the circle. (a) A covering space of the kK domain walls on the cylinder. (b) The k&
domain walls in the infinite number of flavors of the mass difference 1/8. They are equivalent.

) Yy
Y Y
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[} [}
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VARV,

1
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e

—

1/ ﬁ f ™~ “small” domain-walls
I'r

Fig. 9. T-dual picture of the vortex on the cylinder with N > 1 (Abelian semi-local vortex). The k vortices on
the cylinder are dual to the large domain walls wrapping & times around the circle, and the multiple N flavors
produce the small domain walls with the small mass differences ¢. We depict the case of Ny = 4 and k = 3.
The number of small domain walls is 10 and the total number of domain walls is 10 + 3 = 3 x 4 + 1, that is,
n = 1 in this example.

N

3

There are two different types of domain wall in this N ¢-flavor case. One type comes from the
k vortices, which become “large” domain walls with the mass difference 1/8. The other type are
“small” domain walls connecting the small mass differences ¢. The number of large domain walls is
always k, since there are k winding domain walls around the cylinder. The number of small domain
walls varies from (k — 1) x (Ny — 1) to (k + 1) x (Ny — 1), depending on the boundary conditions
at y = —L/2and y = L/2. So the total number of domain walls with N, charged matters varies
fromkNy — (Ny — 1) to kNy + (Ny — 1), where we have assumed k > 0. We denote this number
by kNy+n, where n = —(Ny —1),...,+(Ny — 1) if k > 0.* This means that the index for the
domain walls is kN s + n + 1. Note here that n is determined by the number of small domain walls
adjacent to the boundaries (boundary condition of the domain walls). An example of the domain wall
configuration is shown in Fig. 9.

Noting that the mass difference of each one of the large and small domain wallsis 1/8 — (Ny — D¢
and ¢, respectively, we find the total mass difference of k large domain walls and k(Ny — 1) +n

4When k = 0, n runs from 0 to +(Ny—1).
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small domain wallsisk x (1/8 — (Ny — 1)e) + (k(Ny — 1) +n) x ¢ = k/B + ne. Then, applying
the localization formula to the above domain wall configuration, we obtain the volume formula

LN/ ol _ [ do 1 i¢,3<1:—§—ne)
Vol (M (8" x 1)) = /_oo r G
7 e kN ¢+n
= &N, T (BL — k — nBe)

I

_ m(ﬁ — k — nBe) N (93)

where we have defined A = B L= 5:12—75,4. In the ¢ — 0 limit, we find

Vol (M, ™ (8" x 1)) = m(ﬁ — k)N, (94)
We can see that the above volume is the same as the volume of the moduli space of Abelian semi-local
vortices with N flavors on the sphere [9,10] if n = Ny — 1.

In the large area limit A — oo, the volume of the moduli space of the vortices on the cylinder
(dual to the large and small domain walls) is proportional to A*N7+" We do not know an explicit
formula for the volume of the moduli space of the vortices on the cylinder, but this large-area behavior
suggests that the dimension of the moduli space of the vortex is Ny + n and the index of the operator
D; on the cylinder with the appropriate boundary condition, which counts the number of zero modes
of the Higgs fields obeying D; H = 0 and determines the power of A via the contour integral, is
Ny +n+ 1. So we expect that the index of the operator D; on the cylinder may be given by the
Atiyah—Patodi—Singer index theorem [19],

N
ind D = Nf/ F—~Ln(sh —n(sh]

Sixr 2
= kNs+ | Ny ?{A—f Al +1 95)
Sk S}
=ka+n+17

where S 11? and S i are the right and left boundaries of the cylinder, respectively,  is the eta-invariant
at the boundaries, and | x| stands for the floor function which gives the largest integer not greater
than x. The index theorem implies that the value of n in Eq. (95) for vortices on the cylinder is also
limited to —(Ny — 1) < n < +(Ny — 1) because of the T-duality. We expect that n is determined
by the holonomies at the boundaries of the cylinder. To see a precise correspondence between n and
holonomies, we need further investigation of the moduli of the vortex on the cylinder.

Finally, we discuss an extension of the above observations in the Abelian case to the non-Abelian
case. As explained in the previous sections, the evaluation of the volume of the non-Abelian domain-
wall moduli space can be reduced to a sum of products of the Abelian ones. So the T-dualized domain
walls of the non-Abelian vortex can also be decomposed into the Abelian ones. In this decomposition,
we have to take into account the permutations of the boundary conditions for each Abelian compo-
nent. The boundary condition is labeled by the integer n, which reflects the different number of the
small domain walls, as explained above. Thus, each Abelian part of the domain walls is labeled by
the decomposed vortex charge k, and the integer n, associated with the boundary conditions, where
a runs over the rank of U (N,), namely a = 1, ..., N, and k, satisfies k = Ziv;'l ka.
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Thus, using the decomposition, we obtain the localization formula for the volume of the moduli
space of the T-dualized non-Abelian vortex on the cylinder:

Ne 00 .
7= d 1 i —ka _
Vol (M,](V”’Nf(Sl % ])) — E (—1)lo )l | | / ﬂ—el‘b“ﬂ(L B ”“8)
ki a=1""%°

20T (i¢a)k“N-f+n”+1

kaN ¢+nq

N.
. c 1 R
- 2 :(_l)la(k,n)l l‘|1 TR (BL — kq — nape)
ki a=

N,
_ N (Ll ! ik — kaNy+1a

- g( 1 L[l N, +na)!(,4 kq — nape) . (96)
where & are all possible N.-component integer vectors satisfying k = ZQ’;I k, and with an ordering
of kj > kp > --- > ky,, and 1 are varied in the given boundary conditions. The sign of each term
depends on the order of the permutations cr(l;, 1) of the boundary conditions determined by k and
n. The sign (=Dlo®ml g given by the parity of the intersection number of the N, color lines. The
volume of the moduli space of the non-Abelian vortex on the cylinder may be obtained in the limit
of ¢ — 0. This formula should also be directly checked from the localization theorem for the vortex
on the cylinder with the boundary conditions of the various holonomies.

To see the above construction concretely, let us consider only an example of N, = 2 and general
Ny for simplicity in the following, since the number of charge partitions increases rapidly for large
N,.. We also take a trivial boundary condition, namely, (1, 2) — (1, 2).

First, for k = 0, there is no partition of the charges, namely (k{, k) = (0, 0). There is also no
choice of the boundary conditions. In the T-dual picture of domain walls, this means that there exists
no domain wall, but the volume of the moduli space gives a finite contribution

Vol (Mé’Nf (S x 1)) — 1. 97)

This should provide the relative normalization of the volume.

For k = 1, there are two partitions of the charges, which are k= (1, 0). For this partition, there are
two permutations of the boundary conditions, that give 7 = {(—1, +1), (0, 0)}. Thus, the summation
over all possible combinations of the charges and the boundary conditions gives the volume of the
moduli space of the non-Abelian domain walls:

Vol (MY (8" x 1)) = = (A=) 4 (A-1+8)""(A-2)  ©8)

il (N~ D!

if A > 1, where we define & = Be. The volume of the moduli space of the vortices is obtained in the
limit of € — 0.

For k = 2, we have the choices of the charges and boundary conditions as k= {(2,0), (1, 1)} and
n = {(0,0), (=1, 1)}. Then the volume becomes

Vol (M5 (8" x 1)

2 Aoy 1 P o 2Nl 5 A
- (2Nf)!(A 2) (2Nf—1)!(A 2+8) (.A 8)
b Ao 1 P N+ Np—1
+Nf!Nf!(A Y (Nf—i-l)!(Nf—l)!(A 1-2) (A-1+8) . (99

if A> 2.
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Similarly, we obtain

Vol (M (8" x 1)

A S £ S S INf=1 2 4
= (3Nf)!(A 3)7 + (3Nf_1),(A 3+¢8) (A-2)
_ # i 2Nyf( 2 _ Ny
(2Nf)!Nf!( 2) (A 1)
1 P o a2Npl A aNg—l
N T, S 2T (A
1

ANg—lg 2 o A\Np+l
+(2Nf—1)z(Nf+1)'(A 2+8) (A-1-2) (100)

if A > 3fork =3, and

Vol (Mj’”” (s' x 1))

2 4 ANy 1 N N
— (4Nf)!(A 4) —(4Nf_1)'(,4 4+8) (A-8)
# i 3Nf 1 Ny
+ (3N_,«)!Nf!(“4 37 (A-1)
1

_ a A3NpHL R ANl
(3Nf+1)!(Nf—1)!(A 3-8 (A= 1+9)

1
BNy — DUNs + 1)

B 1 A ANg+1, 7 A\2Nf—1
(2Nf+1)!(2Nf—1)'(“4 —8)T T (A=248)7 (101)

~

(A-3+28)M(A-1-5)" 4 1

—( _ 2)4N.f
2Nf)!(2N{)!

if A > 4fork =4.

So far, we have considered the general number of flavors Ny with the U(2) gauge group. The
volume of the moduli space of k vortices is a complicated kN yth-order polynomial in A. However,
setting Ny = N, = 2, we see that the order of polynomial of the volume reduces remarkably. The
vortices in this situation (N = N,) are called non-Abelian local vortices.

Putting Ny = N, = 2 into the results (97)—~(101) for general N 7, we find the volume of the moduli
space of non-Abelian local vortices on the cylinder as

Vol (MGZ(s' x D)) =1,

Vol (MP?(8' x D)) = A= 145 -2,
1. 5 ~ 17 5 2 1
22 ¢l 2 Y 8 n0p2 _ %a3 a4
Vol(/\/l2 (S xI))zEA —<§—8+8>A+E—§8+28 — 3¢ +§8,
N 1 /7 A 331 7 8 2 1 A
VI(MMSI I):—A3—— KPS S O T (i ST v e < B < 2 |
AAMTE D) =gA =5 3¢ o373 73 T3
793 31, 85, 295 Mg 2.5 24

+—& — =&+ —& — —¢

_%Jrﬁ 24° T 138 12 15 45"
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Uas 1 o s 1409 10, 2., 1.\
Vol (./\/li’z(S1 X I)) = ﬁfﬁ - 5(3 —a+ 8N4+ 5 <9—0 — 38+ ?82 — 583 + —84) A?
200 409, 111, 37 41, 2. 2.\

(63 o0 T30 "1 T3 15t Tast A
L1847 292 37, 16,5, 35, 19

— — — &4 =& =&+ —&" — —¢

5040 63° 6 59 7T18° T4

7 4 1
+ —8% — —&T + —&8, (102)

45 315 315

at the finite €.
Taking the limit of £ — 0 in the above results of (102) for k = 1, 2, 3, 4, we finally obtain the
moduli space volume of vortices with Ny = N, = 2 on the cylinder § Ux I

Vol (MGZ(s' x D)) =1,

A

Vol (M2(s' x D)) = A1,

1, 5. 17
Vol (Mg’z(sl x 1)) = A =24+ 3. (103)
1. 7. 331, 793
Vol (M32(8" x 1) = e4 5N A~ 30
1 1.y 409 ., 292 . 18047
2,2 ¢l N C S Ay Vil SOVt
Vol (M32(s xl))_24A A+ T A= A o

Surprisingly, they completely agree with the volume of the moduli space of the local vortices on
the sphere S2, derived in [9,10], up to an overall normalization and a rescaling to define the moduli
space. The computation of the volume of the moduli space of vortices on sphere S? has given the
asymptotic behavior at large area A which reduces drastically when N. = N, and has suggested a
formula [9,10],
Ak

Vol <M£]’N(Sz)) ~ %.

The physical reason for the reduction of asymptotic power of the volume is the following. When

(104)

N = Ny, the non-Abelian vortices are called non-Abelian local vortices, since the field configura-
tion approaches the (unique) vacuum exponentially [27] outside of the local vortices of the intrinsic
size 1/(g%¢). Their position moduli (k complex dimensions) can extend to the entire area, whereas
all the other moduli (k(N — 1) complex dimensions) correspond to orientations in internal flavor
symmetry and can spread only up to the size 1/(g2¢) around the local vortex [28,29]. Therefore,
the asymptotic power of A for local vortices is just k, corresponding only to the number of posi-
tion moduli. When N. < Ny, on the other hand, vortices are called semi-local vortices, since the
field configuration approaches to (non-unique) vacua only in some powers of the distance away from
the vortices. Not only the position moduli (k complex dimensions) but also all the other moduli
(k(Ny — 1) complex dimensions) can now extend to the entire area. These k(N — 1)-dimensional
moduli are called the size moduli instead of the orientational moduli [30]. This is the reason why the
asymptotic power of A becomes kN ¢ for the semi-local vortices.

3 Eq. (4.52) of Ref. [9,10] has an additional factor of N'! which we have forgotten to divide out, apart from
a rescaling by (27)" to define the moduli space.
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From this physical consideration, it is interesting and gratifying to see that the volume (103) of the
moduli space of the local vortices N. = Ny on the cylinder agrees exactly with that on the sphere
S2. We also note that the volume on the cylinder (102) before taking the limit # — 0 can depend on
the mass difference &, but only at non-leading powers of A. Since the mass differences are originated
from holonomies at the boundaries of the cylinder [14,23], this result is also consistent with the
notion that the effect of holonomy only extends up to a finite distance from the boundary for local
vortices with the intrinsic size 1/(g%¢). So these non-trivial results, including the coefficients of
the polynomial, suggest that our localization formula and T-duality between the domain walls and
vortices work correctly.

So far, we have assumed that the area A is sufficiently larger than the vortex charge k. How-
ever, for the fixed vortex charge k, there exists an exact lower bound of the area, which is called
the Bradlow bound [31]. The Bradlow bound of the volume essentially comes from the integral for-
mula (57), where the integral vanishes if the exponent is negative. So the behavior of the volume
changes depending on whether the area is larger than the charge or not. As a result, the functional
dependence of the volume on A changes as A decreases towards the Bradlow bound. For example,
let us consider again the case that N, = Ny = 2 (local vortex) and k = 4 in the limit of € — 0. As
explained, if Ais larger than 4, the volume is given in (103). If 3 < A < 4, then all the terms con-
taining the factor (A—4) (in the limit of ¢ — 0) in (101) drop out because of the formula (57). Then
the volume becomes

A8 AT 245 445 614% 17343
Vol (MZA(S! x ) = —— — T — —
° <M4 (57 x )) 6720 252 T 45 5 T} 90
40942 4364 1663

— ) 105
180 315 +504O (105)

If2 < A < 3, we similarly find

A8 AT 748 1A TA* 2843
Vol (MG*(S'x ) = = — — —
© (M4 (5" x )) 2880 180 T 180 45 T 18 45

2842 164 4

45 15 a5

(106)

The volume vanishes if A < 2. We plot the volume as a function of A for the above regions in
Fig. 10. We note that the functions are smoothly connected at each boundary (A = 3 and 4), since
the derivatives coincide with each other up to high orders.

7. Conclusion and Discussion

In this paper, we have formulated a path integral to obtain the volume of the moduli space of the
domain walls. We have seen that the localization method is a powerful tool to calculate the volume
of the moduli space without the explicit metric. We have also noticed that the localization method is
useful in understanding not only the global structure of the moduli space like the volume, but also
the detailed and interesting properties of the moduli space through the dualities.

So far, we have not assumed that supersymmetry is behind the BPS domain-wall system. However,
the BRST symmetry, which plays important roles in the localization method, is known to be regarded
as a part of supersymmetry. Actually, our BRST transformations (13) and (14) are the dimensional
reduction of the two-dimensional A-twisted supersymmetric transformation to one dimension. So we
can expect that our volume formula is closely related to a partition function or vacuum expectation
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Fig. 10. (a) The volume of the moduli space of the non-Abelian local vortices on the cylinder S'xIasa
function of the area A, for N, = Ny =2 and k = 4. (b) A logarithmic plot of the volume, showing that the

volume vanishes at A=2 (the Bradlow bound). The volume as a function of A differs in the regions A> 4,
3<A<4,2 < A<3,and A < 2as one approaches the Bradlow bound. The different functions are smoothly
connected with each other at the boundaries of each region up to high derivatives.

value (vev) in supersymmetric gauge theories. It is interesting to explore non-perturbative corrections
in supersymmetric gauge theories from the viewpoint of the volume formula of the moduli space of
the BPS domain walls. When boundaries are present, in particular, not much is known about the
non-perturbative corrections in supersymmetric gauge theories. We have found that the boundary
conditions are important and determine various interesting properties of the volume calculation. The
volume calculation of the moduli space in supersymmetric gauge theories with the boundaries may
shed light on the non-perturbative dynamics and dualities.

We have obtained exact results for the volume of the moduli space by using the localization method,
but more directly we can also obtain the volume from an integral of a volume form, constructed by the
explicit metric, over the moduli space. The volume is an integral result, where the local information
is smeared out, but we can expect that information on the local metric can be reconstructed from the
various uses of the localization method.

We sometimes encounter a mysterious relationship between the BPS solitons and (quantum
mechanical) integrable systems like spin chains. The partition functions and vevs in supersymmetric
gauge theories often become important quantities in the integrable systems. Our integral formula
for the volume of the moduli space, which is expressed in terms of the determinant of the transition
matrix, is also reminiscent of the integrable systems. We would like to investigate the relationship
between the volume calculation of the BPS solitons and integrable systems in the future.

The volume of the moduli space is also mathematically interesting since the localization method
says that the volume is almost determined by a topological nature of the moduli space. The volume
of the moduli space may express topological invariants of the moduli spaces. Recently, localization
of the A/ = (2, 2) supersymmetric gauge theories on S have been performed [32,33]. The parti-
tion function of the " = (2, 2) supersymmetric gauge theories has two alternative expressions. One
uses the localization around the Higgs branch, where the partition function reduces to the (anti-
)vortex moduli zero-modes theory known as the (anti-)vortex partition function [9,10,34—38]. The
other uses the localization around the Coulomb branch, where the path integral reduces to the multi-
contour integrals. These two expressions turn out to be identical. Moreover, it is conjectured in [39]
(see also [40]) that the free energy of the N' = (2, 2) supersymmetric gauge theories is the quan-
tum (world sheet instanton) corrected Kahler potential of Kidhler moduli for the Higgs branch and
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actually reproduces the genus-zero Gromov—Witten invariant which counts holomorphic maps from
the sphere to the target space manifold.

We have investigated the volume of the moduli space of the vortices on the cylinder via the T-
duality. So we can expect that our vortex results on the cylinder may produce the moduli space of
novel holomorphic maps from the cylinder to the target manifold.

The width of domain walls in an infinite interval has been studied in detail. If the mass difference of
scalar fields H taking non-vanishing values in the two adjacent vacua is denoted as Am, the width of
the domain wall is given by |Am|/(g?¢) in the weak coupling region (g+/Z < |Am|), but by 1/g/T
in the strong coupling region (g+/¢ > |Am|) [16,17,41]. Our results from the localization formula
are consistent with the weak coupling result for the infinite interval. Therefore, our results suggest
that the width of the domain wall for finite intervals does not change significantly as we move from
weak coupling toward the strong coupling region. Since the effect of the boundary is stronger as the
length of interval decreases, it is quite possible that the intuition gained from the infinite interval
case is not valid for domain walls in short intervals. It is an interesting future problem to work out
the domain-wall solution at finite (short) intervals carefully.

We had to guess the sign factors associated with the intersection number of color lines. We can
guess that the sign factor may originate from the fact that our diagonal gauge-fixing condition ®* = 0
is ambiguous and ill-defined when eigenvalues ¢, of the matrix & are degenerate. The color line
connecting the boundary conditions at left and right boundaries are usually formulated in terms of
eigenvalues of the matrix X, which is canonically conjugate to ®. This complication is one of the
reasons that prevented us deriving more explicitly the sign factors from the precise treatment of the
path integral. We leave this question for a future study.
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Appendix A. Explicit computation of N. = 1 and N, = 2 with Ny =3

Using Egs. (72) and (74) for Ny = 3, we find that our localization formula gives

2
Vol (M]3, = ’%(L —di3)?, (A1)
2,3 182 r2 2
Vol (M) 3)) = 5 (E7 = dfs + 2dnadaa). (A2)

They differ already at the next-to-leading order in L.

To check our results for the localization formula at non-leading powers of L, let us compute the
volume using the rigid-rod approximation [14] where the domain wall connecting masses m; and m ;
have width d;;. Let us denote the position of the first (second) wall as y; (). For the Abelian gauge
theory N. = 1, two walls are non-penetrable [15,16]. Therefore we obtain

1.3 2 L—dny— i-%
Vol (/\/ll’_)3) =p ﬁ d)’l/ dy>
y

d
%P ey

B* -
= (@- di3)%, (A3)

giving an identical result as our localization formula (A1). For non-Abelian gauge theory N, = 2,
two domain walls are also non-penetrable, but the allowed region of positions is different. We separate
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the integration region into two and obtain

a2

23 5 52 D 1y, -4
Vol (Mu 2)—(2, 3)> B ﬁ23+d12 dy1/y i dyz+/ dy1 /2 dyz

2 2
132
= —(L 2d1p + di3)(L — di3) + B*(L — dp2)dr2
_Fp L? — d% + 2dad A4
—7( —diy + 2d12d23), (A4)

giving an identical result to our localization formula (A2).

Appendix B. Volume of moduli space of dual non-Abelian domain walls
We consider the topological sector with the maximal number of domain walls in U (N.) gauge the-
ories with N flavors of scalar fields in the fundamental representation. The volume of the moduli

N
space of domain walls is given by the determinant of the transition matrix NN - as
(1,..., Ne)—(Ne, ..., N f )

Ne,Ny Ne,Ny

Vol (M(l ..... N(-)—>(1\~/L-,...,Nf‘)> ’8 DetT s Ne)= (Neyooy Np)© (BL)
The leading behavior at large volume is given by the largest powers in L as
1 1 1
N C (Ne=2)! (Ne— D!
Ne,Nyg : ) . :
tim o= W) 1 1 1 . (B2
fmeo L (Ne—Ne+2)! N (Ne+1)
1 1 1
Ne—=Ne+ D! (Ne—-D! N

Let us define the determinant of the matrix on the right-hand side as ANe:Nf For N, > 1\7(;, the above
formula contains factorials of negative integers at the lower left corner. These factorials should be
interpreted as zeros:
1 1
= =0, € 7. B3

—m)!  T(=n+1) me (B3)
In order to obtain the determinant, we subtract the (N, — 1)th row multiplied by N, + 1 from the
N th (last) row of the right-hand side in order to eliminate the right-most entry of the N.th row:

1 1 1
N,! (Ne —2)! (N — D!
ANeNf — Det 1 1 1 . (B4)
(Ne — Ne +2)! N.! (Ne +1)!
—(N, — 1) —1
(N, — N+ 1)! (N, — 1)!

Similarly, subtracting the (N, — 2)th row multiplied by 1\76 + 2 from the (N, — 1)th row and contin-
uing the procedure, we can eliminate all the entries of the N.th column except for the first row. Thus,
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we find

1 1 1
N,! (N.—2)!  (N.— 1!
—_(N“ —D —_1 0
ANeNs —pet|  (Ne — D! (N —2)!
—(N, — 1) —1 .
(Ne — Ne + 1! (Ne — 1)!

Therefore, we obtain the recursion relation

ANCst — (NC B 1)' ANL-—I,Nf—l
(N;— D! '

The recursion relation is solved with the initial condition AN = 1/(N r— D!to give

[TV, G — Dt x TN k — 1!
1Y, G — 1y '

ANCaNf —

(B3)

(B6)

(B7)

Thus, we find the duality (90) is valid. Moreover, the coefficient of the leading term is given by
the volume of the Grassmann manifold (84) apart from the intrinsically ambiguous overall normal-

ization factor to define the moduli space. The proof here is valid also for the leading behavior of

the equivalence of Abelian and non-Abelian domain walls, namely agreement between Egs. (75)
and (76).
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