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1 Introduction
Supersymmetry (SUSY) [1–9] is one of the most attractive theories of physics beyond the stan-
dard model (SM) providing solutions to various drawbacks of the SM itself. In SUSY models
there is a bosonic superpartner for each fermion (and vice versa), the superpartner having the
same quantum numbers as its SM partner other than spin. The weakly interacting lightest neu-
tralino, χ̃0

1, can be a dark matter candidate in R-parity conserving SUSY models. The SUSY
partners of left- and right-handed top quarks, the top squarks, t̃L and t̃R, mix with each other,
resulting in physical states t̃1 and t̃2 (assuming mt̃1

<< mt̃2
). The top squarks play an important

role in stabilizing the Higgs boson mass by cancelling the dominant top quark loop contribu-
tion to the Higgs boson mass correction. Thus ”natural” SUSY requires that the top squark be
either very light, of the order of the electroweak scale, or very heavy [10, 11]. Therefore, there
is strong motivation to look for signatures of top squark production.

In this study, we focus on the signal of top squark pair production in a di-tau final state. This
probes that part of the parameter space of minimal supersymmetric standard models (MSSMs)
in which the electroweak gauginos preferentially couple to third generation fermions, namely
tau leptons. The interaction of electroweak gauginos with fermion-sfermion pairs involves
both gauge and Yukawa terms [9]. The tau lepton Yukawa coupling can be large for a high
value of tan β even if the higgsino component in the electroweak gauginos is relatively small.
Moreover, a large value of tan β can make the lighter state of the superpartner of the tau lepton
(τ̃1) much lighter than the superpartners of the first and second generation leptons. In addition,
if gauginos are predominantly higgsino-like, they will preferentially couple to third generation
fermion-sfermion pairs. Consequently, in this scenario the chargino, χ̃±1 , decays predominantly
as χ̃±1 → τ̃±1 ντ or τ±ν̃τ , and the decay rates in electron and muon channels are greatly reduced.
Top squark pair production in the high tan β scenario therefore yields τ lepton-enriched final
states [12, 13]. Naturally, there is a substantial loss of sensitivity to SUSY signals in electron and
muon channels in this scenario.

We focus on the top squark decays t̃1 → bχ̃±1 → bτ̃±1 ντ → bτ±χ̃0
1ντ and t̃1 → bχ̃±1 → bτν̃τ →

bτ±χ̃0
1ντ . The χ̃0

1 is assumed to be the lightest SUSY particle (LSP) and being weakly interacting
it leaves no signature in the detector, resulting in a momentum imbalance. Hence, the events of
interest contain two tau leptons, two b quarks, and an imbalance in transverse momentum. The
decay chains are depicted by the four diagrams in Fig. 1 within the simplified model spectra
(SMS) framework [14, 15], assuming the χ̃±1 decays to τ̃1 or ν̃τ with equal probability.

This search is performed using proton-proton collision events at a center of mass energy of
13 TeV, recorded by the CMS experiment at the CERN LHC. The data sample corresponds to
integrated luminosities of 35.9 fb−1 and 41.3 fb−1 collected during the 2016 and 2017 operat-
ing periods of the LHC, respectively. Signal-like events are characterized by the presence of
hadronically decaying tau leptons (τh), jets identified as likely to have included b hadrons,
and large missing transverse momentum. Contributions from SM processes with the same fi-
nal state are estimated using a combination of Monte Carlo (MC) simulated samples and data
driven techniques.

Searches for top squark pair production have been performed by the CMS [16–23] and ATLAS
[24–28] collaborations, establishing limits on top squark masses in the framework of SMS mod-
els [14, 15]. However, final states containing hadronically decaying tau leptons have not been
much explored in the context of top squark searches. The ATLAS collaboration [29] carried out
a search based on 2016 data probing a similar final state, but optimized for a gauge-mediated
SUSY breaking scenario with an almost massless gravitino as a source of missing momentum.
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Figure 1: Top squark pair production in proton-proton collisions at the LHC, producing pairs
of b quarks and taus accompanied with neutrinos and LSPs in the final state.

We organize the note as follows. A brief description of the CMS detector is presented in Section
2, followed by a description of the event simulation in Section 3, and reconstruction with the
CMS detector in Section 4. The event selection and search strategy are detailed in Section 5. We
explain the various methods used for background estimation in Section 6, and the results are
provided in Section 8. Finally, the analysis is summarized in Section 9.

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside
the solenoid. A more detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Ref. [30].

Events of interest are selected using a two-tiered trigger system [31]. The first level (L1), com-
posed of custom hardware processors, uses information from the calorimeters and muon de-
tectors to select events at a rate of around 100 kHz within a time interval of less than 4 µs. The
second level, known as the high-level trigger, consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage.
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3 Monte Carlo simulation
Simulations are used to estimate several of the SM backgrounds. The predictions for signal
event rates are also estimated using simulations, based on simplified SUSY signal models.

The pair production of top quarks (tt) is generated at next-to-leading order (NLO) using POWHEG

v2.0 [32]. The MADGRAPH5 aMC@NLO [33] generator is used at leading order (LO) for model-
ing the Drell-Yan+jets (DY+jets) and W+jets backgrounds, which are normalized to the next-to-
next-to-leading order (NNLO) cross sections. The MADGRAPH5 aMC@NLO generator is also
used at NLO for simulating the di-boson, single-top, VH, and ttV backgrounds (V = W/Z).
The parton shower and hadronization are simulated with PYTHIA v8.205 (v8.230 for 2017) [34]
using the underlying-event tunes CUETP8M1 [35] and CP5 [36] in 2016 and 2017, respectively.
The CMS detector response is modeled using GEANT4 [37], and the simulated events are then
reconstructed in the same way as collision data.

Signal processes for top squark pair-production as shown in Fig. 1 are generated at LO using
MADGRAPH5 aMC@NLO. The tunes CUETP8M1 and CP2 [36] are used for 2016 and 2017, re-
spectively. The signal cross sections are evaluated using (NNLO) plus next-to-leading-logarithm
(NLL) calculations [38–42]. Detector response for the signal events is simulated using the CMS
detector simulation (FastSim) [43].

We assume a branching fraction of 50% for each of the two decay modes of the chargino, χ̃±1 →
τ̃±1 ντ and χ̃±1 → τ±ν̃τ . Each of the four diagrams in Fig. 1 therefore contributes 25% of the
generated signal events. The masses of supersymmetric particles appearing in the decay chain
are determined by the parameterization in Eq. 1:

mχ̃±1
−mχ̃0

1
= 0.5 (mt̃1

−mχ̃0
1
)

mτ̃1
−mχ̃0

1
= x (mχ̃±1

−mχ̃0
1
)

x = [0.25, 0.5, 0.75]
mν̃τ

= mτ̃1

(1)

In this parameterization, the chargino mass is set to be the mean of the top squark and χ̃0
1

masses, and the masses of the leptonic superpartners are set by the value of x. The kinematic
properties of the final state therefore depend on the choice of x.

• x = 0.25: The mass of the lepton superpartner is closer to that of the χ̃0
1 than that of

the χ̃±1 . Hence, the first diagram in Fig. 1 produces lower energy tau leptons than
the second. The last two diagrams are similar to one another in that there is typically
a large difference in energy between the two tau leptons.

• x = 0.75: In this case, the masses of the τ̃±1 and the χ̃±1 are similar, and hence the first
diagram in Fig. 1 produces more energetic tau leptons than the second. The latter
two diagrams exhibit the same energy asymmetry as in the case of x = 0.25.

• x = 0.5: The tau leptons in all four diagrams have similar energies.

Once the contributions from all four diagrams are taken into account, the resultant kinematic
properties are very similar for the three different values of x for a given set of chargino and LSP
masses.

It is important to note however, that the choice of chargino mass does affect the overall sensi-
tivity. For instance, if the chargino is very close to the top squark in mass then the momenta
of the b jets would be reduced and that of the remaining decay products would be increased,
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which would result in an increase in the overall sensitivity. On the other hand if the chargino
were very close to the LSP in mass, then an overall loss of sensitivity would be expected. Such
scenarios are not explored in this note, where the default chargino mass given in Eq. 1 is taken
throughout. The polarization of the tau lepton originating from chargino and neutralino de-
cays, which has been found to be useful for studying supersymmetric signals [13], has not been
exploited here.

The simulations are corrected for small discrepancies observed with respect to collision data
using a number of scale factors. These will be discussed in later sections.

4 Event reconstruction
The particle-flow (PF) algorithm [44] is used to reconstruct each individual particle in an event,
with an optimized combination of information from the various components of the CMS de-
tector. The energy of photons is obtained from the ECAL measurement, whereas the momen-
tum of electrons is determined from a combination of the measurement of momentum by the
tracker, the energy of matching ECAL deposits, and the energy of all bremsstrahlung photons
consistent with originating from the track. The energy of muons is obtained from the curvature
of the corresponding track. The energy of charged hadrons is determined from a combination
of the momentum measured in the tracker and the matching ECAL and HCAL energy de-
posits, corrected for zero-suppression effects and for the response function of the calorimeters
to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding
corrected ECAL and HCAL energies.

Reconstruction of jets is performed by clustering PF candidates using the anti-kT jet algo-
rithm [45, 46] with a distance parameter of R = 0.4. Jet momentum is determined as the
vectorial sum of all particle momenta in the jet, and is found from simulation to be, on average,
within 5 to 10% of the true momentum over the whole pT spectrum and detector acceptance.
Additional proton-proton interactions within the same or nearby bunch crossings (pileup) can
contribute additional tracks and calorimetric energy deposits, increasing the apparent jet mo-
mentum. In order to mitigate this effect, tracks identified as originating from pileup vertices
are discarded, and an offset is applied to correct for remaining contributions. Jet energy cor-
rections are derived from simulation studies so that the average measured response of jets be-
comes identical to that of particle level jets. In situ measurements of the momentum balance in
di-jet, photon+jet, Z+jet, and multijet events are used to determine any residual differences be-
tween the jet energy scale in data and in simulation, and appropriate corrections are made [47].
Additional selection criteria are applied to each jet to remove those potentially dominated by
instrumental effects or reconstruction failures. Jets with pT > 20 GeV and |η| < 2.4 are used in
this analysis.

Jets originating from b quarks are identified as b-tagged jets by using the combined secondary
vertex (CSVv2) algorithm [48], which utilizes information from any reconstructed secondary
vertex along with various kinematic variables. An operating point is chosen corresponding to
a signal efficiency of 70% with a mistagging probability of about 1% for light jets (from up and
down quarks, and gluons) and 15% for jets originating from charm quarks.

The momentum resolution for electrons with pT≈45 GeV from Z → ee decays ranges from
1.7% to 4.5%. It is generally better in the barrel region than in the endcaps, and also depends
on the bremsstrahlung energy emitted by the electron as it traverses the material in front of the
ECAL [49]. Electrons with pT > 20 GeV and |η| < 2.4 are used for this analysis.
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Muons are measured with detection planes made using three technologies: drift tubes, cathode
strip chambers, and resistive plate chambers. Matching muons to tracks measured in the silicon
tracker results in a transverse momentum resolution of 1% in the barrel and 3% in the endcaps,
for muons with pT up to 100 GeV. The pT resolution in the barrel is better than 7% for muons
with pT up to 1 TeV [50]. This search uses muons with pT > 20 GeV and |η| < 2.4.

Isolation criteria are imposed on the lepton (electron and muon) candidates to reject leptons
originating from hadronic decays. The isolation variable used for this purpose is defined as the
scalar sum of the transverse momenta of reconstructed charged and neutral particles within
a cone of radius ∆R =

√
∆η2 + ∆φ2 = 0.3 (0.4) around the electron (muon) candidate track,

excluding the lepton candidate, divided by the transverse momentum of the lepton candidate.
The effect of pileup is subtracted from the isolation variable using a jet area-based method as
described in [51]. The electron and muon candidates passing the aforementioned criteria are
used to identify a control region that is used for the estimation of the top quark pair back-
ground, as explained in Section 6.1.

The missing transverse momentum vector ~pmiss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted
as pmiss

T [52]. The ~pmiss
T is modified to account for corrections to the energy scale of the re-

constructed jets in the event. Anomalous high-pmiss
T events may appear due to a variety of

reconstruction failures, detector malfunctions, or backgrounds not originating from collisions
(e.g. particles in the beam halo). Such events are rejected by filters that are designed to identify
more than 85–90% of the spurious high-pmiss

T events with a misidentification rate of less than
0.1% [52]. In order to minimize the effect of extra noise in the ECAL endcap in 2017, forward
jets with raw pT < 50 GeV and < 2.65 < |η| < 3.139 are removed from the calculation of pmiss

T
in both data and MC.

Vertices reconstructed in an event are required to be within 24 cm of the center of the detector
in the z-direction, and to have a transverse displacement from the beam line of less than 2 cm.
The vertex with the largest value of summed physics-object p2

T is taken to be the primary pp
interaction vertex. The physics objects used for this purpose are jets, clustered using the jet
finding algorithm [45, 46], with the tracks assigned to the vertex as inputs, and the associated
missing transverse momentum, taken as the negative vector sum of the pT of those jets. More
details are given in Section 9.4.1 of Ref. [53].

The Hadrons Plus Strips (HPS) algorithm [54] is used to reconstruct τh candidates: tau lepton
decays containing one charged hadron and up to two neutral pions, or three charged hadrons.
The probability of an electron or muon being misidentified as a τh candidate is greatly reduced
by combining information from the tracker, calorimeters, and muon chambers. The isolation
of the τh candidate is determined from the presence of reconstructed particles within a radius
of ∆R = 0.3 around the τh axis that are not compatible with the decay, and is a useful quantity
to distinguish jets from τh decays. A multivariate discriminant is calculated from the isolation,
lifetime and other information. The τh candidates are selected with pT > 40 GeV, |η| < 2.1,
and the “tight” working point of the above discriminant. This working point has an efficiency
of ≈50% with a misidentification probability of ≈0.03%. Jets lying within ∆R < 0.3 of a τh
candidate are rejected to avoid double counting. The “loose” working point, which has an
efficiency of ≈65% and a misidentification probability of ≈0.07%, is used for estimating the
background from misidentified τh candidates.
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5 Event selection
A major source of missing momentum in the signal is the weakly interacting neutralinos, which
are correlated with the visible objects (in particular the τh decays). In contrast, the missing
momentum in the SM background processes is primarily due to neutrinos. This difference can
be exploited by first constructing the transverse mass mT, defined in Eq. 2:

m2
T(~pT

vis, ~pT
inv) = m2

vis + m2
inv + 2(Evis

T Einv
T − ~pT

vis · ~pT
inv) ,

where E2
T = m2 + p2

T .
(2)

The transverse mass has a maximum at the mass of the parent of the visible (vis) and the
invisible (inv) particles.

To account for multiple sources of missing momentum in the signal process, the “stransverse
mass” [55, 56] is defined in Eq. 3:

mT2(vis1, vis2, pmiss
T ) = min

~pT
inv1+~pT

inv2=~p miss
T

[max{m2
T(~pT

vis1, ~pT
inv1), m2

T(~pT
vis2, ~pT

inv2)}] (3)

Since the momenta of the individual invisible particles in Eq. 3 is unknown, ~pmiss
T is divided

into two components (~pT
inv1 and ~pT

inv2) in such a way that the value of mT2 is minimized. If
mT2 is computed using the two τh candidates as the visible objects, then its upper limit in the
signal will be at the chargino mass. This is different from the SM background processes. For
example in tt events, the upper limit is at the W boson mass. For this analysis, mT2 in signal
events is calculated with the mass of the invisible particle in Eq. 2 set to zero [57].The total
visible momentum of the system is characterized using the quantity HT, which is defined as
the scalar sum of the transverse momenta of all jets and the τh candidates. Being a measure of
the total energy of the system, HT is sensitive to the mass of the top squark.

Signal events are selected using di-τh triggers, where both the τh candidates are required to
have |η| < 2.1, and pT > 35 or 40 GeV, depending on the trigger. The di-τh trigger has an effi-
ciency of ≈95% for τh candidates that pass the offline selection. For the offline selection, signal
events are required to have pmiss

T > 50 GeV, HT > 100 GeV, at least two oppositely charged τh
candidates with pT > 40 GeV and |η| < 2.1, and at least one b-tagged jet with pT > 20 GeV
and |η| < 2.4. The cuts on pmiss

T and the number of b-tagged jets (nb) help to reduce the contri-
butions from DY+jets and SM events comprised uniquely of jets produced through the strong
interaction, referred to as multijet events. Distributions of the search variables pT, mT2, and HT
after these baseline selections are shown in Fig. 2 for data and the predicted background, along
with a few representative signal distributions. The background prediction includes tt, DY+jets,
events with misidentified (fake) τh, and other rare SM processes. Detailed descriptions of the
background estimation methods are presented in Section 6.

Signal events with different top squark and LSP masses become significant in different regions
of the phase space. For example, regions with low pmiss

T , mT2, and HT are sensitive to signals
with low top squark masses. On the other hand, events with high pmiss

T , mT2, and HT are
sensitive to models with high top squark and low LSP masses. In order to obtain the highest
sensitivity over the entire phase space, the signal region (SR) is divided into 15 bins which are
shown in Fig. 3.
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Figure 2: Distributions of the search variables pmiss
T , mT2, and HT after baseline selections for

data and the predicted background. The distributions for a few representative signal points
corresponding to x = 0.5 and [mt̃1

, m
χ̃0

1
] = [300, 100] GeV, [500, 350] GeV, and [800, 300] GeV

are overlaid.
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6 Background estimation
The most significant background is tt production, either with two genuine τh decays or due
to jets being misidentified as τh candidates. Due to the theoretical imprecision in tt modeling,
we estimate the tt contribution using a data-driven method as discussed below. The back-
ground contribution from DY events is typically minor in the most sensitive bins, and has been
estimated using simulation. The modeling of the Z boson mass and pT spectrum in the LO
DY sample can be unreliable, so correction factors for simulated events are derived from DY-
enriched dimuon control regions in data and simulation as functions of the Z boson mass and
pT. The contribution from multijet events is negligible after the baseline selections. Other less
significant backgrounds, such as W+jets, VV, VH, and ttV (V = W/Z) are also obtained from
simulation. In the following sections we detail the estimation of the data-driven backgrounds.

6.1 The tt background

As previously mentioned, a data-driven approach [58] is followed to estimate the tt back-
ground with two genuine τh in order to correct for the theoretical imprecision in modeling
tt events in the SR. This is performed by multiplying the predicted yields in each SR bin from
simulation with correction factors derived in a tt-enriched control region (CR). Since the CMS
detector can identify electrons and muons with high efficiency, the tt-enriched control region
is identified by selecting events with an oppositely charged eµ pair. These events are selected
with eµ triggers, and applying the same offline selection as the signal region. These triggers
are ≈ 95% efficient for lepton candidates. In addition, in order to avoid possible DY contam-
ination in this CR, events are vetoed if the invariant mass of the eµ system lies in the range
60 < meµ < 120 GeV. Other objects such as jets and b-tagged jets are selected using the same
kinematic cuts and working points as discussed previously. The definitions of the search vari-
ables for this CR are the same as those in the SR, except that the eµ pair is used in place of the
τh pair for evaluating the search variables. The purity of tt in the CR (i.e. the fraction of tt
events in each search bin) is measured in simulation as & 85% , as shown in Fig. 4 (top).

For a given SR bin (i), the scale-factor (SF) is defined as:
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SFi =
Neµ CR

i, Data

Neµ CR
i, MC

, (4)

where the numerator and the denominator represent the yields in the CR in data and simula-
tion, respectively. The corrected tt yield in simulation in each bin of the SR is then obtained
as:

Nτhτh SR
i, corr tt = Nτhτh SR

i, tt MC × SFi =
Neµ CR

i, Data × Nτhτh SR
i, tt MC

Neµ CR
i, MC

, (5)

where Nτhτh SR
i, tt MC is the prediction from simulated tt events in the SR. An alternative way of

interpreting this method is to say that we take the tt spectrum from a tt-enriched eµ CR in
data (Neµ CR

i, Data) and extrapolate it to the τh τh SR by accounting for the differences between the

properties of τh τh and eµ final states with the ratio Nτhτh SR
i, tt MC /Neµ CR

i, MC from simulation. The SFs
in the different search bins, shown in Figure 4 (middle) for both 2016 and 2017, are found to be
within ≈ 10% of unity.

In order to cross-check the validity of this method, the same technique is performed in an in-
dependent tt-enriched CR with an oppositely charged µµ pair in the final state. These events
are selected with single muon triggers that reach efficiencies of ≈ 95%.The event selection
for the µµ CR is similar to that for the eµ CR. This cross check evaluates the effect of possi-
ble contamination from DY (the cross-section of Z/γ∗ → µµ being much higher than that of
Z/γ∗ → ττ → eµ), and is also useful for checking any dependence of the SFs on lepton recon-
struction. The differences in the SFs (SFeµ

i − SFµµ
i ) shown in Fig. 4 (bottom) are small (≈ 10%

or less), and are taken as a systematic uncertainty on the SFs. These are added in quadrature
to the statistical uncertainty on the SFs, and propagated as a contribution to the uncertainty on
the final tt prediction.
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Figure 4: Plots showing the purities (top), scale-factors (middle), and SFeµ − SFµµ (bottom) in
the different bins of the tt CR for 2016 (left) and 2017 (right) data.
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6.2 Misidentified hadronic tau lepton background

The next largest component of the total background originates from quark or gluon jets being
misidentified as a “fake” τh candidate. The largest sources of such events in the SR are semilep-
tonic and hadronic tt decays. We estimate this contribution to the SR following a strategy [59]
that uses the yields in di-τh CRs in data, defined by inverting the requirements on the working
point of the τh identification.

For a genuine τh passing the loose identification requirements, we define p as the probability
that it also passes the tight identification requirements. We define f as the corresponding prob-
ability for a fake τh. We then define Npf as the number of di-τh events where the τh candidate
with the highest momentum is genuine and that with the second-highest momentum is fake,
with other terms defined similarly. We also define Ntl as the number of di-τh events where
the candidate with the highest momentum passes the tight identification criteria and that with
the second highest fails to pass the tight working point but passes the loose criteria, with other
terms defined similarly. If N is the total number of events, the following set of equations can
be constructed:

N = Npp + Nfp + Npf + Nff = Ntt + Nlt + Ntl + Nll,

Nll = (1− p1)(1− p2)Npp + (1− f1)(1− p2)Nfp + (1− p1)(1− f2)Npf + (1− f1)(1− f2)Nff,

Nlt = (1− p1)p2Npp + (1− f 1)p2Nfp + (1− p1) f2Npf + (1− f1) f2Nff,

Ntl = p1(1− p2)Npp + f 1(1− p2)Nfp + p1(1− f2)Npf + f1(1− f2)Nff,

Ntt = p1 p2Npp + f1 p2Nfp + p1 f2Npf + f1 f2Nff .

(6)

where the subscripts 1 and 2 on p and f refer to the highest and second-highest momentum τh
candidates, respectively.

The above equations can be inverted to give the numbers of genuine and fake τh candidates in
the signal region:

Ntt = Nprompt
tt + Nfake

tt ,

where Nprompt
tt = p1 p2Npp,

Nfake
tt = f1 p2Nfp + p1 f2Npf + f1 f2Nff .

(7)

Here Nprompt
tt represents the number of events in the signal region with two genuine τh candi-

dates in the final state, and Nfake
tt the number of events in the signal region with one or two fake

τh candidates.

The probability p is determined using tt simulation, with the τh candidate being matched to
a generated hadronically decaying tau within a cone of radius ∆R = 0.3. The value of p is
calculated as the ratio between the number of genuine τh jets passing the tight identification
criteria and the number passing the loose one. It is evaluated as a function of the tau lepton
decay mode and is observed to be about 80% with very little dependence on the pT of the τh.
The dependence on the decay mode is observed to be at the 10% level.

The fake rate f is estimated using a multijet-enriched CR in data. This CR is defined by requir-
ing a same-charge τh pair satisfying the τh selection criteria, and by requiring pmiss

T < 50 GeV.
The fake rate for a single tau is estimated from this CR using the following two definitions:
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f (LL→ TL) =
τ1

h(T) τ2
h(L)

τ1
h(L) τ2

h(L)

f (TL→ TT) =
τ1

h(T) τ2
h(T)

τ1
h(T) τ2

h(L)
.

(8)

Here, the term τ i
h(X) denotes the number of events where the highest (i = 1) or second highest

(i = 2) momentum τh candidate passes the tight (X = T) or loose (X = L) identification criteria.
In each of the two definitions above, the working point of one of the taus in the numerator is
changed with respect to the denominator, so they could be expected to yield the same result.
However, if the probability of one τh passing the tight criteria is correlated with the probability
of the other to pass, differences may occur. In practice, differences of up to ≈ 10%, depending
on the pT and the decay mode of the τh, are observed between the the two definitions. These
differences are used to quantify the uncertainty on this method.

The fake rate is measured for different tau lepton decay modes, and is found to be around 35%
with a mild dependence on the pT of the τh candidate. The variations with decay mode are up
to the 20% level. It has been found in simulation studies [59] that the fake rate also depends
on the flavor of the parton corresponding to the jet which is misidentified as a τh. Since the jet
flavor cannot be reliably determined in data, an additional 15% uncertainty on f is included.

7 Systematic uncertainties
There are several sources of systematic uncertainty that are propagated to the prediction of the
final signal and background yields. The most significant is the uncertainty in the modeling of
the identification and isolation requirements (ID-iso) [54] of the τh candidates, estimated to be
approximately 10% for all processes in 2016, and 20% in 2017. The other sources of uncertainty
affecting all processes, both signal and background, include jet energy scale (JES) and jet energy
resolution (JER), τh energy scale, the effect of unclustered components in calculating pmiss

T ,
pileup reweighting, and b tagging efficiency.

Since the tt contribution in the signal region is obtained by multiplying the simulated yield
by a scale factor, defined as the ratio between the number of events in data and simulation,
the net effect of several of the uncertainties cancel out. As mentioned earlier, the difference
between the tt SFs obtained in the eµ and µµ CRs, added in quadrature with the statistical
uncertainty on the SF, is taken as the uncertainty on this method. The difference between the
two definitions of the fake rate (Eq. 8) is taken to be the uncertainty in its measurement, while
the flavor dependence of the fake rate is accounted for by adding an additional 15% uncertainty
on the fake rate.

The factorization and renormalization scale (QCD scale) uncertainty is estimated to be less than
6%. The simulation is reweighted to make its pileup distribution identical to that in data. The
pileup in data depends on the measured minimum-bias cross section, which is varied by±2.5%
to obtain the uncertainty on this correction. A 2.5% uncertainty on the measured luminosity
is considered for 2016, reducing to 2.3% for 2017 data. The uncertainty on the Z pT correction
applied to DY events is taken to be 100%. A normalization uncertainty of 15% is assigned
to the production cross sections of the background processes that are evaluated directly from
simulation [60–66].

Since the detector simulation of the signal is performed using FastSim, the signal yields are
corrected to account for the differences in the τh identification efficiency with respect to the
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GEANT4 simulation used for the backgrounds. The statistical error on this correction factor
is propagated as its uncertainty. FastSim has a worse pmiss

T resolution compared to the full
GEANT4 simulation, because of which the signal yields can be artificially enhanced. To account
for this the signal yields are corrected and the uncertainty in the resulting correction to the yield
is estimated to be ≈5-10%.

The uncertainties in the signal and background from all sources are presented in Table 1. In
each entry, the first and second numbers correspond to the relative uncertainties due to the
upward and downward variations of the respective source. These values are the weighted
averages of the relative uncertainties in the different search bins with the weights being the
yields in the respective bins. The tabulated sources of systematic uncertainties are considered
to be uncorrelated.

8 Results
We present the observed and expected yields in all 15 search bins in Table 2 along with their
uncertainties. Figure 5 shows the observed data in all of the search bins, compared to the signal
and background predictions.

As expected, the dominant background contributions in the sensitive signal bins are from tt
and misidentified “fake” τh events. In cases where the background prediction in a given bin
is negligible, the Poissonian upper limit at 68% confidence level (CL) is used for the statistical
interpretation. The number of events observed in data is found to be consistent with the SM
background prediction, within uncertainties. We set upper limits on signal production at 95%
CL using a modified frequentist approach and the CLS criterion [67, 68], implemented through
an asymptotic approximation of the test statistic [69, 70]. In this calculation all the background
and signal uncertainties are modeled as nuisance parameters and profiled in the fit.

Final results are obtained by combining the yields from 2016 and 2017 datasets. The systematic
uncertainties due to JEC, factorization and renormalization scales, fake-rate measurement and
FastSim pmiss

T correction are taken as correlated, and the rest of the uncertainties are treated as
uncorrelated between the two datasets. The results are presented as observed and expected
exclusion limits in the top squark and LSP mass plane in Fig. 6. Top squark masses up to
1100 GeV are excluded for a nearly massless LSP. The exclusion limits are insensitive to the
choice of x due to the complementary nature of the signal diagrams, as discussed in Section 3.

The most sensitive bins for the higher top squark masses are 14 and 15. The overall data in
these two bins is lower than the total background prediction, resulting in the observed limit
being higher than the expected one. Hence, even though there is an overall excess (though not
statistically significant) in the data, the observed mass limit is stronger than expected as the
excesses are primarily in bins 2, 5, 7, and 12, which are less sensitive to the production of high
mass top squarks. These bins become more significant for low top squark masses, hence the
observed limit is slightly worse than expected in that region. The limits become weaker with
decreasing ∆m = mt̃1

−mχ̃0
1
, corresponding to final state particles with lower momentum and

hence less sensitivity.

9 Summary
The signature of top squark pair production in final states with two tau leptons has been ex-
plored in data collected by the CMS detector during 2016 and 2017, corresponding to integrated
luminosities of 35.9 fb-1 and 41.3 fb-1, respectively. The search was performed in a final state
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Table 1: Relative systematic uncertainties from different sources on signal and background
yields in 2016 and 2017 combined. These values are the weighted (by the yields in the respec-
tive bins) averages of the relative uncertainties in the different search bins. For the asymmetric
uncertainties, the upper (lower) entry is the uncertainty due to the upward (downward) vari-
ation. The numbers in box brackets in the heading indicate the top squark and LSP masses in
GeV, respectively.

Uncertainty source x = 0.5
[300, 100]

x = 0.5
[500, 350]

x = 0.5
[800, 300]

tt DY+jets Other SM Fake

Signal cross-section ±6.7 % ±7.5 % ±9.5 % — — — —

FastSim pmiss
T resolution ±7.4 % ±10.1 % ±5.1 % — — — —

τh FastSim/FullSim +4.4 %
−4.3 %

+3.7 %
−3.6 %

+7.9 %
−7.5 %

— — — —

JER −0.3 %
< 0.1 %

−0.8 %
< 0.1 %

< 0.1 %
< 0.1 %

— +0.5 %
+0.3 %

−1.0 %
−0.3 %

—

JEC +0.2 %
−0.6 %

< 0.1 %
−0.8 %

+0.1 %
< 0.1 %

— +1.1 %
−1.7 %

+0.2 %
−1.5 %

—

QCD scale +0.6 %
−0.7 %

+1.9 %
−2.1 %

+0.3 %
−0.4 %

— +4.6 %
−4.4 %

+3.3 %
−2.6 %

—

τh ID-iso +15.6 %
−14.3 %

+15.5 %
−14.3 %

+16.5 %
−15.2 %

+15.8 %
−14.5 %

+15.7 %
−14.5 %

+15.6 %
−14.4 %

—

Pileup < 0.1 %
< 0.1 %

+0.3 %
−0.2 %

−0.7 %
+0.7 %

— −0.2 %
+0.2 %

−0.9 %
+0.9 %

—

pmiss
T unclustered energy −0.2 %

−0.8 %
+1.4 %
−2.0 %

< 0.1 %
< 0.1 %

— +7.0 %
−1.8 %

+1.3 %
−1.6 %

—

Background normalization — — — — ±15.0 % ±15.0 % —

Luminosity ±2.4 % ±2.4 % ±2.4 % — ±2.4 % ±2.4 % —

b-tagging +1.1 %
−1.2 %

+0.7 %
−0.7 %

+0.7 %
−0.8 %

— +4.7 %
−4.7 %

+2.4 %
−2.4 %

—

τh energy scale +2.3 %
−3.0 %

+2.3 %
−3.3 %

+1.1 %
−0.9 %

+1.5 %
−1.8 %

+1.2 %
−1.6 %

+0.7 %
−1.3 %

—

tt SF — — — ±2.5 % — — —

Z pT reweighting — — — — +9.1 %
−9.1 %

— —

τh fake-rate (parton flavour) — — — — — — +16.3 %
−17.5 %

τh fake-rate
(LL→ TL vs. TL→ TT)

— — — — — — +2.7 %
−2.5 %
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Table 2: Event yields along with statistical and systematic uncertainties in 2016 and 2017 com-
bined, for different background sources in the 15 search bins as defined in Figure 3. The nota-
tion used here is, yield+stat+syst

−stat−syst.

SR bin tt DY+jets Other SM Fake Total bkg. Data

1 170.3+7.7+21.3
−7.7−19.4 97.5+10.3+22.1

−10.3−20.3 23.0+1.9+4.5
−1.9−4.4 149.5+21.3+5.6

−21.3−18.8 440.4+24.9+42.2
−24.9−42.8 417

2 199.7+8.3+22.4
−8.3−21.0 154.3+11.0+34.5

−11.0−32.9 28.7+3.0+5.7
−3.0−5.4 94.4+18.7+22.2

−18.7−19.9 477.1+23.4+58.9
−23.4−55.1 559

3 20.1+2.7+2.4
−2.7−2.3 19.7+3.2+5.7

−3.2−4.9 5.1+0.8+1.1
−0.8−1.6 12.3+5.5+4.3

−5.5−3.0 57.3+7.0+8.9
−7.0−7.8 49

4 18.9+2.6+2.4
−2.6−2.2 4.1+1.5+1.0

−1.5−1.0 3.8+0.8+0.9
−0.8−0.9 3.2+3.5+1.2

−3.5−0.9 30.0+4.7+3.8
−4.7−3.5 28

5 8.9+1.6+1.0
−1.6−1.0 0.5+6.9+0.1

−0.5−0.1 1.6+0.4+0.4
−0.4−0.3 3.8+3.2+1.2

−3.2−0.8 14.8+7.8+1.8
−3.6−1.4 22

6 51.1+4.2+5.8
−4.2−5.3 36.3+5.6+9.0

−5.6−9.5 7.8+1.3+1.6
−1.3−1.8 78.4+13.7+12.4

−13.7−13.3 173.6+15.4+18.8
−15.4−19.6 169

7 45.9+4.0+5.4
−4.0−5.0 14.1+3.5+5.8

−3.5−4.5 5.2+0.8+1.0
−0.8−1.1 48.2+11.0+11.7

−11.0−10.3 113.5+12.2+15.4
−12.2−13.4 133

8 4.4+1.3+0.6
−1.3−0.5 4.3+1.5+2.0

−1.5−1.1 1.4+0.4+0.3
−0.4−0.3 9.0+3.2+3.9

−3.2−2.7 19.1+3.7+4.6
−3.7−3.1 23

9 3.7+1.1+0.5
−1.1−0.4 0.0+7.4+0.0

−0.0−0.0 0.7+0.3+0.2
−0.3−0.2 4.6+1.7+2.0

−1.7−1.4 9.0+7.7+2.1
−2.0−1.5 4

10 1.0+0.6+0.2
−0.6−0.1 0.0+7.4+0.0

−0.0−0.0 0.5+0.2+0.1
−0.2−0.1 3.2+1.4+1.3

−1.4−1.0 4.8+7.6+1.3
−1.6−1.0 1

11 6.8+1.6+1.2
−1.6−0.9 2.4+1.5+1.3

−1.5−0.7 1.4+0.4+0.7
−0.4−0.3 15.6+5.7+4.3

−5.7−3.3 26.1+6.1+5.0
−6.1−3.7 30

12 2.9+1.0+0.4
−1.0−0.3 8.3+2.5+2.7

−2.5−1.8 2.1+0.3+0.4
−0.3−0.4 11.4+6.0+1.6

−6.0−1.7 24.7+6.6+3.6
−6.6−2.9 41

13 0.7+0.7+0.2
−0.5−0.4 2.2+0.9+0.6

−0.9−0.9 0.7+0.2+0.2
−0.2−0.2 3.5+2.1+1.3

−2.1−0.9 7.0+2.4+1.5
−2.3−1.4 6

14 0.5+0.7+0.1
−0.5−0.1 0.0+7.4+0.0

−0.0−0.0 0.6+0.2+0.1
−0.2−0.1 — 1.1+7.5+0.2

−0.6−0.2 1

15 0.3+0.6+0.1
−0.3−0.1 0.4+2.9+0.1

−0.4−0.1 0.1+0.0+0.0
−0.0−0.0 1.0+0.0+0.4

−0.0−0.3 1.8+3.0+0.5
−0.5−0.3 0

Total 535+14+63
−14−58 344+23+78

−17−73 83+4+16
−4−16 438+35+73

−35−78 1400+44+125
−42−123 1483



9. Summary 15

SR bin number

E
ve

nt
s

1−10

1

10

210

310

410

510 Data Other SM
DY+jets tt

Fake Bkg. uncertainty
x=0.5, [300, 100] x=0.5, [500, 350]

x=0.5, [800, 300]

SR bin number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

D
at

a 
/ P

re
di

ct
io

n

0
0.5

1
1.5

2
2.5

3

 (13 TeV, 2016+2017)-177.2 fbCMS  Preliminary

Figure 5: Event yields in the 15 search bins as defined in Figure 3. The yields for a few rep-
resentative signal points corresponding to x = 0.5 and [mt̃1

, m
χ̃0

1
] = [300, 100] GeV, [500, 350]

GeV, and [800, 300] GeV are overlaid.

containing an oppositely charged hadronic tau lepton pair, at least one jet identified as likely to
contain a b hadron, and missing transverse momentum. The dominant standard model back-
grounds were found to originate from top quark pair production and processes where jets were
misidentified as hadronic tau lepton decays. Data driven techniques were followed to estimate
these backgrounds, while other backgrounds were estimated using simulations.

No significant excess was observed, and exclusion limits on top squark masses in terms of
neutralino masses were set at 95% confidence level, within the framework of simplfied models
where the top squark decays via a chargino to final states including tau leptons. In such models,
top squark masses have been excluded up to 1100 GeV for an almost massless LSP, and LSP
masses up to 450 GeV have been excluded for a top squark mass of 900 GeV. These results are
very useful in probing a region of the supersymmetric parameter space corresponding to high
tan β and higgsino-like scenarios.
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Figure 6: The exclusion limits at 95% CL for the pair production of the top squark decaying
in a di-tau final state are displayed in the mt̃1

-m
χ̃0

1
plane for x = 0.25 (top left), 0.5 (top right)

and 0.75 (bottom), as described in Equation 1. The black (red) lines represent the observed
(expected) limits. The solid lines represent the central values, and the dashed lines the one
standard deviation variation due to the theoretical or experimental uncertainties around the
central values. The colour shading corresponds to the observed limit on the cross section.
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