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Abstract

General relativity (GR) has stood as the most accurate description of gravity for
the last 100 years, weathering a barrage of rigorous tests. However, attempts
to derive GR from a more fundamental theory or to capture further physical
principles at high energies has led to a vast number of alternative gravity theories.
The individual examination of each gravity theory is infeasible and as such a

systematic method of examining modified gravity theories is a necessity.

Studying generic classes of gravity theories allows for general statements about
observables to be made independent of explicit models. Take, for example,
those models described by the Horndeski action, the most general class of scalar-
tensor theory with at most second-order derivatives in the equations of motion,
satisfying theoretical constraints. But these constraints alone are not enough for
a given modified gravity model to be physically viable and hence worth studying.
In particular, observations place incredibly tight constraints on the size of any
deviation in the solar system. Hence, any modified gravity would have to mimic
GR in such a situation. To accommodate this requirement, many models invoke
screening mechanisms which suppress deviations from GR in regions of high
density. But these mechanisms really upon non-linear effects and so studying

them in complex models is mathematically complex.

To constrain the space of actions of Horndeski type to those which pass solar-
system tests, a set of conditions on the four free functions of the Horndeski
action are derived which indicate whether a specific model embedded in the action
possesses a GR limit. For this purpose, a new and surprisingly simple scaling
method is developed, identifying dominant terms in the equations of motion by
considering formal limits of the couplings that enter through the new terms in the
modified gravity action. Solutions to the dominant terms identify regimes where
nonlinear terms dominate and Einstein’s field equations are recovered to leading

order. Together with an efficient approximation of the scalar field profile, one can



determine whether the recovery of Einstein’s field equations can be attributed to

a genuine screening effect.

The parameterised post-Newtonian (PPN) formalism has enabled stringent tests
of static weak-field gravity in a theory-independent manner. This is through
parameterising common perturbations of the metric found when performing a
post-Newtonian expansion. The framework is adapted by introducing an effective
gravitational coupling and defining the PPN parameters as functions of position.
Screening mechanisms of modified gravity theories can then be incorporated
into the PPN framework through further developing the scaling method into
a perturbative series. The PPN functions are found through a combination of

the scaling method with a post-Newtonian expansion within a screened region.

For illustration, we show that both a chameleon and cubic galileon model have
a limit where they recover GR. Moreover, we find the effective gravitational
constant and all PPN functions for these two theories in the screened limit.
To examine how the adapted formalism compares to solar-system tests, we also
analyse the Shapiro time delay effect for these two models and find no deviations
from GR insofar as the signal path and the perturbing mass reside in a screened
region of space. As such, tests based upon the path light rays such as those done

by the Cassini mission do not constrain these theories.

Finally, gravitational waves have opened up a new regime where gravity can be
tested. To this end, we examine how the generation of gravitational waves are
affected by theories of gravity with screening to second post-Newtonian (PN)
order beyond the quadrupole. This is done for a model of gravity where the
black hole binary lies in a screened region, while the space between the binary’s
neighbourhood and the detector is described by Brans-Dicke theory. We find
deviations at both 1.5 and 2 PN order. Deviations of this size can be measured by
the Advanced LIGO gravitational wave detector highlighting that our calculation
may allow for constraints to be placed on these theories. We model idealised data
from the black hole merger signal GW150914 and perform a best fit analysis.
The most likely value for the un-screened Brans-Dicke parameter is found to be
w = —1.42, implying on large scales gravity is very modified, incompatible with

cosmological results.
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Lay Summary

The scientific study of gravity spans centuries, with work stretching from Galileo
to Newton resulting in the development of the classical theory of gravity. The
classical theory stood strong until the discovery of electrodynamics, highlighting

problems with Newtonian gravity, namely the absolute nature of space and time.

These problems were overcome by Einstein. First, the discovery of special
relativity describing how both time and space where intertwined. This is through
different observers, who when traveling at different speeds would measure the
length of a given rod and the time taken for a given clock to tick differently from
each other. However, they would both agree on a function of both length and
time, called the proper time. The proper time is the time taken for the clock to

tick if one was not moving relative to it, hence the name.

This conception of space-time proved fundamental to formulating a theory of
gravity which melded with special relativity, called general relativity (GR). The
intrinsic idea of GR is that space is curved and observers travel along the straight
lines of curved space. But an observer at cannot tell if they are in free fall or
accelerating due to gravity without comparison to other regions of space. Gravity,

too, is relative.

However, the ideas that form general relativity are not unique to general relativity.
One can find other models of gravity which satisfy the many of the assumptions
of GR but introduce new gravitational forces, exotic types of matter or extra
dimensions. This thesis concerns itself with the study models which contain new

gravitational forces.

The motivation for this choice is that it has recently been found that the rate that
the universe is expanding is accelerating. This would imply that there exists a
"dark energy" in the universe causing this acceleration. In GR, this is explained

through the use of a cosmological constant; a ubiquitous energy which is constant
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across all of space-time. However, this energy has to be much smaller than
predicted from any fundamental theory of physics to match observations. A
common aim of modern modified gravity physics is to explain this late time

acceleration dynamically without a cosmological constant.

However, gravitational effects span from laboratory scales up to the size of
the universe, and so any theory would need to satisfy all existing gravity
measurements. This thesis examines which modified gravity theories can be made
to pass solar system tests but allow for deviations on cosmological scales, and

effects such theories are expected to have in the solar system not found in GR.

Finally, extreme gravitational events such as the mergers of black holes emit
gravitational radiation similar to how light is emitted by the motion of charged
particles. With the recent detection of gravitational waves, new tests of gravity
are available. We look at a particular class of gravity theories and examine how
the gravitational radiation is changed relative to GR, and if such a change is

potentially measurable.
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Chapter 1

Introduction

1.1 Gravity in non-relativistic physics

We begin with a discussion of the history of gravity. While no doubt people
pondered why things fell towards the ground since time immemorial, we start with
Galileo Galilei who can be considered the first scientist to turn their attention to

the systematic study of gravity.

The classic tale of him dropping balls from the tower of Pisa, whether or not
apocryphal, demonstrates a wonderful contribution to the theory of gravity.
The experiment is meant to demonstrate that under the force of gravity, the
composition and mass of objects do not determine their acceleration, rather both
fall at the same rate. We will see this idea still holds a special place in the theory of
gravity in section [I.4.1], forming one of the pillars of General Relativity. It is with
some wonder that his work in astronomy is also fundamental to the development of
the field, discovering the moons of Jupiter and proving evidence of the heliocentric
model of the solar system. As we now explain this as an effect of gravity, this
connection is amazingly fortuitous. Moreover, he discovered the symmetry group
for classical, non-relativistic physics, dubbed Galilean symmetry, although this
description is distinctly modern and tied to Newtonian physics. These symmetries
are that physics should be invariant under translation, rotation, and the addition

of constant speed, [74].

From this, we move on to Issac Newton, wherein his Principia Mathematica, [136],

he outlined his three laws of motion in order to describe the movements of any



material body, from the motion of pendulums to that of the stars and planets.
Moreover, he included the inverse square law of gravitation, explaining that all
masses exert a force upon each other proportional to the product of the masses

of each body,
F=——7—/—=. (1.1)

With this, the motions of the solar system can be found and Kepler’s laws are
consequential. Moreover, this equation holds true for the motion of all but the
most extreme objects in the Milky Way, the motion of orbiting dwarf galaxies
and laboratory Cavendish experiments. This is an incredible range of scales and
so it is no surprise that Newtonian gravity stood unchallenged for hundreds of

years.

However, discrepancies began to appear around the end of the 19th century,
leading to the birth of modern physics. The orbits of planets processes due to the
influence of the other planets; only a single spherical source allows for a closed
orbit. Astronomers calculated the precession of the perihelion of the planets
but found an excess in Mercury’s procession. Further, electrodynamics describes
the motion of charged particles but breaks Galilean symmetry, leading to special
relativity. Together, this drove theorists to find a relativistic theory of gravity

culminating in Einstein’s theory of General Relativity, [66].

1.2 Special relativity

The laws of electromagnetism where being constructed during the 1800s,
culminating in Maxwell’s equations. Within these equations, it was shown that
the electric and magnetic fields where not only functions the spatial derivatives of
sources but also upon their time derivatives. Moreover, it was found that changing
magnetic fields sourced electric fields, and vice versa, the basis of electrodynamics.
The presence of both derivatives allows for Maxwell’s equations to be written as
a wave equation in contrast to gravity’s Poisson equation, wherein a constant
appeared, the speed of light. A consequence was the discovery that light is
electromagnetic waves. However, this discovery leads to several problems with

non-relativistic physics.

That the speed of light appeared in the field equations implied that the equations

themselves were only valid in one frame of reference, as other frames would have



a different speed of light. This idea follows from the intuitive understanding we
have for the Galilean group of non-relativistic physics. But it was also found
that the equations were not invariant under the Galilean group, rather, a new

symmetry was found, that of the Poincaré group, SO(1, 3).

Einstein’s contribution was the radical departure from non-relativistic physics
with the development of special relativity, [65]. An important axiom of special
relativity is that the speed of light is a constant for all observers regardless of
the speed they travel relative to each other. In order to keep a speed constant,
different observers will have to disagree about both distances and times. This

leads to the effects of time dilation and length contraction.

This effect is not present in non-relativistic physics as such waves such as sound
or water waves travel through a medium. A privileged reference frame exists,
that which is still with respect to the medium, and so there is no expectation
for the speed to be the same for both observers. In special relativity, there is no

aether which light travels through.

However, while there is no agreement about the time an event occurs or the length

of a path, there is an invariant measurement in special relativity, the proper time,

ds* = dxTndzx . (1.2)

This quantity introduces the concept of the four-vector

dx = (dt,dT), (1.3)
and the Minkowski metric,
-1 0 0 0
0 100
1 0 010 (14
0 00 1

Hence, given a Lorentz transformation A € SO(1,3), the proper-time remains

the same,

ds* =dz " A"nAdT
=dz " ndT . (1.5)



While electromagnetism fits perfectly into the mathematics of special relativity,
the inclusion of a viable gravity theory eluded scientists until the invention of
general relativity. This is as special relativity is still the physics of flat space,
while general relativity is intrinsically the physics of curved space. To properly

understand why we now look at the mathematical basis of general relativity.

1.3 Mathematical groundwork

To allow for a comprehensive understanding of this thesis, we present a crash
course on the mathematical foundations of general relativity. This section is
intended to help understand and enlighten the bulk of the thesis for the reader
unfamiliar in the mathematical background of general relativity, being a concise
amalgamation of [41], 87, 134], [180]. Ultimately, the only part of this section that
we deem completely necessary is as from it we find Einstein’s equations
in section In section we present a discussion of what manifolds are
and why we wish to use them. How one can build vectors on curved space in a
coordinate independent manner is built from elementary ideas and extended to
tensors with the introduction of the metric tensor is in section [[.3.2] Finally how
one can go from the abstract construction of curved space to being able to find

the amount of curvature at a point with the Riemann tensor is shown in[1.3.3

1.3.1 Manifolds

In both non-relativistic and special relativity, we use four continuous coordinates
to describe spacetime: three for space and one for time. Even though the
relationship between space and time is changed in the transition between non-
relativistic and special relativity, it is taken for granted that spacetime is can be
globally described by these four numbers, each with the range —oco to oo denoted
R*. With these four numbers, we can give a unique value to each point of space
at a fixed time, and track the motion of each body through a function Z(t¢), which

describes how the location of an object changes in time.

But to perform physics, we need more structure than just the abstract vector

space R*. Physical laws depend upon derivatives in order to describe how systems

4



evolve across spacetime such as in Newton’s second law of motion [136],

— 4’z
F = M (1.6)
As such, we need the ability to describe how objects change across small regions
of space or time, as such we need a method to determine whether two points
in space are near. Such concerns lead one to the study of topology, [87], but
this still is not enough to build derivatives. From the usual calculus of several
variables, we know how to perform derivatives within real vector spaces. Hence
in order to have derivatives, we also need the small regions of space around the
point we intend to find the derivative in look like R*. This requirement, with a
few more technical points, leads to the necessity of differentiable manifolds in our

description of space.

That in both non-relativistic and special relativity space can be described by R*
seems to render the previous discussion as overly generic. We end by saying that
space needs to locally look like R, but is it not globally? No, that space is not
globally R* is the crux of general relativity and leads to a plethora of interesting
effects. We will see that spacetime is best described as being curved through
physical arguments in section [[.4.1} To allow for a discussion of these concepts,
we now provide a short, simplified introduction to differentiable manifolds and

various aspects of Riemannian geometry in section [I.3.2]

We have discussed open balls around a point p in R* as the method to describe
points near p which we need to generalise. As the general goal of this section is
to take complex ideas and place them into a real vector space, the points near
p should look in some sense look like a real vector space. To do so one builds
a topological space, but the important concept from such a construction is that
for every point in the space, there exists a neighbourhood of the point which is
homeomorphic, that is continuously mapped, to an open ball in R” for n € N.

This allows us the describe the topological space as being n-dimensional.

Let M be the set of all spacetime points. There is a collection of subsets of M,
which we will label as {U;} such that the union of {U;} covers the space. As each
point in M lies within some U;, then each point has a neighbourhood that we

can work with, but we need to map them onto a real vector space.

Together with {U;}, there are a collection of one-to-one functions, {1}, called a

coordinate charts such that ; : U; — R* with the image of 1); an open set in R*



for all i. We require the chart to be one-to-one so as to not label two points in
spacetime with the same coordinates after the mapping. That reason the image
is an open set is more opaque but will eventually allow for differentiation. We
could work within a region of spacetime U; using the usual tools for calculus in

R* as we have mapped the space to something usable.

However, any point p € M may lie in multiple open sets U;. This poses a
problem as we perform physics in each subset U; by using its coordinate chart,
but the physics at any point must be independent of the subset, or specifically
the coordinates we chose. This would not be a problem if physics were not
continuous, but we demand more than even that, we want it to be differentiable.
To accommodate this, we need to understand how overlapping subsets and their

coordinate chart’s interplay.

We need a function W that describes how one takes the coordinates defined in one
chart to the coordinates in another, which can just be considered a coordinate
redefinition on the intersection. ¥ being smooth guarantees that as we perform
calculus in either subset via the use of a chart, the results in one coordinate system
are compatible with those of the other. More rigorously, given two subsets U; and
U; such that U; NU; # /0, then the function ¥ = ), o 7,0]._1, which maps from the
image of 1;(U; NU;) C R* to that of ¢;(U; N U;) C R*, is smooth and has an
open image. We work on the overlap as this is where the worry about assigning
multiple values to a point in M takes place. Any function defined on the two
subsets U; and U; using the coordinates defined by their respective charts can
then be compared to the overlap through this coordinate redefinition. This then
allows for functions to be smooth across spacetime as they can be smooth on
each subset and the smoothness of the overlap guarantees the function is smooth

between subsets.

Finally, we want to include all such charts; the set of which we call the atlas. This
allows us to change coordinates freely, but the subset of spacetime the coordinates

cover may change.

Together, we have listed the requirements for a differential manifold and explained
why we physically need all this structure. With the machinery manifolds provide,
we can generalise the tools for needed to perform physics: distances, vectors and

derivatives with Riemannian geometry.



1.3.2 Tensors

In the previous section, we described how one sets up a differential manifold in
order to describe the coordinates on curved spaces. While doing this, we justified
our steps through references to wanting to perform calculus, but our tools so
far only allow for scalar fields. In this section, we roughly show how one can
also include vectors, tensors and define the metric tensor. For a more thorough

introduction, we refer to standard textbooks such as |41, [180)].

The concept of a vector requires some refinement from the usual understanding
from flat space. In particular, vectors on curved spaces are only defined at a point
in that point’s tangent space, 7,,. The concept of a tangent space can intuitively
be understood by thinking of a sphere. Then a plane that touches the sphere
tangentially defines the tangent space at that point. But this definition is not
generic enough: it relies upon embedding the manifold in a higher dimensional
space in order to find such a tangent space, which one can see as being dependent
on the embedding chosen. We will construct the tangent plane from objects

intrinsic to the manifold.

As a rough outline, we can consider curves R — M that pass through a point
p. Different curves through p can pass through this point in different directions,
and so we wish to identify the direction curves take at p to vectors at p. To talk
about the direction a curve takes, we use the directional derivative defined on the
space of functions on M, f : M — R. The space of directional derivatives form

a vector space, and it is this space we identify with the tangent space.

In more detail, we let F be the set of all smooth functions on M. Consider p € M,
and ¢ be a coordinate chart, then each curve v : R — M defines an action on
this space through directional derivatives such that for f € F,

o Do) (L.7)

dh  dA Aep
We identify the tangent space at p to the space of directional derivatives. It is
easy to see this is a vector space and is closed because the definition is linear in

derivatives, which is also why the space is closed.

As a vector space, we are free to pick a basis to write any directional derivatives

with respect to. Consider the following:



Manifold M,

Coordinate chart ¢ : M — R*,

Curve v : R — M,

Function f: M — R.

Then we can express any vector as

d d
EDY :ﬁ(foﬂp
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00| gutfeo™)|
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where we have used the definition, chain rule and inserted an identity map.

Thus we can express any vector as linear combination of the vectors (directional
. . d

derivatives) 5.

As the definition of the directional derivative is invariant under a change in the

coordinate map, a corresponding change in basis must leave the vector invariant,

too. So given a vector V', we have

V =V*o,
=VH Dy
/ 31’“

oxH

Oy (1.9)

where V# € R*. Hence we see that the vector components must transform as

/
“ax'u ’

. poT
=V (1.10)

In practice, we do not use the coordinate-independent vector, but rather the
vector coefficients and use the transformation upon a change of basis as
the definition of a vector. We will drop the strict reference to a change of basis
and rather refer to the process as a change of coordinates, leaving the change of

the basis from the previous coordinate basis to the new implicit.

With the definition of a vector in hand, we now turn to dual vectors. A dual



vector maps vectors to the real numbers, and we identify these with the gradient
df of a function f on M.

Again, a basis can be defined, dx* such that

dx“ai = o, (1.11)
xl/

from which we can write out any dual vector as
df = fudz". (1.12)

The coefficients again must transform as

ox#

- Oz

fu/ fu (1.13)

in order to ensure that the dual vector is coordinate independent. As with calling
the vector components the vector, we call the dual vector components the dual

vector.

With the transformations of vectors and dual vectors, we can now write down
the transformation law defining a tensor. T#i-#m=, .,  is a tensor if under a

coordinate change, it transforms as

’
oz oz# Ox” ox”
et Qe T Qi Oz’ O

TH-tm = T (1.14)
One can alternatively define a tensor as a map from the tensor product of vectors
and dual vectors to the real numbers, in line with the definition of the dual vector.
We have chosen this definition as it requires less machinery to define. We will
build all of relativistic physics from tensorial objects so that we can express the
laws of physics in a coordinate independent manner. With objects that have both
upper and lower indices, we can contract the tensor in an analogous method to

taking the trace of a matrix,

U ’ / /
E Taul---umwim% = Toéuy--umwim%_ (1_15)
«

On the right hand side, we have implemented the Einstein summation convention
by dropping the summation symbol, leaving it implied by the upper and lower

index having the same symbol, a.

With the concept of a tensor defined, we can now explain the metric g,,, a



tensor field defined across the manifold which is symmetric in its two indices
with a non-vanishing determinant. As such, it is invertible with inverse g"* such
that g,.g"° = 05. The metric tensor is a special tensor in that we will use it to
measure distances across the manifold, define light cones, world lines, derivatives,
gravity and a method of measuring proper time. Moreover, the metric carries the
information about the curvature of space. The study of various aspects of the

metric is the subject of the next section.

1.3.3 The metric connection and the Riemann tensor

As we are trying to build the machinery needed to describe physics on a curved
spacetime, a description of how curved spacetime is needed. As claimed, the

metric will be crucial to this, so some further discussion of it is enlightening.

As the components of the metric are dependent upon coordinates, it is worth
defining local Lorentz coordinates. Through changing coordinate, at a point
p € M, one can diagonalize the metric such that g, = 7,,, where 7,, is the
Minkowski metric. Moreover, through coordinate redefinitions, one can also make
the first derivative of the components vanish at the point p. However, second and
higher order derivatives cannot be made to vanish at a point. Coordinates such

that g, = 1w and 0,g,, = 0 are called local Lorentz coordinates.

The existence of these coordinates implies that for a coordinate independent
measure of curvature, we need the second derivative of the metric. However,
partial derivatives of tensorial objects are not tensorial. Hence, to proceed we need

to develop a tensorial version of the derivative, called the covariant derivative.

The covariant derivative V, must satisfy various rules that seem intuitive such
as linearity and obeying the Leibnitz rule, but there are subtleties as well. In
particular, we require that the second covariant derivative of any scalar ¢ leads
to a symmetric 2 tensor, V,V,¢ = V,V,¢. This means that the covariant
derivative is torsion free. Recall that we defined vectors in terms of directional
derivatives of scalar fields along curves: we also require that the covariant
derivative is compatible with this derivative as the usual derivative is in multi-
variable calculus.

;—)\qﬁ = \"V,0. (1.16)
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Finally, we need the covariant derivative to be metric compatible, that is,

vag,u,u =0. (117)

It can be shown, [I80], that these conditions uniquely define the covariant

derivative of a vector field to be
V.V =0,t" +T},17, (1.18)
where I, are the Christoffel symbols defined by

v 1 rvoa
F,u,o’ = 59 (augl/a + 8}/9;104 - 80[9,“/) (119)

Note that while the Christoffel symbols carry indices they are not tensors, they
do not transform as (|1.14), while the covariant derivative does transform as a

tensor.

Recalling that it is the second derivative of the metric which contains information
about the deviation away from flat space regardless of coordinate choices, we will
examine the second derivative of a dual vector field V,, multiplied by a scalar field,

¢. In particular, it can be shown that
ViV (@Vs) = Vi Vu(Vs) = 6(V, V. Ve =V, V. V), (1.20)

implying that the combination V,V, — V,V, when acting on a dual vector is

not a derivative, but rather a tensor field its self,
vV.V,V, =V, V,V, = R,.."V,. (1.21)

On the right hand side we have introduced an important tensor, R,,,” called the

Riemann tensor.

The physical interpretation of what we have calculated is that we have taken the
vector V, and moved it around an infinitesimal loop such that the angle between
the path and vector is held constant. On flat space we do this naturally, which is
why we can both talk about vectors is real vector spaces as pointing between two
points, from the origin or placed end to end. However, on curved space, this is no
longer true. The visual example is to consider taking a vector from the earth’s

equator to the north pole, turning 90 degrees and walking back to the equator,

11



Figure 1.1 [llustration of the change in vector when it is moved through a closed
loop on a curved space. The vector begins at the equator (bottom left), moves to
the north pole before returning to the initial point via an alternative route. In this
demonstration, the vector has become orthogonal to its original state.

then along the equator to back to the start while ensuring that the vector’s angle
to each path remains constant, as shown in figure [L.1, The resulting vector is
no longer parallel to the initial vector. However, demonstrating this with the
formalism we have built would be a substantial detour and so we refer the reader
to chapter 3.2 of [I80].

The Riemann tensor satisfies the Bianchi identity, V|, R,,),” = 0, which can be
shown by parallel transporting the covariant derivative of a vector field around
an infinitesimal square. Contracting the second and fourth index of the Riemann

tensor in the identity leads to the identity

1
V(R — §gWR) =0, (1.22)

where R, = R,,,” is the Ricci tensor and R = R/’j is the Ricci scalar.

This identity will play a critical role in the development of Einstein’s field

equations, the subject of the next section.
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1.4 Einstein’s General Relativity

Having built the mathematical groundwork needed for General Relativity, in
section we discuss the equivalence principle in order to justify treating
spacetime as curved. Following this, we derive Einsteins equations through
the use of the Bianchi identity and an understanding of how to define an
invariant stress-energy density in We then demonstrate in section [1.4.3]
that Einstein’s theory of gravity passes all Newtonian tests of gravity through as
the low energy static limit recovers Newtonian gravity. We close with a discussion
of the Einstein-Hilbert action and how this allows for a method of constructing
new actions describing modified gravity theories in section We will work
throughout with ¢ = 1.

1.4.1 The equivalence principle

In Newtonian gravity, gravitational mass is the property of objects which
determines how much gravitational force the object causes and experiences within
a gravitational field. Inertial mass is the property which measures an object’s
resistance to acceleration according to Newton’s second law. The equivalence of
these two versions of mass is not guaranteed by theory but rather is observed in
experiment. The equivalence was first noted by the experiments of Galileo, but
made more concrete by Newton in the Principica Mathmatica. The equivalence
of gravitational and inertial mass is called the weak equivalence principle. The
formulation of the weak equivalence principle as stated by C. Will [I91] which we

will find useful is

"...the trajectory of a freely falling ’test’ body (one not acted upon
by such forces as electromagnetism and too small to be affected by
tidal gravitational forces) is independent of its internal structure and

composition."

The weak equivalence principle is one of the building blocks of general relativity,
but Einstein uses an even stricter form. This is as the weak equivalence principle
is a statement about gravitational forces, but makes no claim about the physics

of non-gravitational forces.

The Einstein (or strong) equivalence principle is the sum of three ideas: the

13



weak equivalence principle, local Lorentz invariance and local position invariance.
Local Lorentz invariance is the principle that the laws of non-gravitational physics
are independent of the velocity of the observer. Local position invariance is the
principle that the laws of non-gravitational physics are independent of the position
of the observer. In particular, the laws of physics as seen in a small enough region

of spacetime take their usual form found in special relativity.

For an examination of the effect of the Einstein equivalence principle, consider
the following thought experiment of an elevator containing an observer with
experimental equipment in a gravitational field. Einstein’s equivalence principle
would indicate that the observer cannot detect the presence of the gravitational
field; falling due to gravity and floating freely are indistinguishable. This is non-
trivial as one could imagine that the results of some experiment may change
depending on the velocity of the elevator with respect to some other observer.
However, the principle asserts the observer in the elevator would not detect any
acceleration as the elevator and its contents all follow the same path, the weak

equivalence principle in action.

A secondary observer outside the elevator on earth would detect the acceleration
of the elevator due to a gravitational field, balls fall down when dropped off towers.
When doing this, the external observer would have to measure the trajectory
of the elevator with respect to coordinates not tied to the elevator, but rather
with respect to another object, such as the ground. Moreover, any experiment
performed by the observer in the elevator would proceed to give the same result
as done without the presence of a gravitational field because of local Lorentz
invariance and local position invariance. Strictly, the field being inhomogeneous
would allow for the detection of tidal effects across the elevator, but we assume

that the region is sufficiently small so as to make such effects negligible.

Importantly, being unable to locally detect gravitational fields implies that test
bodies follow geodesics, the equivalent to straight lines on curved spaces,|[190,
191]. This is as the observer experiences special relativity within their own
reference frame. As such, they appear to move along straight lines, the tangent
vector to their path remains parallel with the path as they move through
spacetime. But this is just the definition of a geodesic as described in section
[1.3.3] For the observer within the elevator, the only motion they can detect is
that their clock ticks, they do not move relative to the elevator itself, and so
their tangent vector is only temporal in their reference frame. That test bodies

follow geodesics is important to our discussion as it shows that in order to find
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gravitational motion in general relativity, all we need to find is the metric.

1.4.2 Einstein’s field equations

Newtonian gravity provides the gravitational field due to a body itself, which
together with the his second law describes the dynamics of bodies in a
gravitational field. While we have that test particles move along geodesics,
analogous to Newton’s first and second laws, we have no method of finding the
metric, analogous to the gravitational field. Because of the existence of local
Lorentz frames, it is clear that we need an equation which relates the second
derivative of the metric to the energy content of spacetime. The field equation
should be of second order in derivatives to avoid Ostrogradski ghosts, [145].
Moreover, the field equation will need to be generally covariant in order to allow

physics to not depend upon coordinate choice.

The Riemann tensor was shown to describes curvature in section but more

importantly, we had the identity

1
e (RW — 5g,w) —0. (1.23)

The term in brackets is often referred to as the Einstein tensor. That the quantity
has no divergence implies some conservation, a backbone of physical theories.
We wish to describe how energy causes spacetime to curve, and so we need a
conservation law for energy. But as energy is a frame dependent quantity, we will
also need a tensorial way to describe the amount of energy at a point. To this

end, we introduce the stress-energy tensor.

The stress-energy tensor, 7%, is a tensor field which describes the 4-momentum
density held in each (infinitesimal) volume across spacetime. To do this, the
stress-energy must be a rank two tensor and when contracted with a volume
one-form, what remains must be the total 4-momentum of the volume. The
contraction with the total 4-momentum with the volume’s four-velocity, in turn,
gives the energy within the volume. Through mass-energy equivalence, we can
roughly associate the stress-energy tensor with the mass contained within the
volume, implying that the stress-energy tensor should source our relativistic

theory of gravity.
We impose physics upon the stress-energy tensor by insisting that its covariant
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divergence vanishes, V,7% = 0. The reason for this can be understood by
considering the flow of 4-momentum through a closed 4-volume V whose surface
is a 3-volume, 0V. The conservation of energy-momentum would then be that

the integral of the flux across the surface would be zero,

/dp“z ’ (1.24)
oV

but the momentum flow through each infinitesimal part of the surface, described
by the 1-form d¥,,, is

/ T dy, = 0. (1.25)
2%

Through use of Gausses’ theorem, we arrive at the conclusion 9,7"" = 0. The
frame independent reformulation of this statement is to promote the partial
derivate into a covariant derivative, finally arriving at V,T"" = 0 For a more
in-depth discussion of the stress-energy tensor, see chapter 5 of [I34]. That the
stress-energy tensor is covariantly conserved can be shown to be a consequence
of general covariance from the examination of a matter action as demonstrated

in chapter 12 of [I83], in contrast to our assertion that it should be.

As the stress-energy tensor is analogous to mass-density in Newtonian physics,
we use it as the source of gravity. Using that it has zero divergence, we have that

it is proportional to the Einstein tensor,

1 8rG
R/uz — §g,u,yR + gWA = 7Tuu‘ (126)

We have also introduced the term g,,A as it too has vanishing divergence due
to the metric comparability of the covariant derivative. In general, A is the
cosmological constant. The proportionality constant is chosen to be 8:—40 in order
to recover Newtonian gravity in the low energy, static limit as in section [1.4.3]
These are Einstein’s equations, [66]. The derivation given is similar to that of

Einstein, but using modern notation and reasoning.

With Einstein’s equations found, a natural question is whether these equations
have anything particularly special about them, in particular, is there anything
unique about the condition which allows us to equate Einsteins tensor to
the stress-energy tensor. There is a well-known theorem by Lovelock, [123] 135],
which states that the only rank 2 tensors constructed from the metric, its first
and second derivatives and symmetric with vanishing covariant derivatives in

four dimensions are the Einstein tensor and the metric itself. Thus Einstein’s
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equations, ([1.26)), are the unique field equations containing only a rank-2 tensor
in a vacuum (7" = 0). We will see that when modifying gravity, we will always

break one of Lovelock’s assumptions.

1.4.3 The post-Newtonian expansion of General Relativity

Having found a relativistic theory of gravity, the natural question is whether or
not it recovers the results of Newtonian gravity. In order to check this, we will
need to apply general relativity to the non-relativistic regime. This consists of
two parts: that such physics works for speeds much smaller than the speed of
light, and that there is little curvature as the theory is linear. Together they

produce the low-energy static limit.

The low-energy static limit has been used extensively to test GR in the Solar
System, see sections chapter [3| and ref. [I91]. For a comprehensive discussion of
the expansion and on how to proceed for a range of gravitational theories other
than GR, we refer to section [1.7| and ref. [190].

We assume that the asymptotic metric far from the system under consideration
is Minkowski for some period of time where the cosmological evolution of the
metric can be neglected. We can make this assumption as far from the system
there will be no energy but still small on cosmological scales and so the metric
will be that of flat space to a high precision. The metric is then expanded about

its asymptotic form in orders of v/c,
2 2 3 4
G = Ty + My = N + hg) + B+ ) + bl (1.27)

where the indices ¢ and j run from 1 to 3. The perturbations to the metric are
h,(ff,), where we will see the superscript indicates that the field components are
of the order (v/c)*. We will denote the order as Opy(k) and let ¢ = 1. Note
that in chapter 4] we will use a different method of counting. We will keep the

gravitational constant G explicit as we make use of it throughout this thesis.

The virial relation indicates that for the Newtonian potential U, U ~ v? and so
is of the order Opy(2). Further, the Poisson equation, V2U = —471Gp, indicates
that the matter density p is of the same order as U. We consider the matter
content as a perfect non-viscous fluid. The pressure in the Solar System is

comparable to the total gravitational energy p U, and so we have p/p =~ Opy(2).

17



Similarly, the specific energy density II is also of the order of the Newtonian

potential. Hence we can count orders using
U~v?ap/pa~Tl~Opy2). (1.28)

The stress-energy tensor for the fluid to Oppy(4) is

Too = p[1 + 1 + 0> — b)), (1.29)
TOi = —pUi, (130)
Ti; = pv'v? +pd. (1.31)

As we consider a system that evolves slowly in time, we can approximate d/dt ~
0. Writing the total derivative in terms of partial derivatives, it is clear that
0, +7-V & 0. This relation indicates that time derivatives are of one order

higher than the spatial derivatives.

For computational convenience, we adopt the standard post-Newtonian gauge
where the 77 components of the metric are diagonal and isotropic. For GR this

gauge choice is specified by

1
Mg = S =0, (1.32)
L1 1
ho.,, — §hu,o = —§h00,07 (1.33)

where ¢ runs from 1 to 3 and indices are raised and lowered with the Minkowski
metric. In employing these conditions, it is important to remember that the terms
compared must be of the same order and that time derivatives increase the order.
These gauge conditions may change in modified gravity theories to ensure that

the metric is diagonal and isotropic.

The Ricci tensor to quadratic order for the 00 component and linear order for the

17 and 07 components is

Rop = — %VZhOO —~ %(hjj,(]o — 2hjo,50) + %hoo,j(hjk,k - %hklw')

— %1|vh00|2 + %hjkhoo,jk : (1.34)
Ry = — %(thOj = T g + k05 — Tjok) (1.35)
Ry =— %(thij — hoo,ij + Pk — Prikg — Pijoki) - (1.36)
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The v/c expansion is algebraically easiest to perform on the contracted Einstein
equations,
1
R, =8rG(T,, — §gu,,T) . (1.37)

To Opn(2) we have Ry = —thgﬁ), Too = =T = p and 1y = —1. The Einstein
equations for the 00 component reduce to
ls2, 2 a
_§V hoy =47Gp,
2

el (1.38)
where we have identified the Newtonian potential U with the perturbation h(()%).
At this point, we have shown that general relativity recovers Newtonian gravity in
the low-energy static limit. However, we may carry on performing perturbation

theory to find the rest of the metric and the relativistic corrections to Newtonian

gravity

For R;; we employ the gauge condition (1.32) to render the equation diagonal
and isometric. Using that T;; = 0 to Opn(2), the field equation then becomes

l =2, 2 2 2 2
47TGP(5ij = E(V hz('j) - h((JO),ij + hlgk)m - h’l(cz)kz - hi(q)kz)
1—
- §v2h§§> . (1.39)

Note that the gauge condition is used twice, once on the differentiation with

respect to the ¢ and once with respect to the 5 coordinate. Hence

e =2GUs;. (1.40)

The metric components hg; are Opy(3) as can be seen from eq. (1.30). The

equation of motion for hé‘;’.) is given by

1, =2 ¢ 3 2 2
8rGpv; = — §(V héj) - h;o),jk + hl(ck),t)j - hl(weok)

1—2 3 ]. 2
- év h(()j) - Zhéo),()j
l=2 3 1
=5V h) — 56U (1.41)

for which both gauge conditions ((1.32)) and ((1.33)) are used. To evaluate the time
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derivative to the correct PN order, we make use of the identity
0 3 '~ T (= =\ 73
5% P fE )= | pv -V f(Z,T)d’x(1 4+ Opn(2)), (1.42)

where p/ = p(7',t) and v} = 88—?. This identity follows from the vanishing of the
total derivative. We can thus solve eq. (1.41)) by using the Greens function for

the Poisson equation and defining the post-Newtonian potentials

pU

V, = |x—x|d3 ! (1.43)
(T —7")|(x —2'); .
W, = / 7 x,]é ) d*x’ (1.44)
to recover the solution - .

For the Opy(4) component of ggp, we need to use the Ricci tensor up to quadratic
order. Using the gauge conditions, the Ricci tensor becomes

1—2 1 —
R&l)) = —§V h((;é) - _(Vhé%)) + h hOO]k

11—

_ _§V2(h(4) +4(V)(VU)?2 = UVU))
1— P _

= _§v2<hg;§> + 4(v2)—1[§v21ﬂ — 22UV U])
1

= —§V2(h§§ +2U? — 8®,). (1.46)

In the second line we have factored out the Laplacian and inserted the potentials
defined earlier. In the third line we have employed the product rule and in the
last line we have used the linearity of the inverse of the Laplacian, defining the
PPN potential

d*z’ . (1.47)

T — 7|
Finally, for the matter contribution, we have the 00 component

1

—I1+ gp/,o) : (1.48)

2

1 1
Too — 59001 = p (U2 - §h(()%) + 9

We define new potentials for the scalar sources through the use of the Green’s
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function for the Laplacian to find
hig = —2G2U? + 4G, + 4G>®, + 2GD5 + 6GD, . (1.49)

We refer to ref. [190] for the expressions of the potentials ®;.

The benefit of this calculation is that while any gravitational theory must
obviously recover Newtonian gravity to be considered viable, the relativistic

corrections offer further tests of gravity, [191].

1.4.4 The Einstein-Hilbert action

The idea that actions can be used in physics is fascinating as the global statement
that an action is minimised across space seems counter-intuitive to ideas of local
physics. Never the less, the use of actions provides many insights into physics,

from conservation laws, [140], particle interactions, [69], path integrals, [61], and

geodesics, section [1.3.3]

Shortly after Einstein’s publication of his field equations, the Einstein-Hilbert
action was discovered, from which one can derive Einstein’s field equations using
the variation principle as opposed to the method presented in section [[.4.2] A
benefit of the Einstein-Hilbert action over the field equations themselves is that

it allows for modifications of gravity to be made easily, as we will see in section
1.0l

The Einstein-Hilbert action is
S= /d4a:\/_—gR 4 Sl D] (1.50)

The term /—g is required in order to make the volume measure transform as a
scalar under coordinate changes, leaving the Ricci scalar as the only non trivial
term. The additional action S,,[g,., ®] is a diffeomorphic matter action where
the metric is coupled minimally in the sense that it only enters through the
volume element and the contraction of tensor indices. This is possibly the simplest
action one could write down given diffeomorphism invariance and that the second

derivative of the metric includes curvature information.

Importantly, this method also provides an alternative route to finding the stress-

energy tensor as opposed to the opaque description given in[[.4.2] As the matter
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action is also a function of the metric, it too can be varied leading to the definition

2 45,
Tw=—F— . 1.51
124 /__g(sg'uy ( 5 )

At this point, we again mention Lovelock’s theorem. While the equation of motion
is unique for the metric, the action clearly is not. This is as we can always add
total derivatives to the action, but the variation would still result in Einstein’s

equations.

We also mention as an aside that while we vary the action with respect to the
metric, an alternative route exists. If we use the definition of the Riemann tensor
in terms of the connection, the connection need not be the metric connection.
This would imply that both are independent fields in the Einstein-Hilbert action.
This is known as the Palatini formalism. In four dimensions the resulting field
equations for the connection imply that it is the metric connection, hence the
theory is the same [I80]. While both assuming the connection is the metric
connection and the Palatini formalism give equivalent results for general relativity,

the often diverge when considering modified gravity theories.

1.5 Open questions in gravity

Having traced the history of gravity from Galileo Galilei to development of general
relativity by Einstein and having outlined the mathematics needed and discussed
some of the phenomenology of the theory, one may wonder why we intend to
dedicate the rest of this thesis to the study of modified gravity theories. To
justify this switch, we will discuss the open questions in General Relativity and
how modifying gravity may be the solution to these problems. In particular,

many problems are associated to the cosmological constant, A in eq.([1.26)).

The presence of A in the field equations may not be obvious from the outlined
derivation, but mathematically it seems natural to include it as our argument
was that based on a vanishing divergence. Intuitively, one can think of the
cosmological constant in this regard as an integration constant parameterizing
the families of possible manifolds. Physically, one can also view the cosmological
constant as the energy held in the vacuum, being a constant contribution in the
matter action. From the geometric point of view, the value of the cosmological

constant is arbitrary leaving an additional free parameter of the theory. However,
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using the interpretation as a vacuum energy, it can be sourced both classically

and quantum mechanically.

The value of the cosmological constant can be found through the combination
of two tests of cosmology. Analysis of the cosmological microwave background
(CMB) place the first peak in the CMB angular power spectrum at [ ~ 200,
suggesting that the universe is spatially flat, [51], resulting in a degeneracy that
Q, + Qa2 = 0 where Qy (€,,) is the ratio of the energy density due to the
cosmological constant (matter content) to the critical density. The luminosity
distance of an object will depend on the evolution of the scale factor between
emission and observation, and hence a series of observations across varying
redshift can show the evolution of the scale factor. The deceleration parameter ¢
describes quadratic corrections to the luminosity distance with respect to redshift
and was measured the with use of Type Ia supernovae to be approximately -0.67,
[148, 158], implying the universe’s expansion is accelerating. This parameter is
related to both Qy and €2, as go ~ Q,,,/2 —Q,, breaking the degeneracy resulting
in Q) =~ 0.3 and Q) =~ 0.7. Measurements made by the Planck collaboration,

[T51], place the constraint

Qp =0.6911 4 0.0062 (1.52)
— pa =107, (1.53)

where M, = \/8—177; is the Planck mass in natural units.

This is vanishingly small when compared to the value one would find from simple
quantum field theory (QFT) considerations. In QFT, we know that loop Feynman
diagrams contribute to physical observables, but as QFT takes place on a flat
background, there is no dependence on the ground state energy. As such little
attention is paid to the diagrams which have no external legs, called vacuum

diagrams, see [149] for a discussion.

The simplest diagram is just a single loop, corresponding to the sum of ground
state energies for a quantum field. For a scalar field with mass m, the contribution

would be,

“167°

1 kcutoff
— dkVE? +m? &~ kg (1.54)

42
dr= [y

1 kcutoﬁ
PA / dngk
0
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We have introduced the UV cutoff k,.,5 as we do not expect the theory to be true
for all energy scales, high energies would induce significant curvature and QFT
is no longer viable. At the simplest level, we expect gravity to not be important
until energies the Planck scale as it is the energy scale set by parameters of
general relativity and so Ecuop =~ M,. This would lead to an absurd difference
of 10712% orders of magnitude. One may wish to weaken the UV cutoff to the
TeV scale that we have access to from experiments such as the those performed
on the LHC at CERN, and rely on a supersymmetry to reduces the contribution
from higher energies. But even so. the estimate for the cosmological constant is

A = 107%M,}, still a massive clash between observation and theory, [I85].

One may wish to find solace in classical effects. In particular, classical physics
allows for the value of the minima of a potential to be arbitrarily set, but this
is no longer true in general relativity. When classical fields rest at the minima
of their potentials, V,, the stress-energy tensor contributes a term —V,ing,,
so classical fields would also contribute to the cosmological constant. However,
explaining why their contribution is so small is non-trivial. Attempts to have
classical potentials explain the cosmological constant and late time acceleration
leads to quintessence theories of dark energy, [40, [160] 173]. For a review of the

problem of the cosmological constant being small, see [126]

Related to the small cosmological constant, there is also the problem of the energy
density of the cosmological constant being of the same order as the matter density
today. This is referred to as the coincidence problem, [120], 78], but will not drive
much of this work. Also, there are explanations for the size of the cosmological
constant using anthropic arguments, [184], and through the existence of multiple

universes with differing vacuum energy in string theory, [153].

Finally, in the cosmological standard model, inflation requires the existence of
an addition scalar field. The only known fundamental scalar field, the Higgs
boson [43], could be this inflation field, [26], but so too could a modification to
gravity, [19, [169, [174].

In the preceding discussion, we had made reference to quantum effects while
trying to explain the cosmological constant. But this is trying to mix quantum
effects with the classical realm that general relativity resides within. Intuitively,
general relativity needs to break down at high energy scales in order to allow
these two cornerstones of modern physics to meld. Such a theory of quantum

gravity would necessarily have a classical limit where it recovers general relativity.
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But as we have seen when recovering Newtonian gravity from general relativity,
higher order corrections to the theory should exist. Such an approach is called
effective field theory [62], [63]. These corrections take the form of additional self-
interactions suppressed by a cutoff scale where a full theory would be needed. In
the context of general relativity, one would be inclined to add additional terms

to the Einstein-Hilbert action to mimic such an expansion,
S:/d4g;R+m232+.... (1.55)

This action is an example of a modified gravity model called f(R) gravity, and

as such we now move on to a discussion of different modified gravity models.

1.6 Modified gravity

A major goal of modified gravity is to explain late time acceleration without
resorting to a cosmological constant, called self-acceleration, [121], [122]. We can
also expect gravity to be modified when considered as an effective theory for
some quantum gravity, [62] [63]. Also, attempts to incorporate further physical
principles can also lead to modification to gravity. For example, wishing to make
the gravitational constant a function, which we will see in section [I.6.1 Another
example is the introduction of extra dimensions, which arises in many high energy
theories, introducing a spectrum of new fields. The effect extra dimensions have
on gravity has been studied from shortly after the discovery of General Relativity.
Two notable examples are those of the Kaluza-Klein model which attempts to
geometrically unify electromagnetism with General Relativity, resulting in extra
vector and scalar degrees of freedom, [146], or the Randall-Sundrum model which
intended to change spacetime geometry to solve the hierarchy problem, [156].
In section [I.6.3), we will see how modifying gravity through the use of extra

dimensions can lead to interesting phenomenologies with the DGP model.

For the body of this work, we will focus exclusively upon scalar-tensor gravity
theories, and so we begin our discussion of modified gravity with a Brans-Dicke
theory, the prototypical scalar-tensor theory in section [I.6.1] before moving on
to a discussion of screening mechanism which many modern models rely upon to
pass solar system tests in [I.6.2l We look in detail at two types of scalar-tensor
theory, Galileon gravity in section [I.6.3] and chameleon gravity in section [1.6.4]
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While we focus entirely on scalar-tensor gravity, many more types of modified
gravity exist: TeVeS [165], MOND [129], Bi-Metric [78], R, R" [28], infinite

derivative gravity [49], string theory [152] and many more.

1.6.1 Brans-Dicke theory

The prototypical scalar-tensor theory of gravity is Brans-Dicke theory [34]. As
a historical note, the development of Brans-Dicke theory was not driven by the
problems modern relativists try to solve, but rather by the philosophical desire to
incorporate Mach’s principle into general relativity. The objective of the model

is to replace the gravitational constant with the inverse of a scalar field, ¢.

The action of Brans-Dicke theory is

C4

5= 167G

2w

¢

/d4x«/_—g lqu + X} + Snld], (1.56)
where X = 0,¢0"¢, the constant G is a bare gravitational constant (not present in
the original formulation) and the constant w is called the Brans-Dicke parameter.
The addition of this scalar field can be considered a modification to gravity as
through a conformal transformation, the presence of the scalar field manifests as

a fifth force and so breaks the strong equivalence principle, [93].

Many modified gravity theories are built from this action and so an examination
of its properties will be beneficial when faced with more complex models. This
is our first example of a scalar-tensor modified gravity action and is indicative
of how modified gravity actions are in general modified: additional degrees of

freedom are included and couple non-minimally to the metric.

The equations of motion are found from the variation of the action (1.56)), giving

81G
0= 5t 137
G = %Tuy + %(augbaugb - %gm,&,gbawgb) + %(vuaﬂs - gMVD¢) (1.58)

It is important to note that general relativity is exactly recovered when the Brans-
Dicke parameter tends to infinity, w — co. This can be seen as 9¢ ~ w™! and so

¢ tends to a constant, hence all modifications to the metric field equation vanish.

It is clear from the field equations that we should expect a different phenomenol-
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ogy than general relativity. Later in this section, we will examine the low energy
limit of Brans-Dicke theory showing how it deviates from that of general relativity,
in particular, the deflection of light and Shapiro time delay differ. The effect on
cosmology having been examined in, for example, [I14]. Hawking showed that
black-hole solutions in Brans-Dicke theory are the same as in general relativity,
[79], that is that the black holes have no hair. It has been conjectured that the
no-hair theorem may extend to the radiation emitted by a black-hole binary being

as in general relativity, but as we will see in section [4] this isn’t true.

The additional scalar field can be introduced through the argument that as a
scalar, it is covariant and so the action remains mathematically valid. But one
may wonder if this is not already excessive as a function of only the Ricci scalar,
f(R), would also be valid and so the action

S— /d“x\/—_gf(R), (1.59)

should be considered. Such a gravity model is called f(R) gravity. However,
any f(R) gravity model is equivalent to a Brans-Dicke theory with a scalar field
potential and w = 0. It should also be noted that in the Palatini formalism, f(R)
gravity is still equivalent to a Brans-Dicke theory, but now w = —3/2, [141], [167].
Interestingly, when w = —1, Brans-Dicke theory is related to low-energy-effective

superstring theory, [32].

While the scalar field can be justified through it being invariant under diffeo-
morphisms, the exact modification to the action is not unique. Without much
thought, one could easily add a generic potential V(¢) and allow for the Brans-
Dicke parameter to be a function, w = w(¢), examples of such are the chameleon
fields, [95] [96]. Alternatively, one could consider a non-canonical kinetic term,
K(¢,X), such as in k-mouflage gravity, [I7]. But both of these modifications
can also be done for quintessence theories, albeit as an exotic matter component,
so we now look at what modifying gravity can provide. Uniquely, we could
also include a generic coupling to the Ricci scalar or introduce a non-minimal
conformal coupling to the scalar field in the matter action, or even a disformal
coupling, [I6]. In doing this, we have drifted away from Brans-Dicke theory and
towards the full freedom of the Horndeski action, [83], and beyond-Horndeski
theories, [75]. We will delay full discussion of the Horndeski action until chapter
2} but for now, we will leave the remark that it is in some sense the most general

scalar-tensor theory.
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As the prototypical scalar-tensor theory of modified gravity, the low energy limit
is enlightening as it will highlight where differences from general relativity appear.
As the low energy expansion of general relativity was performed in detail in section
[1.4.3] we only highlight the differences. For a full discussion, see [142] 190].

To begin, there are two field and both need to be expanded,

2 2 3 4
Gw = Ty + P = Ny + 13+ B+ B+ bl (1.60)
¢ = do(1+ p@ W), (1.61)

where we will see that the superscript denotes the post-Newtonian order. The
scalar field perturbations ) should all decay away from the source as the field
takes its cosmological (or galactic) background value, ¢y. The background value
is taken to be a constant as the size of any spatial and temporal variance is much
larger than that of any low-energy, local experiment. Hence, the background
field is effectively constant across the region of interest. This is analogous to
neglecting any variance in the gravitational potential due to the galaxy in solar

system dynamics.

Inserting the expansion into the scalar field equation to leading order we find

VehE) = —8xGop + V0, (1.62)
=2 8rGeyt
Vi = =5 (1.63)

which, for a coupled system of equations, can be trivially solved to find

4+ 2w
hY = 2Ge;! U (1.64)
2G ¢, "
S 169

We do this explicitly to show the prefactor to the Newtonian potential in hé%). As
Newtonian gravity is found from the 00 component of the metric, the additional
factors may seem a problem. However, the bare gravitational coupling G
introduced in the action is not the same gravitational coupling introduced
in Newtonian gravity (in contrast, the gravitational coupling in general relativity

is the same as Newton’s constant). Rather, we identify the observed Newtons
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constant, GG, with the prefactors of 2U,

£4+2w
¢03+2w'

Gops = (1.66)
This identification is a step needed by most modified gravity theories to identify
the Newtonian limit, they must recover h(()%) = 2G U

@

1]

We end by stating the solution for h

1+w
hY = ——22G U . 1.67
DT (1.67)
The full expansion up to order (v/c)* follows a smiler path than that of general
relativity, with the main differences being highlighted. That hg) contains a
different prefactor than h(()%) has an effect on lensing, which is dependent on the

ratio and difference between these two metric components.

1.6.2 Screening

There was much theoretical interest shortly after the discovery of general
relativity due to its new interpretation of the physical world. However, beyond
the classical tests of general relativity, many of the phenomena predicted, such as
black holes and gravitational waves, where considered too extreme to be found
and rather were of mathematical interest only. With the wealth of alternative
theories developed, interest in precise measurements of gravity started to increase
in order to test whether general relativity was the correct theory of gravity, [189].
As we have seen in the case of Brans-Dicke theory, many of the initial solar system
tests of gravity, such as the deflection of light, are predicted too, but with differing

values.

We have examined the low energy limit of gravity in section [I.4.3] and it is
needless to say that general relativity passes all tests that have been made of this
expansion, also see section [I.7] Of particular interest to this body of work are
solar system tests of gravity. Due to the immediate access to the solar system,
very highly accurate tests have been made, [I91]. This is a death sentence to many
theories of gravity as in order to satisfy them, they become indistinguishable from
general relativity on all scales and hence theoretically unfavored. For example,
tests have placed the constraint w > 40,000 for the Brans-Dicke parameter, and

as discussed in section [1.6.1, w — oo recovers general relativity.
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The constraint that general relativity is all but recovered in the solar system can
be satisfied through the use of "screening mechanisms". These are non-linear
effects that occur in regions of large ambient matter density. By this, we mean
densities consistent with the solar system or the Milky Way galaxy, but not such
that there is no modification on intergalactic scales, or for some mechanisms even
within dwarf galaxies, [39]. The actual calculation of the static low energy limit
in screened modified gravity theories is mathematically challenging and will be

the main topic of chapter [3]

In scalar-tensor theories, screening mechanisms can be split into two categories:

e Those that depend on the scalar-field value such as the chameleon mecha-

nism [96] or symmetron mechanism [80].

e Those that depend on derivative self-interactions of the scalar field such as
k-moflage models [I7] and the Vainshtein mechanism, [I76], which occurs

in galileon models [139).

Well will look in detail at galileon models as they are important to the space
of Horndeski models, and at the chameleon mechanism, as it naturally occurs
in f(R) gravity theories. However, the existence of such interactions do not in
and of themselves give rise to a limit where the low energy expansion of general
relativity is recovered. What they do provide is a method to decouple the large-
scale theory of gravity from that of solar system scales. In chapter [2 we will
examine those theories of Horndeski type that have a screening mechanism and

recover general relativity when screening dominates.

1.6.3 Galileon gravity

The study of galileon gravity grew out of string theory demonstrating the
connection between gravity and high-energy particle physics. In [64], Dvali et
al. considered a 3-brane embedded in a 5D flat Minkowski spacetime, called
the Dvali-Gabadadze-Porrati (DGP) model. This model contains a fifth force
which contributes a potential on the brane which goes as 1/r around a source,
and 1/7? beyond some cut of scale r9. The existence of this scale allows for the
theory to have a much smaller effect than Newtonian gravity near a body while
being comparable far away. This model is of particular interest as it allows for

self-acceleration, [58]. As the main drive for modifications to gravity come from
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cosmology, this is a huge boon for the model. However, the perturbations around
this solution are unstable, |77, [100].

It can be shown that this 5D theory is equivalent to a massive 4D gravity, [53]. A
problem with massive gravity is that when taking the mass of the gravitational
wave to zero, one does not recover the predictions of general relativity in the
linear approximation, this is known as the vDVZ discontinuity. The discontinuity
has the effect of causing theories to not pass solar system tests, in particular,
the measurement of the perihelion of Mercury [54, 177] due to the existence of
additional forces. This can be seen as a result of massive theories carrying more
degrees of freedom than the equivalent massless theory, and the additional degrees
not vanishing in the massless limit, so continuing to carry forces. This reason is
analogous to the case of the weak force; the masses of the gauge fields are caused
by the Higgs mechanism, while the Higgs field is needed to absorb the massive

degree of freedom in the unbroken phase.

A. Vainshtein suggested that the linear approximation was not appropriate for
the study of the massless limit of massive gravity due to the introduction of
divergences in higher order corrections. Importantly, these divergences happened
for radii smaller than what is now called the Vainshtein radius, while the linear
theory remains valid at large distances. Moreover, when the full non-linear theory
was considered for a spherical solution, there was no discontinuity, [176]. This led
to the idea that non-linear interactions can allow for modifications to gravity at
large distances but to recover general relativity near sources due to extra degrees
of freedom becoming "kinetically heavy" preventing their propagation, [16]. It is
this mechanism that allows for the DGP model to be suppressed below ry but
not beyond.

Galileon gravity theories are scalar-tensor theories which contain non-linear self-
interactions in order to induce a Vainshtein mechanism, [139]. This is as they are
generalizations of the effective theory of DGP gravity modifying general relativity
in the infrared limit. The reason for the name is that when considered on flat
space, an interesting symmetry arises. The action of the galileon scalar field is
invariant under shift of its amplitude and of its derivative, ¢(z) — ¢(z)+a+b,z".

The name arises due to the similarity to Galilean invariance of coordinates.

Imposing that the scalar field exists in four flat space-time dimensions, has only
second order derivatives in the equations of motion and satisfies the galileon

symmetry reduces the space of all possible field theories to four lagrangians [139],
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denoted L;. Each £; includes self interactions of order i, such as £, = —% L POH P,
where ¢ is is the galileon scalar field. This additional galileon symmetry these
scalar fields exhibit is responsible for a non-renormalisation theorem [125], stating

that the coefficients of the theory are stable under quantum corrections.

The simplest term with screening is the so-called cubic galileon,
1
L3 = —§ng8uq58“gz5. (1.68)

This highlights the unexpected nature of these models, despite enforcing that the
equations of motion are at most second order, the Lagrangian contains a non-
linear term with a second derivative of the field. This is surprising as such a
term would intuitively give rise to third order derivatives in the field equations
and hence Ostrogradski instabilities, [193]. This is a common feature of cubic,

quartic and quintic galileon lagrangians.

However, generalizing the four Galilean Lagrangians to curved space is non-
trivial. If one follows the usual procedure of minimally coupling the classical
action to the metric, one finds higher order derivatives in the equations of motion
and so reintroduces Ostrogradski instabilities. This can be averted however by
introducing non-minimal couplings between the metric and the galileon field,

leading to the covariant gelileons [59].

1.6.4 Chameleon gravity

The chameleon mechanism is an example of a screening mechanism that depends
on the value the scalar field. In particular, the presence of a matter density drives
the scalar field to take a value that suppresses its dynamics. The mechanism was
developed by J. Khory and A. Weltman in [95, [96].

The idea of the chameleon mechanism is that the scalar field has an effective
mass which is not constant across spacetime, but rather is a function of the
matter density. The chameleon mechanism is often expressed in the Einstein
frame, where the metric in the matter action includes a conformal factor A(¢)
for ¢ the chameleon field, while the metric part of the action is just the Einstein-
Hilbert action. This direct coupling to the matter density gives rise to an effective
potential in the chameleon’s field equation which is both a function of the field

value and matter density. Through a suitable choice of the scalar potential and
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conformal factor, the effective mass m.g then grows in regions of high density,

Yukawa suppressing the scalar field.

The chameleon mechanism also arises in f(R) gravity. Examples which exhibit
the chameleon mechanism are those in [84], which consider a class of broken power
law models. We further discuss this paper and give a criticism of the use of the

Cassini mission constraint in section [3.5]

For a brief explanation of the chameleon mechanism, consider the flat space action

S= / 420,60"6 + V(6) + A()p. (1.69)

Here we model the non-minimal coupling of the scalar field to the matter action
through the conformal factor as A(¢)p. Then the scalar field equation is easily
found to be

0o — (Vg + Agp) = 0. (1.70)

We see the effective potential is a function of ¢.

Assuming the scalar field rests at a minima of the effective potential with value

@, then the effective mass of the scalar can be found to be

m2g(d) = Vg (9) + Ao (d)p . (1.71)

For the effective potential to have a minima, we have to impose the constraints:

e A(¢) is monotonically increasing.
e V(¢) is monotonically decreasing.

e m2; is positive

Following [96], we pick the potential to be an inverse power law, V (¢) = M4Tm¢="
and the conformal factor A(¢) = exp(So/M,) ~ 1 + B¢/M,. Note that in the
approximation, the expansion is valid as the field should not vary beyond orders

of the Planck mass. The effective mass can be directly found to be

n+2

_axn [ fp \ 1
= )M~ . 1.72
g = (ot DM () (1.72)

The effective mass satisfies the screening properties we want, the mass increases

as the ambient density increases, and hence the scalar field experiences a large
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Yukawa suppression in regions of high density.

Using that the scalar field rests in the minimum of its effective potential, the
full solution can be found. Consider a massive body or radius R embedded in a
much lower cosmic mass density. Due to the high density, the effective mass is
very large so the scalar field is approximately constant within the body due to
the large energy needed to excite it, ¢ ~ ¢, for r < R. Far from the mass, the
field lies in the cosmic background effective minima. Near the massive body, the
field changes from the local minima to the cosmic minima, where the field will

Yukawa suppressed by the cosmic effective mass.

However, there will be a discontinuity of the scalar fields gradient at the boundary
[91), [154] if the mass contrast is large enough, leading to what is known as a thin-
shell effect. This is where only a thin shell of mass under the surface of the
body contributes to the extra scalar force. The deep interior is heavily Yukawa
suppressed, so the external solution does not receive a contribution from these

locations. The existence of the thin shell is what gives rise to the screening effect.

Because the field is continuous, at the thin shell there is a gradient as the field
changes minima which costs energy. The scalar field aims to minimise the energy
cost of its profile, and so the thin shell will only form provided the energy
gain from lying in the bottom of the effective potential across a screened region
counteracts the loss of changing minima. This has the effect of the interior value
being dependent upon the value of the chameleon field in its surroundings. This
gradient also has the effect of changing the force profile of the chameleon field,
which could potentially be detected, [119].

1.7 The parameterised post-Newtonian

formalism

In the post-Newtonian expansion of general relativity, performed in section [1.4.3]
we found the metric perturbations around flat space up to (v/c)*. In doing so
we have introduced new potentials that solve a range of Poisson-like equations.

The prefactors to these potentials are theory dependent, as can be seen in the
expansion of Brans-Dicke theory, cf. (1.40) and (1.67)), or [142] for higher orders.

A parameterisation of the metric expansion would allow for a theory-independent
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method of testing gravity. The parameterised post-Newtonian formalism provides
such an expansion, built upon several assumptions. First, the metric can be split
into a scalar part ¢, a vector part ¢” and a tensor part g, which transform
under Galilean group. As the metric expansion is for a compact system in the
Newtonian limit, we also assert that as the distance from the system tends to
infinity the metric tends to the Minkowski metric, n*. Moreover, a coordinate
system is used such that n* takes its usual diagonal form. The expansion takes
the form of the Minkowski metric with the metric components written in terms

of several potentials.

That the Minkowski metric is recovered implies that all potentials which appear in
the expansion vanish far from the source. None of the potentials should depend
upon the distance to a arbitrary origin, =, but rather they should depend on
the distance to a source, T'. As we assert the validity Galilean group, the T
dependence of potentials will only appear in the combination T — Z’. Moreover,
for the potentials to transform under the Galilean group correctly, they must be
constructed from variables which transform appropriately, e.g. T — 7%, v, O
together with tensor products and contractions of these quantities. Finally, there
is a standard gauge condition such that g% is diagonal and isotropic and simplifies
g" at order (v/c)*. Tt was found that the metric expansion of many modified

gravity theories satisfied these conditions, and form the basis of this formalism.
The PPN metric is
goo = — 14+ 2GU — 2BGU? — 226Gy + (27 +2 + a3 + (G — 286G,

+2(37 =28+ 1+ G 4GPy + 2(1 + G)GPs + 2(y + 3¢, — 26)Gd,
— (G —26)GA — (ay — ay — a3)Gw?U — asww;GU;; + (2o — o) )w'GV;,

(1.73a)
1 1
Joi = — 5(4’7—1-34-041 —ay+ G —28)GVi — 5(1 +ay — (1 + 25)GW;
1
— 5(0&1 — 2052)GU)ZU - (l/gijUij, (173b)
9i =(1427GU)dj;, (1.73¢)

where the PPN parameters are v, 3, &, a; and (;, and w’ is the velocity of the

system with respect to a universal rest frame. For a definition of the potentials

used in egs. ([1.73a]) to (1.73c]), we refer to ref. [I90]. There are several potentials

that did not appear in the PPN expansion of GR, such as A. These potentials are

found, for example, in the expansion of vector-tensor or bimetric theories, [190].
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Should any new potentials be discovered in the post-Newtonian expansion of a
modified gravity theory, they can easily be added to the PPN formalism through
inclusion in the metric expansion (1.73)) together with a new parameter.

The PPN parameters from various theories are presented in [190, 191]. For
example, one finds the values v = [ = 1 with all other parameters vanishing
in GR, while in Brans-Dicke theory, v = ;i—:‘j, = 1 and all other parameters are
zero. One of the strengths of the PPN formalism is that it directly relates physical
effects to each parameter (see, for example, table . The measurement of the
PPN parameters can be compared to predictions of a given theory and used to
constrain them, such as with the change in the Shapiro time delay (section .
It should be noted, however, that traditionally these parameters are constants,
which differs from the results presented in sections and due to the

presence of screening effects.

The first tests of relativity where the classical tests of General Relativity,
gravitational redshift, the excess precession of Mercuries’ perihelion, and light
deflection about the sun. However, it can be argued that gravitational redshift
is not a true test of general relativity, but rather of the equivalence principle,
[190], so we will not say more about it. But these three tests did much to cement
general relativity as the most accurate description of gravitational phenomena in

the universe.

But as shown, other relativistic theories of gravity have since been developed and
so we now turn to experimental tests meant to discriminate between different
models of gravity. One of the strictest constraints is that by the Cassini mission, a
radio echo experiment testing the Shapiro time delay as opposed to the deflection
angle, [24], placing the constraint |y — 1| < 1075, Other solar system tests place
constraints on the remaining PPN parameters, [137, [191], such as tests of the
equivalence principle [I3]|, and high precision numerical simulation of the orbits
of planets, [70]. So far, all constraints are consistent with general relativity and
spell the death of theories that cannot mimic General Relativity in the solar

system, hence the interest in screening mechanism.

While the traditional tests of gravity all take place in the solar system, our
understanding of cosmology has exploded in the time since general relativity was
developed (unsurprising as the FRW metric is a solution to Einsteins Equations).
However, this allows for cosmological tests of gravity to be made too. The CMB

and the growth of structure together allow for strong tests of gravity, such as in
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[211, 115, [164]. But we will not consider cosmology further.

A new avenue of testing gravity recently opened with the detection of gravitational

waves, [3]. This will be the focus of the next section.

1.8 Gravitational waves in General Relativity

When examining the low energy static limit in section [1.4.3] we linearised
Einstein’s field equations and used Euler’s equation to argue that time derivatives
of the metric are of an order v/c smaller than spacial derivatives. This is because
the objects of interest in the Newtonian limit are solar-system bodies, where
the velocities are significantly smaller than the speed of light. In this section,
we undo the static limit. The wealth of new phenomena this gives rise to are
analogous to the step from electrostatics to electrodynamics, an analogy that
will occur throughout the section. One discovery of electrodynamics was that of
electromagnetic waves, and as we will see, undoing the static limit gives rise to

gravitational waves.

However, unlike electromagnetic waves, gravitational waves are small perturba-
tions around a background metric. This is as electrodynamics is a linear theory
and so the amplitude of the wave does not change the physics of the wave, while
GR is non-linear and so the wave is affected by the energy it carries changing
the space it moves through. We will see that gravitational waves are massless
and have two polarisations and gravitational waves are sourced by the mass
quadrupole. This is in contrast to electromagnetic waves being sourced by dipoles
and is entirely due to the gravitational field being a rank 2 tensor, while the

electromagnetic field is a vector.

We will consider perturbations 5, on a flat Minkowski background,

Guv = Npw + h,uzw (174)

We consider a flat background for simplicity, but one can consider perturbations
about a curved background which brings all the subtleties of curved space with
it, [134].
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Linearising Einstein’s tensor with respect to h,,, one finds

v
o 1 tel 1 oY 1 a 9B o B
G = 0 Vb = 50° O = 50,015 = S0P hay — °015). (LT5)

This seems complicated when compared to Maxwell’s wave equation, but we can

already see the wave operator on the right hand side.

A field redefinition simplifies the calculation and so we define,
_ 1 o
Py = iy — §hamw (1.76)

In [I34], h,, is identified with the gravitational field as opposed to a metric

perturbation. Einstein’s tensor becomes

1 — — 1 —
G;w - _iaaaahw/ + aaa(p,hu)a - inuuaaaﬁhaﬂ- (177>

We can then impose the gauge condition

0°Tag = 0, (1.78)

analogous to the Lorentz gauge. This is often called the Harmonic gauge or the
De Donder gauge. But as in electrodynamics, this does not uniquely specify the

gauge and we can use residual freedoms to make the trace vanish and Eoﬁ =0

Using the Harmonic gauge, Einstein’s linearised field equations reach their final
form,

9%9,h,, = —167GT,,. 1.79
1z %

For the rest of this section, we will write the flat space d’Alembertian operator
as 0%0, = L.

As our analysis takes place on flat space, we are in the regime of special relativity.
As such, the gravitational field Eag should be a representation of the Poincaré
group. As one may expect, it indeed is, the gravitational field takes the form of
a spin two field as described by Fierz and Pauli [12] 55].

To find the gravitational wave solution to the wave equation, we first examine the
vacuum solution, T'= 0. As we expect a wave, consider the gravitational field as
a single wave

hy = H,exp(ikaz®). (1.80)
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In the wave solution we have defined several objects, the wave vector k,, scalar
amplitude H = (34, H w2 and wave vector ey, = H,,/H.

We have placed several conditions on the gravitational field: that it is transverse,

ke, = 0, (1.81)

that the trace vanishes,
H; =0, (1.82)

and that the gravitational field is spatial,
Hy, =0. (1.83)

While this appears to be 9 constraints, that the gravitational field is spatial
satisfies one of the transverse requirements, and so of the 10 components of the
tensor H,,,
cross and plus polarisations.

there are two independent degrees of freedom corresponding to the

But what of the generation of gravitational waves sourced by a non-zero stress-
energy tensor? The process of solving the wave equation (1.79) again takes the
same route as in electrodynamics. The retarded solution for the wave equation

immediately gives

Sz, (1.84)

|:c - m’l
where we integrate over the past light cone enforced through dS(z') = 6(—t+ |z —
T'|)d®z’dt. One may wonder if this satisfies the gauge condition (1.78), but it is
automatically satisfied by the linear conservation equation for the stress-energy
tensor, O*T),, = 0.

Taking the Fourier transform with respect to time of the wave equation, (1.79)),

one can solve a Poisson equation to find

= 4/ 7o exp (iw|T —7'|)d? (1.85)

let the source to be far from the detector, R = |Z| > max |Z’|, which also implies
R is much greater than the wavelength of the gravitational waves. Thus we can

simplify the integral to

exp(iwR) [ -
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Through repeated integrations by parts, use of Gauss’s theorem and the
conservation of stress energy, the solution becomes

= ep(iwR) [

hij = 4T T(]Ox x’d x, (187)
where the integral is just the quadrapole moment, ¢;;. Finally, the inverting the

Fourier transform gives the solution

T idQsz

ret

Note that the gravitational wave is sourced by the quadrapole and not the dipole

as in electromagnetism.

Thus we have the solution for the linearised Einstein’s equations showing that
radiation is emitted from a dynamical gravitational system with a quadrupole.
This radiation carries with it angular momentum and energy. For a binary
system, the emission of angular momentum circularises the orbit, while the
energy loss causes the system in inspiral. Such an inspiral was first detected
for the binary pulsar PSR B1913+16, [85] which is in close agreement with
the predictions of general relativity, [I87, [I88]. In fact, the constraints on the
quadrupole approximation from the binary pulsar are much greater than they

are from gravitational wave detection, [I71], due to the long observation time.

This provides a strong test of gravity at leading order, but higher orders in the
expansion are needed for the detection of gravitational waves. From a practical
point of view, this increases the signal to noise in the data analysis of the LIGO
project. Moreover, to break degeneracies between intrinsic parameters of the

theory, higher order perturbations are needed.

However, from the point of view of testing general relativity, the difference in
field equations caused by modifications to gravity will give rise to changes in the
energy emitted, the decay of the orbit and the gravitational waveform. For the
theories we consider, this will be through how the wave interacts with itself, with
the background and with any additional gravitational fields present in the theory.
This analysis will be performed in chapter[d There are also other changes induced
by modifying gravity, such as introducing a graviton mass, [53|, or propagation
speed, [122] 157, 162].
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1.8.1 Detection

The binary pulsar PSR B1913+-16, [85] provided strong evidence for the existence
of gravitational waves through the orbital decay being consistent with the
predicted energy loss due to the emission of gravitational waves. However, the
first direct detection of gravitational waves was made by the Laser Interferometric
Gravitational Wave Observatory (LIGO) project in September 2015 in the
in Hanford and Livingston detectors, [3]. The signal GW150914 matched
gravitational wave templates for a binary black hole merger, also providing direct
evidence for the existence of black holes. Five other mergers of black holes
have been detected|2, [5-H7]. However, the merger of black hole binaries so far
have not produced an electromagnetic counterpart. Traditionally, they were not
expected to produce such a counterpart. However, the coincident signal detected
by the Fermi satellite for GW150914 motivated the construction of models where

a electromagnetic counterpart is produced, [48, 112].

A possible electromagnetic counterpart has a large impact on modified gravity.
This is as the cosmological distances involved place tight constraints on any
deviations between the speed of light and gravitational waves, should both signal
be detected on a simultaneously [122]. This reduces the space of viable theories
which can also be responsible for late time acceleration. Such a counterpart was
found with the detection of a binary Neutron star merger, [§], constraining various
gravity models using the effective equality between the speed of light and gravity,
[10, 22, (50, [89).

As the LIGO detector is more sensitive to changes in frequencies than changes
in amplitudes, [I71] used the TIGER framework, [109], to place constraints on
deviations in the waveform’s phase during the inspiral, merger and ringdown.
Unsurprisingly, general relativity is consistent with this analysis. This provides a
strong test of modified gravity theories provided the gravitational waveform for
them can be found. With the wealth of new data soon to be available, finding the
gravitational waveform in screened modified gravity theories will be the subject
of chapter

As we enter the era of gravitational wave astronomy, new tests of gravity are
opening for the first time. Moreover, the detections will only become more
numerous and cover a wider range of wavelengths as further ground-based

experiments begin such as the Kamioka Gravitational wave detector, Advanced
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Virgo and LIGO India, [9] [166] [175], as well as space-based detectors such as the

Evolved Laser Interferometer Space Antenna [11].

1.9 Outline of Chapters 2 -5

The main body of the thesis represents the research undertaken by the author.

In chapter 2] I develop a new scaling method for finding the screened and
unscreened limits of gravity theories and apply the method to the Horndeski
action, obtaining conditions on the four free functions of the Horndeski action
which when satisfied imply the existence of a limit where general relativity is
recovered. The research presented in this chapter was performed under the
supervision of Dr. Jorge Penarrubia and Dr. Lucas Lombriser, and was published

in the Journal of Cosmology and Astroparticle Physics, [127].

Chapter 3| further develops the scaling method to include an expansion around the
screened and unscreened limits. The expansion is used to find the post-screening
effects on the metric for the cubic galileon and chameleon models. The PPN
formalism is expanded to incorporate the new metric components and we show
that existing tests have to be treated with subtlety when constraining the new
modifications. The research presented in this chapter was performed under the
supervision of Dr. Jorge Penarrubia and Dr. Lucas Lombriser, and was published

in the Journal of Cosmology and Astroparticle Physics, [128].

Chapter (4] examines the generation of gravitational waves in screened theories
after the scaling method is applied. This is done to 2PN orders beyond the
quadrupole contribution. With the modified waveform, an analysis of an idealised
LIGO signal is performed to place constraints upon the size of the modification.
This work represents ongoing research and was performed under the supervision
of Dr. Jorge Penarrubia and Dr. Lucas Lombriser with valuable suggestions from
Dr. Jonathan Gair.

Finally, in chapter |5 the conclusions of this body of work are presented together

with potential directions for future work.
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Chapter 2

Finding Horndeski theories with

Einstein gravity limits

This chapter was published in [127]. The research contained within was performed
by the author and was also the lead author of the paper under the supervision of

Dr Jorge Penarrubia and Dr Lucas Lombriser.

2.1 Introduction

The late-time accelerated expansion of our Universe has been confirmed by
a wealth of observational evidence from the measured distances of type Ia
supernovae [148, [158] to measurements of the secondary anisotropies of the
cosmic microwave background [I51]. The simplest explanation for the effect
is the contribution of a positive cosmological constant A to the Einstein field
equations. The cosmological constant is a crucial constituent of the standard
model of cosmology, A Cold Dark Matter (ACDM), where it dominates the
present energy budget of the Universe. One would expect the Planck mass M,
to set a natural scale for A as it defines the relevant scale for matter interactions
in the field equations, but the measured cosmological constant, when expressed
in terms of M, is inexplicably small, Ags &~ (1073°M,)* [159]. This calls into
question whether Einstein’s Theory of General Relativity (GR) with the observed
small value of Ay is a fundamental description of gravity. One may hope for

a theoretical justification for A.,s from quantum-field-theory, but calculations
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from Standard-Model vacuum diagrams put the expected value in the order of
Atheory = (107 M,1)* by assuming an ultra-violet cut-off at the scales probed
with the Large Hadron Collider [I85]. The difference of 60 orders of magnitude

begs for an explanation.

To overcome such issues, much work has been performed to expand the ACDM
model through modifying gravity directly instead of trying to solve the problem
within the standard particle and cosmological paradigms. This has often been
done through the introduction of new degrees of freedom. Postulating the
presence of an extra degree of freedom is not a new concept in cosmology and
is, for instance, done to facilitate inflation in the early universe. The most
common addition is the introduction of a minimally coupled scalar field with an
appropriate potential. The discovery of the Standard-Model Higgs particle has
seemingly confirmed the existence of fundamental scalar fields [43]. Furthermore,
quantum corrections to the Einstein-Hilbert action give rise to an effective field
theory containing terms such as R?, where R is the Ricci scalar; this can be shown
to be equivalent to adding a non-minimally coupled scalar field [141]. In general,
one can expect the appearance of new degrees of freedom from such effective field
theory considerations because of Lovelock’s theorem. These corrections often
cause non-minimal couplings of gravity to these new degrees of freedom, giving
rise to a wide variety of gravity models. As such, it seems that gravity must have
a more accurate description than Einstein’s theory at high energies but still well
below the Planck scale, so that a quantum theory of gravity is not needed and

we can use classical fields.

The easiest modification is to consider the addition of a non-minimally coupled
scalar field in the Einstein-Hilbert action, adding only one more degree of freedom.
In general, one may also want to consider higher-derivative actions of the scalar
field beyond first derivatives such as in kinetic terms. The instinctive problem
with a higher-derivative theory is that they can contain Ostrogradsky instabilities,
ghost degrees of freedom due to third or higher time derivatives in the equations
of motion. To avoid it, one may require the equations of motion to be of at most
second order in derivatives. This consideration leads to the Horndeski action [83],
describing the most general four-dimensional, local, second-derivative theory of
gravity with the only gravitational degrees of freedom being the metric and the
scalar field [60, O8]. Higher-derivative theories arise, for instance, as effective
scalar-tensor description in the decoupling limit of braneworld scenarios [64]

or massive gravity [56] (also see Refs. [92], 139]). Healthy theories beyond the
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Horndeski action may also be formulated |75, [196], where the equations of motion
contain third-order time derivatives but the existence of hidden constraints

prevents the appearance of ghost degrees of freedom [107].

Despite the theoretical justifications to expect a modification of GR in the high-
energy, strong-gravity regime, so far no observations are inconsistent with the
theory. Moreover, precision measurements in the Solar System put very tight
constraints on potential remnant infrared (IR) deviations [191]. A good example
of this is the measured value for vppy, the ratio of the time—time and space—space
components of the metric in a low-energy static expansion, with a constraint of
|vppy — 1] < 107° set by the Cassini mission [191]. From this, one may infer that
any modification to gravity in the IR is too small to account for deviations at

large scales causing effects like late-time acceleration.

However, there exist screening mechanisms such that modifications to gravity are
naturally suppressed in regions of high ambient mass density such as the Solar
System or galaxies on larger scales, separating the IR regimes (see Ref. [92] for a
review). As such, the local experiments of gravity set the strength of screening
required but do not immediately place tight constraints on gravity on large scales.
This motivates the use of modified gravity theories in cosmology (for reviews see
Refs. [46], 03, 10T]). Scalar-tensor modifications have long been considered as a
potential alternative explanation to the problem of cosmic acceleration. However,
it was recently shown in Refs. [117, 122] that Horndeski theories cannot provide
a self-acceleration genuinely different from the contribution of dark energy or
a cosmological constant if gravitational waves propagate at the speed of light.
Nevertheless, the dark energy field may couple non-minimally to the metric and

modify gravity.

The screening mechanisms that can suppress the effect of this coupling in high-
density regions fall into two main categories: (i) Screening by the scalar field’s
local value such as in chameleon [96] or symmetron [80] models. These models
have a canonical kinetic term in the Einstein frame and an effective potential of
the additional scalar field that depends on environment, making the field static
in deep gravitational potential wells. (ii) Derivative screening such as in the
Vainshtein mechanism [I76] or in k-mouflage models [17], where derivatives of
the scalar field dominate the equations of motion. Both classes of screening
mechanisms rely on nonlinear terms in the equations of motion. When these
are dominant, they cause the effect of the scalar field on the metric to become

sub-dominant and hence suppress the impact on the motion of matter (when
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matter is minimally coupled to the metric, which we shall assume throughout
the chapter). Gravitational models that employ these screening mechanisms
can reduce to GR in the Solar System, passing the stringent local constraints,
while yielding significant modifications of gravity on large, cosmological scales.
A further, linear shielding mechanism can additionally cause these large-scale
modifications to cancel [121], 122].

Importantly, in screened regions, gravitational modifications from scalar field
contributions in the action can still cause higher-order corrections to GR that
can be tested against observations. However, a linear expansion of the scalar
field cannot describe these corrections as the nonlinear terms that give rise to
the screening become should remain small in the series. Hence, higher-order
deviations from the expansion of GR in the low-energy static limit should not
be used to describe the expansion of a screened theory. To correctly describe
the screened regime, a perturbative expansion can be conducted using a dual
Lagrangian instead, which can be obtained from the original Lagrangian with
a Legendre transformation [73] or using Lagrange multipliers [147]. While the
dual Lagrangian describes the same physics, its equations of motion allow for a
perturbative series that is valid in the nonlinear regime of the original Lagrangian.
These procedures are mathematically involved and may not be suited for an

application to the large variety of gravity theories or a generic gravitational action.

In this chapter, we present an alternative, scaling method that finds a perturba-
tive expansion for gravity theories in nonlinear regimes but does not rely upon
finding a dual Lagrangian. We demonstrate the operability of this method on a
galileon and chameleon model, whereby we easily recover some known results for
the Vainshtein and chameleon mechanisms. We then apply the approach to the
full Horndeski action and derive a number of conditions on the modifications that
guarantee the existence of a limit where Einstein’s field equations are recovered.
We use these results to examine several known gravity theories and their different
limits. Finally, we complement the scaling method with a technique that enables
an efficient approximation of the scalar field’s radial profile for a symmetric mass
distribution, which is used to assess whether the Einstein gravity limit obtained
reflects a screening mechanism, where the recovery of GR holds near a massive

body but not far from it.

The outline of the chapter is as follows. In section [2.2] we revisit the Horndeski
action and cast the equations of motion in a form that is more useful to the
application of the scaling method. We introduce the novel method in section [2.3]
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where we also provide examples using both a galileon and a chameleon model to
demonstrate its applicability. In section we then use the method to derive the
conditions on the free Horndeski functions that ensure the existence of an Einstein
gravity limit. We apply our findings to a range of different models to illustrate
their screening effects with an approximation of the radial scalar field profile.
We close with a discussion of our results and an outlook of their application to
observational tests of gravity in section For completeness, we provide the
Horndeski field equations in the appendix, where we also present an alternative,

coordinate-dependent scaling method.

2.2 Horndeski gravity

The effective four-dimensional scalar-tensor theory of a string-theory-inspired
braneworld scenario [64] that self-accelerates [58] was observed to contain a second
derivative of the scalar field in the action. Naively this would yield problematic
third time derivatives in the equations of motion, but instead it was found to only
yield second time derivatives, therefore avoiding ghosts due to any Ostrogradsky
instabilities. It was later noted, however, that the self-accelerated branch of
the model is perturbatively not stable (e.g., [77, 100]). Furthermore, the extra
gravitational force exerted from the scalar field near massive bodies was shown
to be suppressed with respect to the Newtonian force [I38]. Another interesting
aspect of the effective action is its Galilean symmetry: invariance under the
transformation of the field ¢(z) — ¢(x) + a + b,2* for constants a and b,. This
motivated the extension of the action to the most general scalar-tensor theories
invariant under this symmetry in flat space, dubbed galileon gravity [139]. Note

that this symmetry is of relevance to the non-renormalisation theorem [125].

In four dimensions there are five flat-space galileon Lagrangians with three of
them containing higher derivatives of the scalar field but still yielding second-
order equations of motion invariant under the symmetry. Should one try to
naively covariantise the flat-space Lagrangians by making the metric dynamical
and promoting partial to covariant derivatives, the resulting equations of motion
would produce third-order time derivatives. Ref. [59] showed that counterterms
consisting of non-minimal couplings between the scalar field and the metric
remove the higher derivatives in the equations of motion, but at the expense of
explicitly breaking the Galilean symmetry in these actions due to the couplings to

gravity. The symmetry breaking caused by these interactions can be considered
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weak [I50] provided that in a decoupling limit, distinct from the metric being
Minkowski, Galileon symmetry is recovered. As a result loop corrections have a
small impact on the theory and the non-renomalisation properties are preserved
to the maximal extent. A construction of the most general scalar-tensor theory
with a single scalar field on a curved space-time, not adhering to the Galilean
shift symmetry, and with the derivatives in the equations of motion being
of second order at most was performed in Ref. [60]. The resulting action
was found to be equivalent [98] to the scalar-tensor action derived earlier by
Horndeski [83]. Meanwhile, it was shown that the covariantisation of the flat-
space galileons, while introducing third derivatives, does not necessarily yield
any Ostrogradsky instabilities, which allows to formulate healthy theories beyond
Horndeski gravity [75] through evading the non-degeneracy conditions of the
Ostrogradsky theorem [107].

We briefly review the equations of motion produced by the Horndeski action,
whereby we focus on a strongly condensed form following the notation of Ref. [98].
The full expressions can be found in appendix [A.]] We then point out an
important pattern that appears in these equations that will become very useful
in section 2.4 to reduce the number of terms that need to be considered when

exploring limits wherein a theory recovers Einstein gravity.

The Horndeski action, including a minimally coupled matter action S,,[g], is given
by

M2
su="y [ d‘*w——g{sz,X) ~ Gy(6, X0

+ Ga(¢, X)R + Gax (¢, X)[(O0)* — (V. V.0)°]
GO 0y 5009, 7,0) + 2<V,Ny¢>3}}
+ Smlal (2.1)

+ Gs(h, X)G W, V'V

where G, = R, — %QW,R is the Einstein tensor, G5, G5, G4 and G5 are free
functions of a unitless scalar field ¢ and X = —%6’@8/@, and subscripts of X or

¢ denote functional derivatives with respect to X or ¢. Variation of the action
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with respect to the metric and scalar field yields the equations of motion [9§]

5
5 l_

Z E;P , (2.3)

=2

respectively, where GO, J,Si), P¢(>i) are functions of G;, their derivatives and
functional derivatives with respect to ¢ and X (see Ref. [98] or appendix

for Jfbi) and Pd(f)), and T}, is the stress-energy tensor from the matter action.

Note that G4G,, appears within g,f,l, and —G5, X G, appears in Q,f;’, We define
9(4) = Q,w G4G),, and 9(5) = Q,W + G5, XGy aswell as a I' = Gy — G54 X. One
can then find the trace-reversed form of eq. (| . to get the metric field equations

Z Ry g;w )M, (2.4)

where for convenience, we have also defined the trace-reversed tensors
RO =g _ L asgl)
wy — Juv 2g/ﬂ/g aB
) _ a0 1 0’
Rl(jy) g,uy - 59;11/ g(Xﬁ?

for i = 2,3 and j = 4,5. Note that for R,(f,z = 0 Vi and a constant ', the metric
field equations (2.4)) reduce to Einstein’s equations.

We wish to source the scalar field equation by the matter density. To do
this, we select the terms: RGy4 in P(4), —RG,x0¢ in V“JL(LA‘), 2RG5X(D¢) and
G54 R0¢ both in V“J,(f’). These identify all possible contributions where the Ricci
scalar enters the scalar field equation. We define qui) and V“J,(f) for : = 4,5 by

removing these terms, so that we may write the scalar field equation (2.3)) as

(Z (VeI — PPy + > (Vi g® ~ P} )) R= =0, (2.5)

i=2,3 i=4,5

where 2 = Gug + (Gax — G50)0¢ — 3G5x(0¢)?. Inserting the trace of eq. (2.4)),
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2n+m—+1 2n+m 2n+m-1
i even - Rffy Pq(f), \%s J,SZ)
iodd | Rl | PV, v -

Table 2.1 The number of factors of the form 0°¢ that multiply G; within the
functions R, V“J,(f) and P | where m is the number of functional

derivatives with respect to ¢ and n with respect to X that act upon the
G;.

we rewrite the scalar field equation as

5
i i i i — i T _
<§ (VeI - P+ :(VﬂJ,S)—PqE))> F+E) RY=—-53. (26)
=2 p

i=2,3 i=4,5

The equations of motion (2.4) and (2.6) are now in the form that we will use in
the rest of the chapter.

There is an important pattern to notice in R,(fg, qui) and V“J,(f) relating the
functional derivatives of G; to their pre-factors of 0°¢ for integers s. For any
term within one of these objects let m be the number of functional derivatives
with respect to ¢ acting on the GG; contained in it. Correspondingly, let n be the

number of functional derivatives with respect to X. Consider the example

1
—5GaxVudVoo € Gt (2.7)
with n = 1 and m = 0. We can see that 2n + m = 2 derivatives of ¢

appear multiplying Gox. We find that this relation holds for all terms in Rl(?l,)
Furthermore, we can examine all of the Rffl),, Pd(f) and V# J;(f) and find the relations
listed in table These observations will become very useful when studying the

Einstein gravity limits of Horndeski theory in section

It should be noted that the scalar field equation will also contain disformal terms
such as RV ,0V,¢ which are able to source the scalar field equation through
terms such as 7"V ,¢V,¢. Such terms have had their screening capabilities
investigated in cosmological contexts (e.g., Ref. [I61]). However, the most general
case of replacing all metric sources in favour of the stress energy tensor cannot be
achieved, [25], disformal terms will remain. We do not consider such sources and

only consider conformal couplings to the metric which can always be replaced.

Finally, we note that a cosmological propagation speed of gravitational waves at

the speed of light places very tight constraints on non-vanishing contributions of
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G4x and non-constant G5 and that with the direct detection of tensor waves [3]

a corresponding measurement may soon be realized.

2.3 Scaling to describe nonlinear regimes

Screening mechanisms rely on nonlinear terms in gravitational actions. These
mechanisms usually introduce different regimes such that when near massive
bodies or in high-density environments, the non-linear terms dominate, screening
is active and GR is recovered, thus passing local tests of gravity. When they do
not dominate, there is no screening effect and gravity is modified, allowing for

deviations on large scales.

Due to this reliance on nonlinear contributions, a linearisation through a low-
energy, static perturbative expansion of the equations of motion cannot be applied
in the screened regime. Hence in the presence of screening, one cannot use such

an expansion to test gravity in the local universe.

To find a perturbative expansion in the nonlinear regime for galileon gravity
models, where Vainshtein screening operates, Refs. [73], [147] proposed the use of
dual Lagrangians obtained from Laplace transforms or Lagrange multipliers. A
dual Lagrangian is physically equivalent to the original Lagrangian but written in
terms of auxiliary fields. The benefit of this dual description is that when a low-
energy, static expansion is performed, the natural regime which the expansion
describes is within the nonlinear, and hence screened, regime of the original
Lagrangian. This expansion for the dual breaks down as one approaches a regime
where the linear terms of the original Lagrangian dominate. The expansion of
the dual is therefore complimentary to the expansion of the original Lagrangian.
As a result, these dual methods allow for a comparison between the predictions
of modified gravity theories in screened regions and observables in the local
universe. Ref. [I5] demonstrates how the Lagrange multiplier method can be
used to perform a parametrised post-Newtonian expansion [190] for derivatively
coupled theories and gives an example of the expansion to second order for the
cubic galileon model in the Jordan frame. However, the dual methods become
increasingly involved when applied to more complex Horndeski models and the
transform is not always obvious. A more concise method, enabling an expansion
in the nonlinear, screened regime, should therefore be very useful to facilitate the

analysis of deviations from GR in the local region.
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In section [2.3.1], we present a new, simpler method enabling this expansion that is
based on the scaling of the scalar field within the metric equations of motion and
scalar field equation and reproduces the known results from the dual approach of
the cubic galileon. We first demonstrate its operability with the explicit example
of the cubic galilieon coupled to gravity in section We then also show how
this method applies to screening through a scalar field potential by examining
the chameleon model in section [2.3.3 which has eluded these dual methods.

2.3.1 A scaling method

Let us first consider the heuristic form of a scalar field equation
a*Fy (¢, X) + o' Fy(¢, X) =T /M (2.8)

for free functions F} 9, the trace of the stress-energy tensor 7' of a given matter
distribution, and arbitrary real numbers s and ¢. Let @ be an arbitrary coupling
constant that controls the scale at which the different terms become important.

Now, consider the expansion of the scalar field

¢ = do(1+ '), (2.9)

where we have separated out a constant part ¢o and a varying part v¢; q is a
real number which is determined by the gravitational model under consideration.
Note that 1 is not dimensionless as, in general, o may carry dimensions. If a
is large in comparison to 1, then clearly for a sensible expansion, ¢ should be
negative, whereas if « is small, ¢ > 0. This ensures that the second term will
be small provided v < a™9. We will see that the values that ¢ can take are

restricted, and this will be the crux of the scaling method we propose here.

Let Fi5(¢, X) scale homogeneously in a? with respect to the expansion (2.9)), so
that we get

Q"M (g, (09)%) + o TME(, (09)?) = T/M;, (2.10)

for real numbers m, n. We now have the original equation (2.8)) cast as a function
of q. Equation (2.10) needs to hold for arbitrary a but the right-hand side is not
a function of «, which implies that there must be a term on the left-hand side

that is not a function of « either. As a result, g can only take on certain values,

52



namely
S t

Next we wish to examine the case where a™¢ > 1 or a™? < 9, and so we take
the formal limits of @ — 0o or @ — 0, respectively. It should be stressed that
the physical value for such constants are given when one writes down a specific
action, and that being constants, such limits do not involve changing the value

for o, rather the scale of a changes with respect to 1.

In order for these limits to be meaningful, we need to ensure that no terms in
eq. diverge. For simplicity, we let —= > 0 > —ﬁ. So if we consider the
case when a — 0o, we need to take the smaller of the two values for ¢ such that
all powers of o that appear in eq. are less than or equal to zero, preventing

any divergences. This leads to the equations

T CDR (0, (09)°) + Fa(, (00)%) = T/M;
a—o00: Fy(i, (00)) =T/M. (2.12)

Conversely, if we let @ — 0, then all powers must be positive. Hence, we must

take the largest possible value for ¢. In this case we get

Fy (1, (00)?) + o "Cw) By (1, (09)?) = T/M;,
a—0: Fi(v,(00))=T/M}. (2.13)

Hence, we have found two different equations of motion governing the dynamics of
1 in the two different limits. This allows us to perform a simplified perturbative
expansion in each of the two limits which is valid in one region but not in the
other and breaks down near ¢ =~ «, where one may want to impose some matching
condition. One can easily see that we can continue to add additional functions
to eq. to extract the dominating terms in the different limits.

Note that in general, the background of the scalar field ¢y could be a function
of the coordinates. This would have applications to metric backgrounds such
as Friedmann-Robertson-Walker or anti-de Sitter, where considering a constant

background field may not be suitable.

Besides the scalar field equation, we also need the equation of motion for the
metric to be consistent in these limits. We apply the same expansion in eq. (2.9) to

rewrite the metric field equation as a function of g,, and 1, making it dependent

23



on q. Upon taking a limit of «, the value of ¢ used in the metric field equation
must be the same as that in the scalar field equation as it describes the same
field. For a sensible limit, the metric field equation should not diverge in the

same limiting process described above.

The prescription given here applies broadly to the equations of motion that appear
in different gravity theories. There are, however, two special scenarios that we
have to consider in more detail: (i) one term is not a function of « after the
expansion in eq. (2.9); and (ii) the power of « is not a function of q. We have
insisted that in the limit of concern, ¢ must take a value that ensures a non-
vanishing contribution to the left-hand side of the equation of motion . In
the first case, the term independent of « already provides a non-vanishing term in
both limits, so we are left with the condition that no terms diverge. Hence, the set
of feasible values of ¢ in either limit creates an inequality condition for ¢, which
requires that ¢ is equal to or less (greater) than the minimum (maximum) of the
analogous set to eq.(2.11)) for &« — o0o(0); we are then free to pick a value that
satisfies this condition. However, the consideration of further equations of motion
may still provide a requirement for an exact value of ¢. The second scenario poses
a problem when taking either one or the other limits of «. If for instance, we
have a contribution of the form o™ with m > 0, then this term will diverge in the
limit of & — oo regardless of the value of ¢, but not for a — 0, and viceversa for

m < 0. We can then only solve for ¢ in the limit where there are no divergences.

The extension of the scaling method to a full, higher-order expansion ¢ = ¢ (1 +
S~ alt);) will be presented in separate work. In summary, the prescription for the

first-order scaling approach is as follows:
(i) expand the scalar field in the equations of motion according to eq.(2.9):
¢ = go(1+ a’t);
(i) for a field equation, find all values of ¢ where an exponent of a becomes 0;
(iii) if taking the limit o — 0, ¢ takes at least the maximum value of this set;
(iv) if taking the limit o — 00, ¢ takes at most the minimum value of this set;

(v) check that the complementary field equations do not diverge with this limit

and value of ¢;

(vi) should no terms diverge and should at least one non-vanishing term exist

in all field equations for this ¢, the resulting equations of motion describe
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the fields in the corresponding limit.

In order to demonstrate the applicability of the scaling method introduced here
for the description of the different screening mechanisms operating in Horndeski
theory (see section , we start by providing two simple examples: we first
discuss the application of the scaling method to the derivative screening of the
cubic galileon model in section and then apply it to the scalar field screening
in the chameleon model in section 2.3.3] In section [2.4] we then discuss its
application to the full Horndeski theory.

2.3.2 Scaling with derivative screening

Derivative terms in a field theory can be approximated by the energy of the
system, which in the low-energy limit is generally smaller than their coefficients.
Thus, these contributions are generally suppressed and one would not expect
terms involving derivatives other than the kinetic term to be relevant for low-
energy physics. However, it has been found that derivative terms can give rise to
screening mechanisms, caused either by powers of 0¢ as in kinetic screening like
k-mouflage, or by higher-derivative terms of the form 9%¢ as in the Vainshtein

mechanism.

As a demonstration of the scaling method introduced in section we now
apply it to the cubic galileon model, which employs the Vainshtein screening

mechanism. The model is defined by the action

ME oo, 2w aX

2 ¢ 4 ¢°
where S,, denotes the minimally coupled matter action, w is the Brans-Dicke
parameter and « is the coupling strength with units mass=2. Note that the
model is embedded in the Horndeski action, eq. (2.1), which can easily be seen
by setting Gy = 2wp ' X, G3 = a¢p3X /4, G4 = ¢, and G5 = 0. With this choice

of the G; functions, the metric field equations become

w

1 o
¢v#¢vy¢+ém¢gw+v#vy¢+§ (672 ME) + 6 MP)],

(2.15)

_ 1
(ZSRM/ = Mp 2 |:T#V - §Tg'wj:| +
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where we have introduced the rank-2 tensors

ME) = —X0O¢g,, — 06V,16V,6 — V. XV,6 — V.0V, X, (2.16)
M) = 6XV,9V,6. (2.17)

The scalar field equation becomes
(34 2w)do + % (6728 + ¢738®) 4+ 674 SW] = M, °T, (2.18)

where we have defined the scalar quantities

S¥ = —(0¢)? — V¢V, 0¢ — OX (2.19)
S® =5V,0VIX — XOg, (2.20)
SW =18x2. (2.21)

The introduction of M and § facilitates the analysis of the equations of motion;
the superscripts describe the power to which the scalar field appears inside of
them, so that M and S are homogeneous polynomials with respect to 0"¢ for
n=1,2.

As we want to describe the cases where the interaction terms are dominant or
vanishing, the scaling parameter in eq. is given by the coupling strength a.
This makes the S® and M,(ZZ become functions of ¢ that scale homogeneously
with respect to a? with degree of their superscript. Performing the expansion,
terms on the left-hand side of eq. become functions of «, while the right-
hand side remains a function of the stress-energy tensor only. From eq.
one can easily identify the exponents of o that appear in the expansion. For
example, aS® (¢) — a'T21¢2S8?) () gives the exponent 1+ 2q. The remaining
exponents from S are ¢, 1 + 3¢, and 1 4+ 4¢g . In the limits of large or small «,
one term on the left-hand side of eq. must balance the right-hand side by
being independent of o. This puts restrictions on the values of ¢ as at least one

of the exponents must be zero, namely,

1 1 1

We expect that the limit of @ — oo corresponds to the limit where screening
dominates and hence where Einstein gravity is recovered. To prevent any terms
from diverging in this regime, all powers of « in eq. (2.18]) should be less than or
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equal to zero. This requirement and the restriction that ¢ € Q)s implies that we

must adopt the smallest value in Qs, ¢ = min(Qs) = —%.

Next, we must also find the corresponding exponents of « in the metric field

1 1

However, eq. (2.15) contains the term ¢¢R,, which is not a function of «, and

so we do not require that the value of ¢ must be in Q,. The condition that

no terms diverge implies that ¢ < min(Qu) = —%. Hence the value ¢ = —% is

equation, which are

allowed by both field equations.

Adopting this value for ¢ and taking the limit of large a, eq. (2.15) and ({2.18])

become

_ 1
PRy, = Mp 2 {TW _ ETg‘“’} ’ (2.24)

le SO () = M°T, (2.25)

where the galileon field scales as

¢ = do(1+a '), (2.26)

One can see that the metric field equation has reduced to Einstein’s field equations
(when setting ¢y = 1), indicating a screening effect. Hence, we have recovered
the known result of Vainshtein screening in cubic galileon gravity when the self-
interaction term dominates, and we have also found the scalar field equation that
1 and thus ¢ satisfies in this limit.

In contrast, for the opposite limit of @« — 0, we expect no screening effect. In
order to prevent divergences in this limit, the powers of o must be greater than

or equal to zero, and thus ¢ = max(Qs) = 0. The field equations then become

_ 1 ¢ ¢
QSRW, - Mp 2 |:T;u/ - §Tg/u/:| + Eowv/ﬂpvu¢ + ?Dquvbg/w + ¢0vuvu¢a (227)
gop = M, *T, (2.28)
and the galileon field scales as
¢ =do(1+¢). (2.29)
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We recognise these relations as the equations of motion of Brans-Dicke gravity
in the Jordan frame [34]. Hence, we have recovered the metric and scalar
field equations describing the cubic galileon model in the deeply screened and
unscreened limits. All steps taken in the process were trivial, demonstrating the

simplicity and efficiency of our scaling method.

Strictly speaking, one must also Taylor-expand the negative powers of ¢ that
appear in the equation of motion. This contributes extra values of ¢ into the
sets and . However, these will come from terms a®t%%% with positive
integers 4, and for simplicity a,b > 0, contributing extra g values of —a/(b + i).
The minimum of these additional values is assumed when ¢ = 0. Hence, adopting
this minimum corresponds to only taking the first, constant, term in a Taylor
expansion of the negative powers of ¢, i.e., the power of ¢y, and neglecting higher
orders. The other relevant value is the maximum, which is ¢ — 0 when ¢ — oo
and is already included in the sets. We have omitted these terms for simplicity

in the calculations above.

2.3.3 Scaling with local field value screening

Besides adding powers of derivatives to an action, one may add a self-interaction
potential such as a mass term. In applying the expansion in eq. , we have so
far relied on derivatives such that the constant part vanishes and 1 is separated
out with a factor of o to some power in each term. This allowed the direct
manipulation of the equations of motion. However, screening with a scalar field
potential relies upon the field assuming a particular value that minimises an
effective potential of scalar field and matter density. In doing so, the scalar field
acquires an effective mass that is dependent of the ambient mass density. We
shall consider here the chameleon mechanism, which operates by forcing the field
to become more massive in high-density regions, and so satisfies stringent Solar

System tests.

To demonstrate how chameleon screening emerges in our framework, we consider

the action
M? 2
Scham - Tp /d4m\/ —dg |:¢R + %X - a(¢ - ¢min)n + Sm[g] ) (230)

where n is a constant, o describes a coupling constant, and ¢,,;, denotes the

value that minimises the potential (for n > 0). The action can be embedded in
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Horndeski theory by setting Gy = —2w¢™ 1 X — a(¢ — ¢min)™, Gz = 0, G4 = ¢,

and G5 = 0. The equations of motion are

(3 -+ 2W)|:|¢ :MITQT + Oé(¢ - ¢mzn)n71(2<¢ - ¢mzn) - n¢) = e/ff(¢) ) (231)
1 1
ORy =My Ty = 500 T)+ SV,0900 + 5000,

V00— 50006 = dmin)" (232)

We again use the coupling constant in the expansion of ¢. However the potential

provides powers of a that are dependent on the value of ¢y. We consider two
cases: (1) ¢0 ~ ¢mm7 and (H) |¢0 - ¢mm’ > ¢an¢'

For (i), ¢o— Gmin = 0 approximately minimises the self-interaction potential. This
results in %1y becoming the argument of the potential terms and thus dependent
on ¢g. We obtain the factors a'+*(®~17 and o'+ in the scalar field equation (2.31)),

which together with the powers from the kinetic term implies that

qe {0,—l L} = Qs. (2.33)

n'1—n
The maximum and minimum values in (s thus depend on the value of n. For
q = 0 and a — 0, the scalar field equation describes a free scalar field sourced by

the trace of the stress-energy tensor regardless of the value of n.

Consider the case when ¢ = ﬁ > 0 and o — 0; the field is no longer dynamical
as no gradients appear in the scalar field equation. Rearranging for 1 gives the

value which minimises Vg in this limit,

= <_MPQT)”11 . (2.34)

nog

We observe that for n < 1, ¢ is suppressed for large |T'| but relevant when |T'|
is small, which is as expected for the chameleon screening mechanism. However,
note that n < 1 represents the limit of @ — 0, not oo as in the screened limit for
the Vainshtein mechanism (section [2.3.2)).

In the metric field equation , derivatives contribute to the powers of a as
q and 2q whereas the potential carries the power 1 + ng. Upon examination,
one finds that the n < 1 chameleon case requires an additional restriction. In
order for the metric field equation to not diverge in the limit of a — 0 with

1+n/(1—n)

q= ﬁ > 0, the term proportional to « must have a positive exponent.
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This is true for n > 0, reproducing that for chameleon screening the potential
must have an exponent 0 < n < 1 (see, e.g., [I16]). One can also see this from

s as we examined the case when —— > —1 which requires that n € (0, 1).
1-n n

For (ii), the potential is a power of (A¢+ poadt)) with Ap = ¢ — Guin. Here, A
is the dominant term as by definition ¢gai) is a small perturbation, so a Taylor

expansion of the potential in ¢ then gives
a((AQ)" + n(A¢)" Talpgyy + ...). (2.35)

From this we see that the relevant set of values that ¢ must take for the equation
of motion (2.31)) to have a term that goes as o is

{0, —%} (2.36)

However, we now have a power of « that is not a function of ¢. As such, we cannot

for positive integers i.

take the o — oo limit without causing a divergence in the field equations. We are
left to consider the limit of & — 0, where the maximum of the set in eq.
implies ¢ = 0. In this limit the scalar field equation becomes one of a free field
sourced by the stress-energy tensor and the metric field equation becomes that

of Brans-Dicke theory.

2.4 Einstein limits in Horndeski gravity

A viable theory of gravity must have the capability of reducing to Einstein gravity
in the Solar System, so the Horndeski-type actions of interest must provide such
a limit. In this section, we describe a novel method that allows an efficient
assessment of whether an action can assume an Einstein limit or not. This is
achieved by examining the powers of a, our limiting parameter, that appear in
the action and employ the scaling procedure introduced in section 2.3 Insisting
that the metric field equations become Einstein’s equations in a given limit and
that the related scalar field equation does not diverge amounts to a set of two
inequalities on the value of ¢, the exponent of v in the expansion (2.9). To find
these conditions, we examine the form of the equations of motion in Horndeski

gravity written in terms of o). Recurring patterns in these equations, identified
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in table allow a construction of the sets of all powers of a that the field
equations contain. The inequalities check for consistency between the extrema
of these sets and allow us to determine whether the gravity theory of concern

possesses a limit where the Einstein field equations are recovered.

We emphasise, however, that the consistency of the Einstein limit alone does not
guarantee that Einstein gravity is recovered due to the operation of a screening
effect. We demonstrate this with examples of known screened and non-screened
gravity theories which possess an Einstein gravity limit. As we will show, one
can, however, assess whether the recovery of Einstein gravity can be attributed
to a screening effect or not by assuming a radial profile of the scalar field and

examining the range of validity of the limit adopted.

There have been previous attempts to capture the actions of the Horndeski type
that give rise to Vainshtein screening on a Minkowski background such as in
Refs. |94, 102] or on a FRW background as in Ref. [97], which has also been
examined for chameleon screening in the Horndeski action [35]. A benefit of
our method is that we incorporate both screening mechanisms simultaneously.
Moreover, we do not assume a specified background metric initially and instead
find conditions that can be checked for any background which is a solution to
Einstein’s field equations. A difference, however, is in our definition of screening;
we find that to leading order Einstein’s equations are recovered, and hence, in a
low-energy limit, so is Newtonian gravity. This is a stronger condition than what
is required in these papers that only examine if Newton’s equations are recovered,
which enables them to capture effects we cannot in our formalism as currently

presented.

In section we outline the expansion of the Horndeski functions G; adopted
and set up the tools needed to identify the embedded Einstein limits. Section[2.4.2]
focuses on finding all powers of o that can appear in the field equations given the
free G; and hence determine the conditions on g. We then use these conditions
in section to find the limits of Einstein gravity. Finally, we close with the

discussion on how to assess whether these can be attributed to a screening effect

in section 2.4.4]

Note that while our analysis is performed on the Horndeski action, one could also
extend it to beyond-Horndeski theories [75], [196].
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2.4.1 Expansion of G; functions and implications

In order to apply the scaling method to Horndeski gravity, we first need to find a
sensible description of the four generic GG; function in the action ([2.1). We adopt

an expansion of the form

Flo.X)= ) oM xX" [ (06—, (2337)

(m,n)EI ¢iepmn

which embeds the galileon, chameleon, and k-mouflage actions. Hereby, I denotes
a set of indices and the aP™" are coefficients that determine when the terms they
multiply become important. Further, P,,, are sets of constants ¢; which only
appear at most once per set and p,, indicates the corresponding exponent of the
scalar field potential for this ¢;. Note that we do not consider different parameters
to describe the couplings, e.g., a combination of a and [; this is because these
parameters are constants with the particular relationship between them set by
the action, hence, limits in these couplings are taken simultaneously. Additional

powers of M, are needed in the expansion of GG; as unlike I, these are not unitless.

In our scaling method, we only need to consider the powers of « that appear in
the expansion of F' with respect to eq. (2.9), so we define «[-] to be the set of
powers of o which prefactor all terms in the equations of motion after performing

the expansion. More specifically, we have

OZ[F] = U {Ozpmn+2mq+z¢i€77mn p¢iq6(¢07¢i) } 9 (238>

(m,n)el

where 0 denotes the Kronecker d-function, evaluating to unity when the argument
is zero and vanishing otherwise. In addition, several functional derivatives of F

need to be known to describe the equations of motion. Again we only need to
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consider the powers of « that can appear. Applying «[-], we get

OK[FX] — U {mapmn+2(m_1)q+z¢iep7rL7L p¢1q6(¢0_¢z)} , (239)

OC[F¢] — U U D OépanerquZq;j EPmn ‘I(p¢j —0(¢;—¢:))6(d0—¢;) } ’ (240)
(m,n)el $;€Pmn

a[FXX] — U {m(m _ 1)Oépmn+2(m—2)Q+Z¢iefpmn p¢iq5(¢0—¢i)} ’ (241)

(m,n)el
O{[FX¢] — U U {mp¢l aper7L+2(m_1)Q+Z¢j EPmn Q(pcbj _6(¢j_¢i))5(¢0_¢j) } )
(m,n)el ¢;€Pmn
(2.42)

For our discussion, we shall define the multiplication of a set by a® as the

multiplication of all elements of the set by o, which yields a new set.

To find an Einstein gravity limit for a general Horndeski theory, we apply o]
to the equations of motion to extract a set of values of ¢ a given gravity theory
can assume to prevent divergences. The minima and maxima of this set then
determine whether the theory possesses an Einstein gravity limit. To do this,
we separate the equations of motion into suitable sub-components. For instance,
consider a single collection of terms from the metric field equation with the
simplest case of a[Rngl,) |. Using the expansion of ngj) given in appendix , we
find that the powers of «a arise from combinations of G5 and Gyx. Using the

relations in table 2.1] we can thus write
a[R?)] C aa[Gax] U a[Gs) = a[Gy) . (2.43)

The reverse inclusion is the subject of the next section. This shows that not
all functional derivatives in the equations of motion need to be considered to
determine ¢ since, in general, the values found from a functional derivative of
F are not independent of those found from F' itself. We can summarise this

conclusion as

alF] D a®a[Fx] D aa[Fxx] D a®alFxx], (2.44)
alFy] D a®a[Fxy] D a*a[Fxxy, (2.45)
Oé[F¢¢] D) O./QQO./[Fqu] . (246)

No further derivatives appear in the Horndeski equations of motion and are thus
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not required to determine q. Hence, we only need to consider the functional

derivatives which are highest on these chains.

Unlike with o??a[Fy], we generally do not have afa[F,] C «[F] as can be
demonstrated with the counterexample F' = X" (¢ — ¢pin)”. The relevant
set of powers then are ala[Fy] = {a®ml+{n-1)d(0=dmin)a} in one case and
a[F] = {a@mtnd(@o=¢min)a} in the other. In the limit of ¢y = Ppmin these two sets
are equivalent: {a(®"*™}. However, when ¢y # @min, the Kronecker é-functions
vanish such that the two sets become ala[F,] = {a?™t1)7} and o[F] = {a?™},
which differs in general. This implies that we must have multiple inclusion chains

for the functional derivatives with respect to ¢.

2.4.2 Screening conditions

We now discuss the powers of o that appear in the Horndeski equations of motion.
We first focus on the metric field equation in section [2.4.2] and then on the scalar
field equation in section [2.4.2] Next, we utilise the identification of those powers
to directly infer a set of conditions on the four free function in the Horndeski
action that they must satisfy in order to provide a limit where Einstein’s field
equations are recovered. We summarise those in section [2.4.2] For clarity of the
discussion, as there are two field equations, we define ¢eric and Qseqrar to be the
values of ¢ dictated by the metric and scalar field equation, respectively. But

because there is just one scalar field, we ultimately require that ¢memic = Gscatar-

Metric field equation

For the metric field equations to be considered screened, we require
Einstein’s field equations to be recovered up to a rescaled, effective Planck mass,
which should be obtained after applying the expansion and taking one of the
limits in «. Examining eq. , we see that this corresponds to the requirement
that I' = € and Z?:z REZ,Z — 0 for some constant e.

Recall that I' = G4 — XGsx. There are two scenarios for which I' — e: (i) when
I' contains a constant term with all other terms vanishing upon taking the limit;
and (ii) when I' contains a potential term of the form (¢, — ¢)™ which is not
minimised such that the term (¢, — ¢o)™ remains in the equations after taking

the limit. Both scenarios recover Einstein’s equations up to an effective Planck
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mass and can be expressed as

T =Y a [] (60— ¢i)" =e< o0, (2.47)

n ¢2 E€Pmn

where n is an integer index and py, denotes an exponent in the potential. Note
that this term is independent of a before the expansion and hence is the
leading term when performing the expansion. We shall denote the value of the
maximum or minimum ¢ found from «a[I'] as gr. The requirement that only terms
which scale as a® do not vanish when taking a limit becomes an inequality on the
value of ¢erie. Choosing any value for ¢e beyond gr ensures that all terms
which are functions of ¢ere Will go to zero, and as such we are only left with
I' = e. Thus we must have @pepic < gr for @ — 0o (0r @metric > qr for a — 0).

The set of coefficients we need to consider to check these conditions is
OZ[F] = O{[G4 — XG5_)(]. (248)

One must remove all terms which go as o from this set in order to find the

minimum or the maximum value for qr.

The requirement that 25’22 R,(f,z — 0 removes the contribution of an effective
stress-energy component attributed to the scalar field from the metric field
equation. In principle, one could also allow for this limit to tend to a cosmological
constant, which, however, we assume to be negligible in regions where screening
operates. Further, this implies that we insist that no terms in this sum scales as

a? after our expansion.

Our aim is to use the chains of inclusion, egs. —, to reduce the number
of terms we need to consider in the equations of motion and . A
collection of such chains exists for each of the free functions G;. By examining
the highest sets in those chains, we can identify all powers of a that appear in the
metric and scalar field equations. These highest sets will also contain degenerate
terms, which further reduces the number of terms that we need to consider. By
degenerate we mean that the resulting powers of « found from examining these
particular terms are the same (see table [2.1]).

However, we are not interested in each a|G;] individually, rather in the powers

of o that arise in the full equations of motion. For the metric field equation
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specifically, we are interested in
M=a[> RJ]. (2.49)

The minimum or maximum values of ¢ in M, which we shall denote as gu, will
allow us to directly assess if the choice of gravitational action has an Einstein
gravity limit or not. In specific, we demand that the value of ¢ from the metric
field equation satisfies ¢uetric < gum in the a — oo limit (or ¢uetric > g When
a —0).

We now determine the relation between M and the highest elements of the chains
in eq. - so that our analysis can be simplified through the arguments
outlined above. This is non-trivial as while it is clear that M is included in the
union of these sets, e.g., as in eq. , terms from different R,(fg may mutually
cancel out when taking the sum. Hence, it is not a priori clear whether this
inclusion can be reversed; all we know is that M C (J_, o[ R%)]. Without the
reversal, we cannot be sure that the powers of a? we are using will remain in the

sum, even though should they exist within any R,(fg individually.

To proceed, we draw the analogy to a vector space over the free functions G,
and their functional derivatives. The basis vectors are multiples of [l¢, V,V, ¢,
the Ricci scalar, the Ricci tensor, and the Riemann tensor; 2?12 R,(f,z is then an
element of this space. Our method for showing equality between the sets is then
to identify terms with coefficients that are highest in the chains of G; and linearly
independent such that they cannot vanish unless they are already set to zero to
begin with. In doing so, any power of a that appears in a linearly independent
term will not vanish in the sum. Finding such terms for all the highest sets in our
chains of each G; will show that every power in the union appears in the sum,

and therefore in M, showing the reverse inclusion.

In the contribution of R,(f,,) to the metric field equations, one can see that the only

terms with basis vectors that do not contribute to R,(ff %) are

Gsx RV 40V 5V .0V )0 (2.50)
GsoRa(u)s VOV 0, (2.51)

which cannot vanish unless Gsx = 0 or G5, = 0, respectively. Thus we have that
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M D ?1a[Gsx]| U a®1a|Gsg). Similarly for R,(ﬁ,), we find that the terms

G4XRVM¢VV¢ ) (252)
G4V, V., ¢ (2.53)

are linearly independent from the rest of the summands in ) Rl(fl), such that the
exponents of a are given by M D afa[Gyy) U a*a[Gyx]. In R,(f’y), we can isolate
the term

GsxV XV ,o. (2.54)

Thus, the functions Gsx, G54, Gax, Gag, and Gsx are all sole coefficient of a
linearly-independent vector in the operator vector space. However, the remaining
terms in R,(fz do not appear alone in independent terms: Gaox, Ga, G4, Gage, and
G54 cannot be considered in isolation. Hence, the powers of o we would get
by including them individually may not be present upon taking the sum due to

possible mutual cancellations.

Let us first examine G544 and consider, for instance, the terms proportional to
(or in direction of) V,¢V,¢0¢, which are

1 1
VM¢VV¢D¢{§G5¢)¢ — 2Gyxy + §G3X} . (2.55)

If any term in %G5¢¢ within the combination is cancelled, this implies
that the same term must also appear in —2Gyx4 + ngx As can be seen
from eqs. and ( -, a[Gyxe) and a[Gsx] are contained in coefficients of
independent terms found in R(l, and RW respectively. Therefore, any term that
could be canceled in %G5¢¢ must still contribute to M through these independent
terms and we can simply include the whole set a[G344) in M. Thus we have that
M D a*a[Gsx] U aXa|Gsy) U a®aGsey) D a|RW].

Now consider the remaining non-independent functions in RW, ie., Gax, Ga, Gsg,

and Guge. There are two equations that mix the four:

1
VoV, 0(Gsy — §G2X — Gugs) (2.56)
1
- §g,u1/(XG2X — Gy —2X Gupp) - (2.57)

Hence, it is possible that terms in Gaox, G2, Gs4, and Gags cancel in their

contribution to Rff,l, which if they do should be excluded when determining q.
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For the general scenario and for simplicity, we therefore impose that no terms
contained in the four functions Gyx, G2, (34, and Gagg, nor any combination
thereof, cancel in their contribution to egs. and . Note, however,
that one can avoid this condition if dealing with each choice of these functions
individually. Moreover, as we are only interested in the terms that provide the
largest and smallest values of ¢ in these sets, in principle, it is only those terms
that need to be non-vanishing. But to simplify the analysis done here, we are
including the set of all possible ¢ and so more restrictively insist that no terms

shall vanish.

When this condition applies, we can include G, G4, and Gagy in M. With these
final sets, we have reversed the inclusion and shown M O |Ja[R%)] as we have
the highest elements that appear in the chains, eqs. (2.44)-(2.46[), being included

in M. In this case the full expression for M becomes

4
M =a} Rl
=2

=a[Ga) U aa[Gay] U a?a[Guay] U a®la[Gags] U o®la|Gax]
U a™a[Gseg) | (@a[Gig) U a®alGix]). (2.58)

i=3,5

With all powers of a that can appear in M accounted for, gy, can easily be
extracted for specified G; functions when initially defining the action. For the
term ZRE},), to vanish, as required to recover Einstein’s field equations, there
must be no terms independent of a (i.e., a’) in eq. (2.58) and we must have
metric < qm in the limit o — 00, or ¢metric > g for a — 0. These inequalities
prevent divergences in the equation of motion. Further, in order for I' — €, we

must have @neic < gr (0 = 00) Or Guerric > qr (v — 0) as explained above.

Scalar field equation

In the scalar field equation , P, J,Si), and R,(fz are functions of ¢. The
stress-energy tensor is also multiplied by the function =(¢), which complicates
the analysis since the contribution may disappear from the equation when taking
a limit. This allows for the possibility of the scalar field to be sourced by self-
interactions rather than 7. Even should the metric field equation reduce to
Einstein’s equations in such a limit, in order to attribute this to a screening

effect, we shall require that the matter density should be the source of the scalar
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field equation. This implies that the right-hand side of eq. (2.6) must not vanish

(or diverge) when taking the limit o — oo (or 0), hence,
= 40. (2.59)

Moreover, with a non-vanishing term on the right-hand side of eq. (2.6)), at least
one term on the left must also remain to balance it. The relevant set for these

conditions is

a[E] =a[Gay + (Gax — Gs9) 00 — %G5X(D¢)Q]

=a[Gyy) U ala[Gax — Gsg] U a®la|Gsx] (2.60)

In the heuristic examples given in section [2.3.1] the first requirement was satisfied
by letting a term in eq. scale as a (such as G4 = ¢) so it would not vanish
when taking one of the limits. This meant that we only had to examine the
left-hand side of the equation. For simplicity, let us in the following only consider
the limit of @ — oco. Analogous results, however, also apply for a« — 0. As both
sides are now functions of a4, one must also consider the right-hand side and find
the smallest value of ¢ for which eq. holds. We shall denote it as ¢=. More
specifically, for , the value of ¢.q0r required in the scalar field equations is
Qscalar < q=, where we have equality when eq. contains no terms that scale
as o akin to I'. Next, the left-hand side of eq. must be checked to ensure

that the equation is balanced.

We first consider the second series of terms on the left-hand side of the scalar
field equation ([2.6)), which is

) _RM)=. (2.61)

As we have required Z?:z R,(fg — 0 for screening in the metric field equation as
well as that = does not diverge, eq. (2.61)) vanishes when taking the limit. We
are left with the first term in (2.6)),

) _ pli B0 T _
(Z(va —POY+ Y (v - p;>>> =258 (2.62)

i=2,3 i=4,5 p

Analogous to the set M used in the metric field equation, let us now define the
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set of o powers

o
i=2,3 i=4,5

S=al S (v — PO+ 3 (vl — PO (2.63)

There are fewer unique terms in the scalar field equation than what we

encountered in the metric field equation; the only one being
Gsx Rapp, VIV ¢V VP ¢ . (2.64)

When isolating the highest terms in the chains defined in eqs. (2.44))-(2.46), we
again insist that specific combinations contain no terms that can cancel, ensuring
all possible terms remain in the final field equations. More specifically, for the

remaining terms we impose for generality that

(=2Gs9s + 2Gasx ) R V"6V, (2.65)
(Gax — 2Gapx)(09)°, (2.66)
(2C3xs — 2C1ssx )V XV 16, (2.67)
(2G34 — Gax)Og, (2.68)
— 4G9 X — Gag (2.69)

contain no terms that cancel. When satisfied, the set of all relevant powers of «

in the scalar field equation becomes

S =[Gl U ala[GaxT] U a*a[GayxT] U ala[GyxT]
U (O{QqOé[GiXF] U quOé[qugP]) N (270)

i=3,5

which allows us to determine the values ¢s takes from the minimum or maximum
of §. Then the value of ¢ in the limit of @ — oo must obey ¢scatar < ¢s, Where
again we have equality when there are no terms independent of a. This inequality
then ensures that the left-hand side of eq. has at least one term that does

not vanish.

Einstein gravity limit

We have formulated the requirements on the metric and scalar field equations for

an Einstein gravity limit to exist, which translate directly onto conditions on G;
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that must be satisfied. This determines the powers ¢etric and Gseqiar that we must
adopt in the scaling equation (2.9). In order for the limit to be self-consistent,

we further require that ¢emic = Gscatar-

The metric field equation puts the only strict inequality on the value of ¢eimic

and to recover Einstein’s equations, we insisted that (see section [2.4.2))

Z R,Efz)/ —+0 = Gmetric < M ,

[' 5 e =const. = Qetric < qr -

Complimentary to those conditions, for the scalar field equation we required that

(see section [2.4.2)
S 7L> 0 = Qscalar < Q= ,

(Z (VPID = P+ 3 (Vg - P;”)) L A0 = Gucatar < s

i=2,3 i=4,5

where the first condition guaranteed that the scalar field is sourced only by the
trace of the stress-energy tensor and the second condition ensured that the right-
hand side of the scalar field equation (2.6) is balanced by a contribution on the
left.

In summary, for a self-consistent Einstein gravity limit, the gravitational model

must satisfy the conditions:

Gmetric < gM , 4T, (271)
Qscalar S qgs, 4=, (272)
Qmetric = scalar - (273)

Recall that these conditions apply for the limit of @« — oo and the inequalities
flip when taking the limit of & — 0 instead. These conditions can easily be
checked for a given gravitational model, and in the next section we provide a few
examples. In the case of having no terms independent of « in the equations of

motion, the inequalities become

Qmetric < M , 4T, (274)
Gscalar = 4= = 45, (275)
Gmetric = 4scalar - (276)
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2.4.3 Examples

Let us examine a few example Lagrangians and apply the procedure laid out in
sections through to determine whether they contain a self-consistent

Einstein gravity limit. We start by re-examining the cubic galileon and chameleon

models discussed in sections [2.3.2] and [2.3.3] respectively.

Applying egs. (2.58]) and (2.48]) to the cubic galileon action (2.14]), we can directly

identify the sets of o that are relevant in the the metric field equation,

M = a2we XU ala[—2wo 2 X U ala[l] U a®al3a¢ X /4] U o*lalag /4],

(2.77)
a[l] = al¢] = ala’d + aléey)] . (2.78)
We consider the limit of & — oo, for which from condition (2.74)), we find
. 1 1 1
qr € {0}7 gm = Mmin {07 _Za _5} = Qmetric < _g . (279)

From the applying eqgs. (2.70) and (2.60)) to the action, one finds the relevant sets

of o in the scalar field equation as

(1
I
Q

1], (2.80)

S =a[—2w¢ ' XU alaf2w] U a*afag ™2 /4] U ala[—3a¢p ? X] . (2.81)

The condition ([2.75)) implies that

1
g= € R, gs = mln{ — = —_} = (scalar = _ia (282)

where ¢z is undetermined as there are no powers of « in Z. Finally we must check
for consistency between the two equations of motion, condition (2.76)),

1

1
scalar = Qmetric — —% < —%, 2.83
Qscal Qmet 5 3 ( )

which shows that the theory contains a consistent Einstein gravity limit when
a — o00. Note that we directly arrive at this conclusion from analysing the
free functions G; in the action only without the need of considering the galileon

equations of motion directly.

In the case of the chameleon action ([2.30)), we let ¢pg = @i in the expansion ([2.9)
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which minimises the scalar field potential for n > 0. For the limit « — 0,

egs. (2.58)), (2.48) and the conditions (2.74]) imply that

1
g € {0}, qum = max{O, ——} =—> Qmetric > 0. (2.84)
n

Examination of eqgs. (2.70)), (2.60) and condition (2.75)) yields

1
n—1’

1

0 scalar — — o 2.85
b= o=t 28)

= €R, qumaX{—

when n < 1. For consistency between the two equations of motion, we require
that

1
scalar = Qmetric — ————7 > 0, 2.86
Qscal Qmet n 1 ( )

which holds for n € (0,1) and provides an Einstein gravity limit. In the limit of
a — 00, we now use the minimum of these sets and the condition ([2.86|) switches
signs. Hence, we must have —1/(n — 1) < —1/n and n > 1 for a consistent

Einstein gravity limit.

The most trivial example of a gravity theory without an Einstein limit is G4, = X,
in which case the condition is violated as G4 will not tend to a constant.
Another, more involved example is G4 = ¢, mimicking our other examples in
satisfying conditions and , but where we further set G5 = adX 2 so
that M and S are non-trivial,

M= {aq,a_2q+1,oz_3q+1} , (2.87)

S_ {a—4q+17a—3q+1,a—3q+17@_2q4'1} , (2.88)

which follows from egs. (2.58) and (2.70). For o — oo, we get gvy = 0 and

gs = i. Thus, we cannot recover Einstein gravity since this would require gny > ¢s
instead. Similarly, if we take the limit o — 0, we obtain gy = ¢s = %, which

does not satisfy the requirement for an Einstein limit, g\ < ¢s, either.

As our last example, we consider Brans-Dicke theory which possesses no screening
mechanism unless we add a scalar field potential. The model is embedded in the
Horndeski action by setting G4 = ¢, Gy = 2a¢~'X with all other G; vanishing.

The usual Brans-Dicke parameter w becomes the scaling parameter (w — a). We
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then find from egs. (2.58) and ([2.70]) that

M = {a't %}, (2.89)
S = {a' 't} (2.90)

Let us first consider the case where a« — oo. Then for the metric field equation to
reproduce the Einstein field equations, we must have gerie < —1/2. The scalar
field equation demands that ¢s..e. = —1. Hence, conditions (2.74) and ([2.75|)

are satisfied for ¢ = —1 and we recover an Einstein gravity limit. A possible

recovery of GR in this model is not surprising as it is well known to succeed
when w becomes large. However, this limit is different as in the scaling method
the value of « is a given constant and we are taking the limits of its comparable
magnitude with respect to the scalar field (see section . But the example of
large w illustrates that an Einstein gravity limit may not necessarily be attributed
to a screening effect. Considering the limit @ — 0 instead, we find gy = 0 and
qs = —% and hence, we do not recover Einstein gravity in this limit, which would
require gy < gs. Thus, the model provides both a limit of modified gravity and
a recovery of GR whereas it is well known to not possess a screening mechanism.
We therefore need an auxiliary method to determine whether a particular Einstein
gravity limit is due to a screening effect or not. This will be the focus of the next

section.

2.4.4 Radial dependence for screening

When the metric field equations reduce to the Einstein field equations for a limit
of a, they become independent of the variation of the scalar field. The dynamics
of the scalar field is then solely determined by the scalar field equation and the
metric can be considered a background field. However, the equation of motion
for the perturbation ¢ in the expansion (2.9) may, in general, be a complicated
differential equation. For the expansion to be valid, we must have ¢ < a9 in the
regime we wish to describe and we must check that the solution to the scalar field
equation satisfies this condition. For the regime in question to show a recovery
of Einstein gravity due to a screening effect, we furthermore want it to describe

a region of high ambient density or in proximity of a massive body.

Consider, for instance, a spherical matter source. We now must find the profile

of ¢ around this mass to determine where the expansion breaks down. For
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Vainshtein screening, we expect that the Einstein gravity limit becomes invalid
once the distance from the source is large, at which point the modified gravity
model becomes unscreened. For chameleon screening, there will be a thin shell
interpolating the scalar field between the minima of the effective potential set by
the different ambient matter densities in the interior and exterior of the source
as discussed in section [2.3.3] where both regions are described by the same limit
of « — 0.

Here, we outline a method for crudely approximating the radial profile ¢(r)
of a modified gravity model with a radial matter distribution, which can then
be used to evaluate whether the Einstein gravity limits are associated with a
screening mechanism or not. As a demonstration, we apply the method to the
cubic galileon with a cylindrical mass distribution and a chameleon model with a
spherical mass distribution, where we show that the Einstein limit is attributed
to screening. Finally, we also consider Brans-Dicke theory with a spherical
matter source and show that its Einstein limit described in section 2.4.3] is
simply associated with large distances from the mass distribution and hence is not
attributed to a screening effect. For simplicity, we shall adopt a Minkowski metric
as an approximation in all scenarios. One could also consider a Schwarzschild
background, where we assume that we are describing distances large with respect
to the Schwarzschild radius (but small with respect to any screening radius) so
that our approximation holds. This assumption can easily be dropped however,
and in the Finstein gravity limit, one would then be working around a non-
trivial solution to the metric field equation such as Anti-de Siter or Friedmann-
Robertson-Walker. In such a case, the scalar field background may cause problems

due to being an assumed constant.

In general, suppose that ¢ satisfies some partial differential equation
F(¢,06,0%0) = pM,>. (2.91)

Writing out the derivatives in the coordinate choice suitable for the symmetry of
the problem, such as spherical or cylindrical, yields F(¢,d,¢,07¢) = p(r)M,™>.

Approximating the radial derivatives as
o, ~r 1, (2.92)

and the mass distribution (for a spherical symmetry) as p &~ Mr~—3 changes

the differential equation to a polynomial equation for ¢(r). We justify this
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approximation on both dimensional and symmetry grounds. While such a mass
distribution is unphysical as the integral will diverge, we are avoiding performing
integrals in the approximation and so we smear out the mass source over the
space we consider to get the radial dependence. In general, there will not be
an analytical solution to this equation and a numeric solution will have to be
found, which is still simpler than finding a solution to the potentially nonlinear

differential equation.
As our first example, consider the cubic galileon model with equation of motion

06+ a [(06)* = (V,uV,0)") = 5 (2.93)
p
This is a simplified version of the equation of motion that schematically con-
tains the terms of interest. Solutions for different symmetric mass distributions
of this equation can, for instance, be found in Ref. [33]. Consider a cylindrical
geometry and mass distribution with line element ds? = —dt? + dr? +r2d6* + dz*
and scalar field profile ¢ = ¢(r). The equation of motion then becomes

/ 2¢/¢// p
/! N
¢ +T ta r M}?’

(2.94)

which after our approximations p(r) ~ C'Mr~2, for some constant C' with units

mass, and 0, ~ r~! becomes

20 24>  CM

— o~ —.
r2 ré AMI?T2

(2.95)

A solution of this quadratic equation is

gb(r):% <\/1+:—§—1> , (2.96)

where we have defined the Vainshtein radius r; = 2aCM /M. Note that this
solution differs from the exact solution found for a cylindrical top-hat mass
by an overall factor of 1/2 [33]. However, the functional form of this simple

approximation agrees with the full solution.

Applying the expansion (2.9) with ¢ = —% and taking the limit of @ — oo, the
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equation of motion ([2.94]) for the perturbation 1) becomes

2¢/¢// ~ 2¢2 ~ CM

r rd MI?TQ

(2.97)

with 1) < «'/2. Hence, the scalar field profile is ¥ o< r, which needs to be small
compared to a~? = a'/? ~ r,. Thus, the solution is valid within the Vainshtein
radius, demonstrating that the Einstein gravity limit in the cubic galileon model

can be attributed to a screening effect.

The chameleon model of section has the equation of motion

(3+2w)0¢ = Vi (¢) = My " T + (¢ — 6)" ' (2(0 — 6m) — ), (2.98)

where we will consider its approximation on Minkowski space. We showed in
section that when @ — 0 and ¢g = ¢, the equation of motion gives the

solution for ¢ as
MI;ZT ﬁ
Y = <— — ) ) 2.99
n¢g ( )

If we approximate T' ~ —p ~ —Mr~3, then the exponent of r is positive for

n € (0,1). Hence, as 1) is small with respect to a7 for small r, the effect can be
attributed to screening in the vicinity of a source. In contrast, for the case n > 1
discussed in section [2.4.3] the exponent of r is negative and the recovery of GR

only occurs at large distances from the source, which does not correspond to a

screening effect. Setting 1 < aTw gives a screening scale r S ¢/aM /nMZ2py.

Finally, we study the example of Brans-Dicke gravity, for which in section [2.4.3]
we found an Einstein limit when ¢ = —1 and o = w — oo. The scalar field
equation can be approximated as

1 P M

— Vv ~0OyY = ~ 2.100
Tzw v ]\/[p2 Mgr3 ’ ( )

from which we find that ¢ oc 1/r. As 1) needs to be small compared to a™% = «
in order for the expansion to be valid, the solution only applies to scales of
r 2> aM/ Mz. Thus, the Einstein gravity limit is obtained at large distances from
the matter source and cannot be attributed to a screening mechanism. Rather,
we find that far from the source, the scalar field ¢ decouples from the metric field

equation and Einstein gravity is recovered to highest order.

A caveat with this approximate method is that it does not work for all differential
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equations. Take for example 0,70 = 1 which results in an absurdity when
the approximation 0, ~ % is made. Furthermore, in the above approximation,
we assume that the symmetry for the mass distribution is either cylindrical or
spherical. But it is known that the morphology of the mass distribution can
affect whether Vainshtein screening is operating or not (see, e.g., Ref. [33]). In
essence, terms in the equations of motion disappear when a coordinate symmetry
is imposed on the fields and hence the equations found after taking a limit of «
may not be consistent. The result is that the value of ¢ chosen is no longer valid
as it does not provide non-vanishing terms in the equations of motion. There may,
however, still be a screening effect if, for instance, a quartic galileon term vanishes
but the cubic contributes. Conversely, our method may not indicate a screening
effect with the scalar field equation becoming inconsistent despite a screening
mechanism operating in the covariant equations of motion such as for the quntic
galileon where screening would also require a time dependence of the source.
Further work is needed to examine these scenarios. In this respect, it should
be noted that mass distributions do not have perfect symmetry in reality. Even
in highly symmetric cases, they will contain perturbations. Working without
covariance, one might then consider the coordinate dependence of the field to
also contain a dependence on «a. Using the chain rule to extract powers of «, one
can then proceed with our limiting arguments. This alternative scaling method
may provide an approach to addressing morphology dependent screening, and we
shall briefly outline such a method in appendix [A.2] Also, it should be noted
that our method does not cover all possible screening effects. This is as we insist
that the metric field equation reduces to Einstein’s field equations in some limit,
from which it is guaranteed that a low-energy limit recovers Newtonian gravity.
However, this is a stronger condition than only requiring that Newtonian gravity
is recovered. In this case, when non-linear terms are included, a scale where

Einstein gravity is recovered may not exist.

2.5 Conclusion

In the century since Einstein’s discovery of GR, a plethora of modified gravity
models have been proposed to address a variety of problems in physics,
ranging from the quantum nature of gravity to cosmic acceleration. Powerful
observational tests of gravity have placed tight bounds on deviations from GR

in the Solar System. To pass these constraints and allow modifications on
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cosmological scales, screening mechanisms have been invoked that suppress these
modifications in high-density regions or near massive bodies, where, however,
small deviations from GR remain. Screening effects are predominantly dependent
on nonlinear terms in the equations of motion, making the calculation of these

small deviations mathematically challenging.

To overcome some of these challenges, we introduce a method for efficiently
finding the relevant equations of motion in regimes of the strong or weak coupling
of extra terms in the modified gravitational action. It works through introducing
these coupling parameters to some power in an expansion of the scalar field.
The power becomes fixed when considering formal limits of the parameters,
facilitating the individual study of the two opposing regimes. This greatly aids the
examination of gravity in screened regions as we can efficiently and consistently
determine when terms dominate or become irrelevant in the equations of motion.
We provide two explicit examples with the cubic galileon and chameleon models,
illustrating the applicability of the scaling method to both screening by derivative

interactions and local field values respectively.

Thanks to the simplicity of our method, it can be applied to the general Horndeski
action to find embedded models of physical interest by insisting that there exists
a limit where the metric field equations become Einstein’s equations. From
this, we derive a set of conditions on the four free functions of the Horndeski
action which, when satisfied, ensure this limit exists for the covariant equations
of motion. These conditions relate both the metric and scalar field equations
through the exponent of the coupling entering in the scalar field expansion.
Again, we illustrate the use of these conditions by re-examining the cubic galileon
and chameleon models as well as two models that do not employ any screening

mechanisms.

Importantly, while an Einstein limit may exist for a given gravitational action, it
is not guaranteed that it is due to a screening effect. To determine whether the
limit can be attributed to screening, further information on the scalar field profile
is required. By adopting an appropriate coordinate symmetry and turning the
differential equation describing the dynamics of the field into a polynomial whose
coefficients are functions of the radius, the scalar field profile can be approximately
derived. If the metric field equations recover Einstein’s field equations in a region
of high matter density or close to a matter source, we associate the Einstein limit
with a screening effect. We demonstrate that in the cubic galileon and chameleon

models, the Einstein limits can be attributed to screening mechanisms whereas
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in Brans-Dicke theory, we find that the Einstein limit is associated with large

distances from the matter source and so there is no screening effect.

Importantly, our scaling method combined with a low-energy static limit in
principle allows for a parameterised post-Newtonian (PPN) expansion of screened
theories to be performed in regimes where screening mechanisms operate.
Previous work has preformed a PPN expansion for Vainshtein screening [15] but
the approach adopted is mathematically involved and has only been applied to the
cubic galileon model. Given the simplicity of our scaling procedure, it becomes
feasible to develop a PPN expansion of the Horndeski action which simultaneously
takes into account the wide variety of screening mechanisms, testing all models
that can be embedded in the action. This will be presented in separate work.
One could also consider the case where the scalar field background is promoted
to a function of time. This would allow for an investigation of screening in a

cosmological context [130] and generalize our results.

Further, we plan to use our method to inspect gravitational waves in screened
theories (see, e.g., |20, 57]). As gravitational waves can be treated as per-
turbations of the metric at large distances from the source far from their
sources, our method naturally compliments this analysis in theories with screening
mechanisms. Given the recent direct measurement of gravitational waves with
the LIGO detectors [3], a comparison between waves in modified gravities and the
observed post-Newtonian parameters [I71] potentially allows for tests to be made
on this phenomenon covering all regimes of gravity: strong and weak, screened
and unscreened. The development of a suitable theoretical framework is of great
interest and can be done in a model independent manner analogous to the PPN

formalism (e.g., [194]) and our work may helps facilitate such an analysis.

Finally, one may also consider the scaling method we developed outside of the
context of gravity to study other classical systems that adhere to a hierarchy in

the contributing terms.
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Chapter 3

The parameterised
post-Newtonian expansion In

screened regions

This chapter was published in [I128]. The research contained within was performed
by the author and was also the lead author of the paper under the supervision of

Dr Jorge Penarrubia and Dr Lucas Lombriser.

3.1 Introduction

Modified gravity theories have gained interest among other reasons because
of their cosmological use in explaining early universe inflation or late-time
acceleration [46, 92, 03, 101] (however, see refs. [118] [122] [182]). In contrast,
a wide range of gravitational phenomena on scales from the Solar System to
galaxies can be described by the low-energy static regime of gravity. Because
of the immediate access to this regime, low-energy tests, such as light deflection
or the precession of the perihelion of Mercury, have probed relativistic gravity
since the inception of General Relativity (GR). Modern tests of gravity in the
Solar System have since put very tight constraints on deviations from GR as
described in section [I.7] This makes many modified gravity theories incapable of
introducing significant effects on cosmological scales while simultaneously passing

these stringent constraints. However, a range of screening mechanisms allow
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for these theories to mimic general relativity, typically are due to non-linear
interactions as described in section [1.6.2] (see refs. [121} [163] for linear shielding
effects). However, the modifications in the low-energy static regime do not vanish
completely and can still be used to constrain the range of possible modifications
on cosmological scales. The difficulty thereby lies in inferring constraints that are
applicable to the wide scope of gravitational theories proposed and independent

of the specifics of any theory.

In order to conduct theory independent tests of gravity in the low-energy static
limit, the parameterised post-Newtonian (PPN) formalism was developed as
described in section [I.77 The formalism has traditionally been constructed
through a linear post-Newtonian (PN) expansion of the metric field and stress-
energy contributions in powers of v/c, where v is of the order of the velocity of
planets. More specifically, the PPN formalism decomposes the metric components
in terms of scalar and vector potentials which are parameterised by linear
combinations of 10 constant parameters and the gravitational constant, usually
set to unity. The measured values of these parameters then capture the effects
of gravity in a theory-independent way (see [191] for a list of measurements).
Calculating the predicted values for the PPN parameters, in principle, directly
sets constraints on the theory from their measured values. However, modified
gravity theories with non-linear screening mechanisms cannot naively be mapped
onto the PPN formalism because the linearisation of the field equations removes
contributions from the non-linear interactions which are fundamental to the
screening effects. Therefore, a simple comparison to the theory independent
Solar-System tests becomes infeasible. Moreover, screened theories do not exhibit
a single low-energy limit due to the dependence of the screening effect on ambient

density, giving rise to both a screened and unscreened low-energy static limit.

The PPN formulation for theories with screening has been examined previously
for several cases. Ref. [81], for instance, performed a low-energy static expansion
for the Horndeski action with minimally coupled matter. This is achieved through
expanding the four free functions of the Horndeski action, which depend only on
the scalar field and its first derivatives, as a Taylor series. Only the terms in the
expansion linear in field perturbations are then kept. The two PPN parameters 7,
B and the effective gravitational strength for the Horndeski action are then found
in terms of Newtonian and Yukawa potentials for a spherical static system. Due to
the linearisation and hence removal of the non-linear effects, this expansion does

not incorporate screening mechanisms. A similar expansion was performed in
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ref. [195] for scalar-tensor theories in the Einstein frame with arbitrary potentials
and conformal coupling functions. Their parameterisation embeds a multitude
of theories that exhibit scalar field value screening. These mechanisms are
incorporated through an effective potential that is a function of the ambient
mass density. The minimum of this potential is used as the background value for
the scalar field and is perturbed about, giving rise to an environment dependent
mass. The PPN parameters ~, 5 and the effective gravitational strength are then
found from a calculation that assumes a static spherical mass distribution, which
again involves solutions in terms of Newtonian and Yukawa potentials. The static
mass distribution removes the effects of the vector potentials in the expansion so
that no prediction is made for several of the PPN parameters. Furthermore, while
the spherical assumption allows for an exact solution, it limits the generic nature
of the expansion. Refs. [73] and [147] used Legendre transforms and Lagrange
multipliers, respectively, to find the low-energy limit in the screened regions of
derivatively shielded theories. The purpose of constructing these dual theories
is to change the action into one where the expansion becomes more natural for
the screened regions. The Lagrange multiplier method was then implemented in
ref. [15] to find the expansion of a Vainshtein-screened cubic galileon model [139)
to order (v/c)?. However, the calculations are mathematically involved and are
not easily generalised to more complex derivatively screened theories. Further,

this method has not been extended to include field value screening.

In order to provide a unified but systematic and efficient method for deriving
the effective field equations in the limits of screening or no screening, for which
one can then perform a low-energy static expansion, we have developed a scaling
approach in chapter 2] The method allows one to find the dominant terms in the
field equations for both screening with large field values and derivatives through
the same algorithmic process. It relies on the expansion of the scalar field around a
constant background and its scaling with some exponent of the coupling constant
that controls the strength of the screening term in the action. The effective field
equations describing either screening or no screening are then found by taking a
formal limit of the coupling constant in the expansion of the full field equations.

This extracts the terms in the field equations that are relevant for the given limit.

In this chapter, we extend our method to find a perturbative series in powers of
the coupling constant around such limits. This extended scaling method is then
combined with a low-energy static expansion to produce a PPN formulation for

the screened modified gravity theories. The results for the metric perturbations
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can be directly parameterised to extend the PPN formalism with new potentials.
But alternatively to this more traditional formalism, we also present the PPN
parameters as functions of both time and space, as in refs. [81, 195]. The
functional forms of these parameters are found from the series of corrections in the
coupling constant. In particular, the PPN functions reproduce the GR parameters
when evaluated in screened regions to leading order, while deviations are captured
in higher-order corrections. We illustrate the method by finding the expansion
for a cubic galileon and chameleon model. As an application of our results, we
re-examine the implication of the Shapiro time delay measurement made by the
Cassini mission [24] in the context of the two screening mechanisms. We find
that the measurement remains unaffected by the two gravitational modifications
as long as the Solar System can be considered screened. Hence, it cannot be used

as a direct constraint on the models.

We extend the method of chapter [2] to a higher-order perturbative series around
the screened and unscreened limits in section [3.2.1] and apply it for illustration to
a cubic galileon on flat space in section [3.2.2] In section we then combine the
corrections about the screened limit with a low-energy static expansion to find the
metric to order (v/c)* for a curved-space cubic galileon model. To demonstrate
that our method also applies to screening by large field values, in section we
also perform an expansion for a chameleon model about the screening limit to
order (v/c)*. The re-examination of the Shapiro time delay for both models is
presented in section [3.5] Concluding remarks are made in section [3.6] Finally,
the appendices and provide a number of technical remarks about the

higher-order corrections in the scaling method.

3.2 Scaling method

The scaling method developed in chapter [2] allows one to find the effective
equations of motion that describe a modified gravity model in the screened regime.
The method works through consistently identifying the dominant terms in the
field equations when a formal limit of the coupling parameter is taken. The key
to the scaling method is that within the expansion of a field, corrections are
scaled by the coupling parameter. We define the screening limit to be a limit of
the coupling parameters such that the metric field equations reproduce those of
GR up to a constant effective gravitational strength. As GR is recovered in the

screened limit, higher-order corrections around this limit are required to capture
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the non-vanishing effects of modifying gravity. The PPN parameters of a gravity
theory in a screened region can then be found through performing a PN expansion

of the effective field equations obtained at each scaling order (sections and

5).

In section [3.2.1] we expand upon the method of chapter [2] to find the required
perturbative series around these limits. We provide an example of this expansion
with the flat-space cubic galileon in section [3.2.2] Note that for simplicity, in this
section, we shall only consider the application of the scaling method to a scalar
field equation. For a complete discussion that does not restrict to this flat-space
limitation, we refer to chapter|2| (also see ref. [114] for an application of the scaling

method to further modified gravity models).

3.2.1 Higher-order screening-corrections

The expansion (2.9)) only describes a scalar field in the strict limits of o — 0, co.
The two field equations obtained in these limits are the leading-order descriptions
of the theory in the regions where the approximations a~¢ > v or a? < v hold

respectively. To include higher-order corrections, we perform the expansion

¢ = o (1 +) a%%q”) : (3.1)
=1

where (%) represent the scalar field perturbations and ¢; are real numbers. For
this series to be perturbative, we require that the i** term is a smaller correction
to the field than the j* for ¢ > j, but note that this requirement alone is not
sufficient for convergence. The condition is translated into our formalism by
requiring that higher-order terms in the series vanish more quickly than the lower
orders when taking the limits in a. Hence for the limit of @ — 0, we must insist
on the ordering ¢; < ¢;11 for all ¢, and similarly for &« — oo we have ¢; > ¢;11.
We impose that ¢; > 0 for the a — 0 limit and ¢; < 0 for @« — co. We denote

the set of values that ¢; can take as Q);.

To find the equations of motion for (%), we again consider a generic homogeneous
function Fy(¢,0¢) with order k. Importantly, the leading-order term obtained
from performing the expansion (2.9) must recover the same result as that found
with the expansion in order to preserve the relevant non-linear features.

Applying the expansion (3.1) to Fy and performing a Taylor expansion in all
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aQi¢(q¢) except for CXQ1ZZJ(q1) gives

Fi.(9,00) =Fi(¢,00)|5-0
+ Z ot [5aqi¢(qi)Fk(¢a 6@5)’1[,:01/1(%) + 5a‘1i8¢(‘1z‘>Fk(¢7 a¢)|d—1=08¢(qi)] + ...
=2

(3.2)

where the ellipses contain terms quadratic in ¢, O or higher and ¢ =
(1p(92) 4plas) ). At this point we recognise that F (¢, 0¢)|s_g = a* Fy (@), oypla)).
Applying this expansion to the field equation provides all terms that may
contribute in the « limit. For eq. , one finds

T

373 = R, 00) + a0, 0p10)

+ Z Z ati [5aqi¢(qi)Fk(¢a 3¢)|¢:o¢(q") + (Saqia¢<qi>Fk(¢a 8¢)’$=Oaw(qi)} T

k=u,v 1=2

(3.3)

To find the equation of motion for the leading-order field perturbation (?), the
extremal values of ¢; are needed so that there exists a term independent of a upon
taking the appropriate limit. However, the set )1 of such values now contains
values that are functions of ¢;~1. In appendix we show that the extremal
values of (); are not functions of ¢;~; and that generally for all j and %k such that
J > k, the extremal value of (); are only functions of g;. This implies that the
values of g; can be found iteratively. Intuitively, this follows from the ordering we
have imposed on the exponents. Thus the value for ¢; is found from the first line
of eq. , which is equivalent to the expansion (2.9). Hence, the leading-order

solution for the full expansion coincides with the case where only one term is

considered, cf. eq. (2.9).

For illustration, let us assume that ¢; = —s/u so that the equation for P/ g

Fy (6519, 95/ = % _
P

(3.4)
Next we aim to find the field equation for the correction (%), Using the result
in appendix [B.1], we see that terms that contain only functional derivatives with
respect to (%) or 91(@) and terms that are only functions of ¢(~5/*) are needed.
Inserting the solution for the leading-order term, eq. (3.4)), the field equation (3.3])
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for the second-order correction reduces to

0= o= F, (1), 0¢)
+ a® (6 002020 Fi (5 00) | 50?0\ ®) + 0z o) Fio (0, 00) | 5O\ )] + ...
a92ya2) LE\P, =0 a929yp(a2) Lk P, =0

k=u,v

(3.5)

Note that there no longer exists a term that goes as o, which is to be expected as
such a term is associated with the leading order. Rather, the source term for the
higher order corrections must be vanishing in the strict limit as the corrections
must vanish too. Therefore, the set ()2 contains the values that ¢ must take
for a term to have the same a dependence as that of the slowest vanishing term.
In the second-order equation the slowest vanishing term goes as a!~vs/*.
We show in appendix that only terms linear in (%) or (%) can give the
extremal values of the set Q2. As such we may linearise the field equation (i3.5])

with respect to v(4,) and its derivatives,

—a! T PE (9, 00) = 0 Y [Sansyten Fie(#:00) =o' ™) + Sanagyian Fi(@, 00)] o0 ™]

k=u,v

(3.6)

In general, all higher-order corrections obey linear field equations as discussed in
appendix [B.2] Non-linear equations are therefore restrained to the leading order,

@) and how these source the higher-order corrections.

Finally, when including the tensor field, it too must be expanded in a-corrections

around the limits o — 00, 0. More specifically, we will employ the expansion
G = gl + Y aPigl) (3.7)
i=1

for the metric. We again impose that 0 < p; < p; Vi < j in the limit o — oo and
0> p; >p; Vi < jfor « = 0. The same procedure applies for finding the metric

field equations as described here for the scalar field.

3.2.2 Example: flat-space cubic galileon

To illustrate how to include higher-order a-corrections in the field equations, we

will examine the example of a cubic galileon model, for simplicity considered here
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in flat space. We chose this example as it involves an expansion in a screened
regime and also because we examine the extension to non-negligible curvature in

the next section. The field equation of the flat-space cubic galileon is given by

T

606 + al(06) — (VuVoo)] = =115 (33)

Applying the scaling method of chapter [ at first order, one finds for the limit
a — oo that ¢ = ¢o(1 + a’%w(’%)), where 12 is a solution to

AOYD) — (7D = (3.9
Next, we adopt the expansion to find the second-order correction to this
field equation, i.e., ¢ = ¢o(1 + a2h(-2) 4 a®21h(®)) with gy < —%. As discussed
in section , after performing a Taylor expansion of eq. in a®y®) we
need only examine the linear terms. Inserting eq. , the field equation for

(%) becomes

0=3(a 200 4+ a[Typ@)
+ goa2 T[Ty D) (DY) — (V,V,p02)(VAv @) (3.10)

We identify that the next-order source goes as o~ 2 and so to balance the counter-
term in eq. (3.10), the exponent must be g, = min {—3, -1} = —1. Using this

value and taking the limit of o — oo, the equation of motion for 1/~ becomes

(NI

3002 + Go[(Dw D) (OYY) = (V, V0 D) (VEv et =0, (3.11)

Similarly, we can determine the second-order correction for the limit of @ — 0.

Briefly, to leading order, one finds ¢; = 0 and the field equation

T
60y = —— (3.12)
M3

With the expansions (3.1) and (3.12)) of the field equation, one finds that g, =
max{1,0} = 1 and the scalar field equation for ¢)(),

60000 + g3 [(Op™M)? — (V. VM) =0. (3.13)
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3.3 Post-Newtonian expansion of the cubic

galileon model

To illustrate how a low-energy expansion can be performed in the screened limit
of a modified gravity theory, we will first adopt the cubic galileon in the Jordan
frame [139]. The model exhibits a Vainshtein screening mechanism [I76] and is
the simplest of the galileon models. The combination of the PN expansion with
our scaling method enables a systematic low-energy expansion of the model in
its screened regime. First, we employ the scaling method to obtain the screened
metric field equations at both the leading and second order in «. Due to screening,
the leading-order metric field equation is just that of GR with a constant effective
gravitational coupling. Thus, its PN expansion can be found, e.g., in ref. [I90]
or section [[.4.3] At second order, the screened metric field equation contains
deviations from GR and so its PN expansion gives the corrections to the PPN
parameters. A benefit to adopting the cubic galileon model is that its low-
energy expansion of the screened regime has previously been studied using dual
Lagrangians up to PN order 2 in ref. [15] and that we can directly compare our

results to that source while extending the expansion to PN order 4.

The curved space extension of the cubic galileon in the Jordan frame has the

action

Moo, 2w aX

2 ¢ 4 ¢°
where S, denotes the minimally coupled matter action, w is the Brans-Dicke
parameter [34], X = —19,¢00"¢, M? = (87G)~" and « is the coupling strength

with units mass—2. The metric field equation is

1 w 1 o _
¢Ruu = 871G |:T,u1/ - §Tgul/:| +gvu¢vu¢+§m¢gm/+vuvu¢+§ [¢ 3M;(f’u) + ¢ 4ML4V)} )
(3.15)
and the scalar field equation is
(3 + 2w)0¢ + % [0728®) + ¢3S 4 ¢71SW] = 87 GT . (3.16)
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For convenience, we have made use of the rank 2 tensors

MB) = —XOd¢g,, — 06V .0V, — V,XV,6 — V,0V, X

pv

M) =6XV,6V,0,
and scalar quantities,

8(2) = _<D¢>2 + (vuvu¢)2 - R’”’Vugbqub ’
SG) = 5V, oVHX — XUo,
SW=18Xx2,

as defined in eq. (2.16)) and (2.19).

We will use the metric signature (—, +,+,+). To label both a and PN orders,
we will write A®7) where i denotes the a order and j the PN order. As we will
find the relevant a order before the PN order, we will use A® to label to the i*" o
order. This labelling should not be confused with the tensors defined above, such
as S@, in which case the notation will read S® @7 This convention will hold
for all composite objects such as the Ricci tensor, scalar and the d’Alembertian.
Greek indices will run from 0 to 3, while Latin ones will run from 1 to 3. We will
denote spatial derivatives as both V; or as an index with a comma. We let ¢ = 1.

Finally, we will refer to an object of PN order (v/c)! as Opn(7).

In section we recover the leading-order PN expansion for the 00 and ij
components of the metric, and in section [3.3.2] we find the leading-order PN
expansion for the 07 components and the second order for the 00 component. In
section [3.3.3] we solve for the metric components in terms of potentials and find
the PPN parameters for this theory.

3.3.1 Second-order expansion for the 00 and ij

components

Using the method outlined in chapter[2] one finds for the v — oo limit of eq. ([3.16))

that ¢; = —% (see chapterfor more details). This limit corresponds to a screened
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regime with field equations

1
$oRY) = 87G {ij;) - §T(°)gffi)] : (3.17)
%S(z)(o)w(—;)) — 8T (3.18)

We now wish to perform the PN expansion of these equations in v/c. To do this
we will expand each metric correction coming from eq. (3.7)) in PN order. For the

leading-order term we use

9% = M+ 0D (3.19)

As the metric field equation is just Einstein’s equation with an effective
gravitational constant, the field perturbations h,(fy’i) are the same as those for
the PN expansion of GR (see section . This is as expected as the leading-
order term should recover GR to be considered screened. However, the gauge

conditions imposed differ due to the additional scalar field:

1
9iu— §gﬁ,i =1y, (3.20)
p L 1
Jou — §9M,o =1 — 5900,07 (3.21)

where indices are raised and lowered with the Minkowski metric 7,,,. It is required
that these conditions match terms of the same order in both « and PN, and so

have no effect on the expansion of gff’).

We are left to find the PN expansion of the leading-order scalar field equa-
tion . Therefor, we use that the trace of the stress-energy tensor defined in
eqs. —, T = —p, is Oppn(2). As it sources the scalar field equation,
there must be at least one other term which is also Oppy(2). Using that
R,(PV) ~ Opn(> 2) and 0, =~ Opy(1), to lowest order the scalar field equation
s

(V9T = (VW 20)] = 327Gp. (3.22)

To balance the PN orders across the equation, the field @Z)(_%’i) must be Opp(1)
and so 1 = 1. Note that with equation ([3.22), we have recovered with a simple and
systematic procedure the same result as presented in equation (3.54) of ref. [I5],

which was obtained from consideration of a dual Lagrangian.

To determine the deviations in the metric coming from the modification of gravity,
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we must first find the field equations for the next order a-correction. Inserting

the first two terms from the expansions of the scalar field, eq. (3.1, and metric,
eq. (3.7), into the metric field equation (3.15]), we obtain

l\?\»—l

do(1+a 20 D) (RO + an RED) = 87G(TY + T00) + 0,0 P9,

ooy
o

1
+ 5@*%@)(5(0) + OémD(m))qﬂ(*%)(g/(W) + Oéplg}(gll)) +a 2¢ ( ) 1 Oéplv(pl ) O, (-1

+ % [or% (MBO (D) 4 a2 OF) (D))

%

+a 2 (MO (D) 4+ o M}S;‘:)(pl)(w(*%)))} ’ (3.23)

where 7, = T, — %gWT. Using the lowest-order field equation, eq. (3.17)), we
are left with only terms that will vanish in the limit of & — oo. The slowest
vanishing term goes as a2 such that p; = min{—1,0, 1} = —3. Taking the limit

a — oo provides the second-order metric field equation

1

_1 1 - — 71 _1 _1
Rl +9 DR = 8Geg Ty D409 Vg0 V00,4t . o MPO[D).
(3.24)

l\')

Preforming a PN expansion of (3.24]) recovers the metric corrections arising from

the modifications to gravity. Using that @/)(_%) = qﬁ(_%’l) + Opn(> 1), the metric

1 _1
9 =m0 + h%? + Opy(> 2) and g,(uﬂ) = hEWQ’l) + Oppn(> 1), the field equation

to lowest order is
_1 1—
Riu ™ = ST, 4 0,0,60 5. (3.25)
Examining the 00 component of the metric, the equation of motion is
1l—o (_1 1— 1
—§v2h§)0 20 = —Ev%(—a’l) . (3.26)
As the right-hand side is Opy(1), so must the left-hand side and thus [ = 1.

As in the case of GR, hmn ) should be dlagonal hence the choice of gauge in
eq. ( - Collecting the lowest-order terms, eq. (3.25)) becomes

l—o (-1 1
—évzhﬁ,mz’” = SV, (3.27)

Note that egs. (3.26)) and (3.27) are equivalent to the second part of egs. (3.44)
and (3.49) in ref. [I5], and so we recover the same results to Opy(2) as with the

employment of dual Lagrangians.
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3.3.2 Second-order expansion for 0j and the third-order
for 00

To find the higher-order PN corrections to the metric, we will need the higher-

order PN correction to the scalar field. The scalar field perturbation 7,0(_%) is a

solution to the field equation (3.18]),
1
7SO (2] = 8xGT® (3.28)

and 1(~2'Y) satisfies the equation of motion ([3.22)). The next order PN expansion
of the trace of the stress-energy tensor is of Opy(4). Writing down all terms in
eq. (B-18) which are Opy(4) or linear in ¢»(-2) the field equation (3.18) becomes

(Vi 2D)?pi02) (T, 7,9 20) R0 —v N RAATC A v

— 1 —

(T D) (FCA9) - (T, 7,0 4) (FuT ol 09) = 1656 (3% 1),
(3.29)

One can see that in order to balance the PN orders in this equation, we must
have that Opy(1p2%) = Opy(3).

With this relation, we are able to find the second-order PN correction to the
metric for the 0j components and the third order of 00. We can then use
these results to map the modified gravity theory into the PPN formalism (see
section . Using the linear terms from the expansion of the 0 j components of

the Ricci tensor, eq. , and the two gauge conditions and , it is
easily shown that

1
Ryj ~ —i(v hoj + = hoo i — 2¥.05) (3.30)

to lowest order. The lowest PN order for the 0j component in equation (|3.24])
is Opn(2) after inserting the expansion of the Ricci tensor, the metric and scalar

field. The resulting field equation is given by

1)

VY + hoooj ~0. (3.31)

This is equivalent to the PN expansion of the 0j component in GR, eq. (1.41),

but without the matter source.
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_1
Applying the gauge conditions with third-order corrections to R(()O 2), eq. (1.36)),
one finds that

-1.3) lis2, (-39 (=3.1) 51
Roo == 5 \% hoo = 2¢,002 - ¢ ;2 hé%,?
(- 0,2 0.2); (=31 (=51, (0,2)
+ 202 VR0 — ROARSED B0 | (3.32)
Thus the field equation (3.24) to Opy(3) is

__ _1 — 1 _
V2h802’3) _ V2¢(_5’3) B ¢(00 h(02 V ¢

(- 0,2 1), (0,2) (0,2 0,2); (=3,
+”¢ > (()03)_2}100; h’((]OJ +h hOOj)lc+h hoo?k

. 1 _1
— 2y ho%g) s Mg W(*?’l ]+ 87TG¢61Ph00 2!
1 1
5 (0hGY — 0 — o)l Y, (3.33)

where the last line arises from the contribution of the Christoffel symbols.

Note that the equations for the metric components, eqgs. (3.26)), (3.27), (3.31)), and
(3.33) (with exception of the term proportional to Még)(o,()))’ are all equivalent to

the corresponding field equations found for Brans-Dicke theory with no matter
content [I42]. The differences arise from different scalar field equations, egs.
and . That there is no matter content in eq. results in the gauge
condition being trivially satisfied.

3.3.3 Metric solution

The metric components can be solved in terms of the scalar field and source
terms derived from the matter content, such as the mass density or Newtonian

potential. It will prove convenient to use the notation

V) 'r@ 1) = _i/ S0 o (3.34)

A | |z =7
for a function f(z,t).
. . -1y (-1 (12 .
From the equations of motion for hy, ", hmn'" " and hy; >, ie., egs. (3.26),
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(3.27) and ({3.31]), respectively, it follows that

1 1
hfger’ = _w(7§71)5mn 5 (336>
(=12 —2\ -1 1 (-1
ho 7 = (V) L= 5Py ]
_ L a8 L 0> 2) (3.37)
- 9 j PN . .

In the last line, we have used the identity (1.42), and in analogy to the PPN
potentials V; and W in eqs. (1.43) and ((1.44)), we have defined

puk+) — Y IR P N (3.38)

[z - 93’|3

x—:v’|5

where 7 = 0,T.

_1
Finally, from the equation of motion for h(()o 2’3), eq. (3.33)), we have

1 ~(_1 _1
héo 3) — w(%v?)) + (I)g 5:3) o 3"41([1 7:3)
1 o l
~ B 166, by _ o2 (3.40)
_1 _1
= oY —al Y (3.41)

We have absorbed all terms arising from the Brans-Dicke-like part of the action

into ®p and in analogy to the PPN potentials, we have defined

- 1 P/ P) g2 9 PP (7 —7))?
(I)(p,q+2) = _ A3 A(p7q+ ) = _ / A3
! i ) o — a3 T 4 |z —7|° v
- 12! (P:2) YOG . (7 — 7))
Pt — Py By BPIt2) — 43
2 |z — 2| v v 47T T — 7|3

2

— _1 —/2 _1
2010 = (V) { Ty B0 PTy >}
(3.42)
where a = 0,v.

In solving the metric components we have kept the scalar field explicit, rather
than implementing its solution in terms of the matter source. This complicates

our results in comparison to expansions given for other theories such as Brans-
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Dicke gravity [191], where the solution to the scalar field equation is used and
the metric components are solved for in terms of the matter content. However,
leaving the scalar field explicit allows for a generic solution in terms of potentials
derived from it, which will prove useful when examining the chameleon model in
section [3.4] One may worry that the potentials A and B arise from the Brans-
Dicke part of the action but have no analogue in its PN expansion. This is as

_1
wfooz 1) would be removed through the use of the Brans-Dicke scalar field equation.

1
=Y in eq. (3.35)) identifies this perturbation

directly with the perturbation in the scalar field of the same PN order. Recall

Interestingly, the solution for hég

that the force that a test particle feels in the low-energy static limit is associated
with the derivative of the 00 component of the metric. Hence, we recognise that
the inclusion of the a-correction gives rise to a fifth force interaction between the

test particle and the scalar field.

3.3.4 Mapping to the parameterised post-Newtonian

formalism

Next, we are left with putting all of the parts together to map the modifications
to the PPN framework. This can be done either through the introduction of
new potentials or through adaptation of the PPN parameters. Considering the
corrections to the metric as new potentials with corresponding parameters is in
the spirit of the PPN formalism, which was built through adding new potentials
as they were discovered [190]. These potentials then carry their own parameter
that can be constrained by experiments. We present such a metric at the end of

this section.

However, we also present an adaptation of the PPN formalism that captures the
spatial dependence of screening effects by promoting the PPN parameters into
functions of the coordinates. This constitutes changing the summation order from
summing over o then over PN to the summing over PN then over a by combining
the PN summation from the GR field equations with that coming from the
a-corrections in eq. . The results of this section will be summarised in table
B.11

In order to match the expression to the form of the PPN metric in eq. (1.73al),
the 00 component of the metric should go as ~ —1 + 2GU. Hence to PN leading
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order, we get that

goo = —1 4 2G¢5 U + a~ 22D
— 142G, (3.43)

where we have defined the effective gravitational coupling
Goy=GO + G2

=Goyt + a2

o0 (3.44)

Note that the correction to G4 is controlled by the parameter a.

The ij component of the metric must be ~ §;;(1 + 2G.4yU). From this we can
find the PPN parameter ~ as

gij = 0i;(1 4+ 2Goy ' U — Of%w(*%,l))
2GOU — a—§¢<—;,1>>
2GOU + o~ z¢p- 2D
=0y (1 +2Gal) (3.45)

= 0, <1 +2G, U

where v becomes a function of space, as expected. We have

=y O 4 D)
1 1
2 ) (_771)
—1- ayTEy (3.46)
2GOU 4 297221

and when taking the limit of & — oo, we recover v = 1.

For the 0¢ components of the metric, the PPN expansion introduces
several parameters: £ which is responsible for preferred location effects, (; which
is responsible for a breakdown in the conservation of momentum, «; and a»
which are responsible for preferred frame effects. As this theory comes from a
Lagrangian we have no reason to expect a breakdown of conservation laws, and
as a scalar-tensor theory with a constant background field we expect no preferred
frame effects (see ref. [86] for a discussion of how preferred frame effects can
appear in a cosmological context). However, we would expect preferred location
effects from our expansion. This is as the approximation a? < 1 is only valid
for a sufficiently screened (or unscreened) region, and so the expansion favours

these locations. This manifests as the gravitational coupling varying through
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space, which is responsible for preferred location effects. Hence, we will use the

parameter £ to put the metric into PPN form.

The PPN metric for the 0z components is given by

1 1
Joi = —5(4’)/ + 3 — 25)‘/;Geﬁ‘ - 5(1 + 2£)WiG€ﬁ7 (347>

where in section B.3.3] we have found the metric solution

7 1 !
goi = —§VZG(O) — WG + a2 (5

_ 3 _1
; po +§W} 2% (3.48)

For clarity, we will drop the order notation on ¥V and W.

The method used for finding the parameters v and G.g in both the 00 and
17 components will not work for £&. The reason for this is that £ will need
to solve two different equations coming from the prefactors of the two vector
potentials. Furthermore, ¥y, may not lie in the span of V; and W; and so will
have a component that cannot be absorbed into their prefactors even without

this constraint.

We therefore propose here that the parameter £ should be promoted to a matrix
such that §; = §(O)§ij + oz_%ﬁi(;%). The reasoning behind this is that the PPN
parameters are meant to indicate how much a PPN potential is transformed
from one theory to another. For scalar potentials, the most general linear
transformation is scalar multiplication. However, for vector potentials, we must
consider a matrix acting upon the potential. Moreover, as we focus on screened

models, the parameters of this matrix would themselves be functions of position,
as for «y. This changes eq. (3.47) to

1

1 _1 (= 1 1 (=1
goi = =5 (47 +3)d;; — 2a 26 )G - 5 (05 + 20 s VWG

ij
(Vi +3W,), (3.49)
where we have used that £ = 0. We now wish to separate this into two different

matrix equations for §;;V; and &;;WW;. There is a redundancy as there is no unique

way to doing this, but the analogous form of the potentials V; and W; to V; and
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W; suggests

1 1 1
GOy = SGOVi(1 P TGP /GO) + DV = GOV, (350)
3

_1 1 1
G(O)f( Z)Wj = —§WZ — §M/ZG(7§) = G(O)Weﬁia (351)

where we have defined the effective potentials Wes; and Vig,. The equa-
tions and are not sufficient for specifying the matrix £,L-(j_%) and
another three constants are required. These extra constraints need not be physical
as they are a remnant of the mathematical construction we have chosen. As such,
any constraints chosen which allow for a solution will be equivalent as they only

remove redundant degrees of freedom. We impose here that the diagonal elements

fi(;ﬁ) vanish as this leads to an elegant solution. We can thus solve for Sl(; 2) to
find
(=3) _ (€jWiVi)ep i
gw ikt VWi n 7& I
=0 ifi=7, (3.52)

where we define (uWiVi)ey as (e1uWiVi)eg = Wesp 2Va — Vegp 2Ws, with
analogous definitions for (exuWiVi)es and (€3 Wi Vi)es. Note that this solution
does not depend on the form of V.4 ; or W,z ;, which is specific to the theory and
only requires that the denominators do not vanish. We have only used the PPN
parameter £, however, we suspect that the other parameters associated with the
vector potentials (o, ap and ;) would also have to be promoted to matrices to

incorporate more general gravity theories.

Finally, we have the fourth-order PN corrections to the 00 component of the
metric. The new parameter that enters into the PPN metric at this level is g
which describes the non-linearity of gravity as it is the coupling strength of UZ.

The 00 component of the metric in the PPN formalism takes the form

goo = — 1+ 2G5U — 2BGLU° + (27 + 2 — 28)G Py
+23+7 =28+ 14 &)G2Ps + 2G 53
— 26G2Pw + 2(y — 2)G Py + 26GepA, (3.53)

lor (1.73al)]. Since £ now appears beside a scalar, we cannot directly use the
matrix §; that we have previously defined. Rather, we need to use a scalar

object made from §;; such that it reduces to the scalar PPN parameter . That
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we do not find the £ parameter in our expansion despite the existence of §;; is
not unexpected. This is as the object to identify & in eq. is %tr(fij). The
trace will ensure that the correct order in « is conserved as the determinant will
raise the order by a factor of three. Since £(©) vanishes, as in GR, and 55%) has
vanishing trace by definition, %tr(&j) does not appear in eq. . Thus we have

that

goo = — 142G 5U — 2GO%0% 4 4G9, +4G0%p

+ 2600, + 660D, + o~ (04 — ol 2Y ) (3.54)
From this we can extract  such that
1 a(=3)
B=1+a"3 ( 2) 4 5Cubw> 7 (3.55)
(0,4)
(7 ; 5h l (Sh
—P G (=

5D O S 5'7(0) (3.56)

BD 2G0202 + 4G 012, ’ '

1 @(_%’3)

e = cubie , (3.57)

2G202% 4+ 4G02,

where we have defined Bpp as the terms that arise from the Brans-Dicke-like
part of the action, and ... as the term from the additional contributions of the
cubic galileon model responsible for screening. The reason for this separation will

become apparent in the next section.

Rather than adapting the PPN parameters into functions in order to capture the
spatial dependence of screening, we can also consider a direct parameterisation

of the new potentials. We parameterlse all potentials found from (=Y with
3)

cute . With ocypic.  The metric is then

o1, those from w(_%’ with oy and <I>

parameterised as

~(_1 _1
goo =gt + oy (3 1 &2 300 B 4 GGy
1 3)

)
+ 003 4 g, ® 2 (3.58)
goi =905 "+ Ul(%%’ + ng), (3.59)
gi; =957 — o2V (3.60)

where gP PN are given in eq. ([1.73a)) through (1.73c). In this case of the cubic

galileon, the value for all these parameters coincide as a™z.

-
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3.4 Post-Newtonian expansion of a chameleon

screened model

The chameleon screening mechanism was discovered in ref. [96], where it was
found that the fifth force caused by the coupling of a scalar field to matter
near massive bodies can be suppressed with respect to the Newtonian force
exerted by the same object. The mechanism relies on the scalar field taking
the minimum value of an effective potential, a function of the ambient mass
density and the self-interaction of the field. The mechanism is a non-linear
effect, with a linearisation leading to large deviations from GR within regions that
would otherwise be screened [44] [84]. This causes an environmentally dependent
effective mass such that in regions of high density, the effective mass grows and
the force becomes Yukawa suppressed. In contrast, in regions of low density, for
instance, the large-scale structure, this mass is small, and the fifth force introduces
deviations from GR. Chameleon screening has been of particular interest in f(R)
gravity theories [37, 44}, [52] 84], which are equivalent to a Brans-Dicke model with
w = 0 and a scalar field potential [I67] (also see, e.g., ref. [113] for a review of
observational constraints). Note that the chameleon model in ref. [96] is presented
with an action in the Einstein frame whereas we will work entirely in the Jordan
frame. For convenience, we adopt a simple power-law potential in this frame that

exhibits chameleon screening.

More specifically, we consider the Brans-Dicke-type chameleon model with the

action

M2
Seham = 22 / dhry=g {qu + %‘“X — (6= bmi)"| + Sulgl,  (3.61)

where 0 < n < 1 (see ref. [116] for a discussion of this model). The equations of

motion for the model are given by

3+ 2w)0¢p = MZ:QT —ap— ¢mm)”*1(2(¢ — Gmin) — M), (3.62)
1
OR. = Mpﬂ[Tuv - §QWT] + %Vugzﬁvygb + %D¢9MV +V,.V,o + %guvaw — Omin)" -

(3.63)

The limit that corresponds to screening is a — 0 with ¢ = ﬁ and ¢g = Omin,

and the screened field equations are found to be (see chapter [2| for more details
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on the derivation)

1
¢ R = 87G [Tﬁ? - §T<O>gfg>] , (3.64)
1
M2\ "
oy ™) = (——p ) . (3.65)
n

The PN expansion for the metric gfﬁ) at zeroth « order is again that of GR, as

expected for a screened limit, and the leading-order a-correction of the scalar

field is )
M:2p\
2 _ (_P p) . (3.66)
n

The field equation for the first metric a-correction is given by

dot)Tm

© = 8rGTAT™) 1 20Op(5) 40

v v 2

0 g,(7) — 59 ng" Lp(Z=)n (3.67)

R ()R

From a comparison to eq. (3.24]), one can see that the derivation of the PN
expansion to Opy(2) is analogous to the calculation for the cubic galileon model.
Performing the PN expansion on the 00, ij and 05 components of the field

equation yields

_%VQh(l =y _ _%VQZU(lln’ngl)’ (3.68)
1—o (-1 2 1—
_§v2h7(n1nn’nl) — _v2¢(ﬁ’%)5mn7 (369)
a1 (e
O (V hO] -+ h()(] ,05 ) ) (37())

respectively, where we have used the gauge conditions and - These
equations are equivalent to egs. -, and (| - ) but with a different
leading-order scalar field solution. The reason for recovering the same results
up to the scalar field equation is that for both the chameleon and cubic galileon
model, we have a Brans-Dicke-like action amended by a non-linear screening term
that vanishes in the PN expansion; the difference arises only in the scalar field

profile capturing the screening mechanism.

We now consider the next-order PN correction to the scalar field equation (3.65]).
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This is easily found to be

1
1 2n M_2p =1 — 3 /
(men) = (2 7 i 3.71
g ) = &7

Again using the expansion for Ry, up to quadratic terms in the metric and
employing the gauge conditions ((1.32)) and ([1.33)), we find that

1 2n 1 2

Vh@nnJ:vwﬁi%ﬁ_wgmfﬂ_@mvwﬁﬁﬁa

wet) 7(0,2) wonet) (02 0.2)
+¢(1 1)h(()0] _2h(()6] 1)h00j) ]( )h(()()]k}

1 2 —
10D BT (teat) P - gyt et

52

1 12
~ 5 (20,157 — 0ih5;Y — Oihgy”) plree) (3.72)

As the functional form of these equations is identical to the results found for the
cubic galileon, the PPN parameters v and £ can be defined equivalently. The
parameter [ differs as the screening term enters into the equation through the
expansion in hgy at Oppy(4). As such, § changes in eq. by replacing Scupic
with

5Cham = 2G0)2772 + 4G(0)2(I)2 ’ <373>
q)gﬁnﬁ) — (vz)—l[gbg—lq/;(ﬁ%)”] ) (3.74)

Alternatively, the direct parameterisation of the new potentials leads to an
analogous result to that in egs. (3.58))-(3.60). The parameterisation differs by
the scalar field satisfying a different field equation, and so the o; parameters

_1
must be replaced With 71, 7o and 73. The potential 2% § eq. (3.58)) is also

cubic
2n

( 1—n?
cham

replaced with &

3.5 Application to Shapiro time delay and

measurements of ~

As the presence of gravitational fields distorts space-time away from flat space,
light trajectories are not straight lines in the Newtonian sense, but rather are

perturbed and the time taken to travel between two points is delayed. The
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constant PPN parameter v was constrained by the Cassini mission to within
107° of the GR value (v = 1) by measuring the time delay caused by a radio
echo passing the Sun [24]. This tight constraint has proven to be among the most

useful tools for constraining gravitational modifications in the Solar System.

If a light ray is emitted in a weak gravitational field at a point T = 7. at a time

t =t. in a direction n, the light signal will follow the path
Z(t) =T —n(t —t.) + Tp(1), (3.75)

where 7,(t) is the perturbation away from a straight line. The Shapiro time delay
of this can be found from the component of the perturbation in the direction of n,

xp|- To leading order, this component of the perturbation satisfies the equation

dp|

1
T _§(h00 + hii) (3.76)

=—(1+7)GU, (3.77)

where there is no summation over the ¢ index.

Importantly, it is this combination that is measured by the Cassini mission and
it deviates from the standard equations for these components in the traditional
PPN. This is because we allow both G and 7 to be functions of position. Recall
that to leading order in o, the value of G(*) and v(*) within in the Solar System
are the ones of GR and so eq. makes the same prediction as GR to this

order.

Using the values for Gy and 1, see table 3.1} one finds

1 1
GegU(1+7) =Goy'U + §oﬂ¢(qm) + Gog'U — §Oéqw(q,zv)

=2G ¢, U, (3.78)

1 1
2 1-n
for the chameleon model. The combination hence contains no a-corrections and

and p = -2

and p = 1 for the cubic galileon model and ¢ = —=

where ¢ = —
so both the cubic galileon and chameleon models cause no deviations in the
second-order « perturbations of the metric. The only deviation from the standard
result is the factor of ¢;'. However, the combination Gé,' corresponds to the
gravitational constant measured in a screened regime to leading order, eq. ,
and the result can thus be considered equivalent to that of the bare gravitational

constant in GR.
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The cancellation of modifications to the time delay also reoccurs at the next
order « perturbation in the cubic galileon model. This is in agreement with the
known result for Dvali-Gabadadze-Porrati (DGP) gravity [64] that no deviation
in lensing occurs between DGP and GR [124]. Hence, we expect that the
cancellation also applies to all higher orders in our method. Note that ref. [15] also
found no change in the time delay for the cubic galileon at Oppy(2). Similarly, it
has been shown that for f(R) gravity (w = 0) there is no deviation in the path of
light rays from GR to Opy(2) [23, 45] (cf. [52] 68, [84]), which is also consistent

with our results.

Importantly, for the theories we have considered, the combination
(hii — hoo) = GegU (1 — ) = 2a%p@P) (3.79)

is not constrained by time delay experiments. Hence, the often quoted Cassini
bound [24] (applicable to standard PPN),

ly—1] <23 x107°, (3.80)

cannot straightforwardly be employed to constrain the value of the scalar field in
the Solar System for screened models. This result further suggests that one may
also want to be cautious in the interpretation of other Solar-System tests in the

context of screening mechanisms.

It should be noted, however, that local constraints can be inferred on f(R)
gravity [84] and other chameleon models [116] from the requirement that the
scalar field can settle from its unscreened value in the environment of the Milky
Way to its screened value in the Solar-System region or within the region of the
measured Milky Way rotation curve. The requirement of residing in a screened

regime is also applicable here.

3.6 Conclusions

We have demonstrated how an efficient and systematic PPN expansion can be
performed in the screened regimes of different modified gravity models with
fundamentally different screening mechanisms. For this purpose, we extend the
scaling method developed in chapter [2| to a higher-order expansion that can be

applied in the screened or unscreened limits of the field equations of a given

105



Parameter | Interpretation GR Screened MG

Gep Gravitational strength. G Gog' + af ¢;Zp)
¥ Amount of curvature caused by mass. 1 1-— W%
6] Amount of non-linearity in superposition. | 1 | 1+ ¢ ( g% + 5%3)
&ij Preferred location effects. 0 aq%

Table 3.1 The PPN parameters for the screened regions of the cubic galileon
and chameleon models with their physical interpretations. Contrary to
their usual definitions, they are promoted to functions and the models
additionally introduce a varying gravitational coupling Geg. The scalar
field perturbations v are solutions to the leading-order scalar field
equations for the cubic galileon model, where q = —%, p=1,
and for the chameleon model, where q = ﬁ, p = >

n—1"°
Furthermore, a s the coupling to the screeming terms in the action,

used as the scaling parameter, V; and W; are the usual PPN vector

potentials, and (€juWiV))ex is defined in eq. (3.52). Finally, Bp
is a complicated function given by eq. (3.56)) which is shared between
the cubic galileon and chameleon models and Pser is either Boubic O

Bcham, which are specified for each theory in egs. (3.57)) and (3.73)).

theory. This can then be combined with a low-energy, static expansion of the
metric and scalar fields in these regimes. In particular, the procedure finds the
PPN parameters for screened modified gravity models along with an effective
gravitational coupling, which are generalised to time and space dependent
functions. Moreover, we propose that the PPN parameter &, characterising
preferred location effects, should be promoted to a matrix that rotates and
stretches the PPN vector potentials. This is so that the expansion of the
screened models can be placed into to the PPN framework without introducing
new, theory-dependent potentials. Our method results in the PPN parameters
being expressed as a series where the size of successive terms is controlled by
the coupling constant associated with the screening term in the action of the
modified gravity theory. Alternatively, we also present a direct parameterisation
of the new potentials found in the expansion of the two screened theories in the

spirit of the original PPN formalism.

We apply our method to calculate the PPN parameters for a cubic galileon and
chameleon model and summarise our results in table [3.1] As expected due to
screening, we find that these theories recover GR at leading order. We then
compute the first-order correction to these parameters as functions of the scalar

field. The functional forms for these corrections to the PPN parameters are
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equivalent among the two gravity models, which is attributed to the Brans-Dicke-
type action adopted in both cases. The corrections themselves, however, differ due
to the scalar field solving different equations of motion. As a further application
of our method, we re-examine measurements of the Shapiro time delay. We find
that the constraint traditionally quoted for the PPN parameter v cannot directly
be applied to modifications of gravity with screening effects. In particular, this
is attributed to the generalised effective gravitational strength and ~ combining
to cancel deviations in observables from the predictions of GR. We explicitly
show this for the cubic galileon and chameleon model, finding the time delay in
screened regions predicted by both theories to be identical to that of GR. As
a result, bounds on 7 found from time delay experiments in the Solar System
such as the Cassini mission [24] do not constrain these theories directly. That is,
there are no deviations from GR as long as the Solar System can be considered
screened. Hence, future tests of v that depend on the time delay of light (see,
e.g., ref. [I37] for a review) will not trivially constrain these theories, regardless

of accuracy, and more subtle considerations need to be made.

The natural extension of this work will be the application of our method to
the Horndeski action [83], in particular, the subspace of models that allow for
a screened Einstein limit as described in chapter This seems feasible since
in our method the equations of motion for the higher-order corrections become
linear with the non-linearities restricted to the leading order and the background
terms of each correction. Thus, the corrections to the metric and scalar field
remain functions of known parameters and the leading-order solutions, which
also contain the field profile required for screening. A caveat of our approach
so far, however, is that in finding the PPN parameters, we have restricted to
time independent background fields, which excludes screening effects relying on
an evolving cosmological background (see, e.g., ref. [I61]). That our method
recovers the same results for the cubic galileon to Oppy(2) as that found in
ref. [I5] is worthy of note. This is as the calculation therein uses Lagrange
multipliers which one would not assume to be related to our method. Moreover,
the order of expansions is reversed between the two calculations and so even
should they both converge to the same result, it is interesting that they seem
to recover the same result order by order. This correspondence warrants further
study. Finally, the expansion developed in this chapter can also be applied to the
calculation of gravitational waves in modified gravity theories [105], 192]. This
in turn would allow for tests using both binary pulsar system [I86] and direct

gravitational wave detection [I], complimenting existing work [36]. It would
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furthermore be of interest to use our method to examine the power emitted by
the quartic galileon, which does not converge, as shown in ref. [57], to test the
convergence and consistency of the result with a different expansion prescription.

We leave these analyses for future work.
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Chapter 4

The effect of screening on the

gravitational waveform

4.1 Introduction

The detection of gravitational waves has been a massive undertaking, resulting
in the LIGO detector reporting their first detection in early 2016, [3], with which
we are entering the era of gravitational wave astronomy, allowing a new window
into the universe. So far, every gravitational wave detected has been from the
merger of compact, stellar mass binary objects, either black holes or neutron stars
[8]. The gravitational radiation emitted during the merger of more massive black
holes will also be detectable by the eLISA mission, [I1], detecting lower frequency
gravitational waves. Thus, a wealth of new data about the universe will soon be

available and new tests of gravity are available for the first time.

Upon detecting a signal, templates of gravitational waveforms are used to identify
gravitational wave signals with the data using matched filtering processes. The
use of waveforms predicted by general relativity allows for tests of astrophysics
such as finding the merger rate [4], the mass function of black holes [99], or, when
combined with electromagnetic signals, using these sources as standard candles
182].

However, the detection of gravitational waves also allows for unique tests of the
theory of gravity. The waveform predicted by general relativity is assumed in the

LIGO analysis, but modified gravity theories will in principle predict different
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waveforms. Thus, if one has waveforms from multiple gravity theories, one
can perform model selection tests comparing the different theories. This would
compliment existing tests of gravity, which test local solar system scales, [191],

relativistic systems, [I86], and in cosmology [151].

In order to boost the signal to noise in the match filtering process, a highly
accurate waveform is required. An expansion of the gravitational waveform
emitted during the inspiral of a compact binary can be found using post-
Newtonian theory. This involves both finding the post-Newtonian (PN) dynamics
of the binary system and of the post-Newtonian expansion of the metric. The
post-Newtonian expansion is an expansion in orders of v/c, where a term of order
(v/c)?™ is said to be of nPN order. This convention is in contrast to how the post-
Newtonian order is counted when considering the expansion for solar system tests,
where this would be of 2nPN order. This work focuses on the calculation of the

post-Newtonian expansion of the metric.

It should be noted that the total waveform, inspiral, merger and ringdown,
cannot all be found analytically. The ringdown can be found using black-hole
perturbation theory and the close limit approximation, [108]. However, the
merger is inherently non-linear and requires numerical relativity simulations to
find, [I8, 155]. The numerical solutions can be combined with the inspiral signal
in order to find the whole waveform, allowing for tests of gravity in the relativistic,

strong-field regime.

The calculation of gravitational waveforms can be performed via multiple
methods, such as that of Will and Wiseman, [192], the post-Minkowskian method
of Blanchet, Damour and Iyer, [29, B0] as well as more modern derivations,
[72, (76, O0]. These were developed independently but found to produce the
same results confirming the validity of the results. This work will follow the
method of Will and Wiseman, with [192] referred to as WW in the body of the
text. This method was also chosen by Lang in [105] to calculate the gravitational
waveform to second post-Newtonian order for Brans-Dicke theory, a prototypical

scalar-tensor theory. We will refer to [I05] to as Lang in the body of the test.

We calculate the gravitational waveform for a phenomenological model of screened
gravity.  This calculation is performed to 2PN beyond the leading order
quadrupole term, as was done in WW and in Lang. It should be noted, however,
that in general relativity, the expansion has been performed to 3PN, [29]. We take

interest in screened gravity theories as screening mechanisms are often invoked
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Figure 4.1 The past light cone C of the field point of a detector. The near zone,
N, is the intersection of the past light cone and the world tube of the system’s world
line with radius R. The radiation zone, C — N, is the remainder of the light cone.
We assume that the metric field equations take on their screened form within N,
while they take their unscreened form in C — N.

to pass solar system tests, and so we aim to provide another avenue to constrain
these theories. The particular models we are interested in are those which at
leading order mimic general relativity in screened regions and Brans-Dicke theory
in unscreened regions. We can use the scaling method outlined in chapter [2] to
justify taking the formal limit of the screened theory, allowing for the exact use

of general relativity and Brans-Dicke theory.

The field equations are cast into their relaxed form; flat space wave equations
sourced by non-linear self-interactions and the stress energy tensor. This allows
for direct integration of the field equations using retarded Green’s function. The
evaluation of these integrals forms the bulk of this chapter. The past light cone
C of the field point is split into two subsets. The near zone N describes the
intersection of the past light cone with a world tube of a neighbourhood of the
gravitating system, where the system has radius R. The remainder of the past
light cone, C — N, is called the radiation zone. The radiation zone is treated as
containing no matter component, but will still contribute to the integral because
of the gravitational field’s non-linear self-interactions. The field point where we
evaluate the gravitational fields can lie in either the near zone or the radiation
zone, and the retarded integral has to be performed over the near zone and
radiation zone in both cases. This leads to four distinct integrals that need to be

performed and each is approached differently. We will let radius of the near zone
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be equal to the screening radius of our theory, such that we can treat gravity in
the region N as screened and C — M as unscreened. This geometry of the past
light cone is shown in figure [1.1]

In section we discuss the matter distribution and the field equations for our
model in both their usual and relaxed forms. Section [4.3] finds the metric across
the past light cone which will act as a source for the gravitational wave to 2PN
beyond the quadrupole, which we calculate in section The modified waveform
is found to include all terms present in the general relativity waveform, with two

new terms arising from the modification to gravity on large scales.

We specialise to the case where the system is a black hole binary in section
4.5l The gravitational waveform is then written in terms of the properties of the
binary through use of the binary’s equations of motion. The waveform is used
with idealised data, made to reproduce the results of GW150914 when a GR
template is used, 3] in order to show potential constraints on these modifications

to gravity.

4.2 The modified field equations

We begin with a discussion of the matter distribution. In particular, the matter

source is modeled as a collection of point particles with the stress energy tensor
op UAUA 3 =
T = me/— 5 (T —7Tat)), (4.1)

where u9 is the 4-velocity of the Ath body, m 4 the gravitational mass including
the gravitational binding energy of the Ath body, ¢ the determinant of the metric.
As the mass distribution is modelled as a series of point particles, they do not
experience tidal effects. We define the total mass of the system as the sum of

each point mass,

m:ZmA. (4.2)

Motivated by the field equations for various screened gravity theories, see chapter
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2 we consider the following tensor and scalar field equations,

¢GMV = 87TT[LV + %(ﬁs,uﬂiu - %gﬁw¢,)\¢’>\) + (VHVVQZS — gNVD¢) + AMV(gCYB7 ¢)’
(4.3)

o ol dw A
06 = 30y 8T ~ 16755 = 35020") + B9, 9). (4.4)

Here, g, is the metric, ¢ the scalar field, G, is the Einstein tensor, T, the stress
energy tensor, 1" its trace, w(¢) the Brans-Dicke coupling function, 00 = ¢**V,V,,
and commas denote partial derivatives. The additional two functions A(g,,, ¢)
and B(g,.,¢) are terms responsible for the screening effects in our model, for
example, these could be the higher order derivatives of Galileon theories or scalar

potentials of chameleon theories.

The modifications generated by A and B are to be chosen such that the screened
limit is described by GR and the unscreened limit, Brans-Dicke theory. The
functions can be chosen to satisfy this requirement through the use of the scaling
method outlined in chapter [2l However, it should be noted that some screening
mechanisms are also dependent on the symmetries of the matter distribution as
well as its density, [33], but a dynamic black-hole binary causes screening for all

terms investigated therein.

In line with the scaling method, we make a separation,

¢ = ¢o(1+a%y). (4.5)

where ¢ is the background value of the scalar field, ¢/ the dynamic part of the
scalar field, ¢ a real number and « a scale in the theory appearing within A and
B. Upon taking the limits « to infinity or zero, the screening terms A and B
cause the metric field equations, , to take the forms:

&
G#V — %Tuy, (46)

in the screened limit while in the unscreened limit, it becomes

oGy = 87T}, + %(qﬁuﬁbu - %gul/¢,>\¢’)\) + (VMVV¢ - g;w[kb) . (4.7)

Note that A vanishes in both limits. The dynamic part of the scalar field ¢ does
not appear in the metric field equation (4.6) as it is the screened limit, where
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as (4.7) is the metric field equation for Brans-Dicke theory and describes the

unscreened limit.

To calculate the gravitational waveform, we make use of the field equations in

their relaxed form. This is achieved through a series of field redefinitions.

As the scalar field couples non-minimally to the metric, the derivation is different
than in GR, hence we follow [I31]. The scalar field is redefined as
¢

=g = (1+amy), (4.8)

where we now choose the value of ¢y to be the cosmological value of the scalar
field. We assume that this is static for the purpose of this calculation as the time
scales over which the background value varies is much larger than the orbital
time scales of the system. That the gravitational wave may be produced at
cosmological distances may have an effect on this assumption, but we will not

consider it further.

The following redefinition of the metric is used,

P =" = oV =g9™ (4.9)

where ¢ is the determinant of g,,. The gravitational field is then identified with
h* as it describes the deviation from flat space, [134]. Note that we do not yet

assume that A" is small.

The harmonic gauge is imposed on the gravitational field h*”,

W, =0. (4.10)

)

The reason for the somewhat strange field redefinition (4.9)) is such that the metric
field equation (4.3)) can be re-written as

¢

a,h"” = —16mm"" — 2(—g) A" — | (4.11)
®o
where .
W= (— £T’“’ — (A" + A 4.12

One can think of A and A, as the stress-energy held in the gravitational wave
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and scalar field respectively. These in turn are given by
A" =167 (—g)t) + B gh*P o — h*Ph™ 5, (4.13)
where
w1 BppuX pra 1 wpAB 7 pa Appv)B 3 p
(=9)11% = 75 (9200 W 57 0+ S92ag" B 1% 5 = 2Gasg™ B ,h
1
+ g(QQW\gVa - glwg/\a)(Zg,BpgoT - gpagﬁ‘r)hﬁT,/\hpU,a] ; (414)

which is the Landau-Lifshitz tensor, and

v 3 + 2w o (6% v 14 1 17 12 Q [0
n = B i (0= ) = ) = S = e )
(4.15)
The scalar field satisfies the equation
O,p = =877, + B (4.16)
where the source of the scalar field equation is given by
1 © aoT 1
= V=9 T =207 | — —h%p,
E 3+ 2w g¢0 ( g0(91/)) sp b
1 d 3+ 2w
— |In (2= N @B _ peby 4.1
timae [ (52 |t = 1 (4.17)

When taking the screened limit, one finds that finds ¢ — 1. Thus, the relaxed

field equations reduce to

Y

O, = —16m(—g)—T"" — A*. (4.18)
®o
and < T
T —9
0=——"—-"—+18B. 4.19

In the unscreened limit, the field equations take the form

O, h = 167rg¢£T‘“’ — (A" 4 AP (4.20)

0
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and
O,p = —8n7s (4.21)

Note that in both limits, we have that the effective stress-energy tensor 7/ is

conserved, 7/ = 0.

As the field equations take the form of wave equations, one can express them as
retarded integrals,

™t — |z -7, 7)

R (x,t) =4 d? 4.22
(@ut) =4 [ ST, (4.22)

T(t — |7 — 7|, 7
p(x,t) =2 /C ( lf‘—f’!| )d?’:v, (4.23)

where C is the past light cone of the field point x. However, we can split the
integration domain into parts of the past light cone which are screened, A, and
the parts that are unscreened, C — N. Importantly, the form that both 7#* and

7s take are different in these two regimes, This leads to four possibilities:

e The field point is in a screened regime and we are integrating over the
screened regime (section |4.3.1)).

e The field point is in a screened regime and we are integrating over the

unscreened regime.

e The field point is in a unscreened regime and we are integrating over the

screened regime, section [4.3.2| and [4.4.1]

e The field point is in a unscreened regime and we are integrating over the

unscreened regime, (4.3.2/and [4.4.2)).

Each possibility will require a different method, while the second does not need

to be found in order to find the gravitational wave to order (v/c)* ([192]).

Finding these contributions will make the bulk of this chapter.

4.3 Finding the metric to 2PN

As we aim to find the gravitational waveform to 2PN beyond the quadrupole

approximation (4PN), and so need the metric across the past light cone to 2PN.
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This seems counter-intuitive as one would expect the fields would have to be
known to 3PN. However, that the source satisfies 9,7, 7% can be replaced with
two time derivatives of 7%°z%27, raising the PN order in the near zone because of

the slow motion limit, v < ¢. Thus we only need to find the metric in the near
zone to 2PN, the aim of section 4.3.1}

The metric in the radiation zone also needs to be found to 2PN, this is as higher
order terms would not contribute to the 2PN waveform when evaluated far from
the source and so we find the metric in the radiation zone in section [4.3.21 To
this order, contributions from the integration over the near zone and the radiation

zone both contribute.

4.3.1 Metric in the near-zone

The gravitational field in the near zone is needed in order to calculate the
gravitational waveform to 2PN beyond the quadrupole approximation. The
contributions made to the waveform by the metric in the near zone are two-
fold. It acts as a source for higher order contributions within the "gravitational
stress-energy", A" € 7 (4.13). It also contributes indirectly by sourcing the
metric in the radiation zone, which in turn modifies the gravitational wave. This
can be understood as the light cone being modified by the gravitational field,

changing the propagation of the gravitational wave.

For a many body system, we define the characteristic size of the system S as
the S = max{rap}. The radius R of near zone is typically defined to be the
characteristic wavelength of the gravitational radiation about the centre of mass
of the system. As the wavelength of the radiation is much larger than the system,
R > S, the retardation of the fields is negligible and time derivatives can be
treated as a higher order term justifying the use of the static approximation.
This is the same as saying that the metric can be found in terms of instantaneous
potentials. We will denote the constant time hyper-surface at time u =t — R as
M. We will set the boundary size, R, to the screening radius of the system. This
is so that all field points within the radius will experience GR as the effective

gravity theory.

Because the metric field equation in the screened region is the same as GR, the
near zone metric is the same as that from GR. Below the metric in the near zone

is given, for the details of the calculation see section IIT of WW. The calculation is
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very similar to the post-Newtonian expansions performed in the previous chapter,

section [1.4.3| and section [1.6.1], and so we will not discuss it further.

The gravitational field components are

1
hY =4 (¢0—1U + §¢5la§X — ¢ 2P + 2¢52U2> , (4.24a)
R =4¢o—1U;, (4.24b)
hY =4¢y—2P;;, (4.24c)

and for the metric

9% = —(1+ 20010 + ¢o—19; X + 2¢0—20%) + O(*?), (4.25a)
QOi _ _4¢0_1Ui + 0(65/2) 7 (4.25b)
9" = (1= 290—1U — ¢o—19; X)6" + O(e7?) , (4.25¢)

from which the determinant of the metric is found to be

—g=1+4¢;'(U + %53}() — 8¢5 2(P —U?) + O(?). (4.26)

As we have found the metric in the Newtonian screened regime, we can ascribe

Newton’s constant to the inverse of the background value of the scalar field,

1

(4.27)

This is so that Poisson’s equation is recovered correctly. Contrast this with

G = ¢j(§i°;(; ) in Brans-Dicke theory, [34].

The instantaneous potentials used are defined as

43 .
Ulu,7) = / o0y iy, 7Y, (4.289)
M T =7
X(u,7) = / Palt — 7T + T (u, 7). (4.28b)
M
d3 -
Ui(u, 7) = / T oiy, ) (4.28¢)
Mm|T =7

B Az
Pij(uax):/ |—_—/ |:
M T =7

With the metric in the near zone found to O(e%/?), the stress-energy tensor in the

g 1 1
A o (U,iU,j - §5ijU,kU,k)] (u, ), (4.28d)
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near zone can also be found to O(e*/?). This is needed when finding the radiation

zone metric. The stress-energy tensor is found to be

00 T PSS BN 1 R
' :;mA[l_¢° U myror X guat 50 ==t
3 |
400" P+ Sl — gy Uy + O(7)]6°(x —Ta(1) (4.29a)
.. . 1
TV =3 mavivh[1 = ¢y'U + Svh + O()]8°(T — 7a(t)) (4.20D)
A

, . - 1

T =Y “mavy[1 - ¢'U - %afx + 50?;, +O(E)]6%7@ —Ta(t))  (4.29¢)
A

We will only need the source 7" for the calculations performed in section to

the orders O(pe) for 7°°, O(pe) for 79 and O(pe®/?) for 7%. With the stress-energy

tensor defined above, we are left needing to show A*” to the required orders.

The non-compact part of the effective stress energy tensor, eq.(4.13)), with the
near zone metric (eq. (4.24]) and (4.25))) is found to be

A% =14(U + 1/202X)% +16[~UU + U, Uy, — 20U, + 5/8U°

+ 1/2U 1 (U + 3Usmn) + 2PxU . — PulU

— 7/20U%] + O (pe’) | (4.30a)
A" =16[(U + 07 X) x(Ups — Uig) + ZU(U +07X) ]+ O (p’?),  (4.30b)
AT —4[(U + P X)4(U + 32X ; — %@j(U 4 82X) 4(U +32X) 4]

+16[2U ;Uj) — UpiUkj — UikUjp + 2 — Up iUjy

— 6,(3/2U% + UpUy — UpyUpmig] + O (pe®’?) (4.30¢)

We do not need to find Ay in this region as it vanishes due to the screening effect.

In section [£.3.2] we will also need 7, evaluated in the near zone. Restricting 7, to
the near zone amounts to the limit ¢ — 1, which substantially simplifies (4.17)
to

V—gGT
Ty =— —"——
(3 + 2w)

:(3+—G2w> 2 ma (1 N %WUE\ +mal ) 0*(T —Talt). (4.31)
A
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4.3.2 Metric in the radiation-zone

At leading order, there is no contribution to the gravitational waveform due to the
radiation zone. This is as the leading order gravitational waves are sourced from
the compact matter component which lies solely in the near zone. However as we
calculate the gravitational wave to higher orders, the non-compact stress energy
components, AY and AY in eq.(4.12), contribute to the waveform the scattering of
gravitational waves of the background. As such, we need to compute the metric
in the radiation zone as sourced by the near zone, which we will denote A}/ in
line with [105, [192).

One should expect that the results of this section mimic those of general relativity

as to find R4, we calculate the retarded integral

Tl (t/ _ |f’ . f”|,f”)

, |E/ _ f//|

d*z’ . (4.32)

WY (E a) = 4/

The domain of the integral, N, is not the same as the near zone N in the
detectors past light cone. This is as we are finding the metric at an arbitrary
point in the radiation zone with the system at a distance R’ from the field point,
in the direction N'i = 2 /R’. The metric at the detector will be found by taking
R’ = R, as we will see in section [4.4.2]

T takes the same form as in general relativity and hence the metric solution

will be the same as in GR.

Further, we can guess from no-hair theorems such as [79] that the metric should
mimic GR, but see [143] 168, [168] for black holes in general scalar tensor theories.
However, we are considering a field point far from the source during the inspiral in
the Brans-Dicke limit, so the system should look almost static and spherical, and
the assumptions of no hair theorem approximately applies. Importantly, this will
not mean that our final answer will be subject to such theorems and produce a
waveform identical to GR as the presence of gravitational waves explicitly breaks

the static assumption.

Again we will leave out the details of the calculation and restrict this section to

an outline of how it is performed.

The retarded integral (4.32)) is evaluated over the near zone, and so the retarded

integral can be expressed as the sum of moments. This expansion is valid as the
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distance to the field point, R, is much greater than the characteristic size of the

system, S leading to an expansion in R'~!. As such,

W (t,T) Z < MHvEL- ’f) , (4.33)
k1. kg

where

vk / Ptk kg 1300 (4.34)

We evaluate these moments at across a constant time hyper-surface M’ at the
retarded time 7 = ¢t — R’. The integral is still over the near zone and so the

effective stress-energy tenser takes its GR form and A, does not contribute.

To 2PN, only the compact part of 7/ contributes, where higher order compact
contributions arise through inserting the instantaneous potentials into /—g. This
renders these integrals relatively simple because of the ¢ functions in the stress-

energy tensor.

Many of the higher order moments can be written in terms of the lower moments

together with the momentum current moments
TR = eiab/ 702 RP (4.35)
M

where € is the Levi-Civita symbol.

After some calculation, the metric in the radiation zone is found to be (WW
eq.b.5, cf. Lang eq.4.33),

5 2 ij ijk
M 2 (M"Y
oo —4 ™ m p =z 4.36
N o R (¢OR/ + R i 3 R ik ) ( a)
' Mz; . eijaja 2 Mmk i 2€ikajaj
= -2 ———— - 4.36b
J Jk
m M 9 [ Mk — 4€(i|kaja|j)
hY = N 42 — = 4.
N — (QSORI) + R 3 ( R/ . 9 ( 360)

where all moments are evaluated on the constant v’ — ' hyper-surface M’, m =
doama+ %mAvfl — %mAgbalUA and Uy is the total gravitational potential at the

point x4 ignoring the infinite self energy contribution of body A.

We are left to find the scalar field in the radiation zone, @r, to 2PN. The integral
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(4.23]) evaluated over the near zone can also be expanded into the sum of moments,

. (=1) /1
sfw(t,f)=2§ =) (EM?”“‘“’“Q) ; (4.37)
1. kg

q=0 ¢

where
Mskl...k‘q _ / TSZE,kl N ,x,kngl‘,, (4.38a)
M

where we have 7, from eq.(4.31]), the calculation is otherwise equivalent to that

of the metric expansion. The O(pe*?) moments are found to be

M, =m XAJ ma(l— %vi + ¢y ' Ua), (4.38b)
M! :m;mf;x@(l— %Ui—l—(bolUA), (4.38c¢)
M :m gmflxi{, (4.38d)
M* :m XA: maz® (4.38¢)

Note that these differ from the results of Lang eq.6.11 due to the scalar source
AR being different due to the presence of screening. Because of this difference,
when evaluated in the center of mass frame corrected to 2PN, the scalar dipole
moment vanishes, unlike in the Brans-Dicke case. We will see this has a major

effect as many terms present in Brans-Dicke theory will no longer contribute.

The scalar field in the radiation zone is found by inserting these moments into
#.37), | ) )
M M: MY 1 ( Mk
N =2——2 ; + ; - = ; . (4.39)
r ) ") 3 T ik

Hence we have found the metric and scalar field in the radiation zone which is

sourced by the near zone to O(pe’/?).

4.4 Finding the waveform

With the metric found in both the near and radiation zones, we are free
to calculate the gravitational waveform. The calculation of the waveform

contributions from both the near and radiation zones differs just as when finding
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the metric. As such we will examine both separately.

Recall that the observer of the gravitational wave resides in a screened region.
This means that only the metric wave needs to be found as the scalar field does
not interact with the detector. Hence we only need to solve (4.22)) to 2PN beyond

the quadrupole approximation.

Moreover, the calculation occurs for a field point where R > R > S. As a result,
we may discard terms that fall off faster than 1/R. We will refer to this region

of spacetime as the far zone to distinguish it from the radiation zone.

In section [4.4.1} we outline how the near zone contributes to the gravitational
wave. No further calculation is needed as the source in the near zone is equivalent
to that of general relativity, and hence we can use the results of WW. In section
[4.4.2] we discuss the contribution from the radiation zone. As the metric found
from AY again takes a form equivalent to GR, we will defer to WW for the bulk
of the calculation. However, unlike in GR, the wave is also sourced by the A,

leading to new terms.

4.4.1 Waveform contribution from the near-zone

The calculation of the gravitational waveform to 2PN beyond quadrupole at
the detector is effectively just a continuation of the calculation performed in
section The main difference is that now we need only to keep terms in the
metric expansion that fall off as R~! because terms that fall off faster are entirely
negligible when evaluated at the detector in the far zone (S < R <« R). Further,
as we are evaluating the waveform and not whole the metric, we must remember
that only the spatial parts of the metric solution are needed and will undergo
a transverse and traceless projection. This implies that terms proportional to
either ¢;; or the position vector of the detector, Ni = i /R, will not survive the
projection. The calculation of the gravitational waveform due to the near zone is
analogous to WW, so again we defer to [192] for the details and only give a brief

overview.

The moments in the expansion can in turn be expanded in B!, and using
that we are calculating the metric in the far zone only the leading order is required.
The expansion can then be expressed in terms of "Epstein-Wagoner" moments by
using that the effective stress energy tensor is conserved, eq.(4.21). The simplifies
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eq.(I33) to

2 d* & & rijhk
"= R ZN N LW
where
Iy, = /M 7O I By + Igw(swf) ,
[gfv—/ (270(ixj):vk— Ok ’xj)d3x+fg§,(surf),
M
2 dmn2
Jidky-Fm / Tgk ke By (m>2),
EW m' dtm 2 M
and

]ZEj'W(squ) fiw(‘”l(ixj) — (M’ k) RPA AP
Ig{fwswf) ]gM(2Tl(ia:j)xk— e YR Q)

where n is a radially outward unit vector.

(4.40)

(4.41a)

(4.41D)

(4.41c)

(4.42a)

(4.42D)

The explicit calculation of these moments is a large undertaking, making up the
bulk of both WW and Lang, [105, [192]. Due to the similarity of the calculation

performed in WW and here, we will not replicate it.

In brief, 79 is again written out in terms of the instantaneous potentials using
the results (4.29)) and (4.30). The potentials are then be solved using the matter
distribution (4.1)). Once found, the Epstein-Wagoner moments are inserted in the

expansion (|4.40))

The solutions for the Epstein-Wagoner moments are given in WW 6.6. However,

in the calculation of the gravitational waveform in GR, terms that depend on R

from the near zone contribution and the radiation zone contribution cancel out.
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There is no guarantee of this for our model so we highlight the terms

g 14 .
Ty > — ZmRMY
%

=— Em,uR( g aj)) : (4.43a)

8
I3 S — —mRMYs"
D) 35m

] .
=— ﬁm/ﬂ%( aj))ékl , (4.43b)

. 2
]zE]Il/cémn 5 %mRMUé(klémn

2 mn
= — ﬁm/ﬂ%( zla )5(’“16 . (4.43¢)

(4.43d)

4.4.2 \Waveform contribution from the radiation zone

When finding the metric in the radiation zone in section [4.3.2] we found that the
metric sourced by the near zone remains equivalent to that in general relativity.
Deviations in the metric occur due to self-interaction in the radiation zone. That
the gravity theory in the radiation region is Brans-Dicke theory only begins to
have an effect on the metric in this region at O(e?). Hence we would only expect

these terms to contribute at order O(e!%) beyond the quadrupole approximation.

A in the radiation zone up to O(¢€?) is found to be

; ; 1 1 00,(i 5 §)0
AT S —hhhigy + Th.6his) 5 + ShE).ah (G a) + 2h0 By (4.44)
where the subscript denotes the PN order used.

As such, we may take the results of WW eq. 5.8 for the metric components h%
to order O(e?) beyond the quadrapole order,

. 4m o0 . S 11
ij i 4 ij o i
h* > 7 /0 dsOy MY (u — s) {ln (2R—|—8) + 12} . (4.45)

This is the first tail term, and is of order O(¢3/?) beyond the quadrapole, so only

one more iteration is required.

The components of the gravitational stress-energy tensor that we need to consider
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are

.y Z 1

For the first term, the source is proportional to d;; and so is not transverse-
traceless. In the second and third, monopole-monopole couplings will go as
R™' ;R™' ), which when the derivatives are evaluated will go as n* which is
not transverse-traceless. Hence, there only terms from monopole-quadrapole,

mono-pole quadrapole and monopole-current quadrapole are relevant in A¥.

The metric components due to the near zone again mimic those of GR leading to
the result

oy o ’ 7
B 3%# dsdP Mi* (y — s) [m( i ) + 9—}

0 2R+ s 60
16m > , 5 7
(ilka g dsO JW) (4 — 1 -
3R € ”/0 sOp T 5){n 2R+s) G
1912 m
+ o Ea‘l U(u)R, (4.47)

which is the remainder of WW eq.5.8.

We see that the contribution from the boundary, the term linear in R, exactly
cancels the contributions from . This is somewhat disappointing, as a
contribution from the boundary would be a function of R and so allow for
constraints to be placed upon the screening radius. It is possible that a
contribution will arise at higher orders as the Brans-Dicke modification begins

to propagate through the calculations.

The final contributions to be found come from AY, (4.17]). The calculation is
similar to that of Lang section VI.C, however, we have differing prefactors. In
section , we found the spatial part of the metric perturbation A% went as
R7? to leading order (1PN beyond the quadrapole). Hence, the leading order

does not contribute to the gravitational waveform in the far zone.

For the next order, we expand Ag to 0.5PN beyond the quadrapole to find

T D 17T—6(3 +2w) ol (4.48)

where ©uono is the monopole term and ¢p; the leading order dipole term in
the scalar solution (4.39). However, the dipole vanishes in centre of mass
coordinates. Also, this would not leave any transverse-traceless terms after taking

the projection. Hence there are no new 0.5PN contributions.
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At 1PN beyond the monopole, we find

7 ™ (i J (i g
T D) 1_6(3 + 2&)) (gol\(lonosoé)uad =+ 90]\(/[077,030]{4)0710) ; (449)

where pgueq is the quadrapole term, and the cross term monopoles terms are
evaluated at 1PN order.

The expansion in terms of the moments of the scalar field is analogous to Lang

eq.6.29, giving additional contribution to the gravitational wave,

' >—— | — M7 ). 4.50
This term enters at 1.5PN beyond the quadrapole and is a new contribution to the
gravitational wave arising from the scalar quadrapole, similar to how we found
the metric quadrapole in eq.(4.44]). Interestingly, in Brans-Dicke theory there is
a new tail term coming from dipole-dipole interactions appears which does not

appear in our screened theory, reduce the effect of gravitational memory relative

to Brans-Dicke theory.

Finally, to find the contribution to the metric due to A; at 2PN beyond
quadrupole, we need only consider monopole-octupole terms as all other con-

tributions at this order are not transverse-traceless,

™3 2= (34 )@ o i (4.51)

where o is the octupole term.

Calculating the relevant contributions, we are left with the final piece of the

waveform,

. 4dm 1 N
h >—— [ ——9* MY N 4.52
D¢0R ( 60 T S ) Y ( )

which enters at 2PN beyond the quadrapole. Again, we lose the additional tail

terms found in Brans-Dicke theory due to the vanishing scalar dipole moment.

Thus the waveform is the GR result together with the contributions from A%,

eq.(4.50) and eq.(4.52)).
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4.5 Waveform from a late binary inspiral

The metric h¥ found in the previous section is valid for any compact mass
distribution. However, the sources of gravitational waves detected by LIGO are
the late inspiral of binary objects. We will restrict this section to the case of a
black hole - black hole binary so that we may neglect complications that arise

when one of the bodies is a neutron star, see [29] 104 [170] for such examples.

In particular, the binary system will have been emitting gravitational waves
through its evolution, which to leading order are sourced by the matter
quadrupole. This has the effect of circularising the orbit of the binary system
as the gravitational waves extract angular momentum and hence eccentricity,
[29]. As a result we can treat the system as being quasi-circular, the binaries
move in an approximately circular orbit but for the continued loss of angular
momentum. We stress that the orbit is not truly circular as the continued emission
of gravitational waves extracts energy and the system will fall inwards. However,
the rate of change in the radius is too small to affect our analysis. The bigger
effect is the change in angular phase which increases dramatically and will cause

divergences at the time of collision.

Calculating the change in the binary dynamics due to the two additional
contributions to the gravitational wave, and ([£.52), as well as the scalar
field radiation, not calculated in this chapter, is beyond the scope of this work.
The calculation is done for Brans-Dicke theory in [I06]. We will instead assume
the dynamics of the binary are those of general relativity. This seems like a
reasonable assumption as the binary lies in a screened region and the gravitational

wave only differs at high post-Newtonian order, and only with two of many terms.

We will work in center of mass coordinates correct to second post-Newtonian
order as described in Appendix, [C] In practice, we will only need the leading
order definition in the two new contributions. We define the usual two body
variables: total mass m = mj + mg, reduced mass p = myms/m, symmetric
mass ratio = pu/m, relative position T' = T% — T, relative separation r = |Z],
unit vector 7' = ' /r, relative velocity v = &, angular momentum L = uZ x 7,
unit normal to the orbital plain A = L x 7 and angular frequency w = |L|/(ur?).
We also introduce the parameter z = (¢ 'mw)*? to allow for easy comparison
to the results presented in [31]. The post-Newtonian equations of motion from

the expansion of GR to second post-Newtonian order are presented in appendix
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[ eq.(C.3d). The post-Newtonian orbital phase can easily be found, (C.5)) from

which We will use the leading term w? &~ m/r® in order to express the binary

separation in terms of the angular frequency.

With these quantities, we are now equipped to find the new contributions to the

gravitational wave in terms of the Newtonian parameters. We begin with the

O(1.5) term ({4.50),

i 1 1 3 ij
h¥ DQSO_R<_ E—(bO(B—FQw) gmAaTxA)
_ Ldmp 1
T 12 R ¢33+ 2w)

_ Ldmp 1
T 12 R ¢33+ 2w)

02 (z + mfWi + O(e%))

(2427 + 6al"v?)) . (4.53)

While we have shown the O(2) correction to the quadrapole in the second line, it
is not needed and is left to illustrate that change to center of mass coordinates,
(C.1), can introduce new post-Newtonian effects.

We now assume that the orbit is circular due to the gravitational wave emission
which amounts to » = 0, simplifying the calculation substantially. Expressing
the result in terms of the Newtonian parameters using eq.(C.7) and (C.8]) with

G = ¢, " inserted, the waveform contribution is

8

. CE—
~ 3Roo(3 + 2w)

(2% 4 (=3 4+ n)zH)nlN) | (4.54)

The final term is too high an order, entering at 2.5PN beyond the quadrapole
and will not be used in the analysis. Again, it is presented only for illustrative

purposes.

Repeating the same analysis for the new 2PN term, (4.52]), we find

. 4 1 A
hil 5= (——84M;J“Na)

$oR \ 60"

1 pom 1 4 iia
— Hipla ya

5 R @RB+20) "
_amn om

_ TRUH - N — 20097 - N — 200G\ - N 4.55
x ¢OR5m(3+2w)( n“n n n ) ( )

Hence to find the gravitational wave contribution, we must take the transverse-

traceless projection of this metric. However, it is more useful to decompose the
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metric into plus and cross polarization states directly, which will have the benefit
of also making use of only the waveform transverse-traceless part. To do this, the

coordinate system at the detector is needed.

In order to express the waveform as observed at the detector, we use the vector
N, the radial vector from the centre of mass of the system to the observer defined
above. The inclination angle 7 of the orbital plane is measured as the angle
between L and N. The orbital phase ¢ is the phase of body 1 measured from the

ascending node of the orbital plane.

In finding the polarisations, we will use the identities WW eq.7.4, giving the final

modified waveform contributions as

o _mnx  8x®/? 1 oy
h* ——(1 2 4.
mnx dma? (7

R > R (3 1 20) —(sin?(4) + (1 + cos?(i)) cos(2¢)) sin(i) sin(¢)

4
— 5(sin?(i) — (1 + cos?(i)) cos(2¢)) sin(i) sin(¢)

+ 5(1 + cos?(i)) sin(2¢) sin(4) cos(q§)> , (4.57)
for the plus polarisation and

hi >

mnx  8x3/? < 1

R 30203+ 2) icos(i) cos(2gz5)> : (4.58)
mnx dma? (7

R 5mdd(3 + 20) — cos(7) sin(2¢) sin(4) sin(¢)

hi >
2

+ 10 cos(i) sin(2¢) sin (i) sin(¢) — 10 cos(7) cos(2¢) sin(i) cos(gb)) ., (4.59)

for the cross.

Thus we finally have the additional terms to the gravitational wave in a screened

theory which recovers Brans-Dicke theory on large scales.

4.5.1 Parameter Estimation

As the gravitational wave is modified, we wish to place bounds upon the
additional terms. This would amount to constraining the value of (3 + 2w).
To do this, one would like to perform a full analysis of a LIGO detection using

our model as a template for the inspiral. However, this lies beyond the scope of
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this work.

Rather, we will model idealized LIGO data of a binary black hole merger. For
the data, we will use a GR signal with the measured parameters of the first
detection, GW150914 [3]. In particular, we will use that the median masses
of the two bodies are 3675M and 297 M, where we quote the 90% credible
intervals. The wave is detectable for approximately 0.2s before merger, LIGO
samples at 16384 Hz (2'*hz), and the noise of the detector is not white, [I11]. As
a conservative estimate, our model of LIGO data model will have white, time-
independent noise. The sampling rate we use is 300 Hz. We chose the rate as
the LIGO detectors are most sensitive across the range of around 100-300 Hz.
Moreover, the detected wave has a frequency in the 0.2 seconds prior to merger
goes from around 35 Hz to 150 Hz across 8 cycles and so we capture the higher

end as our Nyquist frequency.

To make our signal of the late inspiral, we find the gravitational waveform
using the results of [3I]. We may use these results as we have shown that the

gravitational waveform in our phenomenological theory mimics that of GR, but

with two extra terms, (4.50]) and (4.52). This waveform is accurate up to second

post-Newtonian order, but higher orders have been found for general relativity,
[132], 133]. We only use the second order waveform as it is the same order our

calculation is performed to.

We multiply the waveform by the luminosity distance and take an inclination
angle ¢ = 7/2 so the binary is seen edge on. We also assume the detector is
perpendicular to N so that we do not need to include the inclination of the
detector relative to N in out analysis. On top of the waveform, we place Gaussian
noise with standard deviation ¢ = 2. This value is chosen so that the errors on

the masses of the binary are similar to those quoted for the original detection,

[3].

With an idealised realisation of the data, we perform a consistency test through
a maximum likelihood analysis. The analysis is performed using the MCMC
python package emcee, [71], where we use 100 walkers, 4000 time-steps and treat
the first 1000 steps as a burn-in period. For all variables, we take a uniform prior
over the ranges 0 < M; < 100, 0 < M, < M; for the masses of the black holes,
0 < ¢. < 2 for the phase at collision and —10 < t,. < 10 for the time of collision.
The results are presented in figure [4.2 The results are quote the 90 percentile

errors and do not vary much across different realisations of the data. The results
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are consistent with the GR signal the data is made from except for the time
of collision t.. This is as we can only model the gravitational wave during the

inspiral and so when ¢, < 0, data after the merger isn’t used and hence unfavored.

Recall that the modified waveform introduces one new parameter, w, arising from
the gravity being Brans-Dicke like in the radiation zone. We use the modified
waveform for the wave template in a maximum likelihood on the same data used
in the consistency test in order to constrain w. We use the same MCMC code
and priors for the analogous parameters. However, w can take the range of values
—1.5 to 0o, and hence 3 + 2w spans 0 to co. We define tan(m(/2) = 3 + 2w, and
place a uniform prior on ¢ across the range of allowed values, 0 to 1, where ( =1

recovers GR.

The effect of the modification to the MCMC parameter estimation is shown in
figure [4.3] There is a substantial right-hand tail that does not go to zero in the
posterior of (. This is to be expected as ( increases, the modification shrinks
and so contributes less to the gravitational wave. As a result, there will be little
change in the posterior as w increases, each value becomes almost equally likely.
This means that the median value quoted is not very useful. However there is
still a substantial peak in the posterior at a value of ( = 0.1 corresponding to a
value of w = —1.42. The choice of prior on ( is questionable, and as a result, the

peak in the posterior may not be physical.

We stress that the constant w is not the traditional Brans-Dicke parameter, but
rather w measures how kinetically heavy the scalar field is on large scales. As
a result, we cannot compare our result to the value of w > 40000 placed by
the Cassini mission, [24]. This is as the Cassini mission measures w in the solar
system, where we expect the theory to be screened. This being said, the standard
result of w — 0o recovering GR still holds for our model in the radiation zone.
As such, our analysis suggests that there is a rather big modification on large
scales. It is interesting to look at constraints of Brans-Dicke theory that are
placed on large scales, for example, [14] 27, 110} [144]. All of these place much
larger constraints, around w > 100, implying that our model is incompatible with
existing constraints on Brans-Dicke theory on large scales. It is worth noting that
if we have insisted upon Bran-Dicke theory on large scales to derive our results,
but one could add a potential which Yukawa suppresses the CMB constraints.
The effect such a potential would have on our waveform is unclear, however. If
one accepts our phenomenological model as an accurate description of leading

order effects in screened gravity theories, this would appear to rule out screened
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theories which are Brans-Dicke like on large scales.

4.6 Conclusions

We have demonstrated that the scaling method developed in chapter[2|can be used
to find gravitational waves in screened gravity theories. This is as the leading
order metric and scalar field equations can be found in both the screened and
unscreened regions. The method of calculation closely follows [105] 192], which
includes a separation of the past light cone of the detector into a near zone, where
the light cone intersects the world tube of the system, and the radiation zone, the
rest of the past light cone. This introduces an arbitrary radius R which we set
as the screening radius of the system. As a result, we can find the gravitational
wave components due to the near zone and radiation zone using general relativity
in the near zone and Brans-Dicke theory in the radiation zone corresponding
to large scales. This has the effect of providing two new contributions to the
gravitational waveform, (4.50)) at 1.5PN beyond the quadrupole and at
2PN. The size of these new terms is determined by (3 + 2w)™!, where w is the
Brans-Dicke parameter on large scales. We stress this is not the same as the
traditional Brans-Dicke parameter, so solar system constraints such as [24], do
not apply. We have not been able to constrain the screening scale controlled by
the parameter a. Constrains could be placed if terms arising from the boundary
contributions from the screened near zone and unscreened far zone where found
in the waveform. Should these terms not cancel each other at higher orders,
then terms in the wave form proportional to R would survive and place a direct

constraint on the screening radius.

We used idealised data, made to reproduce the results of [3] when a maximum
likelihood analysis is performed. We assume that neither of the black holes in
the binary has spin and that the inclination angle of the orbital plane to the line
of sight is /2 so that the system is seen edge on. The best-fit parameters for
the modified gravitational waveform is also found from a maximum likelihood
analysis. The posterior of parameter w has a substantial tail, and so the median
value and 90th percentile errors do not contain much information. However,
there is still a peak in the posterior at w = —1.42. This lies in stark contrast to
constraints placed on w from cosmology, w > 100 [14], 27, 110} 144]. This would
imply that gravitational waves generated in screened modified gravity theories

cause sufficient contradictions as to make them unviable.
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Figure 4.2 Triangle diagram varying the mass of the primary, My, the mass of
the secondary, Mo, the phase at time of collision, ¢., and the time of collision, t..
We present the median values and 90% credible intervals. The MCMC' analysis was
performed using the emcee python package, [71]. The priors used are constant for
the ranges 0 < My /Mg < 100, 0 < My/Ms < M1, 0 < ¢, < 27, —10 < t./s < 10.
Inset (a): The signal with noise is presented in blue, the background signal in red
and the GR gravitational wave best fit in green.
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Figure 4.3 Triangle diagram varying the mass of the primary, M7, the mass
of the secondary, M, the phase at time of collision, ¢., the time of collision,
t. and the modification parameter, (. We present the median values and 90%
credible intervals. The MCMC analysis was performed using the emcee python
package, [71l]. The priors used are uniform for the ranges 0 < My /Mg < 100,
0 < My/Mg < M1, 0 < ¢ < 2m, =10 < t./s < 10, 0 < ¢ < 1. Inset (a): The
stgnal with noise is presented in blue and the best fit signal in red.
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This being said, our analysis leaves much to be desired. Our analysis is performed
on heavily idealised data. It would be beneficial to get a constraint from analysis
of real data in order to ensure our result is not an artefact of the artificial data.
Further, the prior used on w (or more specifically ¢ as defined in section
may not be a good choice. It would be worth changing the prior in order to see
if the peak of the posterior is physical. Note that while we have assumed Brans-
Dicke theory on large scales, the presence of a potential which introduces a mass
scale would elevate the cosmological constraints. The effect this would have on
the waveform is unknown, however, and is an interesting potential follow up to
this work. We also assume that the entirety of the radiation zone is unscreened.
Performing the calculation with a "patchy" radiation zone of both screened and
unscreened regions would be interesting. Finally, in finding the waveform, we
use the equations of motion for the binary in general relativity. Moreover, we
also use that the energy emitted in radiation is the same as in general relativity.
This is not unreasonable as we have shown that the metric radiation is the same
as in GR up to two additional terms that enter at high post-Newtonian order.
However, there will also be scalar radiation emitted which we have not calculated.
This would have the effect of changing the orbital frequency and its derivative.
This is important to include as LIGO is more sensitive to phase changes than the

amplitude change we have calculated, [I71].

The work of this chapter is still ongoing.
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Chapter 5

Conclusions

Theories of relativistic gravity predate Einstein’s general relativity, for example,
the work of Poncaré, Minkowski and Sommerfeld [I81]. But Einstein’s theory
proved not only to offer a revolutionary way of thinking about space-time but
importantly makes accurate predictions about the universe, crowning it the
successor to Newtonian gravity. These predictions cover laboratory scales with
Cavendish experiments, solar system tests such as time delay experiments and
highly accurate orbital calculation, to the physics of black holes, gravitational

waves and cosmology.

However, the energy content of the universe leaves open questions about general
relativity. Both dark matter and dark energy are needed in the field equations
to accurately predict the CMB power spectra, the formation of structure and
lensing maps to name a few. Moreover, dark matter is the standard explanation
for the excess mass inferred from rotational velocities in galaxies, and, crucially,
the mass distribution in the bullet cluster [47]. The study of type la supernovae
also suggests that the universe is accelerating [148], implying the existence of a

negative pressure fluid which the cosmological constant provides.

The study of modified gravity predates these discoveries, rather, a large driving
force behind initial modifications were questions about the nature of general
relativity and gravity. This is helped by the mathematical building blocks easily
allowing for modifications, with early examples being Brans-Dicke theory and
Kaluza-Klein gravity [34] 146]. These all depend upon the same mathematical
principles as general relativity, such as coordinate invariance, while breaking parts

of the equivalence principle.
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With the wealth of modified gravity theories that can easily be constructed, a
need to test in a theory-independent manner was needed. A body of work on this
topic resulted in the parameterised post-Newtonian formalism, [172] 189] 190].
It was found that common potentials entered into the metric components across
multiple gravity theories at the same order. Thus, if the effects of such potentials
were to be found and measurements made, all one would have to do in order to
place solar system constraints upon any gravity theory would be to find the post-
Newtonian expansion. With the prefactors found, the corresponding parameter
places constraints on the theory. This proved to be an effective method of testing
gravity. Experiments showed that the parameters predicted by general relativity
were consistent in all cases, while the parameters of modified gravity theories
were constrained so as to either render the theory indistinguishable on all scales

from general relativity, or contradictory to results from other scales, [191].

The invention of screening mechanisms revitalized the field as they allowed for
models to decouple the predictions of gravity on solar system scales from the
predictions on cosmological scales. Together with the discovery of late time
acceleration and the existence of a non-zero but small cosmological constant in
general relativity, this sparked hope that modified gravity models could be used
to explain late time acceleration dynamically. While the study of modified gravity
in cosmology, structure growth and late time acceleration is interesting, we have
focused on mathematical aspects of modified gravity theories and application to

low energy physics.

While the comparison of every modified gravity theory one could invent to
observations is infeasible, so too is even writing them all down. Take for example
scalar-tensor theories built from the Brans-Dicke action, eq., where in
principle, just wring down any potential can cause different phenomenology.
Rather, it would be better to talk of classes of modified gravity theories, but
even with just adding a potential, we could have chameleon models, symmetron
models, scalar field masses or quartic self-interactions. As well as this, we
can consider non-standard kinetic terms such as in k-moflage gravity or higher
derivatives such as galileon models. This wealth of models only describes scalar-
tensor theories, and one can easily write multiple-scalar-tensor theories, vector-
tensor, scalar-vector-tensor theories, higher dimensional theories or with more
care, super-gravity theories to name but a few. This thesis concerned itself with
the study of single scalar-tensor theories as the simplest modification, outlining

directions of work in more complex gravity models. But in order to ensure the
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work is generically applicable to any scalar-tensor theory, we began with a study
of the Horndeski action. The Horndeski action is the most general local scalar-
tensor theory with only second order derivatives in the equations of motion, and
as such any statement we can make about it will carry to any scalar-tensor theory

of Horndeski type.

In chapter [2, we began by examining screening effects in the Horndeski action.
As the mathematical reason for many screening effects vary wildly, we do not
approach this at the level of the field solutions. We, however, examine the capacity
of the metric and scalar field equation to have a general relativity limit, by which
we mean the metric field equation reduces to Einstein’s field equations and the
scalar field equation remains constant. This is important as many tests place
constraints on the four free functions of the Horndeski action in different regimes.
Thus the ability to easily check if a screening mechanism exists for a given choice
of these four functions allows for easy discrimination between models viable on

solar system scales.

In order to provide such a tool, we developed a new scaling method which consists
of scaling field perturbations by the parameters of the theory raised to some

exponent, for example

¢ = ¢o(l+a’y), (5.1)

for ¢ a scalar field, ¢y the background value, 1 a perturbation and «a a parameter
of the theory. Taking the formal limits & — oo or e — 0 then provides the field
equations for the metric and scalar field when different terms dominate. Should
the metric field equation reduce to Einstein’s equations, a screening mechanism
may be in effect and the scalar field equation highlights the terms responsible
for such an effect. At this point, we show how a simple argument applied to the
scalar field equation can show whether this is the realisation of a screening effect
or not. However, should the method not apply, further inspection of the scalar
field equation is necessary. To show the efficiency of this method, it was applied
to the cubic galileon and a chameleon model. We use a strong definition in this
section about what constitutes a screening effect, in some limit general relativity
is recovered. Often, the Newtonian and first few post-Newtonian terms are all

that need to be recovered when screening effects are invoked.

While screening mechanisms are often cited as sufficient to pass solar system tests,
even claimed above, this is only a leading order statement. In principle, no matter

how strong a screening mechanism, the modifications should not vanish but
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rather just be sub-dominant. Having developed a unified method for determining
the presence of screening mechanisms, we proceed in chapter 3| to expand upon
this method so as to provide a perturbative series about the limits of the field
equations. This is accomplished through the inclusion of further terms in the

field expansion, all with their own prefactor controlling their size.

As a series of field equations is inherently more complex than one field equation,
we prove several statements about the construction. As a consistency test, we
demonstrate that the leading order field equation of the series is the same as
that found using the method of chapter 2] A series expansion has no advantage
over the complete field equations should they not be able to be solved iteratively.
To this end, we demonstrate that our expansion does not require higher order
solution to find the lower solutions. Finally, we show that the field equations for

all orders beyond the first are linear, simplifying the method of calculation.

The scaling expansion was combined with a post-Newtonian expansion in order
to find corrections to the metric resulting from the screened modifications to
gravity. This was done for both the cubic galileon and chameleon models
to order (v/c)?, consistent with the parameterised post-Newtonian formalism.
The expansion introduces several new potentials not present in the traditional
formalism, and as such the formalism needs to be adapted in order to incorporate
these new screening potentials. Moreover, we’'ve shown that subtlety is needed
when applying existing tests of gravity to the new potentials by examining the

Shapiro time delay as measured by the Cassini mission, [24].

One problem with screening mechanisms, in so far as comparing to observations,
is that they are intrinsically nonlinear. This nonlinearity can cause the field
solution in a region of interest to depend heavily upon the neighbourhood of the
system, [67]. This is unlike the low energy expansion of GR. For example, when
calculating the orbit of planets in the solar system, that the solar system resides
within the Galaxy is irrelevant. Moreover, the simulation of dynamics in such
theories becomes much more complex as nonlinear physics is inherently harder
to calculate. Our method absorbs the nonlinearities into the leading order scalar
field equation, leaving just Einstein’s equations in the screened limit and a series
of linear equations for the perturbations around the screened limit. This could
potentially be useful for simplifying dynamic simulations in screened regimes in

a theory-independent way with potential use in galactic dynamics, [119].

While we have focused on solar system tests of the low-energy static limit,
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other astrophysical tests this limit. For example, comparisons between the
rotation curves between presumably screened stars and unscreened gas in nearby
dwarf galaxies, [I79]. Stellar physics can also be modified leading to a wide
range of effects such as for red giants having a screened core but unscreened
envelope resulting in fifth force and hence being smaller and hotter, [42]. A
more thorough analysis taking into account a change of gravitational strength
throughout the star can be used on both Cepheid variables and the tip of the
red giant branch in the same neighborhood to look for discrepancies in distance
measurements, [88]. Further references can be found in [38], or for the Vainshtein
mechanism, [I03]. The methods we have developed would allow for one to find
the perturbative effects of modifying gravity analytically, and hence the effects

can be parameterised.

Finally, the new field of gravitational wave astronomy allows for novel tests of
gravity. At the most basic level, just detecting gravitational waves is a test of
general relativity. Parameterizations of the gravitational wave, in turn, allow
for tests through finding best fit values and checking for consistency with the
predictions of general relativity. The detection of electromagnetic counterparts
also provides a very strong but simple test of gravity through the difference
between the speed of light and that of gravitational waves being vanishingly small
thanks to the cosmological distances probed. That these speeds do not differ
drastically reduces the space of viable theories for late time acceleration, [122].
However, finding the predictions for gravitational waveforms emitted by binary
mergers in modified gravities still needs to be calculated in order to highlight what
deviations should actually be expected. Such calculations have been performed for
Brans-Dicke theory [105], highlighting that new terms in the gravitational wave
expansion are to be expected, not just changes in phase. Brans-Dicke theory is
an interesting testbed for calculation, but it is not a physically relevant theory
and so the calculation only serves to highlight potential deviations from general

relativity.

We considered the generation of gravitational waves in screened models of scalar-
tensor gravity in chapter 4l Because of the limiting procedure we have developed,
we can justify taking both the screened and unscreened limit of these models,
asserting that in the neighbourhood of a black hole binary, general relativity
is recovered while beyond the screening radius, gravity is described by Brans-
Dicke theory. That we can find such a model was shown in chapter [2] where we

explicitly demonstrated that this is true for the cubic galileon model. A similar
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calculation to that of finding the conditions for a general relativity limit would
also give conditions on the existence of Brans-Dicke limit on large scales, but this
is left for future work. These two limits reduce the number of new calculations
needed to find the gravitational waveform as the results from general relativity

and Brans-Dicke theory can both be adapted to this phenomenological model.

The gravitational waveform was found to almost mimic that of general relativity
up to order (v/c)* beyond the quadrupole approximation due to the bulk of the
waveform being generated in the screened region. However, the gravitational
wave also scatters off the gravitational background in the Brans-Dicke regime.
As a result, two additional terms are found to contribute in our model. Both
of these terms are also found in the Brans-Dicke expansion but with different
prefactors. This demonstrates that any attempts to search for modifications in a
parameterised manner needs to include new terms beyond those of only general
relativity if screened gravity theories are to be tested. We use idealised LIGO data
to perform a MCMC maximum likelihood analysis to find the effect such terms
have upon parameters of our modified waveform. Unfortunately, this modification
is hard to constrain as we find a wide posterior but with a clear best fit value.
The best fit parameter would place a constraint on our unscreened Brans-Dicke
parameter inconsistent with that placed in cosmology. This chapter highlights
that a more thorough analysis may allow for screened modified gravity theories

with the properties we consider to be ruled out.
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Appendix A

Horndeski theories with an

Einstein gravity limit

A.1 Horndeski field equations

The field equations for Horndeski gravity given in Ref. [98] are reproduced here
for convenience. Varying the action ({2.1)) with respect to the metric and scalar

field yields the equations of motion,

0= Z G\, (A1)
0= Z — vy (A.2)

respectively, which we rearrange to get the equations (2.4 and (2.6)). Hereby, we
have defined the rank-2 tensors

1
RE) =~ LG VubVa6 — gulGox X — G), (A.3)
1 1
R EG3x{§D¢VM¢VV¢ + VXV, + §gWXD¢} + G3uV,0V,6,  (Ad)

1
R,(;LV) ECTV4X{ - §Rvu¢vu¢ - D¢Vuvu¢ + V)\Vu¢v)\vu¢ + QR)\(;LVV)¢V)\¢
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+ Ruans VooV ¢ — %%Lv(RX + Raﬁvaﬂﬁv%)} + G4¢{ ViViug — 19;w(':|¢)}

+ G4XX{ — %[(ng)? — (VaV50)2V,0V,0 + 2V X VAV (,6V,) ¢
— VAXV*V,V, ¢ — 2V (, XV, ¢0¢ — V¢V, V6V VsV,
1

- égﬂy(X [(Op)? — (VaV30)?] + 2VeX VPPV, V30 — Vo X V0

+ (VanVO‘cb)z)} + G4¢¢{ V.oV, 0 — gm/( 2X)}
+ G4X¢{2VA¢V*V<M¢VV>¢ +2XV, V., — 2VH¢>VV¢>D¢} , (A.5)
R EGE,X{RW%WVWWW — Ru V) 6V9600
1
- —Raﬁvaw%v V., — WV%V%M + Rarp(u Vi) 9V 9V V7
+ Roxg(u Vi) VoV VPh + V“XV%RMWW — V XGp\V¢
1 1
— VAXRWVV ¢ — —Gaﬁvav%vmvm — Emwavmvam(ﬁ
00V, V6 - gw( VIOV GV — VOV eTs
+ VXV + Rongp[VIVOV VPG + VXV P9 | + Gop[ VOV X
1 1

— VeXVP¢] — §D¢vavg¢vav% — EDqﬁ(Vanqb)z

1 1 1
+ g(vaV5¢)3> } + G5¢{§V(ny)¢m¢ — VAV(M¢VV)VA¢ + QngVuV,,gb
+ VOVP R (uwys — V(u0Gupn V' — V2GR, V)

1 1
— 59w (V‘“cbVﬁ<Z>1~20z,)mgpA - §R“BVQ¢W¢ — Gaﬁva¢v6¢) }

1

+ GSXX{ — §V(HXVQ¢VQV,,)¢D¢

1 1
= 5VaXV3oVVI0V, V.6 + VX Vo[(06)" - (VaVso)’]
+ v WXV 30VV (, 0V V 0 — Vs X[OpVIV ¢> — VOV OV V(B Vb
+ V%V X[O¢V,V,¢0 — VsV,6VPV, 0] + [(D¢) — 30¢(VaVgo)?
+2(Vavﬁ¢) ] u@bqub

3

1 1
= 50w (V“gbVﬂX[VAVBQSVAVad) + VsV Vo Vad — §Vavﬁ¢m¢ - §v5va¢m¢

+ 500sl(06) = (V, 9307 + V"XV X[VaV36 — 5006 — £X[(Oo)
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- 307720+ ATaV50]) | + Gaan{ — V0709000

+ %V(HXVZ,meﬁ —~VAXV V)V + %[vAwi — VooV VeV IV,V, 0
1

+ §Vu¢vy¢[(m¢)2 - (vav5¢)2] + va¢vﬁ¢vav(u¢vﬁvu)¢ - V3Q5[D¢V6V(M¢

~ VOVIVV (0l Viyd — X[O6V, V. — V5V ,,0V V6]

1 1
= g VOV 29.92006 + 50ual(00) - (V,7207)
+ VOVPX 29,500 + vavﬁd)]) }

+ G5¢¢{%WWV¢D¢ — VapV 0V, VA — Xvuqus} : (A.6)

To simplify the scalar field equation, we have defined the scalars

P =Gy, (A7)
PV =V,G3V"6, (A.8)
PV =GugR + Gapx[(09)? — (V,.V,0)), (A.9)
1
P = = V,G5G" V06 — £Grox[(06)° — 306(V,V,0)* + 2(V,V,0)”
(A.10)
and the covariant four-vectors
JP =~ LoxV,0, (A.11)
IO = — L3x V0 + Gax V. X + 2G34V .0, (A.12)
JW == LixV 0+ 2Gix R V"¢ — 2Gixx(0¢V, X — VY XV, V,0)
—2Gux(L9V,0 + V. X) (A.13)

J® = = Lix Vb — 2G56G,u V"0 — Gox |G V"X + RWO6V"6 — RAVYSVV,0

- Rauﬁuvy¢vavﬁ¢] + GSXX{%VMX[(D¢)2 - (vavﬂ¢)2]
- VX (OO, V0~ VaV,09°99) | + Grax| 9,006 - (V¥

+0gV, X — V”XV,,Vugb} , (A.14)
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where we have used the different components of the Horndeski Lagrangian

Lo =Gy(0, X)), (A.15)
L3 =—G3(6,X)0o, (A.16)
£4 EG4(¢7 X)R + G4X (Qb, X)[(D¢)2 - (vuvu¢)2] ) (A17)
£ =656, X) 9" v*o — CXOD (000 306(9,9,0) + 29,707

(A.18)

A.2 Coordinate-dependent scaling method

We briefly present here another method that uses the limiting argument developed
in section but where « enters as a scaling of the coordinates instead. This
method is most useful when applied to theories with derivative interactions such

as galileon models.

For simplicity, let the scalar field be a function of one variable only ¢ = ¢(r)
that scales as ¢(a?r) with ¢ a real number. Note, however, that one can easily
generalise the following results to also include a dependence, for instance, on
angular coordinates. We again consider a generic scalar field equation of the

form

0*Fu(6, 0,6, 0%0) + a'F,(6,0,6,0%0) = p. (A.19)

for some functions F,, F, and real numbers u,v. After a redefinition of the

coordinates, eq. (A.19) becomes
a*Fy(¢, a100a,0, 0%102,,0) + ' Fy(6, %00y ¢, *1070,0) = p . (A.20)

We now put the condition on both F), and F, that a¢ is factorized out with order
their subscript, which yields the exponents s + uq and t 4+ vq of a. The values of

¢ must ensure a term independent of o on the left-hand side, so that

g€ {—f,—f} —Q. (A.21)

In order to prevent divergences, we must adopt the most negative value in )
when o — oo and the most positive when o — 0, respectively. The resulting

equations for ¢, should they exist, describe the field in both limits.
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For a specific example, consider a cubic galileon model with the scalar field
equation (2.93) in approximately flat space. Assuming a cylindrical mass
distribution p = p(r) and field profile ¢ = ¢(r), the equation of motion becomes

p( ) 82¢ r(z) 2aar¢a7?¢ )

A.22
M, r ( )

To find the leading term in the limit of @« — 0o, we insist that the coordinate

dependence of the field goes as a?r such that upon applying the chain rule we

get

p(/’n) Qqaiqr¢+ aqr¢ +2 1+3¢q aqr¢ Oéqr¢, (AZS)

Mp
from which we conclude that ¢ = —%. Hence, we arrive at the simple scalar field
equation

"“P( ) 2 2

T = 20,-1/3,0051/3,0 = Oq-1/3,(0p-1/3,0)" . (A.24)
p

Inside of a cylindrical mass where p(r) = po, then this is trivially integrated to

¢ = 4?\04 r2ad? = 4p—]\04pr20f1/2, (A.25)
where we have insisted that ¢ — 0 as r — 0. Notice that we again recover
that there is an overall factor of o~ /2, which agrees with what we found with
the method described in section 2.3.2] An advantage of this alternative scaling
method, in contrast to the scaling method introduced in section [2.3] is that
one can adopt a different scaling for each coordinate direction, and so encode
the morphological dependence of the screening mechanism into the limiting
procedure. A disadvantage, however, is that the method is computationally more
involved, requiring the equations of motion to be written for a given coordinate
choice. With that we also lose the benefits of the covariant method, making an

analysis like the one performed in section [2.4] infeasible.
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Appendix B

Properties of the expansion using

the scaling parameter

In section , we have used that the extremal values in a set (); obtained from
taking an « limit in the scalar field equation are functions of only ¢;<;, where
¢t and j denote the orders of the a-correction. Furthermore, we have used that
the higher-order corrections 1(%>1) obey linear field equations with non-linear

equations restrained to the leading order ¥(®). We will discuss these aspects in
more detail in appendices and [B.2], respectively.

B.1 Perturbative a-corrections

In the following, we aim to show that the value of ¢; in the expansion of ¢ to all
orders, given by eq. (3.1)), is the same as the value ¢ in eq. (2.9)), where only the
term at leading order in « is considered. That is, ¢; is not affected by higher-
order a-corrections. For this purpose, let Z denote all fields of a modified gravity
theory other than the scalar field ¢, for example, the metric, and consider a field

equation of the form
F(Z,6,06) = T/M?, (B.1)

where the source T does not depend on any of the fields. As in section [3.2]
we will only consider the first derivative of the scalar field in the equations of
motion. The argument is easily generalised to second or higher derivatives and

so for simplicity, we will not consider them.
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For ease of reference, we repeat the expansion (3.1J),

b = o (1 + i aqw(%)) : (B.2)
i=1

As we want the i'" term to be larger than the (i + 1), we need an ordering of
the exponents ¢;: for the o — oo limit, the ordering is 0 > ¢; > ¢; > ¢;11 and for
a—0,0<q < ¢ < gy for integers ¢ > 1. In the following, we shall specify
to the limit o — oo so that ¢; > ¢;+1. An analogous discussion can, however, be

made for the limit @ — 0.

We will consider the perturbations (%) to be independent fields, so that F' is a
function of many variables, {a%(%) o994}, We then Taylor expand F in all
(%) variables for i > 1,

F = Flg_g+ Y 0[(Ggaipon F) o' + (Spaigpan o0 ™ + ..., (B.3)

1>1

where the ellipsis contain quadratic and higher order terms, and 1) = (1(2) (@) ).
Importantly, F' and its functional derivatives are still only functions of %)@
and Z due to the expansion, and Fl;_, = F/(X, Pl Gopla)),

When only considering the first-order correction in the expansion (B.2)), one finds
¢1 by examining the field equation corresponding to F |E:07 which is independent
of all ¥>? and hence ¢;»». Thus, we first wish to ensure that this result is

replicated when including higher-order corrections.

Let Q1 denote the set of all values that ¢; can take such that an exponent of o in F’
will be equal to zero. Then this set will contain elements found from F;_, which
will be the same values found when considering the expansion (2.9)). However,
terms such as (6,4, ) F )\@:qu(qi) give rise to values for ¢; that are functions of
q; for i > 1. We shall show that the minimum value of the set ()1, and hence the

value that ¢; takes, is independent of any ¢;~; and hence ¢; coincides with the

value found using eq. (2.9).

Consider a generic coefficient in the Taylor expansion, ((]] o ) o . VF) [5=53=0
with finitely many non-vanishing natural numbers m; and n;. For such a term not
to vanish through performing the functional derivatives on F' and the evaluation

at 1) = Oy = 0, then in the expansion of F, it must be that

Fo f(w(ql)7 aw(m)) H(Oﬂiw((h))mi (aq'éaw(fh))”i (B.4)
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for some function f. But as we are using the expansion (B.2)), there must also be

a term

Fo f(lp(%)’ aw(ql)) H(aqlw(ql))mi(aqlaw(m))ni_ (B.5)

The exponents of a found from both eq. (B.4)) and eq. (B.5]) are then p+ ., (m;+
n;)g; and p+ Y., (m;+n;)qi, respectively, where the exponent p is obtained from
f. The value of ¢; can be solved for implicitly by letting p = p’ + ¢; as well as

using the symmetric nature of eq. (B.4) and (B.5). Thus
@1 D {—Pl - Z(mz +n:)qr, —p' — Z(mz + nz)%} : (B.6)

The value that ¢; must take is less than or equal to the minimum of these two
combinations. Using the ordering that 0 > ¢; > ¢; V2 > 1, it is clear that the
smaller of the two terms is —p’ — > (m; + n;)¢1. Hence for any generic term in
the expansion such as in eq. , the value of ¢; which it predicts as a function

of all ¢; is bounded below by a value that is only a function of ¢; from a term

such as eq. (B.5)).

Thus we have found that when including the higher-order corrections in the
expansion , q1 does not become dependent on higher-order exponents ¢;~1.
Moreover, its value remains the same as that obtained from only considering the
leading-order term, eq. (2.9). A similar argument can be made for ¢;~1 being

independent of ¢;-;, as the key requirement is the ordering of the exponents.

B.2 Linearity of higher-order a-corrections

Finally, we aim to show that the field equations for the higher-order perturbations
>1 are linear for the generic field equation . When finding the field
equation for the perturbation 1(?), there are terms within F|E=0 that vanish
when taking a limit of «v as otherwise 1/(9) solves the full field equation. Moreover,
only terms that vanish when taking a limit of o remain upon inserting the first
two terms of the summation into the generic field equation and using
that ¢? solves a field equation which corresponds to the terms proportional to
a’. The remaining terms that are not functions of 1% are those that will source
its field equation. The slowest vanishing source upon taking a limit is the source

that ¢% must balance.
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Suppose that this source term takes the form o Fy(1(@), 91)(@)) for a homogeneous
function F; of order t. The exponent ¢, needs to take a value such that a term
in F that is a function of ¥(®) is of the same « order as the source term for
it to balance the field equation order by order. In contrast, ¢; has to balance

the non-vanishing matter source. From appendix we need only consider the
terms in the Taylor expansion ([B.3)) that are functions of 12 or 912,

F = F|E:O + Z( Zqz¢(qz)5$2a¢(42)F)|E:O(QQQ¢(q2))n(QQQ8w(QQ))m : (B7)

Following a similar argument to that in appendix [B.I] we will show that the value

for ¢o predicted by a generic term is larger than what a term linear in ¥/ or

0v® would predict for ¢o. For a generic coefficient (", ¢<q2>52”q2 o w(qu )z=o to
not vanish, there must be a term in F' of the form
F D [y, 0¢1) (9 @) (a2 dypl))™ (B.8)

As we are using the expansion (B.2)), the existence of such a term implies that
there be a term linear in 1/® and 9,

F 3 (4, 9) (000" (a0 )
[(aqlaw(q1))(aqz¢(q2)) + (aq1¢(q1))(aqzaw(q2))] ‘ (B.9)

The exponents found from both eq. (B.8) and eq. are then p + (n + m)q
and p + (n+m — 1)q1 + g2, respectively, where the exponent p is obtained from
f. Again, let p = p’ + ¢2. Then we can find the values of ¢o that these terms

contribute to ()5 as
Qo{t—p —(n+m)g,t—p —(n+m—1)q1 — q2} . (B.10)

Restricting to the limit & — oo and using the ordering 0 > ¢ > g2, we are
left with the value for ¢, from eq. being bounded below by the value from
eq. . Hence, any term non-linear in (%) or 9¢(®) provides a value for g¢»
which is bounded below by a term which is linear in (%) or 9¢(®), and hence
any term that contributes to the field equation for (%) will be linear in these

quantities. The analogous conclusion holds in the av — 0 limit.

This argument again can be generalised to the i case through the use of the
ordering. The result that the field equations for 1)(%2) are linear may be intuitive

as it comes from a Taylor expansion, but we have shown it explicitly here for
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rigour.
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Appendix C

Calculating the gravitational

waveform

In section [4.5], we calculate the gravitational waveform from a binary system
with masses m, » and positions :1:‘12 This appendix is intended to fill the details
overlooked in the body of the text

In performing this calculation we change coordinates to place the center of mass
of the system at the origin. The is a trick commonly performed in classical
physics where the mass of each body is only their rest mass. However we consider
post-Newtonian corrections to the system, and so their respective masses are also
changed by their potential and kinetic energies. Using the corrected mass changes

the center of mass and so its definition changed accordingly.

The center of mass X* is found to be
X' =m Y mat + mazd) + fY + O(2), (C.1)

where m = my + msy. One may worry that as we are calculating the metric to
O(e'), we may need the center of mass up to O(e?), but the only place it would
the second correction enter is in the leading order quadrapole term, where it

cancels out exactly.

We wish to describe the system in terms of the relative separation =’ = x} — z
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and its derivatives. In the center of mass coordinate system, X = 0 and

7t =(mg/m)z" — 0, + O(€?), (C.2a)
zh = — (my/m)a’ — 6, + O(€%). (C.2b)

similarly, we define the standard two body variables u = myma/m, n = p/m,

dm =my —mgy and r = |T|.

It will be useful to define the system in terms of Newtonian objects in the final
expression. So we define the Newtonian angular momentum, L' = u(Z x )?, unit

normal to the orbital plain A’ = (L x 1)’ and angular velocity w = |L|/ur?.

When finding the time derivatives of the center of mass coordinates, we will make
use of the equations of motion for the black hole binary. As the near zone is
described by GR, the equations of motion can be taken readily from sources such
as [29]. The accelerations due to the gravitational forces to first post-Newtonian

order are found to be

a' =aly + aj + €%, (C.3a)
(2 m A7

ay == 5, (C.3b)

al = — %(Alﬁi + Byiv'), (C.3¢)

(C.3d)

where for convenience we define
m 9 3 .
Ar==202+4n) -+ 1+ 3n)v” — o, (C.4a)
By =-2(2-n). (C.4b)

The orbital phase can be rather easily found to be

w2=%<1—%(3—n)+<%> <6+%n+n2>) (C.5)

through the same analysis as in Newtonian mechanics but with the Newtonian
force supplemented with the post-Newtonian forces of eq.(C.3al)

Derivatives of the equations of motion are also needed. In order to calculate &’
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and @', we make use of the following identities:

nt=— — , (C.6a)
r r
T =ry + 71, (C.6b)
22
m v T
N=——+—— — C.6
i = %(a— + BV 4 (v + o)), (C.6d)
which gives a’to the required order as
a* =(an)y + (@), (C.7a)
. 2mr ., om
(aN)N = r3 n — ’I“_3U ) (C?b)
‘ 2 m2 2 15 mid
(a1)y = — 18M + 477—v + 3+ 1277) mry At — 77772—Zﬁl
15 2 2 )
(12— ?n)mv + (3= 5n) - T2y (C.7¢)
and @’ to the required order as
a* =(dy)n + (dy)1 + (@), (C.8a)
i m? . mr? . mv? mr
(aN)N:—2Fn — 15 A n' +3 A n +6T—41) ; (CSb)
3 2,2 272
(dy)1 =(8+4n)—n' — (2 + 6n) n' + (12 — 3n) ——n'
mAr
= (4= 29)= 50", (C.8¢)
2 o2 23
@)y = — 36nﬂv' — (30 — 4277)7””’ vl — (60 — 45n)ﬂv'
m2i2 2.2 24
+ (126 — 5777) TR — (15 4 165/2n) i 4 102/2n”;—2ﬁ1
2,2 4

3
(22 + 277)36 + (8- 1on)m

; +(3+15n)”i—jﬁi. (C.8d)
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