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Abstract

Accelerator based neutrino experiments generate their neutrino beams by impinging high
energy protons on thick targets. The neutrino beam predictions are thus based on modeling
the interactions of the beam protons inside the targets. Different hadronic models can be used
with different accuracies depending on the energy range of the incident protons and on the
target material. Nevertheless, none of the models can be seen as perfectly describing all different
interactions. In order to reach high precision neutrino flux predictions, it is thus mandatory to
be able to test and constrain the models with hadron production measurements.

The T2K experiment in Japan uses the ancillary NA61/SHINE facility at CERN to constrain
the production of hadrons resulting from the interactions of proton beam particles impinging on
a 90cm long graphite target. Data taken by NA61/SHINE with a 30 GeV proton beam on a thin
(4% interaction length) graphite target have been recorded in 2007 and 2009. They have been
analysed and extensively used by T2K. These data allow to constrain up to 60% of the neutrino
flux at the beam peak energy. The remaining 40% are generated by re-interactions of secondary
particles within the target or with the material surrounding the target. These re-interactions
cannot be directly constrained with the p+C at 30 GeV thin target measurements. By measuring
the production of hadrons off a replica of the T2K target, up to 90% of the neutrino flux can be
constrained.

In 2007, the NA61/SHINE took a first pilot run with a replica of the T2K target. These data
were analyzed and demonstrated the feasibility of such measurements. This first pilot run did
not give a large enough statistical dataset to allow for a reduction in the uncertainty regarding
the neutrino flux prediction. In 2009 and 2010, two larger data sets were recorded. In this thesis,
the analysis of the 2009 data set is presented. Pion multiplicities at the surface of the target are
extracted and systematic uncertainties are computed. The results are given in bins of momentum
p, polar angle 6 and longitudinal position z at the surface of the target. The uncertainties on
these results are typically of the order of 7% for the statistical component and between 4% and
10% for the systematic component.

A procedure based on some of the work developed within T2K is presented in order to
compare the thin target and T2K replica target results of NA61/SHINE. This procedure consists
of re-weighting each modeled interactions in the 90cm long target with the NA61/SHINE thin
target measurements. The re-weighted pion multiplicities at the surface of the target can then be
directly compared to the T2K replica target analysis results. Finally, the neutrino flux predictions
are constrained by using the 2009 T2K replica target data and the uncertainties on this data set
are propagated to the neutrino flux predictions.

The 2010 data set will allow to reach ultimate precision with respect to hadron production
off the T2K replica target. As a result of higher recorded statistical datasets, kaon multiplicities
at the surface of the target could also be extracted.

All future projects proposing long baseline neutrino experiments mention the need for high
precision hadron production measurements in order to reach their physics goals. This opens new
perspectives for NA61/SHINE. Its neutrino physics program will certainly remain of interest for
the neutrino physics community.



Résumé

Les expériences de physique des neutrinos basées sur les accélérateurs produisent leurs flux de
neutrinos en faisant interagir un intense faisceau de protons sur une épaisse cible. Les prédicitons
des flux de neutrinos sont donc basées sur la modélisation des interactions des protons avec la
cible. Différents modeles hadroniques peuvent étre utilisés afin de décrire, au mieux, en fonction
de I’énergie spécifiques des protons incidents, le faisceau a simuler. Néanmoins, aucun modele
ne peut, avec précision, prédire toutes les interactions différentes engendrées par un proton a
Iintérieur de la cible. Pour atteindre un haut degré de précision sur la simulation des flux
de neutrinos, il est donc nécessaire de tester et contraindre les modeles avec des mesures de
production de hadron.

L’expérience T2K au Japon utilise les mesures effectuées par NA61/SHINE au CERN pour
contraindre la production de hadron créés par l'interaction d’un faisceau de proton sur une cible
de carbon de 90 cm de long et 1.3 cm de diametre. Les données prises en 2007 et 2009 par
NAG61/SHINE avec un faisceau de protons de 30 GeV bombardant une fine cible (4% de la
longueur d’interaction) de carbone ont déja été analysées et sont largement utilisées par T2K.
Ces données permettent de contraindre 60% du flux de neutrino au pique d’énergie du faisceau.
Les 40% restant proviennent de re-intéractions, soit & 'interieur de la cible elle-méme, soit dans
les matériaux entourant la cible. Ces re-intéractions ne peuvent pas directement étre contraintes
par les mesures effectuées avec les protons a 30 GeV sur la cible fine. Par contre, en mesurant
la production de hadrons sortant de la surface de la cible de T2K, toute les re-intéractions sont
alors incluses dans les mesures. Jusqu’a 90% du flux de neutrino peut ainsi étre contraint avec
ces mesures.

En 2007, une premiere série de données a été enregistrée avec un faisceau de proton de
30 GeV bombardant une réplique de la cible de T2K. Ces données ont été analysées et ont
permis de prouver la faisabilité de telles mesures. Le nombre d’événements enregistrés était
cependant relativement faible et I'incertitude de ces mesures n’ont malheureusement pas permis
de contraindre le flux de neutrino de T2K de maniere plus précise que ce qui n’avait déja été fait
auparavant avec les données de la cible fine. En 2009 et 2010, deux nouveaux sets de données ont
été enregistrés avec une réplique de la cible de T2K. Cette these présente 'analyse des données
prises en 2009. Les multiplicités des pions a la surface de la cible sont extraites et les erreurs
systématiques sur ces mesures sont estimées. Les résultats sont présentés en bins d’impulsion p,
d’angle polaire € et de position longitudinal de sortie de la cible z. Les incertitudes statistiques
sont typiqugment de I'ordre de 7% alors que ’ensemble des erreurs systématiques se situent entre
4% et 10%.

Une procédure basée sur un travail accompli par la collaboration de T2K est présentée dans
le but de comparer les mesures prises par NA61/SHINE avec la cible fine de celles prises avec
la réplique de la cible de T2K. Cette procédure repose sur la repondération, avec les résultats
de la cible fine, de chacune des intéractions ayant été préalablement simulées tout au long des
90 cm de la cible. Les multiplicités de pions ainsi repondérées peuvent alors directement étre
comparées aux mesures effectuées avec la replique de la cible de T2K.

Finalement, les résultats de ’analyse de la réplique de la cible de T2K sont implémentés dans
la prédiction des flux de neutrinos de T2K. Les incertitudes sur ces résultats sont propagées afin
d’évaluer une erreur systematique sur les flux de neutrinos.

Les données 2010, avec leur large nombre d’événements enregistrés, permettront d’atteindre
lultime degré de précision sur la production de hardon sortant de la réplique de la cible de
T2K. Non seulement les spectres de pions pourront étre extraits de ces données, mais également



les spectres de kaons, qui, eux aussi, jouent un role important dans la production de flux de
neutrinos.

Tous les projets de physique des neutrinos basés sur des accélérateurs soulignent I’importance
de la connaissance de production de hadron. Ceci assure & ’expérience NA61/SHINE au CERN
de continuer a jouer un role de premier plan dans ce domaine pour la physique des neutrinos.
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Chapter 1

Introduction to Neutrino Physics

1.1 Historical Introduction

The history of weak interactions started in 1896 with the discovery of the radioactivity of uranium
by H. Becquerel. Three years later, J. Chadwick could demonstrate the existence of two different
radiations, the o and g radiations. In 1914, J. Chadwick conducted measurements of the (-
spectrum and demonstrated it was a continuous spectrum in energy [I], while a-spectrum was
observed as a monochromatic peak in energy. The continuous energy spectrum in radioactive
decays led to the idea that a new particle could explain the presence of the missing energy.
In 1930, in a famous letter addressed to “Liebe Radioaktive Damen und Herren”, Wolfgang
Pauli proposed the existence of a new weakly interacting neutral particle that would explain the
continuous [-spectrum and solve the problem of spin statistics in S-decay. W. Pauli called this
new particle neutron. In 1932, J. Chadwick discovered the neutron (as we know it today) [21[3]
and E. Fermi renamed the Pauli particle neutrino. The first theory of weak interactions was
proposed in 1934 by E. Fermi [4] and proved to be very successful in describing the experimental
results of the S-decay. Nevertheless, no observation of neutrinos had been confirmed.

R. Davis, following the theoretical work of B. Pontecorvo, proposed to use chlorine as a tar-
get for neutrino interactions. In this process, a neutrino should interact with a chlorine atom to
produce argon and an electron. Finding argon atoms in the chlorine tank would be a proof of
neutrino interactions. He attempted to run his experiment using a nuclear reactor as the anti-
neutrino source. A first experiment was conducted at the Brookhaven experimental reactor and
a second, with a more powerful reactor, at the Savannah River site. None of these experiments
could measure a signal for the detection of antineutrinos. As it has since been understood, only
electron neutrino can interact with chlorine to produce argon, but not antineutrinos. Neverthe-
less, at that time, no such conclusion was possible and R. Davis could only conclude that the
interaction rate was so low that he didn’t get any signal.

F. Reines and C. Cowan, on their side, were also hunting for neutrinos. Their experiment was
using a nuclear reactor as the intense source of antineutrinos, but the detection of interactions was
based on a different process. They would use a water tank as target with addition of cadmium
to the water. The antineutrino from the reactor would interact with the proton, creating a
neutron and a positron. Cadmium, as a highly efficient neutron absorber, would give a gamma
ray after having captured the neutron. A detection from the gamma ray of the cadmium 5
microseconds after the detection of the gamma ray from the positron would be the signal for
a neutrino interaction. In contrast to the experiment proposed by R. Davis, such reaction is
possible with a flux of antineutrinos from a nuclear reactor. In 1956, 26 years after the open



letter of W. Pauli, F. Reines and C. Cowan could finally prove the existence of neutrinos [5.[0] !

This same year, T.D. Lee and C.N. Yang published a paper questioning parity conservation
in weak interactions [7]. By the end of 1956, C.S. Wu had demonstrated in an experiment based
on polarized %°Co that parity was indeed violated in 3-decays [§]. Soon after, other experiments
confirmed parity violation in weak interactions. Two years later, in 1958, M. Goldhaber could
determine the helicity of the neutrino in a subtle experiment, using the electron capture in the
152Eu nucleus, transforming it into >>Sm with the production of 7y and one v, [9]. His results were
consistent with a left-handed particle being massless. The Standard Model of particle physics
would be built on this assumption.

Despite its lack of results with reactor (anti)neutrinos, R. Davis pursued his chlorine exper-
iment with the famous Homestake experiment in order to try to detect neutrinos emitted by
the burning process of the Sun. J. Bahcall had made a prediction of the number of neutrinos
reaching the earth [10] and R. Davis wanted to confirm it experimentally. It turned out that
R. Davis could count only one third of the number of neutrinos predicted by J. Bahcall [11].
This became the well-known solar neutrino problem. Other experiments like Kamiokande and
Super-Kamiokande in Japan confirmed R. Davis’ results. The solution to this problem was finally
explained by the theory of neutrino oscillations.

B. Pontecorvo was the first to mention a theory of neutrino oscillation. Based on the idea of
the oscillation of neutral Kaons K° = K9, Pontecorvo proposed the possible oscillation v = ©
for Majorana particles [12]. After the discovery of the muon neutrino v, in 1962 by L. Lederman,
M. Schwartz and J. Steinberger [13], and with the results of observations based on atmospheric
neutrinos it was understood that the oscillations were happening between the different neutrino
flavors [14].

In 2002, the SNO experiment finally confirmed the theory of neutrinos oscillating between
three flavor eigenstates [I5]. Since then, neutrino oscillation experiments have allowed to measure
the three mixing angles, the value of the squared-mass difference Am3; and the absolute value
of Am%, ~ Amj3,.

To this date, the CP phases, the absolute scale of neutrino masses and the sign of Am3;
remain unknown.

1.2 Neutrinos in the Standard Model

With the discovery of the Higgs Boson at the CERN LHC [16] [I7], all particles predicted by the
Standard Model have been observed. They are categorized depending on their nature. Quarks
and leptons are the elementary building blocks of matter. They are called fermions and have
spin 1/2. Bosons are responsible for the interactions between particles. They have integer
spin. The common representation of the Standard Model is given in m The Standard
Model has proved to be very successful in explaining most of the observed phenomena in high
energy physics. It is a SU(3) x SU(2)r, x U(1)y gauge theory describing the strong, weak and
electromagnetic interactions of elementary particles. The strong interactions are described by
the Quantum ChromoDynamics (QCD) which involves quarks and gluons only. Leptons do not
interact with gluons. SU(3) is the gauge group of QCD. Weak and electromagnetic interactions
can be unified in an electroweak theory. SU(2)r x U(1)y is the gauge group of the electroweak
theory. Spontaneous breaking of this symmetry leads to the U(1)ey, group of the Quantum
ElectroDynamics (QED).

Neutrinos are represented as left-handed massless fermion fields and are classified into three
generations (also called flavors). They are called electron v., muon v, and tau v, neutrinos.
Being neutral and massless particles, their flavor can only be defined by the associated charged
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Figure 1.1: Elementary particles of the Standard Model

leptons involved in the neutrino interactions. Experimentally, it was observed that only three
neutrino flavors can take part to the weak interaction process. This was done at CERN [I§]
by measuring the width of the Z boson. As this boson couples to all fermions, the width is
directly related to the number of neutrino species. m shows the measured data with the
predictions assuming two, three and four flavors of neutrinos.

Before the correct understanding and the observation of neutrino oscillation phenomenon,
the picture of the neutrinos being left-handed and massless particles was consistent with the
experimental measurements. The Goldhaber experiment proved that neutrinos are left-handed
particles and no other observation could show that neutrinos could have masses. Hence it was a
reasonable assumption to base the Standard Model as in

The Higgs mechanism (also known as Brout-Englert-Higgs mechamsm [19] [20]) included in
the Standard Model allows to explain the origin of the masses of the particles but still keeping
the neutrinos as massless. It is embedded in the SU(2); x U(1)y local gauge symmetry of the
electroweak sector of the Standard Model. The minimal Higgs model is built on a weak isospin
doublet of two complex scalar fields (with a charge difference of one between the two component
of the doubet as it is prescribed by the electroweak sector):

(ot _ 1 (b1 +iga
¢ = <¢°> = <¢3+i¢4) (1.1)

and a Lagrangian of the form
£ =(9,9)" ("®) — V (®) (1.2)

with the Higgs potential given by
V(®) = 1201 d + A (070)” (1.3)

m shows the shape of the potential for the two cases u? > 0 and p? < 0. Considering
p? < 0 gives an inifitie number of minima for the potential. Choosing one specific minima leads
to spontaneous symmetry breaking.
Two strong constrains have to be applied to the Higgs mechanism. First it has to be a local
auge theory. This means that the partial derivatives in the kinetic part of the lagrangian in
ﬁm should be replaced by the usual covariant derivatives. This produces the gauge fields
of the electroweak theory related to the photons, W and Z bosons. The second constrain is
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related to the fact that the Higgs mechanism has to give masses to the W and Z bosons but
leave the photon massless. This can be done by considering a non-zero value only for the neutral
component of the Higgs doublet. m can then be written as:

@:\2<¢3fi¢4> (1.4)

Choosing one specific minima of the Higgs potential when p?> < 0 leads to spontaneous
symmetry breaking. Considering an expansion of the field around the chosen potential minimum,
the Higgs doublet from can be written as:

% (v + H(Ox) + i§> (13)

where v is the vacuum expectation value, H and & represent the expansions around the minimum.
Inserting leq. (1.5) in leq. (1.2) reveals that the field H has an associated mass term corres-
ponding to

(b:

my =/ —2p> (1.6)

while the field £ remains a massless field which is associated to a Goldston boson [21].
Requesting the theory to be gauge invariant, it is possible to show that this massless field is
not physical and can be “eaten” by properly choosing the gauge transformations of the gauge
fields present in the covariant derivative. This specific transformation in which only the physical
fields remain present is called the Unitary Gauge.
As a conclusion of the two constrains we have listed above and after spontaneous symmetry
breaking, the minimal Higgs doublet can be written as

¢ = % (v 4 5)11(3:)) (1.7)

and H is the only remaining physical field. Inserting it in the Lagrangian from m with the
correct form of the covariant derivatives allows to extract mass terms for the W and Z bosons
while keeping the photon as a massless field.

This Higgs mechanism is very powerful at describing how the gauge bosons get their masses,
but it can also be used to generate the masses of the fermions. Being spin 1/2 particles, fermions
are described by the Dirac Lagrangian

Z = WW‘@W - WW (1.8)

The mass term —mu1 is not invariant under SU(2); x U(1)y local gauge transformation
and cannot be directly included in the Standard Model. Nevertheless, in the Standard Model,
the same SU(2) [, local gauge transformation apply on the Higgs doublet ®

O = (I +igd(z) f) o (1.9)
and on the left-handed chiral fermion doublet L

LI = (I+igo’2(x) .T)L (1.10)

L~ matrices satisfy the anti-commutation relation {y*,v*} = 2g#¥, where gt¥ = diag(l,—1 — 1 — 1) is the

Minkowski metric tensor; the 4% matrix is defined by 5 = v5 = i79y142~34%



L=L1" =T :Z(I—igo?(x) f) (1.11)

L= (”;LL) (1.12)

Hence, a term L® is SU(2) invariant. In order to get a SU(2)r x U(1) invariant term, the
right-handed chiral fermion singlet can be used to form a term like

where

L®R where R=/{,r; a=e,urT (1.13)

Such terms can be directly applied to the lepton sector and the proper SU(2);, x U(1)y
invariant mass term for the Lagrangian of the Standard Model is written as

L=— > YL, g +He (1.14)

a,B=e,pu,7

In the unitary gauge we have described above, it will become

v+ H 0
.f:-( ﬁ) > Y5 g+ He (1.15)

a,f=e,u,T

and the terms related to the neutrino fields have disappeared. Hence, the Higgs mechanism of
the Standard Model does not allow to generate masses for the neutrinos.

The prime subscript indicates that, in general, the Yukawa coupling matrix Yé% is not diag-
onal. In order to find the charged lepton it is necessary to diagonalize this matrix. It is done by
using two 3 X 3 unitary matrices and the tranformation

ViYV*VE=Y" with Yy =yldas (a.B=e,p,T) (1.16)

Introducing the following notation for the chiral lepton array

er, €R
b=V = pr| and r=Vily=|pr (1.17)
TL TR

the Lagrangian in m, in the eigenbasis where Y* is diagonal, can be written as

£ = Yol gy Yo7y 1
,,Zﬁwﬁzﬁ(w (1.18)

a=e,u,T a=e,pu,T

where
by =Vlor+Llur (ax=e€,u,T) (1.19)
are the fields of the charged leptons with definite masses. The masses of the charged leptons are
thus identified by
_ yhv
V2
At the time the standard model was built, the neutrinos were seen as left-handed massless

particles. Hence the above theory was very successful at explaining the lepton sector.
It should be noted that if the same method is applied to the quark sector, only those quarks

Mg, with a=-e,u,7 (1.20)



classified in the lower part of the doublets would acquire masses. In order to remedy to this
problem and also give masses to the up-type quark with the Higgs mechanism, it is possible to
construct the conjugate of the Higgs doublet as

P = —ioy®* = <_¢¢O*> (1.21)

and consider terms in the Lagrangian of the form L®R. These terms are SU(2), x U(L)y
invariant and allow to generate masses for the upper components of the quark doublets.

The Standard Model has proved to be very powerful at describing nature. It has even been
used to make predictions that revealed to be correct. It was constructed to match with the
observations made by experiments. Before neutrino oscillations were experimentally confirmed,
it was justified to introduce the neutrinos in the Standard Model as left-handed massless fermions.

Since we know that neutrinos oscillate and hence have masses, it is mandatory to expand the
Standard Model. In the following sections, we will see three different propositions for physics
beyond the Standard Model by adding masses to the neutrinos

1.3 Neutrino Masses

In this section, we will show how the Standard Model can be extended to add masses to the
neutrinos. For simplicity, we will consider three flavor states and three massive states for the
neutrinos. But it is important to note that, while the number of flavor states involved in the weak
interactions has been experimentally measured as being three, the number of massive neutrino
states is not constrained. Considering more than three massive states open the door to the
existence of sterile neutrinos.

1.3.1 Dirac Mass Term

A Dirac neutrino mass can be generated in the same way the up-type quark mass was introduced
in the previous section. But the introduction of right-handed components of the neutrinos is
then needed. The Lagrangian in the unitary gauge for the fermion mass terms in this minimally
extended Standard Model can be written in matrix form as

H _
oY J\;i Y by + VLY " V] + e (1.22)
with the new right-handed neutrino array
Ver
V= | Vog (1.23)
/
Vir

and where Y'” is a new matrix with Yukawa coupling terms. As for leptons and quarks, it is, in
general, not a diagonal matrix. It can be diagonalized by using two 3 X 3 unitary matrices V}
and V¥

VAYPVE =YY with VY =yhok (kj=1,2,3) (1.24)



Introducing the massive chiral neutrino arrays

V1L VIR
ny = VETV/L = | vy and np = VETV}? = | v (1.25)
V3L V3R

m expressed in the basis in which the Yukawa matrices are diagonal becomes:

3
Z Yo larlor + Z YevkLVkr | + Hee (1.26)

a=e,[,T k=1

_v+H

L=""5

Defining the Dirac charged lepton fields (as in the previous section) and Dirac neutrino fields as
by =Lor +lar (a=e,u,7) and vy =g +vkr (k=1,2,3) (1.27)

|m,._(_]_—_2ﬁ_)| can finally be written as

ylv > yro Yt =gy
7 Y07y N Help, Lo g b H - Loy H 1.28
,HZW NG ; NG kVk a:ez,p,,r\/é kzlﬁ kVk (1.28)

The neutrino mass terms can then be identified by

v
Ygv

V2

and are related to the H%FS vacuum expectation value v as for the charged leptons and quarks.

my, = (k=1,2,3) (1.29)

The last term of represent the interaction of the neutrinos with the Higgs boson.
In order to see the practical effect of the matrices Vy , and Vﬁ R let’s consider the charged
current weak interaction part of the Lagrangian. It is given by

(1 =)W, + He =Lt WH 4+ He (1.30)

2V2

With the above notations, the leptonic weak charged current ng, 5, can be written as

gi
Lk = =5 50"

vy = 2wy, = 2mVy Ty Vi, = 2mp VTVt (1.31)
where we can define the matrix U as

Vel
U=V/V and vp=Unp vi=|vu (1.32)
VrL

With this definition, the mixing matrix is directly applied to the neutrinos and not to the
leptons. The reason is that leptons can be treated as particles with definite masses. The flavor of
each lepton is identified by its mass and its decay modes which can be directly observed. Hence,
a charged lepton with definite flavor is a particle with a specific mass. Neutrinos, on the other
hand, can only be detected indirectly via the charged lepton they produce or annihilate. Hence,
flavor neutrinos are not required to have definite mass. They can be seen as superposition (or
linear combination) of massive neutrinos.



The 3 x 3 unitary matrix U characterizes the superposition of massive neutrinos for each
flavor neutrino. It can be described by three mixing angles and six phases. Nevertheless, the
Lagrangian in m is invariant under transformations of the from

e — ey (k=1,2,3) (1.33)

lo = €%y, (a=e,u,7) (1.34)

This invariance of the Lagrangian can be used to rephase and eliminate five of the six phases that
do not have any physical effect. Only one physical phase remains and is actually of significance
in the current given in .

Noether’s theorem stresses that for each transformation that leaves the Lagrangian invariant,
there exist an associated conserved current and conserved charge. It is thus interesting to see
under which global transformation the Lagrangian remain invariant. The most general
global transformation of the form

VL — €i¢l/kL, VLR — BM)VkR (k = 1,2,3) (135)

bor, — €lar, lor — €%larn (a=e,p, T) (1.36)

with a common phase ¢, leaves m invariant. The conserved value associated to this
transformation is the total lepton number.

It should be noted that the values of the Yukawa couplings are not constrained by the Stand-
ard Model. Therefore, the origin of the values of quark and lepton masses remain a mystery in
the Standard Model. The absolute masses of the neutrinos haven’t been measured yet but they
are known to be much smaller than the masses of the other fermions.

Adding Dirac mass terms for the neutrinos to the Standard Model has the advantage to be
a very minimal extension that can be considered in order to explain the confirmed observations
in current neutrino oscillation experiments. No further considerations or hypothesis would be
required. Nevertheless this minimal extension would not be sufficient to explain theories like the
baryon asymmetry of the universe or the predicted neutrinoless double beta decay process that
requires the neutrinos to be Majorana particles. It would also not allow to predict the existence
of heavy neutrinos which are proposed as potential candidates for dark matter. Hence, it is
believed that some other basic underlying processes should be responsible for the masses of the
neutrinos.

1.3.2 Majorana Mass Term

Two component spinors are sufficient to describe massless spin-1/2 fermions. Indeed, for massless
fermions, left-handed and right-handed chiral fields are decoupled (as can be seen through the
Dirac equation). E. Majorana showed in 1937 that two-component spinors could also be sufficient
to describe massive particles. Nevertheless, this assumes some relations connecting the right-
handed and left-haded chiral fields. The specific relation for the fermion field can be deduced
from the Dirac equation and is given by the Majorana condition

b= (1.37)

where C is the charge conjugate operator and ¢ is the charge conjugated field of 1. Hence, the
Majorana condition implies that the particle is equal to its antiparticle. Therefore, only neutral
fermions can have the property to be Majorana particles.



The Majorana mass term in the Lagrangian can be written as

1
L = 3 Z VQLCTMOI;ﬁV/ﬁL +H.c. (1.38)

a,f=e,u,T

M is the Majorana mass matrix. It is a 3 x 3 complex symmetric matrix which is, in general, not
diagonal. The fields of massive neutrinos are obtained by diagonalizing M. This can be written

as
(VOITMYVE = M with  My; = mpdy;  (k,j =1,2,3) (1.39)

Expressing the left-handed flavor fields as unitary linear combination of the left-handed compon-
ents of fields with definite mass

VL
v =V/nr with np= |1 (1.40)

V3L

we can write m as
3
1 N
L = -3 kaVgLVkL +H.c (1.41)
k=1

It is important to note that this mass term is not invariant under the global U(1) gauge
transformation (in opposition to the Dirac mass case)

ver — v (k=1,2,3) (1.42)

with the same phase ¢ for all massive neutrinos. This fact implies that the total lepton number
does not need to be conserved anymore, opening the door for interesting processes like neutrino-
less double-3-decay.
Furthermore, from m one can see that the Lagrangian is also not invariant under a
transformation of the form
ver — €% (k=1,2,3) (1.43)

where the phases ¢j are different for each flavor. Therefore, it is not possible, as for the Dirac
fields, to rephase the left-handed neutrino fields and it is not possible to remove five phases. Only
three phases can be removed by rephasing and three CP phases remain in the mixing matrix.
The mixing matrix can be written as a product of two matrices

U=UPpM (1.44)

where UP represent the Dirac mixing matrix with three mixing angles and one phase and D™
contains the two extras phases related to Majorana mass term.
The common parametrization for U and DM is written as

is
€12€13 $12C13 513e'°¢P
D __ 1) i0
U™ = | —s12¢23 — €12523513€"°CT  C12C23 — 812823513€"°°7 823C13 (1.45)
is
§12823 — C12C23513€ —C12823 — 512C23513€"°°Y  (23C13

idcp
where ¢;; = cos(0;5), si; = sin(6;;) and

DM = diag(1, e'*1, £i?2) (1.46)
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We have introduced here the notation dop for the phase related to the Dirac mixing matrix as
it is the notation commonly used in neutrino oscillation experiments.

Adding only a Majorana mass term to the Standard Model would allow to explain the present
observations in neutrino experiments. Furthermore it is a mandatory term for the theory of
neutrinoless double beta decays. Nevertheless, it does not bring by itself a clear explanation
for the origin of the very small values of the masses of the neutrinos with respect to the other
fermions.

1.3.3 Dirac+Majorana Mass Term

The chiral fields vy, and vi are the building blocks of the neutrino Lagrangian. If only v, exists,
then the neutrino Lagrangian can only contain the Majorana mass term

1
zk —mpvICluy + He (1.47)

mass = 2
If vi also exists, then the neutrino Lagrangian can contain the Dirac mass term

KA —mpvrvr + H.c (148)

mass

However, the neutrino Majorana mass term for v can also be considered

1
Zh o= —mprhClugr + He (1.49)

mass 2

Therefore, in general, if we assume that v exists, we can write the general Dirac-Majorana mass
term
D+M D L R
gmz;;s = gmass + fmass + "gmass (1'50)

Defining the left-handed chiral field as a column matrix

(v _ (vt
Np, = <V§> = (Cﬂ£> (1.51)
m can be written as

1
DM _ CNTOHMN, + He with M= (7F ™D (1.52)
mass 9L mp MR

To find the fields for massive neutrinos, we again have to diagonalize the mass matrix M via

T _(m1 O
UTMU = < 0 mQ) (1.53)

The massive neutrino fields are then given by

ny = (22) and Ny =Unp (1.54)
m becomes then
1 1
LPAM 3 zk:mkugLCTVkL +Hc= —3 zk:mkﬂkuk (1.55)
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where we have defined
v = vkL + v = v + OO, (1.56)

This is exactly the Majorana relation which describes Majorana particles. So, a Dirac-Majorana
mass term implies that massive neutrinos are Majorana particles.

An interesting case is when mp <« mpg and my = 0. In this case, from the characteristic
equation when diagonalizing the mass matrix M, one gets

2
mp

and mg ~mp (1.57)
MR

myp =~
If one assumes that mpg is large, vo becomes as heavy as mg and 1y is a very light neutrino
because its mass is supressed with respect to mp by the large value of mp. This mechanism is
know as see-saw mechanism, where light neutrinos are linked to very heavy neutrinos. As these
very heavy neutrinos are right handed, they do not participate in weak interactions and cannot
be detected by Standard Model processes. They are called sterile neutrinos.

Adding a Dirac+Majorana mass term to the standard model is of course not the minimal
extension. But it is probably the most interesting one. We can cite two examples to underline
the interest into a Dirac+Majorana mass term.

The first one relates to dark matter. Still a large part of the mass of the universe cannot
be explained by the quarks and charged leptons of the Standard Model. Right-handed heavy
neutrinos could be interesting dark matter candidates. Assuming their masses are large (as it
would be the case from a see-saw mechanism) it is possible that modern accelerators like the LHC
haven’t been yet able to reach the requested energy to experimentally generate them. Future
accelerator projects like Fcc-ee might probe new theories and help to shed light on the nature of
neutrinos [22].

The second example relates to the baryon asymmetry of the universe. A proposed theory
shows that the baryongenesis could be understood as based on the leptongenesis under different
conditions. One condition state that the lepton number should be violated. A second condition
requests C- and CP-symmetries to be violated as well in the lepton sector. These conditions can
be fulfilled in the case of Dirac+Majorana mass term included as an extension of the Standard
Model.

In conclusion, even if the nature of neutrinos is still unknown, the addition of a Dirac+Majorana
mass term is favored by many physicists as it would allow to predict other potential phenomena.

1.4 Accelerator based neutrino experiments

The concept of accelerator neutrino beam was first proposed by M. Schwartz [23] and B. Ponte-
corvo [24] in two independent articles. The first experiment to use an accelerator to produce a
neutrino beam was carried out by L. Lederman, M. Schwartz and J. Steinberger, which allowed
them to discover the muon neutrino in 1962. In 1963, research using neutrino beams started at
CERN and resulted in two very important successes. The first one was the discovery of weak
neutral currents in the Gargamelle Experiment [25]. The large bubble chamber had the capacity
to accurately display the vertexes of the interactions as well as the products of the interactions.
In December 1972, the observation of an isolated electron was the clear signature for the process
vy + e — v, + e~ which can only be due to the exchange of a Z° boson. This inspired the
collaboration to look for the more complicated hadronic neutral current candidates. A precise un-
derstanding of the neutrino flux was mandatory and a dedicated hadron production experiment
was conducted with the Allaby spectrometer. The careful understanding of the background,
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Figure 1.4: Typical event in the BEBC experiment interpreted as the production of a charmed
particle in a neutrino nucleus interaction and the subsequent decay of this particle. [27].

mainly due to induced neutrons out of the chamber, was a key point for the confirmation of
the observation of neutral current events. In July 1973, the Gargamelle collaboration published
their results [26], confirming the discovery of neutral current events in neutrino interactions.
The second important success of the CERN neutrino programme was the direct observation of
charmed particles. Charm quarks had been postulated by the GIM (Glashow, Iliopoulos, Mai-
ani) mechanism. The interactions of neutrinos with the quarks of the nucleons would allow for
the production of charmed particles, themselves decaying into leptons. Hence, the experimental
signature for the production of charmed particles would be the detection of two leptons with
opposite signs in the final state. We quote two experiments that reported such observations.
The BEBC experiment, with its bubble chamber, could clearly identify the different tracks of
the product of the interaction of the incident neutrinos with the nucleons, and hence identify
events with the production of charmed particles and their subsequent decays. m shows
a typical candidate of such event. The CDHS experiment, thanks to its larger mass and its
detection technique using emulsions, could record a large number of dileptons events and could
conclude, in an article published in 1982 [28], that “Neutrino- and antineutrino-induced dimuon
events show all the properties expected for a charged-current reaction and charm production and
decay”.

Since the confirmation of the neutrino oscillation phenomenon by experiments like SNO [15]
and KamLAND [29], neutrino physics has entered an era of precise measurements of the mixing
parameters (presented in E{ﬁ) as well as of cross-sections. Accelerator-based neutrino
experiments quickly showed to be very suitable to reach these goals.

Two different concepts have been used to produce neutrino beams at accelerator. In the beam
dump approach, a proton beam is shot onto a large solid target. The goal is to absorb the protons
as well as their secondaries in order to minimize the probability for the conventional sources of
neutrinos to decay. With this method, the electron neutrino component is enhanced with respect
to the muon neutrino component in the beam. The Gargamelle experiment at CERN has been
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using the beam dump approach to study electron neutrino interactions in its detector.

In the second approach, the proton beam impinges on a nuclear target producing secondary
particles, mainly pions and kaons. Those secondaries leave the target, boosted in the forward
direction, and are let to travel through a decay volume so that they can decay to neutrinos. In
conventional neutrino beams, additional focusing horns are used to collect and focus as much
hadrons as possible in the direction of the neutrino detectors.

In this section we discuss present knowledge and future challenges of accelerator-based neut-
rino experiments. We concentrate on currently running experiments and proposed future projects

1.4.1 Neutrino beams and hadron production measurements

Conventional neutrino beams at accelerator are created by the interactions of protons on a long
nuclear target. Hadrons are produced as a result of these interactions. Predominantly pions will
exit the target with a smaller amount of kaons. A long decay volume placed after the target
let the hadrons decay into neutrinos. The decays 7+ — u + v, (BR ~ 100%), K+ &+ vy
(BR = 63.4%) and K1, — 7 + p+ v, (BR = 27.2%) produce the dominant contribution of the
muon neutrino beams. Other decays like K, — m + e 4+ v, (BR = 27.2%) or the subsequent
decays of muons y — e + v, + v, are usually seen as a background for a muon neutrino beam.
Nevertheless, sometimes they can be used to exploit the small component of v, for e.g. cross-
section measurements. The target is usually made out of a low density material, like carbon or
beryllium, to let the pions exit its surface. Different geometries have been used, but with always
the same idea: a few interaction lengths along the beam direction to compensate for the low
density material and a small diameter to get as many particles escaping the skin of the target.

The length of the decay volume can be optimized with respect to the pion energy spectra so
that it maximizes the number of pion decays while it keeps the number of muon decays as low
as possible. Typical lengths in currently running and proposed future experiments are such that
they correspond to the decay length of the pions around the peak energy of the pion distribution
exiting the target. As the muon life time (2.2 us) is nearly 100 times as long as the pion life
time (0.026 ps), most of the muon will not decay before reaching the end of the decay volume.
Hence, it minimizes the v, contamination in the v, beam generated by those muon decays. The
volume can be filled with helium or be under vacuum to reduce the number of pion loss due to
interactions and to avoid air activation.

The use of magnetic horns, first proposed by Simon van der Meer [30], placed around and
just after the target allow to collect as many hadrons as possible exiting the nuclear target and
to focus them in a chosen direction. It allows to increase the neutrino flux by more than an order
of magnitude around the beam peak energy. Changing the polarity of the magnetic field allows
to select either positively charged particles of negatively charged particles. Positive pions and
kaons will create a muon neutrino beam while focusing negatively charged pions and kaons will
generate a muon antineutrino beam.

At the end of the decay volume, a beam dump will absorb the remaining pions and muons.
In order to control the evolution of the beam, its intensity and its direction, a muon monitor is
usually placed just after the beam dump. Only high energy muons will be recorded with a low
event rate. m shows a schematic of a typical beam line (here T2K as an example) with
the different components listed above.

Modern conventional neutrino beams run with different primary proton energies, different
repetition cycles as well as different number of protons per spill. The proton beam power gives
a typical number to qualify neutrino beams. Currently, this number is of the order of hundred
kW. Next generation neutrino beam are expected to exceed one MW. These beams are qualified
as Superbeams. m gives the typical proton parameters for currently running experiments
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Figure 1.5: Typical components of a neutrino beam line. Example taken from the T2K experi-
ment
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and proposed upgrades and projects.

Beam Line Turn-on Proton energy Beam Power Protons Cycle time
(GeV/e) (kW) per spill (sec)
BNB [31] 2003 8 26 4.5 x 1012 0.14
NuMI [32] 2005 120 375 4.0 x 1013 1.87
T2K" 2009 30 371 1.2 x 1014 2.54
CNGS [33] 2006 400 512 2.4 x 1013 6
Upgrades
NuMI [32] 2015 120 700 4.9 x 1013 1.33
T2K [34] 2017 30 750 2.0 x 10 2.48
Projects
LBNE [35] - 80 - 120 1200 75 %x 102 0.8-1.2
LBNE II [35] - 60 - 120 2400 1.5x 10" 0.6-1.2
CENF [36] - 100 200 2.25 x 10%3 3.6
LBNO [37] - 400 750 7.0 x 1013 6
LBNO 1I [37) - 50 2000 2.5 x 101 1
T2HK [34] - 30 1500 2.2 x 10 1.3

¥ achieved in 2015

Table 1.1: Proton beam parameters for different running beam lines, upgrades and projects.

The simulation of the proton interactions within a long target is a very complex task involving
many different processes at various energies. Hadronic generators are usually good at describing
specific interactions in some well defined energy ranges. But none of them is able to precisely
describe all different particles interactions over large ranges of momenta. Hence, it is not possible
to rely only on model predictions to account for all the different subsequent re-interactions in
the long target and beam-line elements. Hadron production measurements can help to constrain
the models.

All modern accelerator-based neutrino experiments have used hadron production measure-
ments in the prediction of their neutrino fluxes. We can cite different examples from past exper-
iments. The HARP data were used by the MiniBooNE and SciBooNE experiments at Fermilab.
The NA20 and NA56/SPY data used for NOMAD and CHORUS experiments, as well as the ex-
periments on the CNGS beam line. The MIPP data used by the experiments on the NuMi beam
line (Minos, Minerva, NOvA). The NA61/SHINE data are being used by the T2K experiment.

Among all these experiments, MIPP, HARP and NA61/SHINE conducted specific measure-
ments for the neutrino experiments.

Three approaches will be shortly explained here on how one can predict the hadron production
for neutrino beam simulations. The first approach is based on parameterizations, the second and
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Figure 1.6: Percent difference between the best-fit prediction of the parameterization proposed
in Ref. [38] and experimental data for pions (left) and kaons (right) as a function of zx [38].

third approaches are based on constraining hadronic models with measured data.

The first approach was proposed by Bonesini et al. [38] after a careful study of the measure-
ments of the NA20 and NA56/SPY experiments. The goal of the study was to find a suitable
parameterization for the inclusive cross-sections of secondary meson production in proton target
interactions. The NA20 and NA56/SPY experiments measured cross-sections for pions, kaons
and protons in different transverse momenta as a function of secondary meson momenta for in-
cident protons on a Beryllium target at 400 and 450 GeV/c. The proposed parameterization was
given as:

3
(E X j,;;) = A(1 —2r)*(1 + Bag)ag” (1 4 o/ (zp)pr + V' (xg)pe)e” @ (#r)PT (1.58)
where g = E/Enax is the ratio of the particle’s energy to its maximum possible energy in the
center of mass frame and the functions a/(zr) = a/x} and b/ (zg) = a?/x% control the scale
breaking of pr. A fit to the data allowed to estimate the parameters of the empirical formula.
The accuracy of the empirical formula can be tested by taking the ratio between the results of
the parameterization and the measured data. This is showed in

The conclusion of the authors was that the proposed empirical formula are adequate to
describe NA20 and NA56/SPY data with a 10% accuracy.

If the above formula seems to give a decent accuracy for the specific process of the interactions
of 400 GeV/c protons on a beryllium target, it was further proposed by the authors to probe
the formula once scaled to different incident proton momenta or different target materials. The
scaling of the invariant cross-section to different incident proton momenta assumed to follow the
Feynman scaling. Bonesini et al. compared their parameterization, scaled down to an incident
proton energy of 24 GeV, with the measurements done by Eichten et al. [39] for proton berillyum
interactions at 24 GeV. As can been seen on m, the estimated production of 7t is about
35% lower than that measured while the agreement seems to be better for kaons.
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(line) and the one-pion inclusive invariant cross-section in p 4+ C interactions at 100 GeV as
measured by Barton et al. Positive (negative) pions are shown in the left (right) panel [38].

The scaling to different target material had already been studied by Barton et al. [40] and
Skubic et al. [41]. It was concluded that the invariant cross-sections for hadron-nucleus interac-
tions (hA — A'X) depend on the mass number A of the target nucleus via parameterizations of

the type:
d3oh4 A\ d3ohA2
pt? ~ _(2r) p%o — (1.59)
dp? Ay dp?
where « is parameterized for different values of pr as
a(rp)=(a+b-zp+c-2%)- (d+e-pp) (1.60)

To probe this scaling, a comparison of the proposed re-scaled parameterization with the measure-
ments of Barton et al. for interactions of protons on carbon at 100 GeV was computed. Results
can be seen on @ The agreement between pion data and the empirical parameterization is
excellent at low 2145 but gets quite far off at large xrap (Lab = P/Dine, Where p and p;,. are the
momenta of the detected particle and of the incident proton in the laboratory reference frame).

It is easy to conclude that the above proposed parameterizations are of interest for a fast
estimate of hadron production for a given target material and proton beam energy. Nevertheless,
for a detailed prediction of produced particles on a thick target, uncertainties will rapidly become
very important as many scalings to different incident nucleon momenta will be needed to describe
re-interactions along the target. It is then not possible to use only these parameterization
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methods to reach uncertainties as small as a few percent on neutrino predictions.

The second method consists of generating a prediction of neutrino flux by using Monte-
Carlo simulation techniques. The full chain of interactions that enter into the generation of
hadrons producing neutrinos is recorded. Using ancillary hadron production measurements it
is then possible to re-weight each interaction along the chain and hence to constrain the model
predictions with data. This method can make use of several hadron production data already
available. Nevertheless, most of these data will have some discrepancies with the exact condition
of the simulated neutrino beam. Either the incident nucleon momentum will have to be scaled
or an extrapolation for different target material will have to be performed. Hence, when using
this second method, different factors must be taken into account:

e interpolating between a sparse set of measurements at fixed values of produced particle
momenta p or transverse momenta pr

e extrapolating from measured yields off one nuclear target material to the one of relevance
for the neutrino beam

e extrapolating to the correct incident projectile momentum on the target

For each of these factors, a systematic uncertainty will have to be estimated and will contribute
in a non-negligible manner to a total uncertainty on the flux prediction.

The parameterizations as well as the scaling methods mentioned in the previous approach
can be used for each of these factors. Nevertheless, as already mentioned, parameterizations and
scalings do not always agree well with measured data and hence systematic uncertainties have
to be estimated.

In a third approach, one can consider measuring hadron production yields off a replica target
exploited in the neutrino beam line. In this case, the entire interaction chain does not need to
be considered and the constraint on the hadron production is only made at the surface of the
replica target. This approach should be less model dependent than the previous one but has the
disadvantage that a very specific ancillary experiment has to be performed, using exactly the
same target as the one exploited by the neutrino experiment.

This approach was followed by the MIPP experiment that took data with a replica of the
NuMI target and more recently by the NA61/SHINE experiment that recorded events with a
replica of the T2K target. In the case of MIPP, results are given as integrated multiplicities of
7T for the whole target for different bins in transverse momenta as a function of longitudinal
momentum. They are further normalized to the number of protons on target. As can be seen
in m, comparisons with the MC predictions show large discrepancies of more than a factor
two at low transverse momenta. No segmentation of the target in the longitudinal direction was
considered. Nevertheless, particles produced at the upstream face of the target will contribute
differently to the neutrino flux with respect to those exiting the downstream part of the target.
This can be understood, in an intuitive way, with a geometrical argument. Particles exiting
the upstream face of the target will be mainly produced at high angles with respect to the
incident proton direction and hence have smaller momenta. They will contribute to the lower
energy spectrum of the neutrino. Particles exiting the downstream part of the target might
be produced at small angles with higher momenta and hence, contributing to the high tail of
the neutrino energy spectrum. This means that giving integrated multiplicities over the entire
length of the target could allow to constrain the integrated neutrino fluxes but probably not to
constrain the shape of the spectra.

This aspect will be further discussed in the next sections. The analysis of the NA61/SHINE
measurements of the T2K replica target will be discussed in details in the following chapters.
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Figure 1.9: Yields of 7+ [42] (left) and ratios of data points to the GEANT4-based MC [43]
(right) as a function of p, in bins of pp. Different colors and markers represent bins of pr, and
the yields are scaled and the ratios offset such that the points in different p7 bins do not overlap.
Both statistical and systematic error bars are plotted.

1.4.2 Present knowledge and future goals of oscillation experiments

Since the discovery of a non-zero value of 613 by the Daya Bay experiment [44] and its further
high precision measurements, all mixing angles are known with good accuracy. The two mass
splittings have been measured as well. The current values are listed in m

The present goals of long baseline neutrino experiments are to measure the dcp phase, de-
termine the mass ordering of the three neutrino mixing as well as to look for evidences for sterile
neutrinos.

T2K and NOvA are the two currently running experiments that could shed light on the
above questions. Both experiments can run with a neutrino beam or antineutrino beam. Hence,
measuring the oscillation probabilities P (v, — v.) and P(7, — ) is a powerful tool for these
experiments to extract information about the CP phase. As in June 2015, the T2K experiment’s
exposure is of 1.1 x 102! protons on target, which represent ~ 14% of its proposed full statistics
of 7.8 x 10%! protons on target.

Detailed studies have been conducted in order to show the future expected sensitivity for
T2K on the dcp phase. In the studies, the reactor measurements are used to constrain the fits
and the parameters related to 615 and Am?, are fixed. All other parameters are allowed to
vary. Systematic uncertainties used with the T2K analysis are included. Assuming that T2K
will run for a time sharing of 50:50 between neutrino and antineutrino running, the expected
sensitivity on dcp is presented in . It is very important to note the strong dependence
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Normal Ordering (Ax? = 0.97)

Inverted Ordering (best fit)

Any Ordering

bfp £1o 3o range bfp 1o 3o range 3o range
0.30470:513 0.270 — 0.344 0.30415613 0.270 — 0.344 0.270 — 0.344
012/° 33.4870 78 31.29 — 35.91 33.48%0 78 31.29 — 35.91 31.29 — 35.91
sin? 623 0.45270:952 0.382 — 0.643 0.57910625 0.389 — 0.644 0.385 — 0.644
023/° 42,3139 38.2 — 53.3 495155 38.6 — 53.3 38.3 — 53.3
sin? 613 0.0218%3:0016 0.0186 — 0.0250 | 0.0219%0501L  0.0188 — 0.0251 0.0188 — 0.0251
013/° 8.5010-2 7.85 — 9.10 8.5110-20 7.87 = 9.11 7.87 — 9.11
dcp/° 306135 0 — 360 254153 0 — 360 0 — 360
2
Tl 7.5070-19 7.02 — 8.09 7.5010-19 7.02 — 8.09 7.02 — 8.09
Am3 +0.047 40.048 +2.325 — +2.599
Tommily | +2457F000T 42317 — +2.607 | —2.4497001%  —2.590 — —2.307 | | 15250 T TSR0

Table 1.2: Three-flavor oscillation parameters from our fit to global data after the NOW 2014
conference. The results are presented for the “Free Fluxes + RSBL” in which reactor fluxes have
been left free in the fit and short baseline reactor data (RSBL) with L < 100 m are included. The
numbers in the 1st (2nd) column are obtained assuming normal ordering (inverted ordering) of
the masses, i.e., relative to the respective local minimum, whereas in the 3rd column we minimize
also with respect to the ordering. Note that Am2, = Am3; > 0 for NO and Am2, = Am3, < 0
for IO. All values taken from Ref. [45].
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used.
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of the sensitivity on the value of sin® fa5. T2K is well equipped for precise measurements of the
f>3 mixing angle through disappearance analysis. This will play a crucial role on the exclusion
plots of d¢cp.

Because the NOvA experiment has a longer baseline than T2K (810km versus 295km) and
the neutrino energy is higher (~ 2 GeV versus ~ 0.6 GeV) by a factor three, the matter effect
is three times larger in NOvA than in T2K. Therefore, NOvA would have higher sensitivity to
determine the mass hierarchy. The sensitivity study for the combination of T2K and NOvA is
based on the statistics quoted in the NOvA assumed run plan: 1.8 x 10%! protons on target
for the neutrino beam and 1.8 x 10%! protons on target for the antineutrino beam. Systematic
uncertainties have been assumed to be the same for both experiments. shows the
significance for sin dcp # 0 as a function of dcp and m shows the significance on the mass
hierarchy determination.

7 — 10 —
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Figure 1.11: The expected AX? significance to resolve sindcp # 0 as a function of CP for
T2K(red), NOvA (blue), and T2K+NOvA (black) with(dashed) and without (solid) systematics
for 'true’ values sin” fa3 = 0.5. The ’true’ MH is the NH (top) or the IH (bottom) while the test
MH is unconstrained

From Ifig. 1.10 tolfig. 1.12 we can conclude that it will be mandatory to combine both exper-
imental results in order to resolve the degeneracies between the mass ordering and the values of
dcp.

Three future long base line oscillation experiments have been proposed with the last few years
to try and resolve, with high significance, the mass ordering and the measurement of the CP phase.
The LBNO in Europe propose an experiment with a beam from CERN to Finland. This base
line of 2300km will be strongly sensitive to matter effects. As neutrino and antineutrino do not
have the same behavior when they travel through matter, the important length of the base line
will allow to have clearly different oscillation probabilities for P(v, — v.) and P(p, — .). By
running with neutrino and antineutrino beams, the LBNO predicts to reach a sensitivity better
than 50 for the determination of the mass hierarchy over the entire range of dop. Knowing the
mass hierarchy allows to disentangle the degeneracy for the measurement of the CP phase. The
LBNO, after having determined the mass hierarchy predicts that CP-violation can be determined
at the 90%C.L. for 60% of the CP parameter space.

The LBNE experiment (lately re-named DUNE) proposed in the US has comparable sensit-
ivity. The base line of 1300km is shorter than the one of the LBNO and hence the significance
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Figure 1.12: The expected AX? significance to determine MH as a function of CP for T2K(red),
NOvA (blue), and T2K+NOvA (black) with(dashed) and without (solid) systematics for ’true’
values sin® fp3 = 0.5. The ’true’ MH is the NH (top) or the TH (bottom) while the test MH is
constrained to the opposite MH.

of the determination of mass hierarchy is a bit lower.

The proposed T2HK (Tokai to Hyper-Kamiokande) experiment has the shorter base line of
the proposed future projects with 295km. It would use the same beam line for the generation
of the neutrino beam as T2K and rely on the proton accelerator of the J-PARC laboratory in
Tokai. Its sensitivity to mass hierarchy is well bellow the other two experiments. Nevertheless,
the predicted sensitivity on dcp shows good values, with an exclusion of sind = 0 for 76% of the
0 range at 30 level and 58% of § at 5o level.

Obviously, all future accelerator-based neutrino experiments will need to handle very high
intensity beams (of the order of MW) and very large mass detectors. Systematic uncertainties
will need to be further reduced, which means a better knowledge of the neutrino beam generation
as well as a better understanding of neutrino-nucleus cross-sections.

1.4.3 Present knowledge and future goals of cross-section experiments

Neutrino cross-section experiments play an increasingly important role in neutrino physics.

In neutrino oscillation experiments, the ability to reconstruct the neutrino energy is crucial to
extract oscillation parameters in v, disappearance measurements. The mixing angles and mass
squared differences are inferred by comparing the far and near neutrino flux spectra. However,
neutrino beams in present accelerator based experiments have a broad spectra in energy. Even
with an “off-axis” technique, the beam cannot be approximated as being monochromatic in
energy. Thus, an approximate reconstruction of the neutrino energy at the detectors would lead
to an uncertain determination of the flux spectra, conducting to large errors on the extraction of
oscillation parameters. Unfortunately, the neutrino energy is not measurable directly but has to
be reconstructed from the reaction products, as for example in the interaction v + N — ¢~ + X,
from the measured energy of the lepton £~ and the energy difference between the target nucleon
N and the hadron final state X. Hence, a precise knowledge of neutrino cross-sections is a
key point to know how to reconstruct, from the reaction products measured in a detector, the
incident neutrino energy.

23



— —~~
= o T 10 >
S - Full phase-spacg =
3 50— P pact o
[=} C e J Q
> L 2 -
£ C e —18
T 40k % | 1 g
cno - g | A6 %
(32} - ’ —
o 30— o E o
‘;' C L T2K v, flux B Y]
~ O Vi - ---- NEUT prediction A4 “E
S 20 K GENIE prediction o
O C e =
O C --e-- NEUT average b >
o 100 =A== - —e— GENIE average AZ i
L —#— Gargamelle data - ~
C/ —4+— T2K data ] 5
o) VA A S E i S I S T ? '*_—w
0 1 2 3 4 5 6 7 8 9 0 >

E, (GeV)

Figure 1.13: Total v, CC inclusive cross-section. The T2K data point is placed at the v, flux
mean energy. The vertical error represents the total uncertainty, and the horizontal bar represents
68% of the flux each side of the mean. The T2K flux distribution is shown in grey. The NEUT
and GENIE predictions are the total v, CC inclusive predictions as a function of neutrino energy.
The NEUT and GENIE averages are the flux-averaged predictions. The Gargamelle data is taken
from Ref. [46].

Current knowledge of neutrino cross-sections is diverse over energy ranges and neutrino flavor.
Many measurements are available for muon neutrino and muon antineutrino while for electron
neutrino and antineutrino only very few data are available.

In the electron flavor sector, experiments were mainly conducted with reactor antineutrinos
or solar neutrinos. Hence, most of the cross-section results are available in the MeV energy range.
The Gargamelle collaboration published some data at the GeV energy range and more recently
the T2K experiment has released a measurement of inclusive electron neutrino charged current
cross-section on carbon. m shows the T2K results overlaid on the Gargamelle data.
The Gargamelle collaboration published also results for electron antineutrino cross-section in the
GeV range. They are presented in

In the muonic sector, even if neutrino and antineutrino cross-sections have been more extens-
ively measured, there is still a lack of data in the energy range where future neutrino oscillation
experiments plan to run, i.e. in the GeV range. Furthemore, as can be seen in m, where
a summary of the current data is given, the GeV region is exactly where different processes
contribute to the cross-section. m shows all the available data (for references to all the
different experiments the reader should consult [47]).

In the case of quasi-elastic scattering, the neutrino changes a nucleon in the nuclei but does
not break it. For the resonance processes, the nucleon is put in a excited state that produces
a new particle. In the deep inelastic regime, the neutrino has sufficient energy to break up the
nucleon producing many subsequent particles. The Feynman diagrams of these three processes
are represented in |ﬁ.g___]_yﬁ

It is easy to understand that a precise prediction of 7 production is mandatory for a strong
constrain of the background coming from these particles being misidentified as electrons from
Vel — €7 P.

In addition to these processes, it is also mandatory to take into account all nuclear effects, as
most of neutrino interactions happen on nucleus (typically carbon, oxygen, iron) and not on a

24



¢ Ve
)(VQ

ox108em2i N

0y =(07202)E

Oye=(0252007)E |

/

]

1

10 12 E(GeV)

2 4 6 8

Figure 1.14: Neutrino and antineutrino cross-sections as a function of energy [46].
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target) divided by neutrino energy and plotted as a function of energy. Also shown are the
various contributing processes. These contributions include quasi-elastic scattering (dashed),
resonance production (dot-dash), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator [48]. Note that the quasi-elastic scattering
data and predictions have been averaged over neutron and proton targets and hence have been
divided by a factor of two for the purposes of this plot [47].
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Figure 1.16: Diagram representations for the different processes of neutrino-nucleus scattering

simple free nucleon. We can mention here the effects known as meson exchange current (MEC),
final state interactions (FSI) and random phase approximation (RPA).

In final state interactions, it is thought that within the nucleus, a particle (typically a pion)
can be produced and directly re-interact with the other nucleon of the same nucleus. In this
case, the intermediate particle would not be detected, as it does not leave the nucleus. And the
measured energy of the particles exiting the target would be mi-interpreted.

The meson exchange current process has also been tested to explain the recent neutrino
cross-section results. Sometimes it is also mentioned as npnh model. A schematic diagram of
this process is presented in m This naming come from the fact that, as a product of the
process, n protons can be extracted out of the nucleus, leaving n holes. In order for this process
to happen, a particle exchange takes part between the n nucleons exiting the nucleus.

The random phase approximation is explained as a change of the weak interaction strength in
nuclear media due to the presence of strongly interacting nucleons. This effect is non negligible
for certain energies of incident neutrinos and can be as large as the FSI or MEC effects.

All these different nuclear effect will of course have different contributions for different incident
neutrino energy. Hence, in order to properly understand the neutrino cross-section, it will be
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Figure 1.17: Schematic of the 2p2h process, where two nucleons are involved along with the
neutrino interaction

mandatory to be able to understand these underlying effects as a function of neutrino energy.
A detailed study [49] showed the potential effect of these processes on the determination of
the charged current quasi-elastic cross-sections for typical neutrino energies of 1 GeV as it is the
case for present long base line experiments.
Cross sections are different for neutrino and antineutrino. As the strategy of neutrino oscil-
lation experiments to measure dop is based on the comparisons of neutrino and antineutrino
oscillation probabilities though the asymmetry:

Py, = v.)— P(U, = 77)
Plv, = v2) + Poy — 7)

A= (1.61)

a poor knowledge of the differences between neutrino and antineutrino cross-section could pro-
duce a spurious CP violation effect. In addition, the oscillation probability is experimentally
extracted from the observed signals in a set of near and far detector. This signal can be written
in terms of the fluxes ®xp(v,) and ®rp(v,) at the near and far detectors, onp(v,) and opp(ve)
the cross-sections at the near and far detectors, and exp(v,) and epp(ve) detector efficiencies
as:

erp(Ve)  oFD(Ve)
exp(Vu)  onp(Vu)

Qrp(Vyu)
Pnp(vy)

A poor knowledge of the v, and v,, cross-sections could again, potentially, give a fake CP violating
effect through the opp(ve)/onp (V) term.

Furthermore, future experiments would surely not be satisfactory if they remain simple
“counting” experiments. To learn more and extract more information on the oscillation paramet-
ers, it will be important to study as well the shape distortions due to oscillation process. Hence,
it will become even more important to be able to precisely reconstruct the shape in energy of
the measured neutrino flux in both, the far and near detectors of long base line experiments.

Neutrino cross-section measurements are also interesting by themselves in the sense that they
allow for probing the p — e universality. If the leptons are assumed to be different only by their
masses but not by the way they interact, then their weak hypercharges should be identical. Hence,

(1.62)

N (ve) = NNE* (vi) % X P, — ve) X
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probing the cross-sections for v, 7., v, and 7, allow to test this universality. The CHARM [50/51]
and Gragamelle [46] experiments published comparisons of v, to v, and 7. to 7, cross-sections.
Their results confirmed the predictions from the Standard Model. Nevertheless, larger statistics
and better constrains on systematics would surely bring interesting results.
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Chapter 2

The T2K experiment

The T2K (Tokai to Kamioka) experiment [52] is a long baseline neutrino oscillation experiment
located in Japan. An intense beam of muon neutrinos is generated at the Japan Proton Acceler-
ator Research Complex (J-PARC) in Tokai. The beam is directed towards the Super-Kamiokande
detector located under the mountains of western Japan, 295km from Tokai.

T2K was designed to pursue the following physics goals: to observe the v,, — v, transition
(and the measurement of non-zero value of 615 # 0), to take precision measurements of oscillation
parameters in v, disappearance (with expected precision of §(Am3;) ~ 10~V and §(sin? fa3) ~
0.04), to search for sterile components in v, disappearance by observation of neutral-current
events and to have world-leading contributions to neutrino-nucleus cross-section measurements.

The T2K neutrino beam is created by the extraction of high energy 30 GeV protons from the
J-PARC main ring accelerator and shooting them on a fixed graphite target. Hadrons (mainly
pions and kaons) are produced as a product of the interaction of the primary beam protons with
the target. A set of three magnetic horns collect the pions exiting the target surface and focus
them in the direction of Super-Kamiokande. The polarity of the horn currents can be set to a
positive or negative value and this allows the T2K experiment to run in so-called neutrino mode
or antineutrino mode. Focusing positively charged pions allow to create a beam of muon neutrino
while focusing negatively charged pion produces a antineutrino beam. A detailed description of
this process will be given in the following sections. To study the neutrino oscillations, T2K
uses the combination of a near detector (ND280) located at 280 meters from the target and
a far detector (Super-Kamiokande (SK)) located 295 km from the target. The determination
of the oscillation parameters is based on the comparisons between the predicted and measured
observables at the far detector. In order to reduce the systematic uncertainties of the model
dependent simulations, the near detector is used to constrain the predictions at SK.

At the near detector site, the effect of the oscillation is expected to be negligible. The simplest
way to determine the oscillation parameters would then be to compute a far to near flux ratio.
Nevertheless, it should be noted that the near detector, located at only 280 meters from the
target sees a line source of neutrinos, while the far detector sees a point source of neutrinos.
The extrapolation of the flux from the near to the far detector (without taking into account any
oscillation phenomena) does not follow a simple 1/L? behavior and is energy dependent. Hence,
the measurements at ND280 are a necessary but not sufficient condition to reach the expected
sensitivity by T2K on the oscillation parameters. A detailed knowledge of the hadron production
off the graphite target is mandatory to further constrain the prediction of the neutrino flux. This
will be further discussed in m The precision on the far to near flux ratio has to be better
than 3% in order to reach the T2K physics goals.
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T2K started data taking for physics runs in January 2010. In the first paper published in
2011 [53], the indication of electron neutrino appearance in a muon neutrino beam could be
demonstrated. Two following papers [54}55] showed the evidence and observation of v, — v,
transition. These measurements allowed to confirm a non-zero value for the 63 mixing angle at
a 7.3 o level.

The near detector complex has been also used to measure neutrino cross-sections. ND280
is a composite detector (see m) and was designed to record neutrino interactions on
carbon and water. The first paper on inclusive v, charged current cross-section on carbon in the
near detector has been published in 2013 [56]. Since then, other studies have been conducted
and published [57H59].

2.1 The experimental setup

The experimental setup of the T2K experiment can be divided into three parts: the beam line
at J-PARC, the near detector complex (ND280) and the far detector (SK). The layout of the
experiment is shown in

T2K is the first neutrino oscillation experiment to use an off-axis beam. The center of the
beam points with a 2.5 degrees angle away from the SK detector. This method allows to generate
a narrow band beam at the far detector. It is based on the kinematics of the pion decay. In this
two-body decay, the energy of the emitted neutrino can be estimated, in a first approximation,
as:
__ Ma =My
- 2E, — p,cos(f)

where 6 is the angle between the neutrino and its parent pion. The energy of the emitted
neutrino can hence be plotted as a function of the pion parent energy for different 6 angle. This
is illustrated on . For an on-axis beam, the neutrino energy is proportional to the pion
energy. In the case of an off-axis beam, the neutrino energy varies slightly at low pion energy but
then reaches a plateau and become independent of the pion parent energy. The neutrino beam
will hence get peaked around this plateau. By varying the off-axis angle, the neutrino beam
peak energy changes and can be set such that its maximum matches the neutrino oscillation
maximum.

In the case of T2K, the base line is of 295km. Assuming a simple two neutrino flavor scheme
with a maximal mixing angle and a square mass difference of Am? = 2.4 x 1073eV?/c*, the

E, (2.1)

Super-Kamiokande J-PARC
Near Detector 280 m

1 1000 m

Neutrino Beam

295 km

Figure 2.1: The T2K experiment layout [52].
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Figure 2.2: Energy of the emitted neutrino in the pion decay as a function of the parent pion
energy for different angle between the parent pion and neutrino directions.

P(v, — v,) can easily be plotted on a graph as a function of the neutrino energy. The off-
axis angle is then chosen so that the beam peak energy matches the minimum of P(v, — v,,).
m shows the different fluxes for different off-axis angles and the comparison to the oscil-
lation survival probability. It is clear that a 2.5 off-axis angle is the preferred value in the case
of the T2K experiment.

2.1.1 The SK far detector

The Super Kamiokande detector is located in the Mozumi Mine in the Gifu Prefecture of Japan.
It was built as (and still is) the world’s largest water Cherenkov detector. It is a cylindrical
tank, 39 m in diameter and 42 m in height. The capacity of the tank is 50 ktons of pure water.
A layout of the Super-Kamiokande detector is presented on m The volume of the tank is
divided into 2 optically separated volumes. The inner dimensions are 33.8 m diameter and 36.2
m high. It defines the inner detector which contains 32 ktons of water. The inward-facing 11,129
photo-multiplier-tubes (PMTs) are instrumented in the inner tank. The coverage of the PMTs
photocathode amounts to 40% of the inner detector surface. The outer detector is covered by
1,885 outward-facing PMTs. The main purpose of the outer detector is to distinguish between
neutrino events and cosmic ray muon events. Neutrinos, as neutral particles, do not leave any
Cherenkov signal before they interact within the detector. Cosmic ray muons, as high energy
charged particles, will produce Cherenkov light as soon as they enter the detector. Hence, vetoing
any signal in the outer detector allows to reduce the background from charged particles entering
the detector.

Super-Kamiokande has a long data taking history and has produced well known results. It has
participated to the explanation of the solar neutrino puzzle [61H64] as well as to the atmospheric
neutrino problem [I4[65166]. It also holds the best upper limit on proton decay [67,68]. The data
taking started in 1996 and has gone through 4 phases. The first phase SK-I lasted from 1996
until 2001, when a shut down took place to upgrade the detector. During maintenance work, an
accident occur that made implose about half of the PMTs. The second period SK-II started in
2002 with only 19% of photo cathode coverage as the damaged PMTs could not all be changed
before the planned restart of data taking. This second phase ended in 2005 and the replacement
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Figure 2.3: Muon neutrino survival probability at Super Kamiokande and the neutrino fluxes for
different off-axis angles [60].

AN/ X
/
Control room
; —
| |
1 | i Inner Detector
! ] 2 Quter Detector
E Tl -
b il | [ )
AN ]
1 |
; I
»* 2
<.
e
39m Detector hall Access tunnel

Figure 2.4: Layout of the Super-Kamiokande detector. The inner and outer detectors are marked.
A support structure optically separates them and holds the PMTs [52].
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of the dead PMTs could be conducted before the beginning of phase SK-IIT in July 2006. At
the end of 2008, an upgrade of the electronics was conducted which allowed to handle a higher
data rate processing. The T2K experiment is part of the present phase SK-IV which started at
the end of 2008. For this phase, the DAQ was further extended so that it can trigger in time
with the beam spills produced by the J-PARC accelerator. A 1ms window is open around each
beam spill and all hits in SK are recorded. In addition, a GPS time stamp is passed to the SK
computers for each beam spill. The offline processing of the SK events uses a software trigger to
extract the neutrino candidates and pass them to T2K.

The events of interest in SK are the fully contained (FC) events, where the starting vertex is
within the inner detector and the outgoing particle stopped with the inner volume. In this case
only, all the relevant information can be extracted. The reconstruction of these events occur in
four stages. First, the initial vertex is reconstructed, using the time difference between the fired
PMTs and an initial track direction is calculated by searching for a well defined edge in the PMT
charges. Second, an iterative algorithm is used to search for Cherenkov ring candidates. Third,
an algorithm classifies the particle in electron-like or muon-like candidates by comparing the
measured pattern to a calculated muon-like ring and to a Monte-Carlo generated pattern in case
of electron. Finally, the reconstructed momentum for each particle is determined from the dis-
tribution of observed charge assigned to the particle’s Cherenkov ring. The relationship between
the observed charge and the particle momentum is established using Monte-Carlo simulation
and detector calibrations from a number of different sources. It is clear that a well understood
calibration of the detector is mandatory for a succesfull event reconstruction. Thanks to the
long time running of the detector, the calibration processes are well controlled. The accuracy
of the absolute energy scale is better than 1%, the timing resolution is better than 2ns, which
gives very precise vertex reconstruction. The matching between the simulation of events in the
detector and the calibration sample is better than 1% [69].

shows an example of events reconstructed in SK. Muons, as massive particles,
create a sharp ring. Electrons, due to their small mass, undergo multiple scattering and produce
electromagnetic showers. The created Cherenkov ring is more fuzzy.

The main goal of SK for T2K is to measure the neutrino flavor components of the beam in
order to extract the relevant information concerning the disappearance of v, and the appearance
of ve. A charged current (CC) interaction is necessary because neutral current (NC) interactions
are flavor independent. Of the CC interactions, the optimal signal is a charged current quasi-
elastic (CCQE) interaction, given by:

Ve+n—p+e (2.2)

The proton does not usually acquire sufficient momentum to reach the Cherenkov threshold. So,
only the electron can be observed in Super Kamiokande. The dominant background for the
process m will come from neutral pion decays, producing two gammas. If one of these two
gammas is not reconstructed, or if the two gammas are not geometrically well separated, the
event will be identified as an electron.

Thanks to its large mass and its very well understood calibration techniques, Super Kami-
okande is a perfect detector for neutrino experiments at the energies of interest for T2K (~ 600
MeV). Muons and electrons at a few hundreds MeV leave a very clear track in the detector.
Those energy correspond to a distance for a long base line neutrino oscillation experiments of
a few hundreds km in order to match with the peak of the oscillation probability. It has then
become very interesting to combine the Japan Accelerator Research Complex and its 30 GeV
proton accelerator with the Super Kamiokande detector in order to set up a well designed neut-
rino oscillation experiment capable of conducting very precise studies on v, disappearance and
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Figure 2.5: Example of reconstructed events in Super Kamiokande. A muon like ring (top left)
and electron like ring (top right) [52]. The muons are less sensitive to multiple scattering and
give a sharper ring than the electrons. A multiple ring event (bottom) [70] is a typical candidate
for a 79 event. If the two rings are not well separated or one of the two rings is not reconstructed,
it can fake a electron like event. Fully contained events draw a ring on the detector walls.
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Figure 2.6: Accumulated number of protons on target versus time and related beam power.

Ve appearance phenomenon.

2.1.2 The beam line

The T2K beam line is located at the Japan Accelerator Research Complex (J-PARC) on the east
coast of Japan in Tokai. The J-PARC main ring accelerates protons to 30 GeV. A fast extraction
from the main ring send the proton beam every 2.54 sec to the T2K beam line in form of spills.
Each spill contains eight bunches in about 5us. The specifications of the designed beam line
were based on an expected 750kW proton beam with 3.3 x 10'* protons per pulse. In June 2015,
the beam power reached 371kW. shows the proton beam history.

The neutrino beam line can be subdivided into two parts: a primary and a secondary beam
line. m shows an overview of the neutrino beam line with the two sections.

Primary beam line

The primary beam line guides and focuses the beam from the extraction point of the main ring
to the T2K target upstream face. The arc section is composed of twenty eight superconducting
magnets, each producing dipole (2.59T) and quadrupole (18.6 T/m) fields. In the final focusing
section, a set of normal conducting magnets (four steering, two dipole and four quadrupole
magnets) allow to control the beam profile and the beam direction to point downwards by 3.64
degrees with respect to the horizontal. Different type of detectors allow to monitor different
aspects of the beam. A schematic layout of the beam monitors is presented in m Five
current transformers (CTs) allow to measure the beam intensity. Each CT is a 50-turn toroidal
coil around a cylindrical ferromagnetic core. The uncertainty on the beam intensity from the
CTs is 2%.

Twenty one electrostatic monitors (ESMs) determine the beam center position by measuring
the top-bottom and left-right asymmetry of the beam induced current on the electrodes of the
ESMs. This is a non destructive method as no interaction with the beam itself is required. The
precision of the beam position determination with this method is better than 450um.

Nineteen segmented secondary emission monitors (SSEMs) measure the horizontal and ver-
tical projections of the proton beam profile. A set of 5um thick titanium foil strips is placed
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(1) Preparation section
(2) Arc section

(3) Final focusing section
(4) Target station

(5) Decay volume

(6) Beam dump

Figure 2.7: Overview of the neutrino beam line with the two sections: the primary and the
secondary beam line [60]
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Figure 2.8: Schematic layout of the primary beam line monitor in the final focusing section [60]
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Figure 2.9: Side view of the secondary beam line [60].

horizontally and vertically in the plane perpendicular to the beam axis. A high voltage anode
foil is placed between them. The measurements of the induced current on the strips give an
image of the projections of the beam profile. The systematic uncertainty on the beam width
measurements is 200um. This method causes a small loss of the beam. Hence SSEMs are in
place only during the beam tuning and removed during the data taking period, except for the
most downstream monitor.

Finally, an optical transition radiation (OTR) monitor, placed 30cm before the target up-
stream face allows to measure the two dimensional beam profile. This is done by imaging the
transition radiation produced when the beam passes through the 50um thick titanium allow foil.
A detailed explanation of the OTR monitor can be found in Ref. [71].

The use of all monitors in the final focusing section allows to reconstruct the beam position
at the entrance of the baffle with an accuracy better than 0.7 mm. These precise measurements
of the beam characteristics will be extensively used to model the neutrino flux predictions for
the near and the far detectors of T2K. It will be further discussed in

Secondary beam line

The secondary beam line covers the target station (including the focusing horns), the decay
volume and the beam dump (with the following muon monitor). A side view of the secondary
beam line is presented in figure

The target station includes a baffle, the OTR monitor (already described in the primary beam
line section), the target and the three focusing horns. The baffle is a collimator whose role is to
protect the rest of the target station from badly focused primary protons. It is a simple graphite
block with a 30mm hole. The primary proton beam goes through this hole. It is cooled down
by water cooling pipes. The target core is a 1.9 interaction length (91.4cm) and 2.6cm diameter
graphite rode of density 1.83 g/cm3. A flow of cold gaseous helium circulates around the target
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Figure 2.10: Drawing of the target inserted inside the first horn.

to cool it down during operation as an increase of 700 degrees in temperature is expected at the
center of the target for the full 750kW beam power. The target is inserted into the first magnetic
horn as it is shown in

T2K uses the combination of three magnetic horns. A detailed design study allowed to fix the
sizes of the horns as well as their position with respect to the target [72]. Each horn consist of two
coaxial conductors (an inner and an outer conductor). The toroidal magnetic field is generated
by a current flowing into the conductors. The generated magnetic field decrease as 1/r with the
distance from the center of the horn axis. A low frequency pulsed current, synchronized with
the arrival time of the primary proton beam, is loaded into the horn. The design study shows
that operating the horns with a current of 250kA allows to increase the neutrino flux at Super
Kamiokande by a factor of 17 at the beam peak energy. This is shown in

The role of the first horn is to collect the pions exiting the target surface Whlle the second
and third horns have been designed to focus the pion beam to the decay volume. A 250kA
current in the horns will produce a magnetic field that collects and focuses positively charged
particles (7% and K7), while defocussing negatively charged particles. This will produce a
muon neutrino beam (with a small contamination of v, as it will be discussed later). In this
case, the T2K experiment is said to run in “neutrino mode”. By reversing the current flow in the
horns, negatively charged particles will be brought to the decay volume while positively charged
particles will be tracked away from the beam axis. This will produce a muon antineutrino beam.
We speak of “antineutrino mode”.

The decay volume is a 96m long tunnel filled with helium. The dimensions perpendicular
to the beam at the upstream part of the tunnel are 1.4m in width and 1.7m in height. At the
downstream end these dimensions are 3.0m wide by 5.0m high. Along the beam axis, 40 plate
coils are welded on the steel wall, whose thickness is 16 mm, to cool the wall and concrete to
below 100°C using water.

The beam dump, at the end of the decay tunnel, is still part of the helium volume. It consists
of a core of 75 tons of graphite and is 3.174 m long, 1.94 m wide and 4.69 m high. Iron plates
surround the graphite core. The beam dump is cooled by water so that its core will stay at a
temperature around 150°C for a beam power of 750kW. Only muons above ~ 5GeV/c can go
through the beam dump and reach the muon detector.

The muon detector is located in a pit just after the beam dump. Measuring the muon beam
profile and intensity on a bunch-by-bunch basis allows to monitor the neutrino beam intensity and
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Figure 2.11: The predicted flux of v, at the SK far detector for operation at different horn
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0 to 10 GeV [60].
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direction as each muon is produced along with a neutrino in the pion decay. The neutrino beam
direction is measured as the direction from the center of the target to the center of muon profile
at the muon monitor. Two kind of detector arrays have been built. Silicon PIN photodiodes
of dimensions 10 x 10mm? are followed by ionization chambers of dimensions 100 x 100mm?.
The silicon PIN photodiodes are not radiation tolerant and hence cannot be reliable on a long
term scale in a full power beam operation. Nevertheless, for the actual beam intensity, the
detector does bring interesting measurements. Packages of the photodiodes were designed so
that installation or replacement of the photodiodes can be quickly done in situ.

An emulsion tracker has also been installed next to the muon monitor. It consists of two types
of modules. One module, composed of eight emulsion films, which allow to measure the muon
flux with a systematic uncertainty of 2%. The second module, composed of 25 emulsion films
interleaved by 1 mm lead plates, allows to measure the momentum of each muon by multiple
Coulomb scattering with a precision of 28% for a muon energy of 2 GeV/c. These films are
analyzed by scanning microscopes.

The overall precision on the center of the muon profile is 2.95cm, which corresponds to
0.25 mrad precision on the beam direction.

2.1.3 The ND280 near detector complex

The Near Detector (ND280) is located 280 meters downstream from the target. As mentioned
earlier, its primary goal for the oscillation studies, is to observe the unoscillated neutrino beam.
It is also used to conduct neutrino-nucleus cross-section measurements. ND280 comprises an on-
axis detector (INGRID) whose main role is to monitor the intensity and direction of the neutrino
beam. A set of off-axis detectors are contained inside the magnet recycled from the UA1 and
NOMAD experiments at CERN. It comprises a Pi zero Detector (POD), three Time Projection
Chambers (TPCs), two Fine Grained Detectors (FGDs), an Electromagnetic Calorimeter (ECal)
and a Side Muon Range Detector (SMRD). m shows the layout of the different ND280
off-axis sub-detectors in the UA1 magnet.

The INGRID on-axis detector

INGRID (Interactive Neutrino GRID) is a neutrino detector. It is shaped as a cross, centered in
the neutrino beam axis. It consists of fourteen identical modules: two identical groups along the
horizontal and vertical axis, and two additional separate modules located at off-axis directions
outside the main cross, as shown in m The center of the cross, with two overlapping
modules, is aligned with the primary proton beam line. The accuracy of the positioning of the
16 modules is 2mm in the direction perpendicular to the beam.

Each module is composed of a sandwich structure of nine iron plates and eleven tracking
scintillator planes. The dimensions of the iron plates are 124cm x 124em in the x and y directions
and 6.5 cm along the beam direction. The total iron mass serving as a neutrino target is 7.1
tons per module. Each of the 11 tracking planes consists of 24 scintillator bars in the horizontal
direction glued to 24 perpendicular bars in the vertical direction. The light emitted by the
scintillator bars is collected by wavelength shifting fibers which are read out by MPPC’s. The
timing resolution of each channel is measured to be 3.2 ns.

Using the number of observed neutrino events in each module, the beam center is measured
to a precision better than 10 cm. This corresponds to 0.4 mrad precision at the near detector pit.
@?ﬂ shows an example of the neutrino beam profiles measured in the x and y directions.

Furthermore, the INGRID detector allows to monitor the neutrino beam intensity.
shows an example of such intensity monitoring. It is normalized to 10 protons on target.

A complete description of the INGRID detector and its capabilities can be found in Ref. [73].
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The PO detector

As mentioned earlier, 7° particles cause a problem in the SK detector as they can easily be
misidentified as an electron signal. A good knowledge of the interactions able to produce 7° at
SK is mandatory to reduce this background. The primary objective of the POD is to measure
the neutral current process v, + N — v, + N + 7° + X on a water (H,0) target with the
same neutrino beam flux as reaches Super-Kamiokande. In addition the POD will constrain the
intrinsic v, content of the beam flux which is an irreducible background to the v, appearance
measurement. The POD detector is located off-axis, at the most upstream part of the UA1l
magnet. It consists of two dimensional planes in the vertical and horizontal directions made out
of scintillator bars. Each bar is read out with a single wavelength shifting fiber. The planes
are interleaved with water bags that can be filled and emptied to allow a subtraction method to
extract the cross-section on water. At the upstream and downstream part of the POD detector,
scintillator bar planes are interleaved with lead plates as can be seen in m This layout
improves the containment of electromagnetic showers and provides a veto region before and
after the water target region to provide effective rejection of particles entering from interactions
outside the POD. The total target mass of water when the bags are full is measured as 1902 + 16
kg.

A detailed description of the POD and the current measurements of the total flux averaged
neutrino induced neutral current elastic scattering cross-section can be found in Ref. [74].

The time projection chambers

Three time projection chambers (TPCs) are embedded inside the magnet. Two fine grained
detectors are placed in between the second and the third TPC. The main role of the TPC
is to track particles through ND280 in order to have good particle identification and precise
momentum determination of these particles through the measured curvature of the tracks in the
magnetic field. The UA1 magnet provides a magnetic field of approximately 0.2 T.

shows a simplified drawing of the TPCs. When a charged particle flies through the gas mixture
(Ar : CFy : iCyHyp (95:3:2)) of the TPCs, ionization of the atoms liberate electrons that drift
in the electric field away from the central cathode to one of the readout planes. At the readout
planes, electrons are accelerated by a higher electric field and they multiply. Twelve Micromegas
modules at each sides of the TPCs are used to read out the collected charge signal on pads.
The spacial information on the pads, combined with the arrival time information allowed to
reconstruct the tracks in three dimensions.

A careful monitoring of the gas admixture as well as the pressure and temperature is mandat-
ory for a precise knowledge of the electron drift velocity in the TPCs. In addition a calibration
system produces a well defined pattern of photoelectrons by flashing a thin aluminum foil glued
on the central cathode with a pulsed light. Measuring the signals of these photoelectrons allow
to precisely monitor the electron drift velocity but also to monitor any distortion of the drifting
direction due to inhomogeneities of the electric field or misalignment between the electric and
magnetic fields.

The three TPCs have shown good spatial resolution performances, allowing to the achieve a
10% resolution on the transverse momentum as can be seen on m

The measurement of the energy loss, in conjunction with the momentum measurement, allow
for particle identification in the TPCs. An example of energy loss as a function of momentum
for negatively charged particles can be seen in E;ﬂ The separation between electrons and
muons is clear and the resolution of deposited energy obtained is about 7.8% for minimum
ionizing particles, better than the design requirement of 10%.
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The fine grained detectors

The ND280, as any neutrino detector, needs mass to increase the neutrino interaction rate. The
Fine Grained Detectors (FGDs), placed in between the TPCs, help to bring this mass to the
near detector complex. In addition, they are designed to track the charged particles so that
their entire path across ND280 can be reconstructed with minimal dead spaces. The first FGD
is composed only of scintillator planes mounted in the x and y planes, perpendicular to the
neutrino beam direction. Its mass is about 1.1 tons. In the second FGD, layers of water have
been inserted in between the scintillator planes. This allows complementary measurements with
the POD for neutrino water interaction cross-section. Comparing the interaction rates in the two
FGDs permits separate determination of cross-sections on carbon and on water.

As for the POD, the FGDs bars are read out with wavelength shifting fibers connected to
photosensors. More about the design and performance of the FGDs can be found in Ref. [77].

The first FGD has already been used as a target for the measurement of neutrino carbon
cross-section. Published results can be found in Ref. [56,59)].

The electromagnetic calorimeter

The Electromagnetic calorimeter (ECal) surrounds the POD, the TPCs and the FGDs inside the
UA1 magnet. Its main goal is to detect the outgoing photons as well as tracking the charged
particles. The coverage of the electromagnetic calorimeter detector is almost hermetic to any
particle exiting the inner detectors. Six Barrel-ECal modules surround the tracker volume on its
four sides parallel to the z (beam) axis; one downstream module (Ds-ECal) covers the downstream
exit of the tracker volume and six PoD-ECal modules surround the POD detector volume.
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The ECal uses plastic scintillator bars as active material with lead absorber planes interleaved
in between the plastic bars. As for the other detector using scintillator bars, the light signal from
the bar is transmitted to a wavelength shifting fibers running though the bar. The fibers are
read out by MPPCs.

The ECal forms an important part of the ND280 and is essential to obtain good measurements
of neutral particles and electron/positron showers that lead to correct particle identification and
improved energy reconstruction. An example of the ECal capabilities for the particle identifica-
tion is showed in .

More details about the ECal can be found in Ref. [7§].

The side muon range detector

The side muon range detector (SMRD) has three key functions. It records the muons escaping the
inner detectors with large angles with respect to the beam direction and measures their momenta.
It is also used to trigger on cosmic ray muons that enter ND280 as there is no overburden to
protect the detector. Those cosmic ray events can later be used for detector calibration. Finally,
it helps to identify interactions of the beam in the surrounding material of the inner detector,
mainly the cavity walls and the iron of the magnet.

The UA1 magnet consists of sixteen flux return yokes which are grouped in pairs. Each
yoke is made out of sixteen iron plates which are spaced at a distance of 17mm. The SMRD
consists of a total of 440 scintillator modules which are inserted in these 17 mm air gaps between
the iron plates. Due to the differently sized spaces for horizontal and vertical gaps, horizontal
modules are composed of four scintillation counters with dimensions 875mm x 167mm x Tmm
(lengthwidthheight) and vertical modules consist of five scintillation counters with dimensions
875mm x 175mm x 7mm. The counter sizes have been optimized to maximize the active area in
each magnet gap. In order to extract the light from the scintillator, a wavelength shifting fibers
follow a serpentine route through the module as it is displayed in m This configuration
maximizes the light collection in the fiber. MPPCs identical to other inner detectors are used to
read out the wavelength shifting fibers. In order to be able to measure high angle tracks with
good precision, the SMRD needs to have an excellent time resolution. The timing resolution of
counters, defined as the uncertainty on the time difference recorded at both end of the module
((Thept — Tright)/2) was measured as function of light yield M) The position resolution
of a counter along its major axis based on both time difference between signals at both counter
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ends and the charge asymmetry between the signals was estimated and found to be of the order
of 8.5 cm.
Detailed explanations about the SMRD calibration and performances can be found in Ref. [79].

2.2 The importance of an accurate neutrino flux predic-
tions

T2K, as a long base line neutrino oscillation experiment, makes use of a near detector to constrain
the predicted flux at the far detector. The oscillation parameters can be extracted from the signal
observed in the far detector. In an ideal scenario, if the near and far detector would be identical
in their construction and if the neutrino flux seen by both detector would be similar, most of the
systematic uncertainties in a ratio of the far detector flux over the near detector flux (so-called
far-to-near flux ratio) would cancel. And the oscillation parameters could be extracted with high
precision though this far-to-near flux ratio. In reality, as we have seen in previous section, the
near and far detector are quite different. Furthermore, the near detector is relatively close to the
target and hence sees a line source of neutrinos, while the far detector sees a point-like source
of neutrinos. This translates in a far-to-near flux ratio that is energy dependent as illustrated
in . It shows the predicted far-to-near flux ratio for the v, flux as predicted with a T2K
Monte-Carlo simulation of the neutrino beam.
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Figure 2.23: Far-to-near flux ratio for the v, flux as a function of the neutrino energy

The systematic uncertainties related to the flux cancel to a limited extent but cannot be
neglected as in the case of identical fluxes in the near and far detectors. Hence, it is mandatory
to have a precise knowledge of the neutrino flux predictions in order to reach the T2K physics
goals.

Monte-Carlo techniques can be used to predict the neutrino fluxes at the near and far detector.
Hadron production models are needed to describe the production of hadrons (7 and K) from
the interactions of the primary proton beam on the graphite target. And a full simulation of
the beam line is mandatory to model possible re-interactions of these hadrons before their decay
to produce neutrinos. Previous studies [80] have shown that by using different hadronic models,
the variation of the neutrino flux predictions at SK could be as large as a factor two. This is
represented in m, where the three different models GFLUKA, GHEISHA and GCALOR
were used. These differences are due to the limited knowledge on hadron interactions inside the
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Figure 2.25: Far to near flux ratio for v, (left) and v. (right) for GCALOR (black), GFLUKA
(purple), GHEISHA (blue) [80].

graphite target. A factor two difference on the flux prediction would be directly translated as
a factor two on the cross-section studies. This is of course unsatisfactory for the T2K physics
goals on the neutrino cross-section measurements.

The differences on the far-to-near flux ratios using those three models can be seen in m
The variation is larger than the requested 3% to reach the T2K physics goals on the measurements
of the oscillation parameters.

In order to reduce the uncertainties on the hadron production, it is thus mandatory to have
experimental data that can be used to constrain the models.

2.3 The neutrino flux simulation

The prediction of the neutrino flux in T2K can be divided into three steps.

First, the simulation of the primary proton beam with the baffle and the graphite target is
handled by the FLUKA 2011 hadronic model [811[82]. This specific model was chosen as it was
found to be the most accurate model for the simulation of hadron interaction in the energy range
of T2K primary proton beam. All interactions are recorded and particles are traced until they
exit the baffle or the target surface. The kinematic variables of the particles are saved at the
exit point.
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The second step of the simulation is handled by JNUBEAM. It is a GEANTS3 simulation of
the baffle, target, horn magnets, helium vessel, decay volume, beam dump, and muon monitor.
The geometry of these components is based on the final mechanical drawings of the constructed
beam line. JNUBEAM also includes planes at the positions of the INGRID, ND280, and SK
detectors. Those planes are positioned in the simulation according to the latest survey results
and the simulated neutrinos crossing those planes are saved. Hadronic interactions are modeled
by GCALOR model in JNUBEAM. The generated particles of the first step are used as input
for this second step. In JNUBEAM, the particles are propagated through the horns and the
decay volume. Neutrinos produced from decaying particles are then forced to point to SK or a
randomly chosen point in the near detector planes. The kinematic variables of the neutrino as
well as the probability that the neutrino would fly through SK (or ND280) given the decay phase-
space density are computed and saved. The neutrino flux and energy spectrum are obtained from
these simulated events by weighting according to the saved probabilities. For each neutrino event,
the full history of interactions, as well as the parameters of the primary beam proton are saved.

In the third step, a re-weighting procedure is applied to each neutrino event. Different
hadron production data, including NA61/SHINE measurements are used to further constrain
the hadronic models. As the full history of interactions are saved during the first and second
step, it is easy to re-weight each interactions one-by-one using data sets. The final weight for
each neutrino event will be computed as the product of each weight at each interaction.

2.3.1 Primary proton beam

The simulation starts with the primary proton beam at the most upstream face of the baffle. As
discussed in , the primary proton beam is well monitored with a number of different
detectors along the beam line. The positions and angles of the protons are measured in both,
the horizontal x and vertical y directions, perpendicular to the beam axis for each beam spill.
The beam characteristics can then be described in terms of the distributions of the positions x
and angle 2’ (respectively y — ') of the protons. The shape of the proton beam in the z — 2’
phase-space can be given in terms of the twiss parameters «, 8, and v which describe a general
ellipse with area er according to

yx? 4 2axx’ + Ba’? =€ (2.3)
where the twiss parameters and the beam width are related by

20, = \/@ (24)

Proton beam properties for each run period are obtained by reconstructing the beam profile at
the baffle for each spill and summing the spill-by-spill profiles weighted by the number of protons
in each spill. m summarizes those measurements for the different runs. m gives
the uncertainties associated to these measurements.

The beam angle z’ is given as 6, in these tables.

For the FLUKA simulation, the position and angle of each primary proton at the baffle is
generated by throwing two independent random variables r; and ry with mean 0 and variance 1
and computing the position and angle as:

x\ [cosf —sinf\ (ar z
<x’> N (sin@ cosf > <br2> + (:c') (2:5)

where 6 is the angle of the semi-major axis of the ellipse with respect to the x axis and can be
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Run position [cm] 0 [mrad] o [cm] € [rmm-mrad] Twiss «

Rl X 0037 00044 04237 2.13 0.60
Y  0.084 0.004  0.4167 2.29 -0.09
Ruw2 X 005 -0.080  0.4037 5.27 0.16
Y  -0.005 20.01  0.4083 5.17 0.14
Run 3y, X 00087 0020 04134 6.50 0.16
Y -0.0024  0.043  0.3973 5.30 0.25
Runge X 00000 0.032  0.4033 1.94 0.33
Y -0.0366  0.068  0.4220 6.02 0.34
Runa X 00032 0.042 03755 5.00 0.15
Y -0.085  0.182  0.4153 6.14 0.19
Run 5a X 00003 -0.004  0.3960 3.09 0.01
Y -0.1091  1.743  0.4214 4.08 0.05
R sy, X 00273 0070 03844 3.50 -0.04
Y -0.0242  0.159  0.4201 4.178 0.07
Runse X 00451 -0.076  0.3891 3.98 -0.05
Y  -0.0435  0.130  0.4180 4.48 0.07
Run g, X 0035 -0.030  0.4061 2.95 -0.02
Y -0.0088  0.451  0.4367 4.22 0.29

Table 2.1: Summary of the beam conditions for runs 1 to 6b, calculated at baffle.

written in terms of the twiss parameters as

1 2
f = — arctan
2 y-8

a and b are the half-lengths of the semi-major and semi-minor axes of the ellipse, respectively
and are related to the twiss parameters by

1 €
_ = 2.7
) v+ atanf (27)
1
2

€
B — atand (2:8)

(2.6)

Z and T’ are the measured beam center and beam angle and correspond to x and 6, in ltable 2.1
The FLUKA transport code performs the simulation of all interactions in the baffle and the
graphite target. The initial kinetic energy of the proton is set to 30 GeV in order to match the
measured energy. The baffle is taken as a graphite block with dimensions 29 x 40 x 171.145¢m?
and the target is modeled as a simple graphite rod 90cm long and 2.6cm in diameter. The
geometry is presented in lm The volume along the beam axis is filled with helium.

The uncertainties on the measurements of the beam parameters have to be properly propag-
ated into the final uncertainty of the neutrino flux at SK. Two groups of uncertainties are
considered. Uncertainties related to the measurements of the average position and angle of the
beam and uncertainties related to the width and divergence of the proton beam. The propaga-
tion of these uncertainties to the neutrino flux prediction will be further discussed later on in
this chapter.
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Run AX [mm] AY [mm] | Afx [mrad] Afy [mrad] | p(Y,Y”)
Run 1 0.38 0.58 0.06 0.29 0.392
Run 2 0.27 0.62 0.06 0.32 0.398
Run 3b 0.28 0.58 0.06 0.29 0.427
Run 3c 0.36 0.58 0.07 0.28 0.417
Run 4 0.34 0.58 0.07 0.28 0.401
Run 5a to 5c 0.34 0.57 0.07 0.28 0.409
Run 6a to 6b 0.34 0.58 0.07 0.28 0.433

Table 2.2: Measured uncertainties of the position and angle of the beam, as well as the correlations
between position and angle in Y for all run periods.
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Figure 2.26: Two dimensional view of the geometrical set-up in the FLUKA simulation of the
baffle and the target [60].

2.3.2 Sources of neutrino production

As already mentioned, particles are generated in JNUBEAM according to the recorded informa-
tion from the FLUKA simulation. They are then traced through the horns, the decay volume and
the beam dump until they decay to produce neutrinos or until their kinetic energy drops bellow
10MeV. In JNUBEAM, the GCALOR model is used for the hadronic interactions. The horn
magnetic field collects and focuses the charged particles exiting the target surface. As explained
in m a toroidal magnetic field is generated in the horns. It is assumed that the current
flows uniformly in the conductor. The magnetic field at radius r from the inner conductor is
then calculated with the Ampere’s law as

ol 72— a?

B = e

(2.9)

where g is the magnetic permeability, I is the current and a and b are respectively the inner and
outer radii of the inner conductor. The direction of the flow of the current determines whether
T2K runs in neutrino or antineutrino mode.

In JNUBEAM seven particle species are considered as sources of neutrinos. These are 7
K#*, K? and p*. Their decay products and branching fractions are listed in

+
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Particle Decay Products Branching Fraction (%)

Tt = uty, 99.9877
— ety 1.23 x 10~*
Kt — ;ﬁl/“ 63.55
— nouty, 3.353
— ml%ety, 5.07
K} —7uty, 27.04
—r7etr, 40.55
pt = et 100

Table 2.3: Neutrino-producing decay modes considered in JNUBEAM and their branching ratio
in percentage. Decay modes for ¥, and 7, are omitted in this table. The 7, K~ and p~ modes
are charge conjugates of the 7+, K™ and u™ modes, respectively.
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Figure 2.27: Energy spectra for v, (black), 7, (red), ve (blue) and 7. (purple) at the ND280
near detector (left) and at the far detector (right) [80].

In the study of the v, — v, transition, direct v, contamination in the beam will be an
irreducible background. It accounts for less than 1% in the energy range between 0 and 1.5 GeV
but amounts up to 4.5% in the range between 1.5 and 3 GeV. m shows the energy spectra
for the different neutrino flavor normalized to 102! simulated protons on target at ND280 and
SK. To understand the reason of the relatively large amount of v, at higher energies, it is useful
to study the contribution of each neutrino parent particle in the different energy ranges. As the
full interaction history is recorded during the simulation, it is possible to identify the parents
of any neutrino. m shows the contribution of each parent particle type to the v, flux
at SK as an example. At the beam peak energy, pions clearly dominate the spectra. At higher
energies, the kaons play the most important role and as they have a non negligible branching
fraction to decay into v, they are responsible for the major part of the 4.5% v, contamination to
the v, flux. A very detailed study of all the neutrino parent particles contribution was performed
in Ref. [80]. A few conclusions can be drawn from

e a very good knowledge of pion production is mandatory to constrain the accuracy of the
muon neutrino flux prediction

e a good knowledge of the kaon production is mandatory to constrain the irreducible v,

52



— Total SKv,, Flux
Pion Parents
%4+ Kaon Parents
HHt Muon Parents

———

ol vl vl vl

Flux/(cmfB0 MeVII0?:p.o.t)
=
Q

E, (GeV)

Figure 2.28: Contributions of neutrino parent particles
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Figure 2.29: Position in the XZ plane of the production of the neutrino parent particles. Points
in red correspond to parent particles produced inside the target or during the decay chain of
a particle produced in the target. Blue points correspond to parent particles produced by re-
interactions in the material of the beam line [80].

contamination in the v, flux

The neutrino parent particles can be either produced in the graphite target or during re-
interactions in the material of the beam line. For each neutrino event at SK (or ND280), thanks
to the full record of the neutrino history, it is possible to determine production point of the
neutrino parent particle. This can be seen in m It shows the position in the XZ plane
of the production of the neutrino parent particles. Points in red correspond to parent particles
produced inside the target or during the decay chain of a particle produced in the target. Blue
points correspond to parent particles produced by re-interactions in the material of the beam line.
Red points along the beam axis and relatively far from the target are typically muons produced
in pion decay.

To quantitatively understand the contribution of neutrino parent particles coming from re-
interactions along the beam line, it is more useful to consider ratios of neutrino spectra. Con-
sidering neutrino fluxes at SK, we can compute ratios for each neutrino flavor by dividing two
distributions: the distribution of the neutrino flux related only to those neutrinos that have
parent particles produced in re-interactions outside the target and the distribution of the total
neutrino flux. m present these ratios for each neutrino flavors at SK. For the muon
neutrino flux at SK, at the beam peak energy, around 10% of the neutrino flux comes from parent
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Figure 2.30: Ratios of neutrino flux related only to neutrinos having parent particles produced
in re-interactions outside the target over total neutrino flux for v, (top left), 7, (top right), v,
(bottom left), 7. (bottom right) at SK [80].
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Figure 2.31: Schematic of the interactions in the target. The pion is labeled as secondary hadrons
as it is a product of the interaction of the primary beam proton, the kaon is labeled as tertiary
hadron as it has been produced in re-interaction.

particles produced in re-interactions in the beam line. 90% of the neutrino parent particles are
due to interactions of primary protons within the graphite target. An important conclusion from

has to be underlined: by having measurements of hadrons (pions and kaons) exiting the
graphite target, one would be able to constrain 90% of the neutrino flux. This is a very strong
motivation to conduct a hadron production measurement campaign using a replica of the T2K
target.

The 90% contribution of the neutrino flux generated by parent hadrons being produced in
the target can be further broken into sub-categories. The hadrons exiting the graphite target
(and hence being modeled by FLUKA) can be divided into different categories. They are labeled
as secondary hadrons if they are produced in interactions of the primary beam protons and
tertiary hadrons if they are produced by interactions of hadrons other than the primary protons.
m shows a schematic of these labels.

In order to understand the contribution of secondary and tertiary hadrons responsible for
the final neutrino flux, we plot again ratios of distributions. This time, the ratios correspond
to dividing the distribution of the neutrino flux coming from tertiary interactions to the total
neutrino flux. These ratios are computed for the SK detector and each neutrino flavor in .
For the v, flux, at the beam peak energy, the component of the neutrinos produced by the
tertiary hadrons account for 40% of the total neutrino flux. Around 60% of the v,, flux can then
be constrained by using differential cross-section measurements for proton carbon at 30 GeV.

We can conclude that hadron production measurements from 30 GeV protons on a thin
carbon target will help to constrain ~ 60% of the v, at SK. By measuring particles exiting the
surface of the T2K target, we could constrain up to 90% of the muon neutrino flux at SK.

For the thin target measurements, two relevant physics values can be used to constrain a
model:

1. the mean number of hadrons produced at each proton-carbon interaction which corresponds
to measuring the double differential hadron multiplicities in bins of momentum and polar
angles (p,0) of the produced hadrons.

2. the interaction rate of the 31 GeV/c protons with carbon which corresponds to measuring
the production cross-section opyoq of the reaction.

For measurements related to the number of particles exiting the T2K target, results should
take the form of multiplicities as for the thin target but with an additional variable. The focusing
properties of the horns is going to be different between the upstream part and the downstream
part of the target. Thus the longitudinal distribution of the particles exiting the target surface
will play a role in the distribution of the final neutrino spectra. It is then important to not
only measure the integrated flux of hadron exiting the target over the full length, but also to
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V. bottom right neutrino fluxes at SK [80].
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know the number of particles generated as a fonction of the position along the target surface.
In other words, the 90cm long target has to be binned in its longitudinal direction. And the
measurements of the number of hadrons exiting the target should be given in bins of momenta
and polar angle (as for the thin target measurements) but also in longitudinal bins along the
target surface. This leads to producing measurements in a (p, 6, z) binning. In order to determine
the number of longitudinal bins that should be taken into account, a detailed study has been
conducted by the T2K beam group. It is based on dividing the target into different number of bins
and looking at the effect on the final neutrino spectra. When considering only one longitudinal
bin, the FLUKA simulation was passed on to JNUBEAM, but instead of considering the exact
longitudinal position of the exit point of the particle, only one point in the center of the target was
set as the starting point of all the tracks in JNUBEAM. When considering two longitudinal bins,
all particles simulated by FLUKA would be placed in two points along the target surface. This
is illustrated in m The neutrino flux was then evaluated with these specific configurations

Eam—— W B

;

Figure 2.33: Schematic of the placement of the particles along the target surface for the study
of the effect of the longitudinal binning on the neutrino flux predictions

and compared with the initial flux when the full information about FLUKA values are given to
JNUBEAM. m shows the muon neutrino flux at SK for different number of longitudinal
bins. It can be noted that the position of the beam peak is not influenced by the number of
longitudinal bins considered, but the overall shape of the spectra does. In order to fulfill the
T2K physics requirements on the precision of the v, flux at SK, at least 5 bins were requested.
As the (p,0) distributions of the produced hadrons are relatively different between the target
surface and the downstream face of the target, it was decided to split the target into 6 bins: 5
bins of 18cm along the surface of the target and a 6th bin for the downstream face of the target.
By considering 6 bins, it is then also possible to show the contribution of each z bin to the final
neutrino flux as illustrated on m

The NA61/SHINE experiment, with its large spectrometer and excellent PID capabilities was
found to be the best set-up to take hadron production data with a thin carbon target as well
as with a replica of the T2K target. Hence a hadron produciton campaign was set up and data
with a thin graphite target and a proton beam of 31 GeV/c were taken in 2007 and 2009. Data
using a 31 GeV/c proton beam impinging on a replica of the T2K target were recorded in 2007,
2009 and 2010.
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Figure 2.34: Effect of different number of bins along the target surface. The black curve shows
the nominal neutrino flux prediction by placing precisely the particles at the exact exit position.
Other curves show binning with 1 to 5 bins.

2.3.3 Re-weighting of the hadron production

Hadronic interactions in the target are modeled with FLUKA, outside of the target GCALOR
is used. At the simulation level, the chain of hadronic interactions for each simulated event
producing neutrinos is saved. Thus it is possible to re-weight each simulated hadronic event with
measurements from different experiments. Currently, in the official T2K releases, only thin target
measurements are used. As seen in the previous section, thin target measurements can provide
two relevant physics values that can be used to re-weight the predicted hadron production:

o differential multiplicities of 7+, K+ and K? in the interactions of incident particle with
the target, i.e. the number of particles being produced at each interaction point

e interaction cross-section, i.e. the probability for an incident particle of a given energy to
interact with the target and produce secondary particles

In the first case, we will speak about multiplicity re-weighting while in the second case the
production cross-section will be re-weighted. Some experiments measure inelastic cross-section
0inel Which is defined as the total cross-section minus the elastic component of the cross-section.
NAG61/SHINE gives its results in term of production cross-section which is related to the inelastic
cross-section via

Oprod = Oinel — Ogqe (210)

where o4 is the cross-section related to quasi-elastic process. The quasi-elastic scattering (also
called elastic incoherent scattering) occurs when the incident proton scatters off an individual
nucleon of the carbon atom. The scattered nucleon can have enough energy to escape the carbon
atom, but no other particle is produced in the quasi-elastic reaction. Detailed study of elastic
and quasi-elastic reactions have been conducted by Bellettini et al. for different materials and at
different incident proton energies [83]. They showed the behavior of the differential cross-sections
as function of momentum transfer. m present their results where it can be seen that the
elastic and quasi-elastic processes can be identified by different slopes in the exponential behavior
of the differential cross-sections. By subtracting the quasi-elastic component to the inelastic cross-
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Figure 2.35: Stacked histograms showing the contribution of each different longitudinal bin to
the muon neutrino flux at SK.

Experiement ~ Beam Mom.(GeV/c) Target Particles

NA61/SHINE 31 C nt, K+, KD
Eichten et al. 24 Be, Al p, nt, K*
Allably et al.  19.2 Be, Al p, nt, K*
BNL-E910 6.4-17.5 Be nt

Table 2.4: Differential hadron production data used by T2K for the flux prediciton

section, the production cross-section hence represents the rate of interactions where hadrons are
produced in the final state. [Table 2.4 summarizes the experiments used for their measurements
of differential production of hadrons. [Table 2.4 gives the list of data used for re-weighting of the
interaction rates.

As already mentioned, NA61/SHINE conducted hadron production measurements dedicated
to T2K. The thin target measurements comprises 6.7 x 10° registered events in 2007 and 5 million
events in 2009. The 2007 data set was limited in statistics and only results for 7+ and K+ could
be extracted. In 2009, thanks to the larger recorded statistics, seven particle species could be
extracted with high precision, namely 7%, K%, protons, and K? and A. The analysis phase space
of NA61/SHINE allows to cover most of the phase space of interest for T2K. This is illustrated
in m as an example for 7, K* and K?. The color plots show the distributions for the
different particle species that produce neutrinos passing through SK. The contours show the
NA61/SHINE analysis phase space for each related particle species.

Meson multiplicity re-weighting

The multiplicity for a specific momentum p and polar angle 6 is related to the differential cross-
section by the production cross-section
d’*n 1 d*o

lnvA = invA 2.11
apds "N = o ) dpag P 210
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Figure 2.36: Differential cross-section as a function of momentum transfer |¢| from Bellettini [83].

The low |t| region corresponds to the elastic interactions while the higher |¢| region is interpreted
as the quasi-elastic interactions.
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Data Beam Target Beam Momentum (GeV/c) Measurement
Abrams et al. [84] K* C, Cu 1-3.3 Cinel
Allaby et al. [85] 7, K~ C, Al 20 - 65 Cinel
Allardyce et al. [86] nE C,AlL ... 071-2 Cinel
Bellettini et al. [83] P C, Al ... 193,215 Oinel
Bobchenko et al. [87] 7, p C,AlL ... 1.75-9 Cinel
Carroll et al. [88] T, K* p C, Al 60 — 280 Oprod
Cronin et al. [89) T C, Al 0.73 - 1.33 Cinel
Chen et al. [90] P C, Al 1.53 Cinel
Denisov et al. [91] t, K+ p C,Al .. 660 Oinel
Longo et al. [92] T, p C, Al 3 Cinel
NA61 [93] P C 31 Tprod
Vlasov et al. [94] T C, Al 2-6.7 Cinel

Table 2.5: Inelastic and production cross-section data used to re-weight hadron absorption prob-
abilities.

where p;,, is the incident nucleon momentum and A the target nucleus. The differential produc-
tion weights can be simply given by the ratio of the measured multiplicity over the predicted

value
d“n ( A)
plTL?
W (pin, A) = b L (2.12)

2
[;pdg (Pin, A

As already mentioned, interactions of primary protons and subsequent interactions in the target
are modeled by FLUKA and MC relates to this model, while for re-interactions outside of the
target, MC is related to the GCALOR model.

The tuning of particle production from primary proton interactions is done directly with the
NA61/SHINE pion, kaon and proton multiplicity data. The NA61/FLUKA tuning weights for
the meson multiplicity data are shown in m

For each interaction, the corresponding bin in these histograms is found and the weight
is applied. The KY weights are calculated relative to the K9 rate in the FLUKA thin target
simulation, but the weights are applied for K9 rate tuning as Well. The weights extend beyond the
phase space covered by NA61/SHINE. This is done by using a modified BMPT parametrization
[38] to extrapolate the NA61/SHINE data.

The initial BMPT parametrization takes the form of m

e

[Edg"} = Al — 2)°(1 + Brp)zi (1 + —=pr + L )e~PT /TR (2.13)
dp® | pyrpr B 8 TR x]%pT 2$(§%pT . .
The parameterizations for 7~ and K~ have additional factors of ro(1 + zg)"™ and 7o(1 — zg)™
respectively that are applied based on the observed ratios between positive and negative particle
production. The K g data are fit with the same parameterized form as the K since the data are
still sparse and it is found that this form is sufficient. The values for the parameters A, «, B, 5, a,
v, 6, 7o and 71 are derived from the fit to the data. The functional form is capable of describing
known features of the particle production cross-section such as the exponential dependence with
pr and the flatness in the central rapidity region.

Since the BMPT formula depends on xr or the outgoing particle energy, it describes sym-
metric forward/backward particle production in the center of mass frame. It is typically used to
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Figure 2.37: Phase space of 7%, K* and K? that contribute to the neutrino flux at SK with the
NAG61/SHINE analysis phase space for each particle species overlaid on top.

describe forward production only, so this limitation is usually not a problem. However, some of
the particle production relevant for the T2K flux prediction is in the backward hemisphere. We
have modified the BMPT parametrization to introduce forward/backward asymmetry that can
arise from particle re-interaction in the nucleus. The new form uses the original BMPT form to
describe the scattering on a deuteron and then applies scaling to the desired nuclear target:

Ao

—_— 2.14
dp? ] BMPT ( )

dp3

Bo {A (0.75—0.52z » 4+0.23x%) (1+0.21p3.)
3] |

Here xp is the Feynman x variable, the longitudinal momentum of the outgoing particle in the
center of mass frame divided by its maximum allowed momentum. The = dependence introduces
a forward/backward asymmetry that is consistent with the target nucleus scaling derived from
data. A is the atomic mass and the coefficients in the exponent are fixed to the values derived
in the A scaling fits explained later.

The NA61/SHINE data are also used to tune the production of mesons in secondary (tertiary)
interactions where a secondary (tertiary) proton or neutron interacts with the nucleus. This
tuning requires some additional steps that are described in details bellow:

1. For incident neutrons we assume an isoscalar nuclear target (true for carbon) and apply
an isospin rotation to the NA61/SHINE data. Under the assumption of isospin symmetry
the multiplicities for p+ A — 7+ + X areequalton+ A -7~ + X andp+ A -7~ + X
areequal ton + A — 7t 4+ X.

2. Since the incident secondary (tertiary) proton or neutron has an energy less than the
30 GeV of the proton beam in NA61/SHINE, a scaling has to be applied to extrapolate the
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NAG61/SHINE measurements from 30 GeV down to the energy of the incident secondary
(tertiary) proton or neutron.

3. For out-of-target interactions on Al, Ti or Fe, the NA61/SHINE measurements taken with
a carbon target have to be scaled to these different target materials by using parametrized
fits.

The scaling to different incident nucleon momenta is done assuming Feynman scaling. The
Feynman variable zr is defined as
bL
Tp =

— 2.15
PL(maxzx) ( )

where py, is the longitudinal momentum of the produced particle in the center of mass frame and
DL(maz) 18 the maximum allowed longitudinal momentum of the produced particle. The weights
computed in m are converted to xp, ppr variables and applied to tertiary events based on
the xr and pr of those events.

The extrapolation of the NA61/SHINE measurements to different target material (from car-
bon to aluminum for the horns for example) is carried out using the parametrization proposed
by Bonesini based on works conducted by Barton and Skubic. This parametrization gives the
dependence of the cross-section with respect to the target material A

da(A)  [AETPT dBa(Ay)
F—— — | = E—— 2.1
dp? [AJ dp? ( 6)
where:
a@r,pr) = (a+ bap + cx})(d + ep}). (2.17)

The parameters a through e are determined by fitting the A—dependence in the data from
Eichten et al. [39] and Allaby et al. [95]. The fit results and parameter values are discussed in
Ref. [60].

Secondary baryon production re-weighting

In this tuning, the preliminary 2009 NA61/SHINE proton multiplicity data and the Allaby data
are used to calculate the nominal secondary baryon weights. Protons, neutrons, As and Xs are
included in this re-weighting. The Eichten and Allaby data sets are used to evaluate the material
and momentum scaling parameters and uncertainties. m shows the phase space covered
by these three data sets on top of the proton spectra from a thin target FLUKA simulation. The
Allaby data give access to the high zp region. The most significant difference in the procedure
for tuning baryons than that for mesons is the baryon number conservation constraint, which is
used to constrain the integrated baryon multiplicity.

A parametrization is used to interpolate and extrapolate between the data points. Under the
assumption of Feynman scaling, the parametrization should be independent of the beam energy,
so the variables xr and pr are used. zp is used instead of g, because there is an asymmetry
in the NA61/SHINE data points around 0 momentum in the center of mass frame.

Unlike the meson tuning, baryon number conservation allows the integrated baryon multipli-
city to be constrained. However, the simulation does not keep track of where every baryon came
from in each event. The secondary baryon in a simulated event that produces a neutrino can
be from the scattered incident proton, the break-up of the nucleus or from baryon/anti-baryon
production. As a consequence of this, any given event can have one or more baryons. Therefore,
only the leading baryon number is conserved in the weights calculation. The leading baryon is
defined as the baryon in each event that has the largest pyr.
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The region of the phase space that is well described by the BMPT parametrization (inside
region) is weighted according to Equation 218 (same procedure as the meson tuning). This
includes the region described by 0 < xp < .84 and any region covered by NA61/SHINE data
bins. It was found that in the low p, high 6 region and the high p region, the data are not
well fit by the BMPT formula. Outside of this region (outside region), only leading baryons are
reweighted. The factor applied is calculated such that the number of leading baryons (1 per event)
remains a constant before and after the weighting procedure, which is shown in Equations
and The weight applied in the outside region is a function of p and 6, because the ratio
I‘J/\[/}Z“ld varies with p and 6. Protons can be mutated into other baryons or neutrons can be ejected
from the target, so in this calculation we include the phase-spaces of neutrons, As and s as
outside regions. Fig. 2.40] shows the weights for the four baryon species.

Mprpr(p,0)
Win(p,0) = —F—————
(».6) Mrruka(p,0)

Here the Ms are the multiplicities from the BMPT fit data and from FLUKA MC in each
kinematic bin.

(2.18)

Wout(p> 0) _ MnonLead(p7 9) + VVleadMlead(pa 9) _ Mall(}% 9) + (Wlead - 1>Mlead(p7 0) (219)
MnonLead(pa 0) + Mlead(pa 0) Mall(pa 9)

Here M, (p, 0) is the multiplicity from FLUKA MC, Mjcqq(p, 6) is the multiplicity only including
leading baryons and M,,onread(p, 0) = Mau(p,0) — Micaa(p,0). Wieqa, which is a constant with
p and 0 is:

Nou Nin_Nin cale

Wi = —out T Scaled (2.20)
Nout

Noyt is the number of leading baryons in FLUKA MC in the outside region before the reweighting.

N, and N;pSecaled are the number of leading baryons in FLUKA MC in the inside region before

and after the reweighting.

Hadron interaction rate re-weighting

In addition to re-weighting the multiplicities of hadrons produced at each interactions, it is also
important to constrain the rate at which interactions occur. This is done by re-weighting the pro-
duction cross-section. As mentioned earlier, many experiments publish their results as inelastic
cross-sections. These results can be translated into production cross-section using
The quasi-elastic cross-section can be extrapolated from hadron nucleon scattering data using
the empirical equation

0ge = 0.8 (oL + o5l ) AP (2.21)

where U,ellp and ¢ are the elastic cross-sections of the hadron h on the proton and neutron
respectively. m is based on the empirical equation from Bellettini [83] but has
been slightly modified to include the elastic cross-section on neutron.

The re-weighting of the interaction rate models the change in the survival probability of
particles as the cross-section changes, as well as the change in rate at a given interaction point.
The probability that a particle with hadron production cross-section of o,..q travels a distance
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x and interacts in the infinitesimal length Az to produce hadrons is:

z+Ax ,
P(SL’, JPTOd) = / O—prodpeiw Upmdpdx/ (222)
= Azxopreqpe” “oPredr. (2.23)

Here, p is the density of nuclear targets in the material. When the production cross-section
changes, oproq — 0 the weight applied to model the change is the ratio of the probabilities:

prod>
R
W o= P(‘T’ Uprod) (2 24)
P(IE; Uprod) '
!
— Mefx(o';rodfoprod)p_ (225)
Oprod

The first factor in kection 2.3.9 is the change in interaction probability at that point, while the
second factor is the attenuation of the particle flux over the distance traveled. For a particle that
decays or exit the target before interacting, the weight applied is:

W = efw(a;mdfdprod)l). (226)

m shows the comparisons of the measured cross-sections for the different reactions
listed in able 2.9 with FLUKA and GCALOR. FLUKA seems to be in reasonable agreement
with the measurements while GCALOR, shows significant deviations. It was thus decided not to
apply any weights for the FLUKA cross-sections but to re-weight the GCALOR cross-sections
with the FLUKA values.

The effect of the different re-weightings is illustrated in m It shows the ratio of the
hadron interaction re-weighted flux over the nominal flux for the different neutrino flavors at the
SK far detector.

2.3.4 Uncertainties on the neutrino flux predictions

Uncertainties on the flux predictions are considered as coming from the following sources: the
hadron production uncertainties, the proton beam profile, the off-axis angle, the target and horn
alignment and the horn current and related magnetic field. The study of the variation of these
different inputs on the predictions gives the uncertainties on the neutrino flux. Two different
approaches are used, depending on the source considered.

If the considered error source has correlated parameters, the re-weighting method is used.
The underlying parameters are varied according to their covariance and the flux prediction is
re-weighted with each of N sets of the parameter values. The effect on the flux is evaluated by
constructing a covariance matrix from the N re-weighted versions of the flux predictions:

1k

"N
k

Il
=z

‘/ij (d)ib()'rn - ¢i:)( zwm - Qﬂc) (227)

1

¢ om are the nominal flux and i specifies the neutrino energy bin, flavor and detector at which

the flux is evaluated. Flux uncertainties evaluated with this method are the hadron interaction
uncertainties and the proton beam profile uncertainties.

The second method is applied when the error source has no correlated parameters. In this

case, the flux is simulated with all parameters varied by +1o0. As for the first method a covariance
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matrix is then calculated as:

Vig = 5[ Ghom = ) (Bhom — 62) + (Bhom — 6) Gl — 0] (2.28)

The (bj_ and ¢° are the re-simulated flux for +1¢ and —1o variations of the underlying parameter.
The flux uncertainties evaluated with this method are related to the uncertainties on the beam
line alignments and magnetic field strength.

The total covariance on the flux is finally simply computed as the sum of the covariances
from each independent source of uncertainties.

Uncertainties on the meson multiplicity tuning

Systematic uncertainties on the neutrino flux are propagated from uncertainties on the meson
multiplicity tuning data and methods. The sources of uncertainty, which will briefly be described
bellow, include:

e The uncertainty on the NA61/SHINE multiplicity measurements.
e The phase space not covered by NA61/SHINE data.

e The center-of-mass energy scaling method.

e The target material scaling method.

NAG61/SHINE provides both systematic and statistical errors for their multiplicity measure-
ments. For most of the systematic uncertainties, it is assumed that all bins should be varied in
a correlated manner when applying systematic variations. The exception is the reconstruction
uncertainty, where it is assumed that only particle candidates originating in the same TPC are
varied in a correlated manner. When applying these uncertainties to the T2K flux, we create a
large covariance matrix for the 7+ and K* bins and perform systematic draws using the Cholesky
decomposition method. The p* data are excluded from this procedure since the uncertainties
on secondary (tertiary) proton tuning are dominated by the assumptions of how baryon conser-
vation is applied. The Kg systematic draws are done separately since NA61/SHINE currently
does not supply correlations with the charged hadron data.

For the part of the phase space not covered by NA61/SHINE, we take the difference between
the FLUKA model and the BMPT extrapolation and set that as the uncertainty. The effect is
very small for the part of the flux from pion production, since the NA61/SHINE data covers
almost all of the phase space relevant for the flux. The uncertainty is significant for the high
energy flux coming from the high momentum forward kaon production.

For incident particle momenta different from 31 GeV /¢, the implicit assumption in the tuning
is that the tuning weights are constant under changes of beam energy when the weights are
expressed as a function of zg and pr in the center of mass frame.

We can use alternative hadron production data measurements to tune the production from
secondary (tertiary) proton and neutron interactions. None of the alternative data cover the full
range of particle phase space relevant for T2K, so we group them together into sets that do. The
grouped data are listed in Table[2:6] The approach is to tune the secondary (tertiary) production
in the flux using these data and then take the difference from the flux when only NA61/SHINE
data is used in the tuning as the uncertainty.

The target material scaling parameters are derived from fits to the BNL-802, Allaby and
HARP data. The uncertainties on the parameters derived from these fits are propagated into
the flux prediction as part of the target scaling uncertainty. In addition, we consider systematic
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Data Set | pin (GeV/¢) [ pout (GeV/c) | bous (rad.)
~20GeV/cp+ A —

Eichten et al. [39] 24.0 4.0-18.0 0.017-0.127
Dekkers et al. [96] 18.8,23.1 1.0-12.0 0.0-0.1
Allaby et al. [95] 19.2 6.0-16.0 0.013-0.07
BNL-E910 [97.198] 17.5 0.4-6.0 0.0-0.4
~13GeV/cp+A—

BNL-ES02 [99] 146 0545 0.1-0.9
BNL-E910 [97.198] 12.3 0.4-6.0 0.0-04
HARP [100] 12.0 0.5-8.0 0.025-0.25
~17GeV/cp+ A — K+

BNL-E802 [99] 14.6 0.5-4.5 0.1-0.9
Allaby et al. [95] 19.2 6.0-16.0 | 0.013-0.07

Table 2.6: Data used to derive the target scaling dependence for double differential production.
For the HARP data, only the 12 GeV/c incident proton data is used in the target scaling fit.

effects related to extrapolating this target scaling parameterization to an independent data set,
namely the Eichten data.

At this time we are investigating the tuning of these interactions with HARP measurements
of charged pion production in interactions with pions incident on nuclei [I0I]. While this tuning
will not be applied to the current tuned flux prediction, the difference between the tuned flux and
the flux without this tuning will be used as a systematic uncertainty. Four types of interactions
are measured by HARP and will be tuned:

et + At 4+ X
et + A1+ X
e 1T +A—-at4+ X
e T  +A-T +X

The HARP based tuning will be applied to C and Al interactions only.
The HARP experiment collected data with four incident pion momenta: 3, 5, 8, and 12 GeV /c [101].
After normalizing to the production cross-sections, the weights for the pion multiplicities in
the FLUKA and GCALOR interactions are produced. These weights are applied as the tuning
factors for 7+ + A — 7% 4+ X interactions in the flux simulation.
After the 7+ + A — 7% + X interactions are tuned using the HARP data, the tuned flux
is compared to the flux where the 7% + A — 7% + X interaction tuning is not applied. This
tuning is not currently applied to the nominal flux prediction, but the magnitude of the tuning
is applied as an uncertainty on the flux prediction.

Uncertainties on the baryon production tuning

Systematic uncertainties related to the secondary proton re-weighting can be computed by
propagating the NA61/SHINE thin target results to the final neutrino flux prediction. This
is done by generating a large set of throws. A Cholesky decomposition is performed on the
covariance matrix describing the multiplicity uncertainties. For each throws, the decomposition
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is used to compute new weights. As for the meson uncertainties, m is used to estimate
the uncertainty on the final neutrino flux.

In order to estimate an uncertainty related to the leading baryon constraint, different re-
weighting methods have been tested. One of them is to only use the proton phase space for
the leading baron constraint. Neutron, Lambda’s and Sigma’s are not re-weighted. Instead of
re-weighing all leading baryons to conserve the leading baryon constraint, only leading protons
are re-weighted. Other methods are explained in Ref. [102].

Non-primary proton interactions in the target and proton interaction outside of the target
material are not tuned in the current T2K flux prediction. Nevertheless, uncertainties related
to these processes are estimated. As for the meson tuning, interactions are scaled to different
incident proton momenta using the Feynman scaling. They are also scaled using the A scaling for
different target material. The difference on the final neutrino flux prediction with and without
these two additional scaling with respect to the nominal flux tuning is taken as the uncertain-
ties on non-primary proton interactions inside the target and proton interactions outside the
target material. m shows the effect of the baryon production tuning with the related
uncertainties as a function of the neutrino energy.

Uncertainties on the hadron production rate

As presented in |ﬁgT._4_l|, FLUKA production cross-sections seems to be in reasonable agreement
with the measured data sets while GCALOR shows important discrepancies. Available measure-
ments of cross-sections cover different momentum ranges for different reactions (M) and
are usually given as inelastic cross-section. %bws to compute the production
cross-section from the inelastic cross-sections given in . Nevertheless, the evaluation of
the quasi-elastic component is based on an empirical parametrization and not directly on data
sets. In a conservative approach, the systematic uncertainty on the production cross-section was

taken to be represented by the magnitude of the quasi-elastic correction.
The different components of uncertainty due to hadron interactions evaluated on the ND280

and SK flux predictions are summarized in |ﬁg._2._46 and |f],g_2._41|

Uncertainties on the proton beam and off-axis angle

To study the effects of the errors on the proton beam measurements, the different parameters
given in were varied with respect to their uncertainties. It was observed that only
the variation in the y direction (i.e. the beam center y and beam angle 6,) was producing non
negligible effects. This is because these parameters effectively change the off-axis angle at the
far detector. Therefore, only these errors are considered in the evaluation of the flux uncertainty.
The covariance matrix related to the proton beam uncertainty is constructed following m\j

The neutrino flux uncertainty due to the error in the off-axis angle is evaluated by looking at
a variation of the neutrino flux when SK and ND280 detectors are moved by 0.44 mrad in the
JNUBEAM simulation. The effect can be seen in

Uncertainties on the target and horn alignment

Alignment of the beam line was surveyed after the installation of the target and horns. A
difference of 1.2 mm (0.3 mm) in horizontal (vertical) direction between the target and the horn
axis was measured at the downstream end, while the alignment of the upstream end was found
to be centered on the horn axis to within 0.1 mm.
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The observed displacement at the downstream end of the target translates into 1.3 mrad
(0.1 mrad) rotation in the horizontal (vertical) plane of the downstream end relative to the
target head.

The effect of the target alignment were studied by rotating the target in JNUBEAM by 1.3
(0.1) mrad in the horizontal (vertical) plane.

For the horn angular alignment, it was observed that only the rotation of the first horn could
show significant effect. For neutrinos with energies below 7 GeV the fractional uncertainties due
to these sources are under 3%.

Uncertainties on horn current and magnetic field

The uncertainty on the measured horn current is 1.3% and the magnetic field strength is consist-
ent with the computed one within 2%. JNUBEAM simulations were performed with the different
field uncertainties and is was observed that the effect on neutrino flux is less than 1% for energies
up to 1 GeV and less than 4% for energies greater than 1 GeV.

Summary of uncertainties

All sources of uncertainties are summarized in M for the different neutrino fluxes at the
near and far detector. Uncertainties on the hadron production are dominant for all fluxes and
across all energies.
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Figure 2.38: The meson multiplicity weights from NA61/SHINE data over FLUKA 2011. Outside
the NA61/SHINE analysis phase-space, the weights are computed with respect to the BMPT

fits to the NA61/SHINE data.
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Figure 2.39: This figure shows the phase space covered by the different data sets and the FLUKA
secondary proton distribution. The colored background is the FLUKA MC, rectangles are the
NAG61/SHINE bins, green triangles are the Eichten data and pink stars are the Allaby data. The
Allaby and Eichten data were scaled according to the z g scaling procedure in order to plot the
data with the T2K beam energy. Lines of constant xr are drawn, which are used as various cuts
in the analysis.
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Figure 2.40: Secondary baryon weights for FLUKA MC are shown. These are the weights used

to calculate the nominal neutrino flux in this flux release. The fading effect seen in the neutrons,
As and Xs is a result of only tuning the leading baryons in these regions.
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Figure 2.43: Meson multiplicity tuning uncertainties for SK fluxes in positive focussing horn
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uncertainty is the current version of the estimated flux uncertainties in T2K as of summer 2015.
It uses the latest preliminary results of NA61/SHINE thin target dataset recorded in 2009. The
11bv3.2 labeled uncertainty is the previous version of the estimated flux uncertainties that used
the NA61/SHINE 2007 thin target data in the tuning.
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Figure 2.45: Different ranges considered for the production cross-section following the available
data set from

75



SK: Positive Focussing Mode,, SK: Positive Focussing Modg,

§ o T — T T kuié o T — T —
I} + —— Mult. Error 4o —— Mult. Error B
= 03 Pion Rescatter Error 1< 03 Pion Rescatter Error ]
g L — Nucl. Error i g L — Nucl. Error i
b L ——— Int. Length Error 18 L ——— Int. Length Error i
© 0 2; —— 13avl Error ] ® 0 2; —— 13avl Error n
L 1 - 11bv3.2 Error I R 11bv3.2 Error ]
0.1 e L B = ol L T B
0 1 L L L i L 0 1 L L Lo s I L

10? 1 10 10t 1 10

N _ E. (GeV) E, (GeV)

_ SK: Positive Focussing Mode, _ SK: Positive Focussing Modg,

I3 ) T — T T — T3 O 0.5 T — T T ]
I} - —— Mult. Error 4 r —— Mult. Error b
= 03 Pion Rescatter Error 18 o4 Pion Rescatter Error B
g L —— Nucl. Error il g E —— Nucl. Error g
g L —— Int. Length Error 18 L —— Int. Length Error ]
< 0 2; —— 13av1 Error 1 ® 0.3 —— 13aviEror —
L R 11bv3.2 Error 4w F----- 11bv3.2 Error ]
i 1 0.2- 1
0 1 L L L RN PR— L 0‘ [ L PR — P [T

10? 1 10 10t 1 10

E, (GeV) E, (GeV)

Figure 2.46: The hadron interaction model uncertainties evaluated for the different ND280 fluxes;
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the current version of the estimated flux uncertainties in T2K as of summer 2015. It uses the
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labeled uncertainty is the previous version of the estimated flux uncertainties that used the
NAG61/SHINE 2007 thin target data in the tuning.
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Figure 2.47: The hadron interaction model uncertainties evaluated for the different SK fluxes;
top left v, top right v, bottom left v, and bottom right .. The 13avl labeled uncertainty is
the current version of the estimated flux uncertainties in T2K as of summer 2015. It uses the
latest preliminary results of NA61/SHINE thin target dataset recorded in 2009. The 11bv3.2
labeled uncertainty is the previous version of the estimated flux uncertainties that used the
NA61/SHINE 2007 thin target data in the tuning.
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Figure 2.48: An example of the fractional change of SK v, flux when the beam center position (Y")
and center angle (fy ) measured in Run 1 are changed by 1o, i.e. set to 1.42 mm and 0.29 mrad,

respectively [60].
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Figure 2.49: The total uncertainties evaluated for the SK flux predictions and the ND280 flux
predictions. The 13av1 uncertainty is the current version. The 11bv3.2 is the previous version.
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Chapter 3

The NA61/SHINE Experiment

NAG61/SHINE (SPS Heavy ion and Neutrino physics Experiment) [I03] is a fixed target exper-
iment at the CERN SPS (Super Proton Synchrotron). It is a multi-purpose facility to study
hadron production in hadron-proton, hadron-nucleus and nucleus-nucleus collisions. It has a
rich physics program covering different topics:

e To study the properties of the onset of deconfinement [104] and search for the critical
point of strongly interacting matter which is pursued by investigating p+p, p+Pb and
nucleus-nucleus collisions

e Measurements of precise hadron production in order to improve predictions of neutrino
beam flux in long baseline neutrino experiments

e Measurements of precise hadron production in order to improve simulations of cosmic-ray
air showers

NA61/SHINE was proposed at CERN in November 2006. It inherited many of its components
from the former NA49 experiment.

In this chapter we will only cover the information relevant to the neutrino program and more
specifically, the hadron production campaign conducted for the T2K experiment.

3.1 Data sets for the T2K neutrino physics program

3.1.1 Data taking periods

Data taking periods conducted for the T2K experiment are summarised in ltable 3.1. These
periods are divided into three different years and two target configurations.

Beam (GeV/c) graphite target year Nx10°

D 31 2cm “thin target” 2007 0.7
P 31 2cm “thin target” 2009 5.4
P 31 90cm “T2K replica” 2007 0.2
P 31 90cm “T2K replica” 2009 4
P 31 90cm “T2K replica” 2010 10

Table 3.1: Data taking periods for the T2K experiment
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The so-called “thin target” is a graphite block of dimensions 2em(L) x 2.5em (W) x 2.5e¢m(H).
The graphite grade was chosen to match as close as possible the T2K target graphite grade. The
two centimetres of graphite in the beam direction are equivalent to 4% interaction length. The
density of the thin target is p = 1.84 g/cm? while for the T2K replica target p = 1.831 g/cm?®.

The “T2K replica target” is made out of a 90cm long graphite rode with a diameter of 2.6 cm.
Around the upstream end of the target, aluminium flanges are mounted so that the target could
be fixed on a metallic frame of the NA61/SHINE experimental set-up. The target was delivered

Figure 3.1: Photo of the T2K replica target mounted at NA61/SHINE. The aluminium flanges
can be seen at the upstream part of the target (left).

to NA61/SHINE by the T2K collaboration. The density of the replica target is p = 1.83 g/em?3.

In 2007, a first run was recorded with a thin graphite target (2cm, equivalent to 4% interaction
length). Even if the statistics was limited, seven particle species could be extracted: 7%, K+, K?
protons and A. The thin target measurements allowed for the extraction of two different quant-
ities: a production cross-section and double differential hadron productions in proton-carbon
interactions at 31 GeV/c. The production cross-section relates to the rate at which 31 GeV/c
protons interact with carbon to produce new particles. In the NA61/SHINE conventions, the
quasi-elastic component of the total cross-section is subtracted from the inelastic cross-section
to give the production cross-section:

Oprod = Oinelastic — Oquasi—elastic (31)

Double differential hadron productions d?n,/dpdf can also be called “multiplicities”. For the
thin target data, they are defined with respect to the cross-sections o, as:

d?n,, 1 d?0,

dpdf ~ Gproq dpdf (3:2)

Multiplicities indicate the number of produced hadrons « as a function of angle and momentum
with respect to incident beam protons. Three publications show these results [93|[105[106].
Also in 2007, a pilot run was taken with the T2K replica target. The very limited dataset
did not allow to provide precision measurements to the T2K collaboration. Nevertheless, it was
effectively used to show a strong proof of principle regarding the feasibility of these measurements
as well as their potential to constrain the T2K neutrino flux predictions. Spectra of positively
charged pions were extracted and presented in the form of multiplicities. It is important to
note that the definition of multiplicities is here slightly different with respect to the thin target
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Figure 3.2: Production cross-section for the 2007 and 2009 data sets. Results from other experi-
ments taken from Ref. [83|[88L91] are shown for comparisons.

measurements. The number of produced hadrons is normalized to the number of protons on
target. Hence, for the thin target measurements, multiplicities relate to the number of interacting
protons while, for the T2K replica target measurements, they relates to number of incident
protons on target. The results of these studies were published in Ref. [107].

During the 2009 period of data taking, large datasets were recorded for the thin target as
well as for the T2K replica target. The thin target measurements have been analysed and are in
the process of publication.

3.1.2 Thin target results

The production cross-section was found to be in agreement with the first 2007 results [108]. An
improved method of analysis allowed for systematic uncertainties to be significantly reduced.
The numerical values are:

Oprod = 229.3 £10.9 mb 2007 (3.3)
Oprod = 230.877% mb  preliminary 2009

Results for the 2007 and 2009 data are shown in m Results of other measurements are
displayed on the same plot for comparisons. Unfortunately it was not clear from the Denisov et
al. [91] publication whether the quasi-elastic cross-section had been subtracted from the inelastic
cross-section for the values quoted in the paper. Hence, two values are presented on m For
the lower values, the components of the quasi-elastic cross-section have been subtracted from the
quoted published values.

Differential multiplicities are given in different polar angle intervals as a function of mo-
mentum. For the 2009 data set, the same six particle species as for 2007 could be extracted, and,
in addition, K ~. Pion, kaon and proton spectra are given in [fig. 3.3, lfig. 3.4 and lfig. 3.5. They
are computed as a weighted average of the 2007 and 2009 results (except for K ).

In the next chapters, the 2009 data set taken with the T2K replica target, will be discussed in
great detail. Analysis technique, results and integration into the T2K neutrino flux predictions
will be covered. The 2010 T2K replica target data set is in the final process of calibration. It
comprises the largest statistical data set and covers the requirements made by T2K on hadron
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Figure 3.3: Multiplicities for positively charged pions (left) and negatively charged pions (right).
Results are the weighted average of the 2007 and 2009 data sets.
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Figure 3.4: Multiplicities for positively charged kaons (left) and negatively charged kaons (right).
Results for positively charged kaons are the weighted average of the 2007 and 2009 data sets.
Results for negatively charged kaons have only been extracted for the 2009 data set.
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production measurements with a replica target.
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3.2 The experimental setup

NAG61/SHINE is served by the H2 beam line of the CERN North Area. The primary beam
is extracted from the SPS and transported over 1km by bending and focusing magnets before
impinging on the T2 target. The T2 target station hosts several beryllium plates of different
lengths. The target plate inserted in the extracted beam is chosen to optimize the yield of the
requested secondary particle momentum and type in the H2 beam line. Beams for NA61/SHINE
are usually produced using a target length of 100 or 180mm. The H2 beam line can transport
charged particles with a wide range of momenta from ~ 9 GeV/c up to the SPS energy of 400
GeV/c

The momentum selection in the beam is made in the vertical plane, as shown in Fig.[3.6l where
the beamline basically consists of two large spectrometers able to select particles according to
their rigidity. Thus the momentum-to-charge ratio Bp & 3.33p,/Z, where Bp in Tesla-meters, is
set by the beam optics, py is the momentum of the beam particles in GeV/c, and Z the charge
of the particle (in proton charge units). The beam spectrometer has an intrinsic resolution of

H2 beam line — vertical plane

L
| -

¢ = collimator
- >
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-
-

rigidity
selection #1 rigidity

Bp~(A/Z)+p 4 o°//,;b selection 2

2 P Bp~(A/Z)=p'
; /
g /
= o beam matrix R34 ("monochromatic beam envelope')
o / ------ beam matrix R36 (dispersion)
[
)

primary

beam

Figure 3.6: Schematic view of the vertical plane of the H2 beamline in the configuration used for
the ion fragment separation. The dimensions are not to scale, e.g. the beamline is more than
600 m long, the height difference between T2 and the EHN1 is about 12 m, the aperture of the
quadrupoles is £45 mm [103].

about 0.13% and a maximum rigidity acceptance of +1.7%.

Since the start of NA61/SHINE, the experimental set-up has been changed and upgraded
with different new detectors. We will describe here the set-up as it was used in 2009 in detail and
specifically for the T2K replica target measurements. A schematic drawing of the experiment is
presented in m It is composed of a target station, five Time Projection Chambers (TPC)
and three Time of Flight (ToF) walls. Two TPCs are embedded in super-conducting magnets.
They are called Vertex TPCs (VIPC1 and VTPC2). Two larger TPCs, called Main TPCs
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~ 13 m

Figure 3.7: NA61/SHINE experimental set-up seen from above. The beam is coming from the
left, impinging on the T2K replica target shown in this figure.

(MTPC), are located downstream of the magnets on both sides of the beam axis. The VIPCs
are not instrumented along the beam axis and hence cannot record signal in the very forward
region. The Gap TPC (GTPC) has been constructed to cover this area so that particles passing
in between areas of the VI PCs, which are not instrumented, and also through the MTPCs can
be reconstructed with the help of measured points in the GTPC.

The two identical super-conducting dipole magnets with a maximum total bending power of
9 Tm at currents of 5000 A have a width of 5700 mm and a length of 3600 mm. Their centres
are approximately 2000 mm and 5800 mm downstream of the target respectively. The shape of
the magnet yokes is such that the opening in the bending plane is maximized at the downstream
end. Inside the magnets, a gap of 1000 mm between the upper and lower coils leaves room for
the VITPCs. The magnetic field inside the sensitive volumes of the Vertex TPCs was precisely
measured by Hall probes.

The standard configuration for data taking at beam momentum per nucleon of 150 GeV/c
and higher is nominally 1.5 T, in the first magnet and 1.1 T in the second magnet. At lower
beam momenta the fields are normally reduced proportionally to the beam momentum keeping
the ratio of the two fields constant. Nevertheless, for the 2009 T2K replica target data sets, even
if the beam energy was set at 30 GeV, the magnetic fields were set as for a 20 GeV/c proton
beam. This was done in order to maximize the acceptance of the spectrometer with respect to
the phase-space of interest for T2K.
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detector dimensions hole position | material budget

mm] ] | [m] %A %]
S1 60 x 60 x 5 -36.42 0.635 1.175
S2 ¢ =28 x 2 -14.42 0.254 0.470
S3 ¢=26X%X5 -6.58 0.635 1.175
S4 ¢=20x5 -2.11 0.635 1.175
VO $=80x10 | ¢=10| -14.16

vor 300 x 300 x 10 | ¢ =20 ~-14
V1 100 x 100 x 10 | ¢ =8 -6.72
Vi1p 300 x 300 x 10 | ¢ =20 -6.74

BPD-1 | 48 x 48 x 32.6 -36.20 | 0.025 0.070

BPD-2 | 48 x 48 x 32.6 -14.90 | 0.025 0.070

BPD-3 | 48 x 48 x 32.6 -6.70 0.025 0.070
2009 thin target position -5.810

2009 T2K replica target position -6.576

Table 3.2: Summary of typical beam detector parameters: dimensions, positions along the beam-
line (z coordinates) and their material budget (in terms of the nuclear interaction length A; and
radiation length X). Positions of most of these detectors varied in time by a few cm due to
dismounting and remounting in subsequent runs. Exceptions are BPD-3, V1 and V17, for which
positions varied up to 50 cm depending on the employed target [103].

3.2.1 Beam line and triggers

The beam line between the T2 target and the NA61/SHINE target station is instrumented by a
set of scintillation and Cherenkov counters as well as beam position detectors located upstream
of the NA61/SHINE target station. It provides precise timing reference along with charge and
position measurements of incoming beam particles. For the thin target data taking periods, an
interaction counter located downstream of the target allowed to trigger on interactions in the
target. For the 1.9 interaction length T2K replica target, this counter was not used in the trigger
combination. Typical parameters of the scintillators and Beam Position Detectors (BPDs) are
summarized in m

The locations of the beam detectors are indicated in m The first sketch (a) represents
a typical example of locations for thin target measurements where the S4 counter is included in
the trigger and plays the role of interaction counter. The second sketch (b) corresponds to the
counters used for the T2K replica target measurements. The S3 counter was positioned at 5mm
of the upstream face of the target and had an identical diameter to the target of precisely 2.6
cm. This allowed to define a trigger based on incident protons impinging on the upstream face
of the T2K replica target.

The H2 beam line can transport and deliver positively and negatively charged hadrons (proton,
pions, kaons) to NA61/SHINE. For given beam settings, i.e. rigidity selection, the momentum
selected hadrons are mixed. In order to detect the desired hadrons, the beam line is equipped with
a special differential Cherenkov counter, the Cherenkov Differential Counter with Achromatic
Ring Focus (CEDAR) counter [I09]. The counter has a sophisticated optical system that collects
and focuses the Cherenkov photons onto the plane of a diaphragm, the opening of which can be
tuned, in relation to a given gas pressure, so as to allow only the photons from the wanted species
to pass through thus be detected by the 8 PMTs of the counter. The pressure range at which
counts of a wanted hadron (p (p) or 7™ (77), or K+ (K 7)) per incident particle are maximal is
found by performing a pressure scan in the domain where the wanted hadron peak is expected.
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Figure 3.8: Schematic layout (horizontal cut in the beam plane, not to scale) of the beam
detectors in two configurations of the beam line. a) for the thin target measurements where the
S4 counter plays the role of interaction counter; b) for the T2K replica target measurements
where the S3 counter insures that the proton beam hit the target upstream face.

The results of the gas pressure scan performed in the full relevant pressure range for beams at
13, 31 and 158 GeVc are presented in M The final setting is the pressure corresponding to
the center of the wanted hadron peak.

CEDAR pressure scan for 13 GeV/c beam CEDAR pressure scan for 31 GeV/c beam CEDAR pressure scan for 158 GeV/c beam
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Figure 3.9: Counts of hadrons per incident beam particle from the CEDAR counter as a function

of the gas pressure within the pressure range which covers maxima of pions, kaons and protons
at 13 (left), 31 (middle) and 158 GeV/c (right) [103].

Under standard operational conditions, the detection efficiency of the detectors is better
than 95%. The number of misidentified particles is lower than 0.8%. For the proton-carbon at
31 GeV/c, the trigger definition also required the signal from a carbon dioxide filled Threshold
Cherenkov detector in anti-coincidence.

The first scintillator counter along the beam line is the S1 counter. It has to be reliable as
a precise reference timing as it is used to give the start signal for the measurement of the time
of flight. Hence it is equipped with four photomultipliers directly coupled to the scintillator.
Scintillators labeled with the letter “V” in ltable 3.9 and [fig. 3.8 are used as veto-counters in the
trigger logic. The trigger is formed by combining several of the beam counters listed in
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and the Cherenkov detectors for beam particle identification.

The positions of the incoming beam particles in the transverse plane are measured by a tele-
scope of three Beam Position Detectors (BPDs) placed along the beamline upstream of the target.
These detectors are proportional chambers operated with Ar/CO5 (85/15) gas mixture. Each
BPD measures the position of the trigger-selected beam particle in two orthogonal directions
independently using two planes of orthogonal strips. On each strip plane a charge distribution is
induced with a width of about 5 strips on average. The reconstruction algorithm first searches for
a cluster in each plane. The cluster is defined as a set of adjacent strips with signal amplitudes
above a threshold value (to remove signals from pedestal fluctuations). Then, an average of the
strip positions weighted with the signal amplitudes on the strips is calculated for the cluster to
estimate the position of the beam particle (the so-called centroid method). A 3-dimensional point
measured by a given BPD is built from two transverse coordinates measured by the two strip
planes and the position of the BPD along the beamline. The trajectory of each beam particle is
reconstructed as a straight line using a least square fit applied to the positions measured by the
three BPDs in x — z and y — 2z planes independently.

3.2.2 Data calibration, reconstruction and simulation

The calibration procedure is largely based on the approach developed for the NA49 experi-
ment [IT0] and consists of several consecutive steps resulting in optimized parameters for

1. detector geometry, drift velocity, and residual corrections,

2. magnetic field,

3. time-of-flight measurements, and

4. specific energy loss measurements.

Each step involved reconstruction of the data required to optimize a given set of calibration
constants followed by verification procedures. Details of the procedure and quality assessment
are presented in Ref. [IT1].

Reconstruction algorithms used for the analysis described in this thesis are based on those
developed by the NA49 Collaboration [I10]. The main steps of the reconstruction procedure are

1. cluster finding in the TPC raw data, and calculation of a cluster center of gravity and total
charge,

2. reconstruction of local track segments in each TPC separately,

3. matching of track segments from different TPCs into global tracks,

4. track fitting through the magnetic field and determination of track parameters at the first
measured TPC cluster,

5. determination of the interaction vertex as the intersection point of the incoming beam
particle with the middle target plane,

6. refitting the particle trajectory using the interaction vertex as an additional point and
determining the particle momentum at the interaction vertex, and

7. matching of ToF-F hits with the TPC tracks.

Simulation of the NA61 detector response consists of the following steps (see Ref. [80] for
more details):
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[ i VTPC-1 [ VTPC-2 [ MTPC-L/R [ GAP-TPC ]

size (LXWxH) [cm)] 250 x 200 x 98 250 x 200 x 98 390 x 390 x 180 30 x 81.5 x 70
No. of pads/TPC 26 886 27 648 63 360 672

Pad size [mm] 35 x 28(16) 35 x 28 3.6 x 40, 5.5 x 40 1x 28
Drift length [cm)] 66.60 66.60 111.74 58.97
Drift velocity [cm/us] 1.4 1.4 2.3 1.3

Drift field [V/cm 195 195 170 173

Drift voltage kV 13 13 19 10.2

gas mixture Ar/CO2 (90/10) | Ar/COz2 (90/10) Ar/CO2 (95/5) Ar/COz2 (90/10)
# of sectors 2x3 2x3 5 X5 1

# of padrows 72 72 90 7

# of pads/padrow 192 192 192, 128 96

Table 3.3: Parameters of the VTPCs and MTPCs. The pad length in the VTPC-1 equals 16 mm
only in the two upstream sectors. In the MTPCs the 5 sectors closest to the beam have narrower
pads and correspondingly more pads per pad row.

1. generation of p+C interactions at 31 GeV/c using the FLUKA [8T1[82] model,

2. propagation of outgoing particles through the detector material using the GEANT 3.21
package [I12], which takes into account the magnetic field as well as relevant physics pro-
cesses, such as particle interactions and decays,

3. simulation of the detector response using dedicated NA61 packages which introduce distor-
tions corresponding to all corrections applied to the real data,

4. storage of the simulated events in a file which has the same format as the raw data,

5. reconstruction of the simulated events with the same reconstruction chain as used for the
real data, and

6. matching of the simulated and reconstructed tracks.

More detailed description of specific Monte-Carlo simulations for the T2K replica target data
set will be discussed in m

3.2.3 The Time Projection Chambers

The main tracking devices of NA61/SHINE are the four large time projection chambers, and the
smaller gap TPC. As presented in @, the VTPCs are located in a magnetic field while the
MTPCs are positioned downstream of the magnets, symmetrically about the beam line. The
GTPC is mounted between the two VIPCs and is centered on the beam line for measuring
particles produced with the smallest production angles.

The TPC are filled with a gaz mixture of argon and carbon dioxide. Details concerning the
dimensions and main characteristics of the TPCs are given in

Charged particles, when traversing the TPCs, ionize the gas and leave a trace of electrons.
These electrons drift with constant velocity under the influence of a vertical uniform electric
field towards the top plate, where their position, arrival time and total number are measured
with proportional wire chambers. In order to achieve high spatial resolution, the chamber top
plates are subdivided into pads of about one square centimeter area each, making a total of
about 180 000 for all TPC’s. From the recorded arrival times of the track signals and the known
pixel positions, a sequence of 3-dimensional measured points along the particle trajectories can
be obtained.

91



0.06— VT1 MTP

a(p)ip

r GPC MTP

 GPCVT2 MTP

0.05—
- VT1GPCVT2 MTP

VT1 GPC MTP
0.04—

0.03

0.02

0.01—

01111luHllxlxluullxlxluxlll
0 5 10 15 20 25 30

p [GeV/c]

Figure 3.10: Momentum resolution as a function of the measured momentum for the 2009 T2K
replica target data set. The forward going tracks going through GTPC MTPC show a lower
resolution than those having a stronger bending.

The reconstruction of tracks through the entire NA61/SHINE set-up is based on these se-
quences of points and is done in three stages. First an algorithm reconstructs the tracks in
each TPCs independently. Then the segments between the different TPCs are matched. Finally,
parameters are computed for the globally reconstructed tracks matched between the TPCs.

The bending of the tracks through the magnetic field allows for the definition the momentum
of the particles. The deposited charge along the track paths allows for the measurement of the
energy loss.

The resolution of the momentum varies significantly with the different possible topologies of
the tracks. For example, the longer tracks with stronger bending have a more precise momentum
reconstruction than those going through the very forward region. This is illustrated on m,
where the momentum resolution is plotted as a function of the measured momentum for different
track topologies.

The specific energy loss in the TPCs for positively and negatively charged particles as a
function of momentum is shown in .

The energy loss resolution is ~ 4%. It depends on the number of measured points. Tracks
with higher measured points will have a better resolution. m shows this behavior.
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Figure 3.11: Specific energy losses in the TPCs for positively (left) and negatively (right) charged
particles as a function of momentum. Data taken from the 2009 T2K replica target data set.
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Figure 3.12: Resolution of the energy loss as a function of the number of measured points along

the track.

3.2.4 The Forward Time Of Flight

The particle identification based only on energy loss cannot be performed in the momentum
range of a few GeV/c. As can be seen ind the Bether-Bloch curves overlap in this region.
To resolve this problem, NA61/SHINE uses an additional and independent particle identification
by Time of Flight (ToF) detectors. The particle’s mass squared is obtained by combining the
information from the particle’s time of flight, ¢, with the track length, I, and momentum, p,

measured in the TPCs:
9 9 62 t2
me=pT | - 1 (3.5)

Two ToF walls, the ToF-L and ToF-R detectors, were inherited from NA49. Unfortunately
their geometrical coverages are limited and do not span over the entire phase-space of interest for
T2K. When operating at the T2K proton beam at 31 GeV/c, a large fraction of the tracks are
produced by low-momentum particles which exit the spectrometer between ToF-L and ToF-R.
The additional forward time of fight (ToF-F) wall was therefore constructed to provide full time
of flight coverage of the downstream end of the MTPCs.

The ToF-F consists of modules, each containing eight scintillator bars. For the 2007 data
taking periods, eight modules were installed, for a total of 64 scintillators. The ToF-F wall was
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(front view)

120 cm
120 cm

Figure 3.13: Schematic layout of scintillators in the ToF-F detector.

extended for the 2009-2010 periods by two more modules for a total of ten modules and 80
scintillator bars. The ToF-F is symmetric with respect to the beam axis. Half of the modules
were placed on the left side, the other half placed on the right side. The size of each scintillator
is 120 x 10 x 2.5cm®. They are staggered with lcm overlap to ensure full coverage in the ToF-
F geometrical acceptance. This configuration provides a total active area of 721 x 120cm? as
illustrated in @% Each scintillator bar is read out on both sides with 2” Fast-Hamamatsu
R1828 photomultipliers, for a total of 160 readout channels. The scintillators are plastic, Bicron
BC-408 scintillators, with a scintillation rise time of 0.9 ns, a decay time of 2.1 ns and attenuation
length of 210 cm. Their maximal emission wavelength is about 400 nm perfectly matching the
PMT spectral response. In order to ensure proper optical contact between the PMTs and the
light-guides, a 3 mm thick silicone cylinder matching the diameter of the PMT and light-guide
is inserted at the interface.

The start signal is provided by the fast beam counter S1 of the central trigger system. The
time measurement is carried out by LeCroy FASTBUS Time-to-Digital Converter (TDC) units
digitizing the time in 12 bits dynamic range with a sampling time of 25 ps. The analog signals
of the PMTs are converted by LeCroy Analog-to-Digital Converter (ADC) units into 12 bits.
The time measurement, ¢, has an offset, to, which is specific to each channel as it depends on
cable length, PMT gain or constant fraction discriminator responses. ty was therefore carefully
adjusted on a channel by channel basis by first assuming that all produced particles are pions
and shifting the mean value of the tof = t — ¢, distribution accordingly. In a first iteration,
this method allows to discriminate pions from protons and was then repeated by selecting only
pions.

The mass-squared distribution and the resolution of its measurement as a function of mo-
mentum are presented in w The intrinsic resolution of the ToF-F was also determined
(see M) This was achieved by selecting particles that hit the region where the scintillat-
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Figure 3.14: Mass squared versus momentum  Figure 3.15: Distribution of the difference

as measured by the ToF-F between a particle’s time of flight measured
independently by the overlapping scintillator
bars of the ToF-F detector. The width of the
distribution is about 155 ps, indicating a tof
resolution of about 110 ps for a single measure-
ment.

ors overlap and plotting the time difference between the two signals. The Gaussian fit to the
distribution gives a resolution oy, = % ~ 110 ps.

3.3 Monte-Carlo simulations

3.3.1 Specific Monte-Carlo productions for the T2K replica target

Dedicated Monte-Carlo productions have been generated for the simulation of 31 GeV/c protons
with the thin carbon target and the T2K replica target. In order to be consistent with the T2K
neutrino beam predictions, FLUKA2011 is also used in NA61/SHINE to generate all interactions
inside the graphite target. The GEANT3 transport code is used to track the particles through
the detector and GCALOR handles the interactions within the spectrometer material.

The full simulation chain is split into three parts:

1. First a standalone FLUKA simulation is run. The target geometry is precisely described
as the one used for the data taking. For the T2K replica target, it consists of a 90cm long
graphite rode with aluminum flanges. The target is positoned at the location given for the
2009 data taking period. The incident proton beam profile is simulated following the shape
of the distributions for the positions and divergences of the specific data set to be analyzed.
The momentum of the beam is set precisely at 30.92 GeV/c to match the beam momentum
of the data. All interactions happening inside the target are stored at the simulation level
and the position, momentum as well as polar and azimutal angles of the particles exiting
the target are recorded at the surface of the target and saved as output of the FLUKA
simulation.

2. GEANTS3 uses the variables at the surface of the target outputed by FLUKA to track the
particles through the NA61/SHINE experimental setup. GCALOR handles all hadronic

interactions in the spectrometer. Different effects are simulated, like the E x B effect that
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take into account deviations of the drifted electrons due to the fact that the magnetic and
electric fields are not perfectly aligned with each others.

3. The simulated tracks are finally reconstructed following the same reconstruction chain as
the one applied to the data. All information from the FLUKA simulation through the
simulated tracks until their reconstructions are stored in the final output files. This allows
to get the full history of the simulation and to match the reconstructed tracks with the
simulated tracks.

A total of 10 million protons on target have been simulated with the specific beam profile
and target position for the 2009 T2K replica target analysis.

3.3.2 Flat phase-space simulations

The acceptance of the NA61/SHINE spectrometer is studied with dedicated Monte-Carlo produc-
tions. These are produced in so-called flat phase-space simulations. The idea is to generate the
particles in GEANTS not by following the FLUKA distributions at the surface of the target, but
by considering flat distributions for the p, 6, ¢ variables and all the possible (x,y, z) coordinates
corresponding to the surface of the target. For each of the 6 longitudinal bins in z, the (p, )
phase-space is divided into bins of 0.2 GeV/c in momentum and 10 mrad in polar angle. In
each of these bins, 400 particles are generated, following uniform distribution in ¢ and covering
the entire possible ranges for the x and y coordinates on the surface of the target. Particles are
then propagated through the detector and magnetic field with no simulation of physics processes
such as decays, secondary interactions. The positions of the simulated clusters in the VIPCs
are corrected for E x B effects. The geometrical acceptance of the spectrometer can then be
studied by looking at the fraction of tracks crossing the detectors and fulfilling some analysis
requirements. Acceptance maps will be presented and further discussed in m
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Chapter 4

The T2K Replica Target Analysis

The analysis of the T2K replica target presented in this chapter is based on the 2009 data set.
The events recorded in 2007 have been analyzed and results have been published in Ref. [107]
and in thesis [80]. The 2009 data set is more than one order of magnitude larger in statistics
than the 2007 data set.

4.1 Incident proton beam

As explained in m, a set of counters placed in the proton beam line form the compon-
ents of the trigger. Four different triggers are defined for the 2009 data set, marked as T1, T2,
T3 and T4. m lists the different combinations of counters for each trigger for the four
run periods. The NA61/SHINE beam line with the relevant counters for the 2009 T2K replica
target data set is presented in @ The dimensions of the counters are given in m

T1, T2 and T3 include the Cherenkov detector counters, allowing to select only protons as
beam particles. T2 and T3 further require a hit in the S3 counter, which has the exact same
diameter as the target and which is positioned at 5mm of the upstream face of the target. Hence,
T2 and T3 can be seen as interaction triggers as they ensure that the incident beam proton is
impinging on the target. T3 has an additional veto counter V0 with a smaller hole (1cm) than
the V1’ counter (4cm).

The measurements of interest for T2K are those when the incident beam particle can be
identified as a proton and does hit the target. This corresponds to T2 and T3 triggers. T3 is a
subset of T2. Hence considering the T2 trigger for the analysis of the data set allows to consider
the larger available statistics.

CEpAR S THC S2 VO \%! I S3Tar . -
(| & BEAM
—- I 0 >

Figure 4.1: Schematic layout (horizontal cut in the beam plane, not to scale) of the beam
detectors for the T2K replica target configuration.
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T1 T2 T3 T4

S152V1 CED C | S15253V1’ CED C | S152S3V0 V1 CED C | S1S253V1/

Table 4.1: Combinations of counters for the different trigger settings.

Xi2 distribution for X coordinate Xi2 distribution for Y coordinate
- hxi2x hxi2y
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Figure 4.2: Distributions for the z (left) and y (right) coordinates of the chi-square for the fitted
proton beam track in the BPDs.

The entire run period for the 2009 T2K replica target data taking represents 2.8 million
events recorded and reconstructed. Selecting T2 gives a total of 2’312’504 events.

With the measurements of the three beam position detectors, the tracks of the beam particles
are reconstructed by fitting two independent strait lines in the z — z and y — z planes. Least
square fits use the measured clusters in each BPDs.

It is intuitively easy to understand that the hadron production along the T2K replica target
will depend on the proton beam profile impinging on the target upstream face (we will discuss it
in more details in the next chapter). Hence, it is important to be able to relate the final hadron
spectra on the surface of the target with the characteristics of the primary beam. Thus it was
decided to apply strict cuts on the measurements of the BPDs in order to have good precision on
the reconstructed beam tracks. The requirements are to have properly reconstructed clusters in
all three BPDs and to have a value for the chi-square of the fit smaller than 3,84. The distribution
of the chi-square can be seen on .

The initial statistics based on T2 trigger is reduced by 23% when applying these cuts on the
BPDs, passing from 2'312’504 events to 1’687°454 events. If the T3 trigger is requested, and
the same cuts on the reconstructed beam tracks are applied, the statistics falls down to 806’605
events.

The resolution on the proton beam tracks at the third BPD with the above cuts can be defined
as the RMS of the distributions built as the difference between the position of the measured
clusters and the predicted position from the fitted track. m shows these distributions
for the x and y coordinates.

The proton beam profile on the upstream face of the target can simply be computed as the
extrapolation of the fitted beam tracks to the z position of the target. The two dimensional
distributions of the T2 and T3 triggers in the x — y plane are shown on @ The 2.6cm
diameter black circle represents the edge of the target.
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Figure 4.3: Distributions of the residuals at BPD3 for the z (left) and y (right) coordinates.
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Figure 4.4: Distributions under T2 (left) and T3 (right) triggers of the proton beam profile at
the z position of the target upstream face.
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4.2 Determination of intersection point of track on target
surface

Finding a vertex between the incident proton beam and the produced hadrons for a thin target
experiment is a rather simple and unbiased task. The thin target used in NA61/SHINE is only
a 4% interaction length graphite block. So, all re-interactions inside the target can be neglected
and the longitudinal position of the interaction vertex can be fixed by the position of the thin
target itself. This allows to apply a strong constraint on the determination of the z and y
coordinates of the vertex and hence to determine whether a reconstructed track does originate
from the target itself or from any decay or re-interaction within the detector.

For a thick target, such as the 1.9 interaction length graphite rode of the T2K replica target,
the problem is different. Due to the fact that re-interactions and multiple scattering inside
the target occur and cannot be neglected, trying to reconstruct an interaction vertex between
the proton beam track and the measured hadron track would certainly produce biased results.
Nevertheless, as seen in m, the final neutrino flux does depend on the longitudinal
distribution of the hadrons exiting the target surface. Hence, it is important to be able to
determine the exit position of the produced particles along the target surface.

The procedure is based on a backward extrapolation of the measured tracks in the TPCs. A
Runge-Kutta method is used, taking into account the magnetic field map. The input variables
of the method are the variables related to the first fitted point of the reconstructed tracks in
the TPCs. The errors on the fitted points are propagated along with the method. The target is
considered as a long cylinder. The position and the length of the cylinder are manually set. The
backward extrapolation runs step-by-step. At each step, the distance in the transversal x — y
plan between the extrapolated point and the center of the cylinder is computed. If this distance
gets smaller than the radius of the cylinder, it means that an intersection point can be computed.
The Runge-Kutta method is then applied with smaller steps to precisely determine the (z,y, 2)
coordinates of the exit point of the track from the cylinder. If no intersection point can be found,
the point of closest approach between the backward extrapolated track and the surface of the
cylinder is recorded and assigned as the exit position.

Three reasons can be listed to explain that no intersection point of the track with the target
surface is found. They are illustrated in

1. The track exits the target downstream face close to the edge. During the backward extra-
polation the track misses the target and hence never crosses its surface. In this case, the
point of closest approach will be assigned to the downstream face of the target.

2. The track is generated with a small angle at the upstream part of the target. Due to
limited resolution on the reconstructed angle, the track becomes almost parallel to the
target and hence never crosses its surface. The point of closest approach is then assigned
to the upstream face of the target.

3. The track does not have precisely reconstructed ¢ and 6 angles. Thus, the backward
extrapolation approaches the target surface but never crosses it. In this case, a point of
closest approach along the target surface is determined.

A combination of the first and the second or the first and the third reasons can also occur.
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Figure 4.5: Example of tracks to determine the point of closest approach.

4.3 Target alignment and target position

A precise knowledge of the position of the target and its alignment along the beam line is
mandatory in order to reconstruct the exit position of the produced hadrons at the surface of
the target. The alignment of the target and its position with respect to the experimental setup
are determined in two consecutive steps based on the data. The first step is based on the tracks
extrapolated backward from the TPCs and allows to determine the alignment of the target within
the beam line. The second step uses the tracks from the TPCs in conjunction with the beam
tracks to compute the longitudinal and transversal positions of the target. A precise knowledge
of the alignment of the TPCs with the BPDs is hence mandatory.

4.3.1 Target alignment

The first step uses a method that was developed for the 2007 data set. It allows to determine the
alignment of the target along the beam line. In this method, reconstructed tracks in the TPCs
are used. The 90cm long target is split into 17 slices. Each track reconstructed in the TPC is
extrapolated backward and at the z position of each 17 slices, the distance of the track with
respect to the nominal beam line is computed. For the slice at which this distance is minimal,
the z — y position is saved and assigned to that specific slice. For each slice, a 1.3cm radius circle
is then moved step-by-step in the z —y plan and for each step the number of tracks falling within
the circle is computed. The central position for which the circle contains the maximum number
of tracks is considered as the center of the target. m shows the results for the x and y
positions of the 17 slices as determined with this method. As can be seen, the positions for the
x and y coordinates are constant over z. Hence it can be concluded that the target is correctly
aligned along the beam line and no additional tilt will have to be considered in the analysis.

4.3.2 Target position

In the second step, the transversal and longitudinal positions of the target are determined. In
order to reach a good precision, one can use the beam tracks in coordination with the T2 trigger.
For each event being recorded with the T2 trigger, it is known that the proton beam hit the
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Figure 4.6: x (left) and y (right) positions for each 17 slices of the center of the 1.3cm radius
circle at which the number of tracks within the circle is maximized.

upstream face of the target as it goes through the S3 counter. The left figure of [£4] shows the
two-dimensional x — y distributions of the beam tracks. Fitting a circle of 1.3cm radius on this
distribution by maximizing the number of entires in the circle gives the center of the target
upstream face. It is found to be at (z,y) = (0.16,0.21)cm with respect to the NAG1 coordinate
system.

As this position is determined by using the beam tracks reconstructed from the BPDs in-
formation, and as the position of the particles exiting the target surface is determined by using
the tracks from the TPCs, it is important to know the precision of the alignment between the
BPDs and the TPCs. The determination of the precision on this alignment is based on the
reconstruction of the vertexes between the beam tracks and the tracks from the TPCs for two
independent sets of tracks flying through the spectrometer. The idea is to translate a potential
misalignment in the transverse x — y plan by looking for a shift in reconstructed distribution in
the longitudinal z coordinate. In order to do so, two independent sets of tracks are considered.
The first set comprises:

e tracks for positively charged particles scattering in the same direction as their bending in
the magnetic field (i.e. ¢ - p, > 0); they are called Right Side Tracks (RST)

e tracks for negatively charged particles scattering in the opposite direction as their bending
in the magnetic field (i.e. ¢-p, > 0); they are called Wrong Side Tracks (WST)

They cover the side of positive x coordinate of VIPC1 and exit the target in the positive x
direction. Right side tracks and wrong side tracks are presented in mgand will be further
discussed in m The second set comprises:

e positively charged particles for which p, < 0; they are WST
e negatively charged particles for which p, < 0; they are RST

This second set is associated with tracks exiting the target in the negative x direction. For
both sets, tracks are extrapolated backward from the TPCs to the surface of a long cylinder
of 1.5cm radius position at (z,y) = (0.1,0.2)cm as estimated in the first step determining the
alignment of the target along the beam axis. From the point of closest approach of each track to
the cylinder, a strait line is considered and the point where the distance between this line and
the beam track is minimal is considered as the reconstructed vertex. The vertex distributions
of the two sets of tracks should be identical if the BPDs and TPCs are correctly aligned. A
transverse misalignment would be translated into a shift in the longitudinal direction of the vertex
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Figure 4.7: A transverse misalignment between the beam particles and the tracks extrapolated
backward from the TPCs is translated into a longitudinal shift of the vertex distributions when
comparing the two sets of tracks composed of positive RST and negative WST with positive
WST and negative RST

distributions. m represents schematically this procedure. The transverse misalignment
can be related to the longitudinal shift in the vertex distributions by

Az =tanf - (Az/2) (4.1)

Considering tracks within a specific polar angle range 6 allows to relate directly Az with Az.

In the case of a thin target, these vertexes can be unambiguously determined by using the
whole set of data. When trying to reconstruct such vertexes for a thick target, specific cuts have
to be applied in order to remove most of tracks originating from re-interactions inside the target.
In our case, the following cuts where applied:

e consider only the beam tracks hitting the target outer part of the target upstream face;
i.e. the beam tracks with a radial distance between 0.8 and 1.3cm from the coordinates
(z,y) = (0.16,0.21)cm.

e consider only the beam tracks in the positive x coordinate when considering positive RST
and negative WST, or beam tracks in the negative x coordinate when extrapolating positive
WST or positive RST

Furthermore, to ensure the use of high quality tracks and to be able to translate a longitudinal
shift into a transversal misalignment, the following two selections were applied:

e request a minimum number of reconstructed points along the tracks through the TPCs
e consider tracks exiting the cylinder with a polar angle 100 < 6 < 180 mrad

In order to validate this procedure, a Monte-Carlo simulation was used where the exact
longitudinal position of the target was known at z = —658.51 and the alignment between the
simulated beam tracks and the TPCs was exact.

The distribution of the z vertexes can be seen in M
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Figure 4.8: Distribution of the vertexes between the beam tracks and the reconstructed tracks
in the TPCs along the z axis for the Monte-Carlo simulation.

In order to determined the target upstream face, the histograms are fitted with an exponen-
tially modified gaussian function of the form of m

(4.2)

p+ro? -z
2

flzsp,000) = éexp {;(Q,u + \o? — 2:17)} erfe < 3o

where er fc(z) is the complementary error function defined as

erfe(z) =1 — erf(z vﬁ/ et

The reconstructed longitudinal position of the target can be simply computed as a weighted
mean between the two sets of tracks. It is found to be z = —658.57.

The two results of both fits are in agreement within the statistical uncertainties. Hence, it
shows that the above procedure works well and allows to determine the longitudinal z position of
the target as well as to study a potential misalignment between the beam tracks and the tracks
reconstructed from the TPC’s

The results of the application of the same procedure to the data is presented through the
distributions shown in . As for the Monte-Carlo simulation, the histograms are fitted with
a function of the form of m We can conclude that the results are consistent within the
statistical uncertainties.

The weighted average gives a position at z = —657.62 cm for the target upstream face and
the difference of 0.36 cm can be considered as the resolution on the z position of the target
upstream face. It can be further translated into an uncertainty of the BPDs-TPCs alignment of
the order of 0.04 cm by using

Hence, the position of the target is set at (z,y,z) = (0.16,0.21, —657.62) cm in the NA61/SHINE
coordinate system with uncertainties (dz, dy, 0z) = (0.04,0.04,0.36) cm
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Figure 4.9: Distribution of the vertexes between the beam tracks and the reconstructed tracks
in the TPCs along the z axis for the data.

4.4 Combined ToF-dE/dx analysis

The analysis of the reconstructed tracks in the NA61/SHINE detector is conducted in a set of
steps.

First, a selection on the quality of the tracks is applied to ensure that they are well reconstruc-
ted and do originate from the target. The geometrical acceptance of the spectrometer is taken
into account in order to remove the region where the acceptance varies rapidly. The selected
tracks are filled in a second step into the different (p, 6, z) bins of the analysis phase-space. The
third step consists of applying the combined ToF-dE/dx particle identification technique to each
analysis bins to extract the number of pions in each bins. In a fourth step, Monte-Carlo based
corrections are computed to correct the data for different effects like the limited geometrical
acceptance of the spectrometer or the decay of particles in flight. Finally, the corrections are
applied to the raw number of pions and spectra for the multiplicities of pions exiting the surface
of the target are drawn.

4.4.1 Track selection

The track selection has to ensure that only well reconstructed tracks with high quality measure-
ments and all requested variables by the analysis are considered. The list of requirements is as
follows:

1. the track has a properly measured energy loss and an associated hit in the forward time of
flight wall

2. the track has at least 30 points measured in the MTPCs and if the track crosses only
VTPC1 and one MTPC, at least 20 points should be measured in VTPC1

3. forward going tracks flying through GTPC and MTPC without points in VIPCs should
have at least 70 points measured in MTPCs

4. the azimuthal angle of the track should lie within a specified range, depending on the polar
angle as follows:

5. the backward extrapolated point of closest approach to the target surface should touch the
target surface within its uncertainty
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0<6<20 —60 < ¢ < 60 and —120 < ¢ < 120
20< 0 <40 —60 < ¢ <60 and —150 < ¢ < 150
40 <0 <60 —40 < ¢ <40 and —145 < ¢ < 145
60 <0 <100 —25< ¢ <25and —155 < ¢ < 155
100 <9 <140 —-15< ¢ <15 and —165 < ¢ < 165

0 > 140 —10 < ¢ < 10 and —170 < ¢ < 170

The first point of this list is of course mandatory for particle identification. The resolution of
the energy loss depends on the number of measured clusters along the track as seen in
of m The scintillator bars of the forward time of flight wall are equipped with two
PMTs, one at each side. During the 2009 data taking period of the T2K replica target, two bars
had one deficient PMT. For these two bars, the time of flight is read from the single properly
working channel while for the other bars, an averaged time between both PMTs is computed. In
the case of multiple hits in a single bar, an averaged timing would give a biased result and would
broaden the resolution of the computed mass squared. In order to remove this background, a
cut is applied on the difference between the time recorded by the upper PMT and the lower one.
If this difference is larger than 2 ns (&30 cm), the track is discarded from the analysis and the
forward time of flight is seen as being inefficient for this track. It is important to note that this
efficiency is not due to a hardware problem or a failure in the construction of the ToF-F wall. It
is only due to the fact that a precise value of the mass squared cannot be computed in a reliable
manner.

The second point of the list is a cut on the quality of the reconstructed tracks. The momentum
of the tracks is reconstructed with the help of the curvature in VIPC1 and VTPC2. For tracks
emitted with large 6 angle and flying directly from VTPC1 to MTPCs, at least 20 points are
needed in order to have a less than 1% resolution on o(p)/p. Very forward going particle pass
close to the gap between the two MTPCs. In this region, re-interactions within the frame of the
MTPCs are non negligible and the density of secondary tracks is higher. This causes potential
mismatch in the reconstruction of global tracks between segments measured in the VI'PCs and
MTPCs. Requesting at least 30 points in the MTPCs gives a longer lever arm and higher
precision on the matching between VIPCs and MTPCs track segments.

The third point of the list can be related to the geometrical acceptance of the spectrometer.
Tracks with large azimuthal angle ¢ will mostly escape the TPCs and not reach the time of
flight. A layout of the NA61/SHINE experiment as seen from the beam eye is illustrated in
m. The distribution of the ¢ angle for the data after having requested a hit in the ToF-F
wall is shown in m for two different @ intervals to illustrate the ¢ — @ dependence. As
can be seen, the distribution is flat in certain regions of ¢. The sharp edges correspond to the
limited acceptance of the spectrometer. Keeping only those regions that are flat in ¢ allow to
consider only those regions of the phase space with high acceptance. This limits the effect of
the Monte-Carlo corrections for the acceptance and hence limit the probability to have biased
corrections in the case the Monte-Carlo would not properly reproduce the detector acceptance
in these regions.

The last point of the list is quite critical as it has to determine whether the measured track
does originate from the target or should be assigned to a background track (track being produced
by re-interaction in the detector material or a daughter particle from a decay in flight). During
the procedure of backward extrapolation of the tracks from the first fitted point in the TPCs to
the target surface, the uncertainties on the variables of the track are propagated as well. If the
track, at its point of closest approach, reaches the target surface within its uncertainty, then it
is considered as originating from the target.

106



Figure 4.10: Layout of the NA61/SHINE detector showing the azimuthal coverage. The track
shows the example of a positive pion of 3 GeV/c with a polar angle of 60 mrad and an azimuthal
angle of 30 degrees.
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Figure 4.11: Distribution of the azimuthal angle ¢ of the tracks at the surface of the target. On
the left for 40 < # < 60 mrad and on the right for 100 < § < 140 mrad.
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4.4.2 Analysis binning

In m, the energy loss in the TPCs and the time of flight measured by the ToF-F have been
discussed. The T2K replica target analysis is based on the combination of the ToF and dE/dx
values of the reconstructed tracks. This combined ToF-dE/dx analysis has been first developed
and used for the thin target analysis of the 2007 data set [93]. As mentioned in m, the
measured multiplicities for the T2K replica target analysis should be lEiven in ig, 0, z) bins. The
binning in z has been defined by the T2K requirements discussed in . Five bins of
18cm along the target surface are considered and the downstream face of the target is the sixth
longitudinal bin. A sketch of the binning is shown in .

The determination of the binning in the (p, §) phase-space is based on two considerations. It
has to cover maximally the phase-space of interest for T2K but it also has to account for the
available statistics from the 2009 data set. Requesting that each bin has more or less the same
number of entries should allow to have equivalent statistical errors between the bins.

First, the binning for the polar angle was set. It is expected that the multiplicities varies
rapidly with the polar angle. Hence the size of the bins was chosen to be relatively small. In
order to determine the binning for the momentum with respect to each polar angle bins, a simple
statistical method is used which consists of searching to have equiprobable bins. The cumulative
distribution is built by summing the entries for one specific longitudinal bin and polar angle bin
along the momentum axis. The vertical axis of the cumulative distribution is then marked by
equidistant points. The ranges of the momentum bins are finally read on the horizontal axis.

The analysis binning defined with the above method can be seen on m The color plot
represents the pions exiting the target surface and contributing to the v, flux at SK. Most part
of the phase space of interest for T2K is well covered by the analysis binning.

4.4.3 Geometrical acceptance

The track topologies in the NA61/SHINE spectrometer are divided into two categories as already
mentioned in m The so-called Right Side Tracks (RST) are those which fulfill the
requirement p, - ¢ > 0 (see M) Their trajectory are bent away of the beam axis. The
Wrong Side Tracks (WST) are defined by p, - ¢ < 0. In other words, these tracks are steered
back to the beam axis by the magnetic field. m shows these two track topologies for
different polar angles and momenta. Different parts of the (p, ) phase-space are covered either
by both topologies or by only one of the two track topologies. Particles with low momentum will
have higher curvature. In this case, RST will often leave the spectrometer before reaching the
ToF-F. WST, on the contrary, will be brought back into the detector and hence will better cover
large angles. For high momentum tracks, at small polar angles, WST pass along the beam axis
in between the two MTPCs and do not have enough reconstructed points to be considered in the
analysis. RST, on the contrary, cross at least GTPC and one MTPC. They better cover high
momentum particle exiting the target with small polar angle. [Figure 4.19 and lfig. 4.16 show the
acceptance maps for RST and WST.
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Figure 4.13: Analysis binning overlaid on the (p,#) distributions of the pion parent particles
exiting the target surface and producing v, at SK.

These maps are built with the flat phase-space simulations described in kection 3.3.4. The
acceptance is computed as a ratio of the number of tracks passing the analysis cuts normalized
to the total number of tracks in each bin. It is interesting to note that the acceptance of the
spectrometer does not strongly depend on the longitudinal binning. Nevertheless some small
differences can be seen and hence it was decided to consider each z bin independently. In order
to reduce the dependency of the Monte-Carlo corrections to the model used for the simulation,
it is important to consider only the topologies with high acceptance. Hence, a selection is done
for each analysis bin and each topology. If the acceptance exceeds 90% for both topologies, then
all the tracks are kept for particle identification. Otherwise, only the topology with the higher
acceptance is considered.

A strong cross-check of the RST and WST acceptance estimates described above can be done
by comparing the extracted particle yields for both topologies in the regions of high acceptance
(i.e. where the acceptance is higher than 90%). Such validations have been done and allow to
validate this procedure and confirm the accurate matching of the description of the detector
setup by the Monte-Carlo simulation.

4.4.4 Particle identification

The combination of the information on the measured energy loss and mass squared for each track
is used for the identification of the particle species. The dE/dx distributions allow to clearly
distinguish electrons and pions from protons and kaons at momentum higher than 4 GeV/c. In
the region from 1 to 4 GeV/c, the different distributions for the different particle species overlap.
This is precisely where the mass squared distributions are well separated. Proton and kaon peaks
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Figure 4.14: Representation of Wrong Side Track (WST) in red and Right Side Track (RST) in
blue.
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Figure 4.15: Right side tracks acceptance maps for the different longitudinal bins z in the (p,0)
phase-space. The acceptance is defined as the fraction of tracks that passes the analysis cuts.
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Figure 4.16: Wrong side tracks acceptance maps for the different longitudinal bins z in the (p, )
phase-space. The acceptance is defined as the fraction of tracks that passes the analysis cuts.

can be distinguished from pion and electron peaks. Hence, by combining the mass square and

energy loss information, it is possible to identify particles over the entire range of momenta.
For each (p, 6, z) analysis bin, two-dimensional histograms in m? versus dE/dx are filled for

bothf Eositively and negatively charged particles. Example of these histograms are presented in
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Figure 4.17: Example of a two-dimensional m? — dE/dz distribution for positively charged
particles in the second longitudinal bin 22 in the polar angle interval 60 < # < 80 mrad and
momentum 2.27 < p < 2.88 GeV/c.

It is assumed that four two-dimensional gaussian functions describe the two-dimensional
distributions of each particle species. The global probability distribution function can thus be
written as

. 2 . 2
. J J
Al («'EdE/dx - MdE/da:) <.’17m2 — ‘LLm,‘,)
f(xdE/dwa Tm?2; a) = o 3 exp 72 + 2 (43)
j=m,K,p,e 27TO-dE'/dzUmQ 2O-dE/d:c 2Um2
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« is a vector with 20 components. They are given as:

° ‘72}5 Jdz width for the dE/dx projection of the two-dimensional gaussian distribution for
the particle species j

. afn , : width for the m? projection of the two-dimensional gaussian distribution for the
particle species j

. ,ug £/de © 0€AD value for dE/dx projection of the two-dimensional gaussian distribution for
the particle species j

° ,ufn , : mean value for m? projection of the two-dimensional gaussian distribution for the
particle species j

e AJ : normalization factor of the two-dimensional distribution for the particle species j

The determination of the components is done by fitting the two-dimensional m? — dE/dx distri-
bution for each (p,0, z) bins with the global probability distribution function in with
the binned maximum likelihood method. The probability distribution function being normalized,
the parameter A7 is thus related to the number of particles for each species j as returned by the
fits.

A precise initialization of the fit parameters has to be done in order to have a properly
converging minimization of the fitting algorithm. The initialization is handled as follows:

Initialization of M{lE/dx and a;E/dz

The initialization of ug B/dx and 02 B/dx is based on the parametrization of the dE /dz distributions
by Bethe-Bloch curves. In order to fit the energy loss distribution of each particle species
separately, some simple selection can be applied. In the case of protons, for example, using the
m? information at low momentum allows to clearly identify them. At higher momenta, a cut on
the measured dF/dz allows to significantly remove pions. A quite clean sub-sample of protons
remain and the energy loss of this sub-sample can be plotted as a function of momentum. The
determination of O'gl B/ dx is done by taking slices of the two-dimensional distributions along the
momentum axis. Each slice is fitted with a simple gaussian. The result of the fit returns directly
the width of the distribution for each momentum slice as well as the mean value. As mentioned
in , the resolution of the energy loss depends on the number of measured points
along the tracks. By applying the analysis cuts on the number of measured cluster in the TPCs,
we saw that this resolution is fairly constant around 4%. This is confirmed by m, where
the width of the fitted gaussian for each momentum slice is presented.

Fitting the mean value of each slices allows to get the parametrization of the Bethe-Bloch
function that describes the energy loss. It is expected that the Bethe-Bloch curves for the
different particle species should fall on top of each others when they are expressed as a function
of B~v. Due to limited detector resolution, one can see some differences between the curves as
presented on m Proton and kaon curves overlay well on top of each others while a small
shift for the pion curve can be observed. Nevertheless, this discrepancy is small enough to be
neglected. Furthermore, these curves are only used as the initialization of the two-dimensional
fit parameters and hence will be later on allowed to vary during the fitting procedure of the

m? — dE/dx distributions.
shows the different curves as a function of momentum for each particle species.

They are superimposed on the dE/dx distributions.
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Figure 4.18: Parameterization of the dE/dx resolution for pion-like particles used for the initial-
ization of the two-dimensional fits
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Figure 4.19: Bethe-Bloch curves for the different particle species. Theoretically, they should all
fall on the same curve. Some small differences can bee seen at low 7.

Initialization of ufn2 and Ufng

As in the case of the energy loss, slices in momentum are considered in the mass squared versus
momentum distributions. Each slice is fitted with a simple gaussian function. The width of the
gaussian gives the estimation of Ufn », while the mean returns ,uin ». The mass squared distribution
is expected to be independent of the momentum. Hence, the means for the different slices in
momentum for each particle species is fitted with a strait line. The width of the gaussians for
each different slices should vary as a function of the square of the momentum. The uncertainty
on the computed mass squared is dominated by the error on the time of flight. Hence, from
we get
9 p2ct
=7
Protons and kaons are well separated at low momentum. Hence, they can be directly paramet-
rized. Pions and electrons cannot be distinguished directly. Nevertheless, the information on the
energy loss can be used to separate them and remain with one of the two particle species in the

om

5t (4.4)
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Figure 4.20: The dFE/dzx distributions as a function of momentum for positive particles (left) and
negative particles (right) with the Bethe-Bloch curves superimposed.

mass squared distribution.
m shows the result of the fits overlaid on the two-dimensional distributions. The
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Figure 4.21: Mass squared distribution and resolution as functions of momentum.

mean of the mass squared have been fitted with a strait line, while the error has been fitted with
a second order polynomial function.

Initialization of the amplitude factors A7

The integral of each of the four bi-dimensional gaussian functions has to be initialized in order
to have a rapidly converging fitting algorithm. From the initial parameters for the means of the
mass squared and energy loss, an ellipse for each particle species with axis equal to three times
the value of the width of m? and dE/dx is considered. The total number of entries lying in the
ellipses gives the initial value for the amplitude of the gaussians.

Two-dimensional fit results

For the fitting procedure, all parameters are initialized as explained above. None of the para-
meters are fixed but different constrains are set to each parameter limit. For pions, ,uil B/ dx and

02 B/de A€ allowed to vary by 20% around their initial values while ,uzn , and oi@ , can vary by
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25%. For electrons, 02 £ /dz €A1 vary by 25% but u{l £ /dx 18 limited within 7% of its initial value
set at 1.5 . This ensures that at high momenta (typically above ~ 8 GeV/c) the electron peak
will not interfere with the pion peak. Kaons and protons are not well separated through the
dE/dx distributions, hence the constrains on the limits of “Zt B/ dx for those two particle species is
tighter and the parameter is only allowed to vary within 5% around its initial value. These tight
constrains for protons and kaons are actually specially important for the extraction of kaon and
proton yields. Nevertheless, also in our case, where we extract pion yields, it is important to have
a correct definition of other particle species as we still fit the full two-dimensional distributions
with a sum of four gaussians describing the four different particle species.

Typical results of the fit procedure can be seen in m It shows an example of the two-
dimensional distribution m? versus dE/dx. The result for the fitted function given in
is overlaid as a contour plot. The projections of the fit results on the m? and dE/dz axis show
that the particle species can be well separated and the function of a sum of four two-dimensional
gaussians fits correctly the data.
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Figure 4.22: Two dimensional histogram with contour plot showing the fit result for the second
longitudinal bin 22 in the polar angle bin 60 < 6 < 80 mrad and momentum 2.27 < p <
2.88 GeV/c (top). The different particle species are well separated in different “islands”. Bottom
plots show the projection on the m? (left) and dFE/dx (right) axes.

The integral of the four two-dimensional gaussians returns the fitted particle yields. The
uncertainties on the fitted amplitude for pions are thus propagated as the statistical uncertainties
of the pion multiplicities.
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4.4.5 Monte-Carlo corrections

The raw particle yields as returned by the fitting procedure have to be corrected for different
effects like the limited acceptance of the NA61/SHINE spectrometer or the decay of particles in
flight. The corrections are based on a Monte-Carlo simulation. As mentioned in m, 10
million events have been produced with the specific beam characteristics of the 2009 data set as
well as the same target alignment and position. The corrections to be applied to the raw particle
yields are computed bin-by-bin as the ratio between the number of reconstructed tracks passing
the analysis cuts over the number of simulated tracks. The global corrections can be split into
different factors. They are presented for the angular interval between 60 and 80 mrad inm
(see m for the correction factors of the entire phase space). The different factors can
be listed as follows:

® ¢y : as mentioned in m, the acceptance of the NA61/SHINE spectrometer
is limited for the ¢ angle ranges. In order to avoid having a rapidly varying acceptance,
specific cut on the ¢ angle depending on the polar ranges are applied. Hence the ¢y
corrections depend on the 6 bins.

e 7 loss : the combined ToF-dE/dx analysis requests to have a hit in the forward time of flight
wall. Nevertheless, pions exiting the target can be lost before reaching the scintillator wall.
Two main reasons can be mentioned. The pions can interact within the detector materials,
or they can decay before reaching the ToF-F. The second case is the dominant effect. The
exdg-onential behavior of this effect related to particle decaying in flight can be observed in

e reconstruction efficiency : not all the tracks crossing the detector can be reconstructed.
Either due to a failure of the reconstruction procedure or due to some hardware inefficiency
in some specific part of the TPCs, it is expected that a very small amount of tracks will
be missing at the analysis level. The amplitude of such a correction had been carefully
estimated for the 2007 analysis [I13] and the same value is used here.

e ToF-F efficiency : the efficiency of the forward time of flight is measured as the ratio
between the number of tracks crossing the scintillator wall over the number of tracks having
a properly computed m? value. As can be seen in the figures of the correction factors, this
efficiency is around 98%. The very small inefficiency of the forward ToF-F is mainly due to
double hits in a same scintillator bar. In order to have a properly computed mass squared
value, a cut on the time difference recorded by the upper and lower PMTs of the scintillator
is applied. The 2% inefficiency of the ToF-F is mainly due to this cut.

e Feed-down : particle exiting the target surface can only be identified when they start
crossing the spectrometer. Nevertheless, it can happen that a short lived particle exit the
target surface and decays before entering the TPCs. This could be for example the case for
a kaon exiting the target and decaying into a pion before VITPC1. The reconstruction and
identification of such a track would be misidentified and wrongly attributed to a pion being
emitted from the target. The same can be true for particles being produced in interactions
in the detector material.

In principle, statistical errors on the final corrected pion spectra receive contributions from
the finite statistics of both the data as well as the simulated events used to obtain the correction
factors. The dominating contribution is the uncertainty of the data which is returned by the
maximum likelihood method. The Monte Carlo statistics were higher than the data statistics
by a factor 10, hence the related uncertainties are by more than a factor 3 smaller. Added in
quadrature to the statistical uncertainties of the data, these errors become negligible.
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Figure 4.23: Correction factors for positively charged pions, in the polar angle range from 60 to
80 mrad, and for the six longitudinal bins as a function of momentum.

4.5

Systematic uncertainties

Six different components are considered for the systematic uncertainties in the case of the T2K
replica target analysis. Each of the six components is described in detail bellow. Five of them
are similar to the thin target analysis, only the last one is specific to the backward extrapolation
procedure.

PID : as stated by m, it is assumed that the dE/dx distribution for the different
particle species in each of the (p, 0, z) bin can be described by a single gaussian. This is
not exactly correct. The width of the energy loss distribution is correlated to the number
of measured clusters along the track. And it is obvious that different tracks entering in
the same (p, 6, z) analysis bin will have different measured number of points. In order to
estimate the size of this effect on the final pion spectra, m was modified such that
two gaussians with the same mean value but different width would be considered to fit the
dE/dx distribution. At low momenta, the particle identification is strongly constrained
but the ToF-F information and hence the amplitude of the error due to describing the
energy loss by a single gaussian is expected to be negligible. At higher momenta, when the
resolution of the time of flight does not allow to distinguish the different particle species,
using two gaussians instead of a single gaussian in the fitting procedure does show some
small but non negligible effect as it is illustrated on lfig. 4.24 to lfig. 4.26.

Feed-down : the correction factor for feed-down is computed based on Monte-Carlo simu-
lations produced with FLUKA as hadron model. Thus, this correction is strongly model
dependent and an uncertainty on this model had to be assigned. As for the thin target ana-
lysis [93], it was decided to consider a 30% uncertainty on the amplitude of the correction
as the systematic uncertainty on this correction factor.

reconstruction efficiency : following the thin target analysis, a constant 2% uncertainty on
the efficiency of the reconstruction procedure is assigned.

ToF-F efficiency : the correction for the ToF-F efficiency is computed based on the data.
It depends on the different slabs, but also on the momentum of the different analysis bins.
This dependence is small but not negligible. A constant 2% over the entire phase space
is hence assigned as the systematic uncertainty. An uncertainty computed for each slab
would be more accurate. Unfortunately, the limited statistics of the 2009 data set did not
allow to have enough hits in the slabs at the two extremities of the ToF-F in order to have
a statistically accurate estimation of the uncertainty.

7 loss : as mentioned above, the loss of pions can be regarded as tracks being measured
in the TPCs and aiming for the ToF-F acceptance but not having a recorded hit in the
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ToF-F. The corrections related to this effect are computed via the precisely known pion
decay which should be model independent. Hence, by varying the number of requested
measured points in the MTPCs, it is not expected to see differences on the final spectra.
Any variations would represent the error on the amplitude of the pion loss correction.

backward extrapolation : the estimation of the uncertainty due to the backward extrapola-
tion Erocedure is based on the accuracy with which the target position is known. As stated

in , the position of the target and the uncertainties on this position are
(x,y,2) = (0.16,0.21, —657.62) cm (4.5)
(0x,0y,0z) = (0.04,0.04,0.36) cm (4.6)

The main goal of the backward extrapolation is to attach to each track a specific longit-
udinal z bin as well as parameters of the momentum and polar angle at the surface of the
target. By shifting the target from the relative uncertainties on the different coordinates,
the number of tracks exiting from each different (p,0,z) bin will vary. This variation is
taken as the systematic uncertainties on the final spectra due to the backward extrapola-
tion.
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Figure 4.24: Components of the systematic uncertainties for positively charged pions, in the polar
angle range from 0 to 140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.25: Components of the systematic uncertainties for positively charged pions, in the polar
angle range from 140 to 340 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.26: Components of the systematic uncertainties for negatively charged pions, in the polar
angle range from 0 to 140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.27: Components of the systematic uncertainties for negatively charged pions, in the
polar angle range from 140 to 340 mrad, and for the six longitudinal bins as a function of
momentum.
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4.6 Results

Differential multiplicities of positively and negatively charged pions emitted from the T2K replica
target exposed to a 31 GeV/c proton beam are pres%él.ﬂ tolfig. 4.31. The results are
corrected for the different components presented in

The black points are the NA61/SHINE measurements with the errors bars representing the
statistical and systematic uncertainties added in quadrature. For comparison, the FLUKA2011
predictions are presented as splines in blue. The NA61/SHINE data and the FLUKA predictions
are normalized to the number of protons on target. The numerical values of the NA61/SHINE
measurements for each (p, 8, z) bins can be found in the tables of lappendix D.

Relative statistical and systematic uncertainties are presented in lfig, 4.39 to lfig. 4.3.
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Figure 4.28: Fully corrected spectra for positively charged pions, in the polar angle range from
0 to 140 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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Figure 4.29: Fully corrected spectra for positively charged pions, in the polar angle range from
140 to 340 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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Figure 4.30: Fully corrected spectra for negatively charged pions, in the polar angle range from
0 to 140 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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140 to 340 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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Figure 4.32: Statistical and systematic uncertainties for positively charged pions, in the polar
angle range from 0 to 140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.33: Statistical and systematic uncertainties for positively charged pions, in the polar
angle range from 140 to 340 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.34: Statistical and systematic uncertainties for negatively charged pions, in the polar
angle range from 0 to 140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure 4.35: Statistical and systematic uncertainties for negatively charged pions, in the polar
angle range from 140 to 340 mrad, and for the six longitudinal bins as a function of momentum.
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4.7 Comparisons of thin target and T2K replica target res-
ults using the T2K hadron production re-weighting
procedure

By slightly modifying the T2K hadron production re-weighting procedure presented in m,
it is possible to re-weight the hadron production of all pions exiting the surface of the T2K replica
target after the FLUKA simulation. This gives a way to compare the thin target results from
NAG61/SHINE with the T2K replica target results for the pion multiplicities.

The re-weighting procedure can be split into two parts as explained in lection 2.3.3: a
first part related to multiplicities re-weighting and a second part related to interaction rate
re-weighting. It is thus interesting to apply the two different parts of the procedure individually
and look at the effects on the pion spectra.

For the multiplicity re-weighting, the NA61/SHINE thin target data for 7+, K+, K° and
protons are used. The results can be seen in lfig. 4.38 to Ifig. 4.49 for the different (p, 0, z) bins.
The effect is mainly an increase of the number of pions exiting the target surface and it is larger
for the upstream part of the target than for the downstream longitudinal bins.

The re-weighting of the interaction rate is done by varying the value of the production cross-
sections for different incident particle momenta with respect to the quasi-elastic cross-section.

The quasi-elastic component is computed following Mﬂj [Figure 4.3d shows the compon-

ents of Uffp and U,?bln as well as 04 as a function of momentum p. Technically, U;,r od 18 estimated

from the nominal azﬁ,ﬁgK 4 by adding a fraction “S” of the quasi-elastic production cross-section

following

U;lurod = O—;};"LOEIIKA +5- Oge (47)

The quasi-elastic cross-section o4 is computed following the extended Bellettini’s formula
based on the elastic cross-section of proton-proton and proton-neutron interactions.

Oqe = 0.8(0Sh + otl)AY? (4.8)

In the FLUKA model, the interactions are either flagged as elastic or inelastic. For interac-
tions at momentum higher than 5 GeV/c, the interactions flagged as elastic contains also the
quasi-elastic part of the cross-section. Hence, for momentum equal or lower than 5 GeV/c, the
quasi-elastic component of the interaction should be subtracted from the FLUKA values in order
to be compared with data. Following this prescription and using m to subtract the quasi-
elastic component of the cross-section in FLUKA, m shows the values of the production
cross-sections for FLUKA in black. Different data sets are presented for comparisons. Two sets
of points are displayed for the results quoted by Denisov. From the published values, it is not
clear whether the inelastic or production cross-section has been measured. The higher values are
the quoted results while for the lower values the quasi-elastic part has been subtracted (again
using Bellettini’s formula M)

It can be seen that FLUKA predictions are a bit higher than the available measurements.
Using m and assuming a scaling factor of S = —0.6, the FLUKA predictions can be
re-computed. The black curve in m represents these new values for the production cross-
sections.

In order to clearly see the effect of both, the multiplicity re-weighting and the interaction rate
re-weighting, we first apply only the multiplicity re-weighting and then add to it the interaction
rate re-weighting. [Figure 4.38 to [fig. 4.43 present the results for the positively charged pions.
IFigure 4.44 to lfig. 4.49 present the results for the negatively charged pions. In both cases, the
tuning of the interaction rate has been done with a scaling factor S = —0.6, corresponding to
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the values shown in m

Modifying the multiplicities seems to increase the spectra. This is consistent with the observed
comparisons of thin target results and FLUKA predictions, where the thin target spectra are on
average higher than the FLUKA spectra. So, tuning the multiplicities does not allow to find an
explanation for the discrepancies between the T2K replica target results and FLUKA simulation.

Changing the interaction rate shows a drop in the predictions, specially for the upstream part
of the target in lower momentum ranges. While it has a tendency to increase the spectra at higher
momentum and for the downstream part of the target. This tends to bring a better agreement
between the NA61/SHINE measurements and the FLUKA model. A larger value of the scaling
factor S would give an even better agreement on the level of the T2K replica target multiplicities
but would start to bring tensions in the comparisons of the production cross-sections. It is
important to note that only the production cross-section for proton-carbon interactions has been
modified. Tuning pion-carbon production cross-section might also help to reduce the remaining
tensions.
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Figure 4.38: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three upstream longitudinal bins and in
the polar angles between 0 and 80 mrad plotted as a function of momentum
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Figure 4.39: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three upstream longitudinal bins and in
the polar angles between 80 and 220 mrad plotted as a function of momentum
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Figure 4.40: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section o4 for the three upstream longitudinal bins and in
the polar angles between 220 and 340 mrad plotted as a function of momentum
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Figure 4.41: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opyoq for the three downstream longitudinal bins and
in the polar angles between 0 and 80 mrad plotted as a function of momentum
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Figure 4.42: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three downstream longitudinal bins and
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Figure 4.43: T2K replica target results for positively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three downstream longitudinal bins and
in the polar angles between 220 and 340 mrad plotted as a function of momentum
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Figure 4.44: T2K replica target results for negatively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three upstream longitudinal bins and in
the polar angles between 0 and 80 mrad plotted as a function of momentum
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Figure 4.45: T2K replica target results for negatively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opoq for the three upstream longitudinal bins and in
the polar angles between 80 and 220 mrad plotted as a function of momentum
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Figure 4.46: T2K replica target results for negatively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section oproq for the three upstream longitudinal bins and in
the polar angles between 220 and 340 mrad plotted as a function of momentum
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Figure 4.47: T2K replica target results for negatively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opyoq for the three downstream longitudinal bins and
in the polar angles between 0 and 80 mrad plotted as a function of momentum
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Figure 4.48: T2K replica target results for negatively charged pions with nominal FLUKA pre-

dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section 0,04 for the three downstream longitudinal bins and
in the polar angles between 80 and 220 mrad plotted as a function of momentum
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Figure 4.49: T2K replica target results for negatively charged pions with nominal FLUKA pre-
dictions (blue), FLUKA re-weighted for the multiplicities (green) and FLUKA re-weighted for
multiplicities and production cross-section opyoq for the three downstream longitudinal bins and
in the polar angles between 220 and 340 mrad plotted as a function of momentum
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Chapter 5

Implementation of the T2K
Replica Target Results in the
T2K Neutrino Flux Prediction

A first trial of implementing the T2K replica target results of the 2007 dataset was developed
and presented in a published article [I07]. The method proposes to re-weight the predictions of
the model used in the T2K beam MC for the simulation of hadronic interactions in the target
by computing re-weighting factors in bins of (p, 8, z) within the NA61 simulation. The weights
are defined as:

w(p,ﬁ,z) = J%ﬁgl(pagaz)/]vjj\\’/[/%l(paaaz) (51)

where N¢at¢ are the NA61/SHINE measured yields at the surface of the target without any cor-
rections (i.e. raw yields) and NA$;, are the reconstructed yields obtained from the NA61/SHINE
simulation based on the same model as used in T2K. This method has the advantage of being
rather straightforward as no corrections for the pion spectra need to be computed. Furthermore,
the systematic uncertainties on the computed weights are estimated to be small as most of the
components of the systematics would cancel in the ratio. Unfortunately it has the disadvantage
of being quite rigid in the sense that the hadronic models used in T2K and in NA61/SHINE
to compute the weights have to be exactly the same in order for the weights to be consistently
applied. Hence, it was decided, for the 2009 data set, to compute correction factors and deliver
corrected pion spectra. Re-weighting factors can then be computed in bins of (p, 8, z) as

w(p,0,2) = N7kt (p, 0, 2) /N7 (p, 0, 2) (5.2)

where N§7); are the NA61 measured yields at the surface of the target, corrected for various
efficiencies, detector geometrical acceptance and particle losses (i.e. absolute yields), and Ns47.
are the yields of emitted particles simulated within the hadronic model used in T2K (i.e. FLUKA
2011).
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5.1 Calculation of neutrino flux using T2K Replica Target
Results

The implementation of the T2K replica target results within the T2K neutrino flux prediction can
follow the same main stream as the one for the thin target re-weighting procedure. The major
modification to be introduced is to save the relevant parameters of the particles exiting the
surface of the graphite target at the level of the FLUKA simulation. This specific entry is added
to the already existing history chain for each produced neutrino. Recording these parameters
allows, once the full neutrino beam simulation is completed, to come back to each pion exiting
the surface of the target and being parent of neutrinos. The neutrinos are then assigned a weight
which is dependant on the (p, 6, z) parameters of the pions at the surface of the target and being
computed as in .

It is important to note that only neutrinos that have a pion parent particle exiting the surface
of the target can be re-weighted following this procedure in the present analysis (as Kaon spectra
at the surface of the target have not been extracted yet). m shows the parent particles
for the different neutrino species at SK.

IFigure 5.2 and lfig. 5.3 present the fraction of parent particles that can be re-weighted with
the T2K replica target results from NA61/SHINE. The solid blue line represent the fraction of
neutrinos for which parent particles are generated by re-interactions along the beam line or by
a particle being any other hadrons than a pion exiting the target surface. Hence, it represent
the fraction of the neutrino flux that cannot be constrained by the present T2K replica target
results from the 2009 data set. The dashed black line represent the fraction of the neutrino flux
for which parent particles are generated by re-interactions along the beam line. By extracting
not only pions but also kaons from the T2K replica target measurements, this dashed line would
represent the remaining fraction of the neutrino flux that cannot be re-weighted directly with
the T2K replica target measurements.

Other particle species exiting the target surface are re-weighted following the already existing
thin target procedure. Re-interactions outside of the target (in the focusing horns and along the
beam line) are also tuned with the nominal T2K neutrino flux calculation (based on thin target
data).

In order to compare, in a consistent way, the neutrino flux prediction re-weighted with the
thin target procedure and with the T2K replica target results, it is important to consider the
exact same settings for the entire flux computation. As the weights related to the T2K replica
target dataset have been computed with the NA61/SHINE beam profile, this same beam profile
is used to run a full neutrino flux simulation within JNUBEAM. A direct comparison between
thin target and T2K replica target re-weighting procedures can then be done.

In order to study the different effects of the thin target tuning, the neutrino flux at SK is first
re-weighted for the multiplicity only (@ left) and then for the multiplicity and production
cross-section for proton-Carbon interactions m right).

As in the case of the pion spectra, the production cross-section is modified by a factor of
-0.6 of the quasi-elastic component. It corresponds roughly to lowering the value of the FLUKA
production cross-section for p+C@31 GeV/c from 241 mbarn to 221 mbarn. m shows
the modified values over the full momentum range.

The results presented in m are consistent with those obtained in [section 4.7. At high
neutrino energy, the ratio tends to one. This is simply due to the fact that the dominant part
of the spectra comes from kaon parent particles and hence cannot be re-weighted with the T2K
replica target measurements obtained in the present analysis. At lower energy spectra, where
the pion parent particles dominate, the thin target tuning predicts a higher neutrino flux at SK.
This is in agreement with the pion spectra, where the thin target tuning inflates the predictions
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Figure 5.1: Spectra of neutrino parent particles for v, (top left), v, (top right), v, (bottom left)
and 7. (bottom right) at SK calculated using JNUBEAM.

of the number of pions exiting the target surface. By lowering the proton-carbon production
cross-section, reduced spectra are obtained for the predictions of the number of pions exiting the
surface of the graphite target. This gets translated into a smaller v,, flux prediction for neutrinos
at SK.
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Figure 5.2: Fraction of neutrino fluxes at ND280 generated by re-interactions along the beam
line (solid blue line) and by particles not being a pion when exiting the target surface (dashed
black line) as calculated using JNUBEAM.
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5.2 Flux systematics using T2K replica target data

The propagation of the T2K replica target results to the final neutrino flux predictions is done
via the weights computed as

w(p,0,2) = Ni7ke1 (p, 0, 2) /N7 (p, 0, 2) (5.3)

For each neutrino energy bin i, one can write the contribution of the re-weighting factors, for
each (p, 6, z) bin j as a linear combination

N nNA61
E J

Eui = Q5+ Wy where Wi = nFLW (54)
j=1 J

and the coefficients a;; are related to the contribution of each (p,#6,z) bins to each neutrino
energy bins. Graphical representation of the a;; coefficients are presented in m for the v,
flux prediction at SK and inm for the v, flux prediction at SK. They show the contributions
of each pion (p, 6, z) bin to the different neutrino energy bins. The abscissa are subdivided into

Pions coefficients in (p,8,z) for each v, energy bin
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Figure 5.5: Coeflicient matrix for pions exiting the target surface contributing to each bin of the
v, spectra at SK

different bins. Positively charged pions span over the first part of the axis. This part is further
divided into the six different longitudinal bins z. Each z bin is divided into the eleven polar
angle € bins. Finally, each 6 bin is subdivided into momentum p bins. This gives a total of 762
bins for both pion species. The very last bin along the abscissa represents the fraction of each
neutrino energy bin that is not generated by pions exiting the target surface, and hence cannot
be directly re-weighted by the T2K replica target results.
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Propagating the T2K replica target uncertainties means propagating the uncertainties on the
weights w;.
Two methods can be considered:

1.

2.

propagation via an “overall 1o shift” of the T2K replica target results, for each error source
treated as independent

Oy, :fi(Xj +UXj)_fi(Xj) where Y; :fi(Xj> EEyi;Xj = wj (55)
In this notation, ox, represents the uncertainties on the weights w; and f;(X;) is the
linear combination related to the neutrino bin energy i. Propagating ox to f;(X) due to
an overall 1o shift on X; can be written as:
= fi(X; +ox;) Za” T+ 0g;) — Zaijacj = Zaijazj (5.6)
J J

In this case, it should be noted that the statistical error is also shifted by 1o for all bins at
the same time, hence treated as fully correlated between all bins.

propagation via “covariance matrices” for each error source

Cy = Fx -Cx - F¥ (5.7)
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with

2
a1 ... aw o5 e Ozya,
Ogsmy -+ Ozoz,
Fe=1 1 0 and  Cx=| . | . (5.8)
apl ... GQpn Ogp,zy - - 092%
1,1 gives the uncertainty on Y7 = f1(X). It can be written as:
2 2 9 0f1 0f
oy, = Z (alj) 0%, + ZZ 5 Oxiz; (5.9)
- et Ox; 0x;
J i)
Assuming all variables X; are fully correlated: o, »;, = 04, - 04,
2
ooy = (a1) 0%, + Y Y 2 aij0,,0, (5.10)

J i#]
which is the square of m

The two procedures have been processed. Assuming fully correlated variables in the second
method showed the same results as those computed with the first method. This insures that the

coded algorithm is correct.

m shows the results of propagating the T2K replica target uncertainties to the final
neutrino flux. The different components of the systematic uncertainties from the T2K replica
target results are considered as not correlated between each others, while, for each component,
the (p, 6, z) bins are taken as fully correlated. For the statistical uncertainties, the (p, 0, z) bins
are treated as not correlated between each others. It is very important so stress again, that these
plots are build by considering only those neutrinos being directly produced by pions exiting the
target surface and not interacting along the beam line. It corresponds to around 90% of the v
flux at the beam peak energy but rapidly fall to less than 40% above 2 GeV (as seen in m

In other words, the 4% uncertainty on the neutrino flux quoted in for the v, spectra
around the beam peak energy represents 90% of the total systematic uncertainty due to hadronic
interactions for the neutrino flux. While at 3 GeV the 4% uncertainty represent only 30% of the
total uncertainty.

The propagation of uncertainties for the v, and 7, fluxes are not presented. The contribution
of these fluxes that can be re-weighted with the T2K replica target results is too small to be of
interest (see @)

A detailed study of the systematic uncertainties due to other particle species and to re-
interactions along the beam line would be mandatory in order to have a consistent comparison
between the thin target re-weighting procedure and the T2K replica target re-weighting. Never-
theless, it can be foreseen that the final outcome based on the T2K replica re-weighting procedure
will be very competitive. While the thin target procedure will always have to take into account
many additional uncertainties (as for example the error related to the interaction length used
by the models, see [fig. 2.46 and |ﬁ.g_2._4_ﬂ), a procedure base on the T2K replica target measure-
ments will not have further sources of systematic uncertainties than those already included in
the present analysis.
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Figure 5.7: Propagated statistical and systematic uncertainties for the T2K replica target res-
ults to the v, (left) and 7, (right) fluxes at SK (top) and ND280 (bottom). The statistical
uncertainties are considered as not being correlated between the different NA61/SHINE analysis
bins, while for each component of the systematic uncertainties the correlation is considered to be
maximal. The different components of the systematic uncertainties are considered as not being
correlated between each others.

5.3 Proton Beam Profiles

In the above sections, all calculations have been done based on the NA61/SHINE beam profile.
Nevertheless, the pion spectra at the surface of the target depend on the initial proton beam
profile hitting the target upstream face. This is presented in the figures of m, where two
different FLUKA simulations of four million protons on target have been produced. For the first
simulation, the measured NA61/SHINE parameters of the proton beam are used as input. The
second simulation is based on the measured T2K parameters for the run 4 (table 2.1)). [Figure 5.8
shows the distribution of the divergence versus position of the proton beam at the surface of the
target for the = and y coordinates and for NA61/SHINE and T2K.

m presents the radial distributions for NA61/SHINE and T2K. One can see that the
T2K proton beam is narrower than the one of NA61/SHINE.

In order to show that the T2K replica target measurements can be properly used for the
T2K neutrino flux prediction, it is important to illustrate the possibility to extrapolate those
measurements to the beam profile as set in T2K. To conduct this study, the two different FLUKA
simulations presented in m are used.

The goal is to prove that, starting with the NA61/SHINE pion spectra and re-weighting
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them for the differences in beam profiles, it is possible to reconstruct the T2K pion spectra at
the surface of the target.

The proton beam distributions at the upstream face of the target can be subdivided into radial
and azimuthal angle bins (r, ¢). m shows the distributions in the (z,y) coordinates for
the NA61/SHINE and the T2K beams as well as the ratio of the T2K over the NA61/SHINE
distribution. The binning is overlaid on top of the distributions. represents the
number of entries in each beam bin, with the ratio of the T2K over NA61/SHINE beam.

The radial binning is chosen relatively fine in order not to average out the differences over
large areas.

For each (p, 6, z) bin it is possible to write a linear combination of the contribution of each
beam bin, such that the number 7; of pions in the (p, 8, z) bin 7 related to the number of proton

beam b; in each beam bin j is:
N,T N,T;N,T
T = Z%‘ b (5.11)
J

where the components ¢;; are the contribution coefficients of each beam bin to the (p, 0, z) bins.
The indices N and T stands for the specific NA61/SHINE and T2K beam profiles respectively.

If the beam bins are fine enough with respect to the variations of the different beam profiles, it
could be expected that the CZ’T are independent of the beam distribution. Indeed, each proton
hitting a specific position of the target upstream face will follow the same physics processes
inside the target, independently of the fact that it has been produced under the T2K of the
NAG61/SHINE beam profile. If this is true, the re-weighted NA61/SHINE pion spectra at the
surface of the target could be written as:

7TZNT = Zcijdjbj‘v (5.12)
J

where d; are the components of the ratio of the T2K beam bins over the NA61/SHINE beam
bins (as presented in ). N, stands here for re-weighted NA61/SHINE spectra.
Showing that:

=1 (5.13)

for each (p,0,z) bins i are consistent with one would prove that the coefficients ¢;; are indeed
independent of the beam profiles. Furthermore, it proves that a procedure can be followed to
re-weight any pion spectra at the surface of the target with different beam profiles (which is
what is needed to implement directly the NA61/SHINE measurements in the T2K neutrino flux
prediction).

To qualitatively prove the above mentioned assertions, we start with the NA61/SHINE pion
spectra and the related beam profile. The ¢;; coefficients can be computed and presented under
the form of a matrix. For each pion exiting the target surface, the contribution of each beam bin
is recorded. A two dimensional histogram is then filled with, on the horizontal axis, the different
(r, ¢) bins and on the vertical axis the different (p, 8, z) bins. 20 bins are considered in the radial
direction, 8 bins divide the 360 degrees of the azimuthal angle. This gives a total of 160 bins
for the horizontal axis, while the usual analysis binning introduced in m is used for the
vertical axis.

shows this histogram as computed with the NA61/SHINE simulation for posit-
ively charged pions.

The histogram is normalized such that the sum of each row is one. Hence, the content of
each bin (¢, 7) represent the fractional contribution of each beam bin j to each (p, 6, z) bin 4 of
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the pion spectra. It should be noted that there is no normalization for the beam bin area.

Using the 4 million protons on target simulation for NA61/SHINE and T2K and using the
matrix element of as the coeflicients ¢;;, the d; elements as presented in |ﬁgT_U.|, it is
strait forward to compute the ratios of m

The estimation of the uncertainties on these ratios has to be computed as the propagation of
the uncertainties on the number of entries in the different (r, ¢) and (p, 6, z) bins. It is expected
that the distributions of the number of events in the (r, ¢) bins follow a Poisson distribution as
these bins are filled by randomly drawing event on given histograms produced from the data.
The drawings are completely independent with each others and hence the uncertainties on the
number of entries on each (r, ¢) bins can be estimated as the square root of this number of entries.
The statistical uncertainties on the number of entries in each of the (p, 8, z) bins are also expected
to follow a Poisson distribution. But it might actually depend on the underlying computations
included in the FLUKA model. In order to proof that the number of events in each (p, 0, z) bin
does follow a Poisson distribution, we build 100 samples of 4 millions protons on target. In order
not to have to run 100 times a FLUKA simulation of 4 millions protons on target (which would
be quite expensive in computer resources), a bootstrap method is used [I14].

For one sample of 4 million protons on target (the NA61/SHINE sample is chosen here), we
produce 100 bootstrap samples by randomly drawing events on the initial sample. This leads to
100 samples of 4 million protons on target for the NA61/SHINE beam configuration. For each
(p,d,z) bin we then have 100 entries given by the bootstrap samples with which we can build
a distribution histogram. These histograms can then be fitted with a Poisson distribution.. As
can be seen on m, where three examples for three different (p, 6, z) bins are displayed, the
distribution does follow a Poisson distribution. Hence, the uncertainties on the number of entries
on each (p, 8, z) bin can be estimated as the square root of the number of entry in each bin.

The final results of the ratios of m and their statistical uncertainties can be plotted
in the same format as used to present the pion multiplicities (i.e. in the different longitudinal
bins Z, for each polar angle bins # as a function of momentum p).

[Figure 5.14 to lfig. 5.19 present these results. By fitting the ratios in each (p, 0, z) bin with a
strait line, it turns out that no significant deviations (within statistical uncertainties) are present.
In the region of lower Monte-Carlo statistics (typically for the upstream part of the target and
at small polar angle intervals) the fluctuations as well as the uncertainties are larger as expected.

The consistency of these results allow to prove that, starting with given pion multiplicities
at the surface of the target for a specific beam profile, and given a second beam distribution,
it is possible to infer the multiplicities of pions at the surface of the target for this second
beam configuration. Hence, by applying the re-weighted method to the measured NA61/SHINE
measurements of the T2K replica target, it is possible to directly implement these measurements
in the T2K flux prediction for the specific T2K beam profile.
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Figure 5.13: Distributions of the number of entries in three different (p, d, z) bins generated by
using the 100 bootstrap samples. The left plot is for the second longitudinal bin Z2, polar interval
between 180 and 220 mrad and momentum between 2.93 and 3.50 GeV/c. The middle plot is for
the fourth longitudinal bin Z4, polar interval between 40 and 60 mrad and momentum between
4.90 and 5.95 GeV/c. The right plot is for the downstream face of the target (i.e. Z6 bin), polar
interval between 60 and 80 mrad and momentum between 4.23 and 4.95 GeV/c.
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Figure 5.15: Ratio of re-weighted NA61/SHINE 7T spectra with respect to the T2K beam profile
over the T2K simulated 7 spectra for the three upstream longitudinal bins and in the polar
angles between 80 and 220 mrad plotted as a function of momentum
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Figure 5.16: Ratio of re-weighted NA61/SHINE 7T spectra with respect to the T2K beam profile
over the T2K simulated 7+ spectra for the three upstream longitudinal bins and in the polar
angles between 220 and 340 mrad plotted as a function of momentum
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Figure 5.17: Ratio of re-weighted NA61/SHINE 7T spectra with respect to the T2K beam profile
over the T2K simulated 71 spectra for the three downstream longitudinal bins and in the polar
angles between 0 and 80 mrad plotted as a function of momentum
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Figure 5.18: Ratio of re-weighted NA61/SHINE 7T spectra with respect to the T2K beam profile
over the T2K simulated 71 spectra for the three downstream longitudinal bins and in the polar
angles between 80 and 220 mrad plotted as a function of momentum
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Figure 5.19: Ratio of re-weighted NA61/SHINE 7T spectra with respect to the T2K beam profile
over the T2K simulated 71 spectra for the three downstream longitudinal bins and in the polar
angles between 220 and 340 mrad plotted as a function of momentum
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Chapter 6

Conclusion

Three goals have been reached through the work of this thesis. They can be listed as:

1. the extraction of 7+ and 7w~ spectra at the surface of the T2K replica target for the 2009
dataset recorded in NA61/SHINE

2. the comparisons of these spectra with the FLUKA model and the description of the dis-
crepancies between the data and the FLUKA model by using the NA61/SHINE thin target
results and a re-weighting algorithm developed by the T2K beam group

3. the implementation of the T2K replica target results and the propagation of their un-
certainties within the T2K neutrino beam simulation to constrain the T2K neutrino flux
predictions

To extract 7+ and 7~ spectra at the surface of the target, different steps have been done.
The proper understanding of the NA61/SHINE beam has allowed to select the beam protons of
interest and determine the parameters of the NA61/SHINE beam M) The careful
study of the reconstructed events in the spectrometer has been mandatory to compute the
geometrical acceptance of the experimental setup (M), to determine the relevant cuts
for the analysis m) and to define the analysis binning (M) The precise
determination of the target position ) as well as an accurate knowledge of the
alignment of the beam with respect to the spectrometer m) has showed to be very
important to reduce systematic uncertainties on the final spectra. The particle identification has
been performed following the combined ToF-dE/dx method (ME) Dedicated Monte-
Carlo simulations, using FLUKA as hadron generator for the interactions of the incident beam
protons with the T2K replica target, have been produced in order to match the NA61/SHINE
beam profile and the target position of the 2009 dataset. Correction factors based on these
Monte-Carlo simulations have been computed and applied to the raw pion spectra m)
Finally, systematic uncertainties on the pion spectra have been estimated. They are at the level
of 4% for the central part of the target and go up to 14% for the first and last longitudinal bins

).

In order to better constrain the neutrino flux predictions based on the FLUKA hadron pro-
duction model in T2K, detailed comparisons of the T2K replica target results with the FLUKA
predictions are mandatory. The modification of the re-weighting code developed by the T2K
beam group has allowed to find a strategy to compare the NA61/SHINE thin target results with
the T2K replica target results M) It also allowed to have a deeper understanding of the
discrepancies between the predicted pion spectra as given by FLUKA and the T2K replica target
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results from NA61/SHINE. In particular, it has showed the important effect of re-weighting the
FLUKA production cross-section at each interactions inside the target on the predicted pion
spectra at the surface of the target. And hence, it has stressed the importance of a better under-
standing of the different components of the cross-sections and the need for consistent definitions
of these components through carefully determining which reactions are included into, either the
elastic, the quasi-elastic or the inelastic components of the cross-sections.

The implementation of the T2K replica target measurements into the T2K neutrino beam
prediction and the propagation of the related uncertainties has been the ultimate goal of this
thesis. The already existing framework of the T2K neutrino beam predictions has been the
basis of this implementation. A first study to determine which part of the predicted neutrino
flux could be re-weighted using the T2K replica target results was mandatory to estimate the
potential effect of constraining the T2K neutrino flux prediction with the T2K replica target
measurements from NA61/SHINE. Specific modifications have been carried out to the already
existing framework in order to be able to apply to weighting factors to the relevant pions at the
surface of the target m) A new framework for the propagation of the uncertainties on
the T2K replica target measurements to the final neutrino flux predictions has been developed

). It allowed to show the strong potential of reducing the uncertainties on the final
neutrino flux and confirmed the importance of the dedicated T2K replica target measurements for
the future improvements on the accuracy of the predicted neutrino flux predictions in T2K. The
uncertainties on the 90% of the muon neutrino flux at SK begin generated by the pions exiting
the target surface could be lower down to 4% by using the T2K replica target measurements.
Finally, a short study has showed the importance of taking into account the characteristics of
the proton beam profiles for the determination of the produced pions at the surface of the target
(M) In particular, it was showed that a re-weighing method could be used to translate
the pion spectra at the surface of the target from one specific proton beam profile to another
known profile. And in this sense, proving that the T2K replica target measurements with the
NA61/SHINE proton beam profile can be used to constrain the pion production off the target
in case of different proton beam profiles.

Future accelerator based long base line neutrino experiments will open the way to high pre-
cision measurements of the neutrino mixing parameters. In order to reach their goals, these
experiments plan to have high proton beam power. They also count on reducing the systematic
uncertainties estimated in the present long base line experiments. As showed in m, the
error on the neutrino flux predictions is one of the components that can be further reduced by
using dedicated hadron production measurements. The NA61/SHINE experiment has proved its
success in taking such measurements.

As presented in this thesis, the analysis of the 2009 data set is dominated by statistical
uncertainties. The 2010 data set, with its 10 million events recorded, will allow to drastically
reduce this uncertainty and kaon spectra will surely be available, allowing to also constrain
the neutrino predictions at higher energies. The phase-space of interest for T2K will be better
covered as the NA61/SHINE analysis binning could eventually be increased, specially for large
polar angles. For small angles, the data taken with higher magnetic filed settings, will allow to
better cover the very forward going tracks exiting the downstream face of the target.

The systematic uncertainties for the T2K replica target analysis are well controlled and
understood (most of them are identical to the thin target analysis and hence have been extensively
studied for different data sets). The larger component coming from the backward extrapolation
could still be reduced with the 2010 data set as the high recorded statistics should allow to get
better precision on the BPD-TPC alignment.

If new measurements with a replica target in NA61/SHINE were to be taken, it would be
interesting to study the optimal location to place the target. Bringing it closer to the VIPC1
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Figure 6.1: Example of a new proposed position for a replica target closer to the central part of
VTPCI.

would reduce the long backward extrapolation and increase the precision of the measured vari-
ables at the surface of the target. Ideally, the replica target could be position closer to the central
part of VIPCI. M shows an example for a new proposed target position [I15]. In this
case, a much shorter backward extrapolation would be needed. The contribution of the feed-
down corrections would be smaller and the particle identification would be better. Nevertheless,
a careful study of the acceptance would be mandatory to be sure that the phase-space of interest
would still be well covered.

The successful data taking of hadron production by NA61/SHINE for T2K has encouraged
other long baseline neutrino projects to consider using the NA61/SHINE set-up for their own
studies. We can cite the LBNE (lately re-named DUNE) experiment which has already some
members being part of NA61/SHINE to set up a new specific hadron production campaign. First
data for p— C interactions at 60 GeV /c should be taken in fall 2015. The full proposed campaign
plans to scan different reactions at different energies. By using graphite, aluminum and beryllium
targets, different re-interactions along the beam line will be better constrained. The scaling
between different target materials can also be better studied. Using different incident beam
momenta (between 30 and 120 GeV/c) allows to more precisely re-weight primary and secondary
interactions as well as to cross-check the energy scaling described in . When using
higher momentum beam particles, the very forward region of the NA61/SHINE spectrometer
becomes more important. Hence a proposition to build new so-called forward TPCs has been
submitted. One or two TPCs could be mounted along the beam line. In conjunction with the
GTPC, they would allow to reconstruct very forward going tracks and hence better cover the
phase-space of interest for the LBNE (DUNE) experiment.

The LBNO proposal as well as the Hyper-Kamiokande experiment mentioned also in their
letter of intend the importance of dedicated hadron production experiments to reach their physics
goal and the specific role that NA61/SHINE will have to play.
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Appendix A

Pion correction factors
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Figure A.1: Corrections factors for positively charged pions, in the polar angle range from 0 to
140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure A.2: Corrections factors for positively charged pions, in the polar angle range from 140
to 340 mrad, and for the six longitudinal bins as a function of momentum.
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Figure A.3: Corrections factors for negatively charged pions, in the polar angle range from 0 to
140 mrad, and for the six longitudinal bins as a function of momentum.
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Figure A.4: Corrections factors for negatively charged pions, in the polar angle range from 140
to 340 mrad, and for the six longitudinal bins as a function of momentum.
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Appendix B

T2K replica target weights
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Figure B.1: T2K replica target weights for positively charged pions computed as the ratio of the
NAG61/SHINE measurements over the FLUKA 2011 predictions, in the polar angle range from 0
to 140 mrad, and for the six longitudinal bins as a function of momentum. The normalization is
done on the number of protons on target.
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Figure B.2: T2K replica target weights for positively charged pions computed as the ratio of the
NA61/SHINE measurements over the FLUKA 2011 predictions, in the polar angle range from
140 to 340 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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Figure B.3: T2K replica target weights for negatively charged pions computed as the ratio of the
NAG61/SHINE measurements over the FLUKA 2011 predictions, in the polar angle range from 0
to 140 mrad, and for the six longitudinal bins as a function of momentum. The normalization is
done on the number of protons on target.
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Figure B.4: T2K replica target weights for negatively charged pions computed as the ratio of the
NA61/SHINE measurements over the FLUKA 2011 predictions, in the polar angle range from
140 to 340 mrad, and for the six longitudinal bins as a function of momentum. The normalization
is done on the number of protons on target.
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Appendix C

Comparisons of pions spectra at
the surface of the target for
different beam profiles

181



L pd o gl o1l
s af 0<6<20 zi| ¢} 0<6<20 z2| ¢ 0<6<20 z3
3 15} —T2K Beam 3 60 [ —T2K Beam 3 01k —T2K Beam
§ 10 ~——NA61 Beam § 40 ~—NA61 Beam é ~—NA61 Beam
5 5, o.04
06 16 0 eVl 05 10 0, cevi§ 06 10 B eVl
X0 p x10° X0
5 oof 20<6<40 z1| =zt 20<8<40 z2( g1 20<0<40 z3
o o F o B
S o018 = a |
1Y %05 N
© 01 k<] k<]
2 = €05
00 10 2 pGeviE 0 10 2 pGevid 00 10 0 piGevi]
x10° x10° x10°
s o 40<8<60 z1| g sf 40<6<60 z2| § [ 40<6<60 z3
o o L o
£ osf & £ af
X x 2 x i
g 04 gt g 2[]
= < = [
T 02 s 1 °
06 5 16 o Gevid 05 5 1% T Gevid 06 5 10 15, [Gevid
10 10 10
- 60<B<80 z1| = of 60<6<80 z2| 2 | 60<B<80 z3
s 5.6 5§ 4F
x 1k X x |
§ g1 §,
E o g2 g
0 0 0
0 5 10 p[GeV/itp 5 10 p[GevidP 0 5 10 preevig

Figure C.1: Positively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three up-
stream longitudinal bins and in the polar angles between 0 and 80 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.2: Positively charged pion spectra at the surface of the target produced with FLUKA for
the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three upstream
longitudinal bins and in the polar angles between 80 and 220 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.3: Positively charged pion spectra at the surface of the target produced with FLUKA for
the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three upstream
longitudinal bins and in the polar angles between 220 and 340 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.4: Positively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three down-
stream longitudinal bins and in the polar angles between 0 and 80 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.5: Positively charged pion spectra at the surface of the target produced with FLUKA for
the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three downstream
longitudinal bins and in the polar angles between 80 and 220 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.6: Positively charged pion spectra at the surface of the target produced with FLUKA for
the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three downstream
longitudinal bins and in the polar angles between 220 and 340 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.7: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three up-
stream longitudinal bins and in the polar angles between 0 and 80 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.8: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three upstream
longitudinal bins and in the polar angles between 80 and 220 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.9: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three upstream
longitudinal bins and in the polar angles between 220 and 340 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.10: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three down-
stream longitudinal bins and in the polar angles between 0 and 80 mrad plotted as a function of
momentum. The spectra are normalized to momentum bin size and number of protons on target
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Figure C.11: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three down-
stream longitudinal bins and in the polar angles between 80 and 220 mrad plotted as a function
of momentum. The spectra are normalized to momentum bin size and number of protons on
target
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Figure C.12: Negatively charged pion spectra at the surface of the target produced with FLUKA
for the NA61/SHINE beam profile (green) and the T2K beam profile (blue) for the three down-
stream longitudinal bins and in the polar angles between 220 and 340 mrad plotted as a function
of momentum. The spectra are normalized to momentum bin size and number of protons on
target
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Appendix D

Numerical Tables

Table D.1 shows the numerical values of the positively charged pion multiplicities for each (p, 0, z)
bins with the related statistical and systematic uncertainties.
Table D.2 shows the numerical values of the negatively charged pion multiplicities for each (p, §, z)
bins with the related statistical and systematic uncertainties.
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Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-
atic uncertainties

Z 0 p dn™" /dp Astat AN Asgys Agyso

[mrad] [GeV/c] [/(GeV/c)/p.o.t]

z1 0-20 0.7-1.3 8.077-10~6 2.518-107%  0.312 4.125-107 0.051

1.3-2.175 1.429-10~5 2.482-107%  0.174  6.719-10"7 0.047

2.175-3.325  1.981-10° 2.246-107%  0.113 85581077 0.043

3.325 - 4.675  2.323.107° 2.287-107%  0.098  9.996-10~7 0.043

4.675 - 8.95 2.239-107° 1.779:107%  0.079  8.601-10~7 0.038

8.95 - 17.65 1.121-1075 1.549-107¢  0.138  1.112:107% 0.099

20 - 40 0.6 -1.23 7.614-107° 1.045-1075  0.137  3.971-107% 0.052

1.23 - 1.775 9.646-107° 9.499-107%  0.098  4.945-10°% 0.051

1.775 - 2.15 1.421-10~* 1.480-107°  0.104  6.556-107% 0.046

2.15 - 2.575 1.401-10~4 1.151-:107°  0.082  6.389-10~% 0.046

2.575-2.975  1.516-10~* 2.154-107°  0.142  6.837-107% 0.045

2.975 - 3425  1.497-10~* 1.109-1075  0.074  6.437-107% 0.043

3.425 - 4.025  1.576-10~* 1.620-107°  0.103  8.334-10~¢ 0.053

4.025 - 4.825  1.929-10~* 1.065-107°  0.055 1.525-10®> 0.079

4.825 - 6.05 1.795-10~4 1.394-.107°  0.078  1.540-10> 0.086

6.05 - 7.75 1.602-10~4 1.206-107°  0.075 1.394-10~° 0.087

7.75 - 9.55 1.304-10~4 1.042-107°  0.080  1.001-10~®> 0.077

9.55-11.625  7.825.107° 7.300-107%  0.093  5.426-107% 0.069

11.625 - 14.125 4.120-10~° 5.402-107%  0.131  2.635-107% 0.064

14.125 - 18.125 1.513-10°° 2.672-107%  0.177  7.465-10~7 0.049

18.125 - 23.625 1.626-10° 8.198:1077  0.504 9.253-10~% 0.057

23.625 - 29.625 4.607-10~7 4.703-1077  1.021  1.734-10~7 0.377

40 - 60 0.6 -1.175 4.304-107% 4.215-107°  0.098 1.912:1075 0.044

1.175 - 1.675  4.310-10~* 2.891-107°  0.067 2.033-10°° 0.047

1.675- 1.975  4.503-10~* 3.598:107°>  0.080 1.964-107° 0.044

1.975-2.275  4.531.1074 3.423.107°>  0.076 1.712:107° 0.038

2.275 - 2.6 4.844-10~* 5.390-107°  0.111  1.845-10~° 0.038

2.6-3.1 4.956-10~% 4.103-107®  0.083  3.093-107° 0.062

3.1-3.925 5.728-10~% 4.266-107°  0.074  4.330-107° 0.076

3.925 - 4.9 6.121-10~* 3.881.107°  0.063  3.815-10~° 0.062

4.9-5.95 4.996-10~% 3.633-107°>  0.073  2.798-10~° 0.056

5.95 - 6.92 4.315-107* 3.700-10"°®  0.086  2.330-10~° 0.054

6.92 - 8.175 2.444-10~4 2.346-10~°  0.096 1.277-10~° 0.052

8.175-9.5 1.678-10~4 1.293-107°  0.077  9.430-10~¢ 0.056

9.5-11.2 1.119-10~* 9.035-107%  0.081 5.906-107% 0.053

11.2 - 13.325  5.938.107° 6.082:107%  0.102  3.004-10°% 0.051

13.325-16.5  2.569-107° 3.339-1076  0.130 1.528-107% 0.059

16.5 - 19 9.333.10~¢ 2.349-10~%  0.252  8.447-10~7 0.091

60 - 80 0.6 - 1.25 7.913-10~* 5.973-107°  0.075  3.065-10~° 0.039

1.25 - 1.875 1.068-1073 5.530-107°  0.052 4.612-107° 0.043

1.875 - 2.275  1.131-1073 1.107-10~*  0.098  5.800-10~° 0.051

2.275-2.875  1.301.1073 1.006:10~%  0.077  8.544.10~° 0.066

2.875 - 3.55 1.283-1073 9.605-107°>  0.075  7.234-1075 0.056
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Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-

atic uncertainties
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zZ 0 p dnﬂ+ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
3.55 - 4.225 1.066-103 7.736-107°>  0.073  6.417-10"° 0.060
4.225-495  8.913.10~* 4.473-107°  0.050  5.265-107° 0.059
4.95 - 5.75 8.620-10~* 4.536-107°  0.053  5.195-107° 0.060
5.75-6.625  5.684.1074 5.006-107°>  0.088  3.433-107° 0.060
6.625 - 7.725  4.530-10~* 2.648-107°  0.058  2.665-107° 0.059
7.725 - 9.325  2.758-107* 1.940-107°  0.070  1.839-10~®> 0.067
9.325 - 11.825  1.290-10~* 9.542-107%  0.074 8.753-10~% 0.068
11.825 - 14.325  4.090-10~° 5.609-107%  0.137  2.522.107% 0.062
80 - 100 0.5-1.3 2.059-10~3 1.219-107*  0.059  1.052-10~* 0.051
1.3-1.7 2.652-1073 1.613-100%  0.061  1.338.10* 0.050
1.7-2.2 2.456-10~3 2.979-10~*  0.121  1.510-10~* 0.061
2.2 - 2,675 2.155-103 2.260-10*  0.105 1.226-10~* 0.057
2.675 - 3.1 2.132.1073 1.533-10%*  0.072  1.314-10~* 0.062
3.1-3.55 2.033-1073 1.224-100*  0.060  1.194-10~* 0.059
3.55 - 4.05 1.679-1073 7.987-107°>  0.048  1.009-10~* 0.060
4.05 - 4.6 1.616-103 8.374-107°  0.052  9.421-107° 0.058
4.6 - 5.275 1.283-1073 6.747-107°  0.053  8.397-107° 0.065
5.275 - 6.125  8.748-10~* 3.782:107°  0.043  4.724.1075 0.054
6.125 - 7.275  5.669-10~* 3.273.107°  0.058  3.471-10~° 0.061
7.275-9.2 2.772.10~* 1.520-107°  0.055 1.621-10~®> 0.058
9.2-11.7 9.667-107° 9.847-107%  0.102 5.561-107% 0.058
100 - 140 0.5-1.3 7.149-1073 2.910-10*  0.041  3.312:10~* 0.046
1.3-1.65 8.342-1073 4.556-107*  0.055  4.395-10~% 0.053
1.65 - 1.95 8.433.1073 4.853-107*  0.058  4.228-10~* 0.050
1.95 - 2.275 7.148.1073 2.838-107*  0.040 3.707-10~* 0.052
2.275 - 2.575  6.990-1073 1.857-10%  0.027 3.782:10* 0.054
2.575- 2.9 6.145-10~3 2.342.10~*  0.038  2.989-10~* 0.049
2.9-3.275 5.732-103 2.435-107*  0.042  3.023-10~%* 0.053
3.275 - 3.675  4.916-1073 2.144-107*  0.044  2.458-10~* 0.050
3.675 - 4.2 3.553-1073 1.590-10~*  0.045 1.676-10* 0.047
42-4.38 2.705.1073 1.324.107%  0.049 1.414-10~* 0.052
4.8 - 5.725 1.867-1073 6.108-107°  0.033  9.065-10~° 0.049
5.725 - 7.075  9.963-10~* 5.119-107°  0.051  5.055-10~° 0.051
7.075 - 9.575  3.263-10~* 2.247-107°  0.069 1.851-10~° 0.057
140 - 180 0.4 - 0.925 1.023-102 5.744-107*  0.056  4.496-10~* 0.044
0.925 - 1.45 1.237-1072 6.688-107*  0.054 5.344.10~* 0.043
1.45 - 1.775 1.182-1072 6.582-107*  0.056 5.269-10~* 0.045
1.775 - 2.1 1.055-10~2 6.226-10~*  0.059  4.807-10~* 0.046
2.1-2.425 8.167-103 3.842-10~*  0.047 3.708-10~* 0.045
2.425 - 2.825  7.388.1073 3.323.107*  0.045  3.403-10~* 0.046
2.825 - 3.3 4.526-1073 2.348-107*  0.052 2.139-10~% 0.047
3.3-3.95 3.534.1073 1.787-100%  0.051  1.479-10~* 0.042
3.95 - 5.05 1.909-10~3 9.770-10~>  0.051  8.551-107° 0.045



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-

atic uncertainties
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z 0 P dnﬂ-+ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
5.05 - 7.55 5.422-10~% 3.604-107°  0.066  2.747-10~° 0.051
180 - 220 0.4 -0.75 1.264-102 8.432-107*  0.067 1.085-10~3 0.086
0.75 - 1.05 1.519-102 1.038:1073  0.068  8.376-:10~* 0.055
1.05 - 1.325 1.431-102 8.131-107*  0.057 7.053-10~* 0.049
1.325-1.675  1.340-102 6.971-107*  0.052 5.809-10~* 0.043
1.675 - 2.075  8.703-10~3 4.230-107*  0.049  3.930-10~* 0.045
2.075 - 2.475  7.670-1073 4.715-10~*  0.061  3.017-10~* 0.039
2.475-2.925  5.079-1073 3.331.107*  0.066 2.207-10~* 0.043
2.925 - 3.5 2.906-1073 2.367-107*  0.081 1.171-10~* 0.040
3.5-4.4 1.590-1073 1.194.107%*  0.075 6.273-10~°> 0.039
4.4-6.9 3.846-10~* 2.838-107°  0.074  1.584-10~° 0.041
220 - 260 0.3-0.7 1.432-1072 0.454-10~*  0.066 2.475-10~3 0.173
0.7 - 0.975 1.660-102 9.960-10~*  0.060 2.088-10~3 0.126
0.975-1.325  1.432.1072 7.488-107*  0.052  1.380-1073 0.096
1.325 - 1.675  1.117-1072 5.556-107*  0.050 8.200-10~* 0.073
1.675-2.15  8.654-1073 4.548-10~%  0.053  4.989-10~* 0.058
2.15 - 2.925 4.280-1073 2.424-10*  0.057 1.848-10~% 0.043
2.925 - 5.425  9.485.10~* 6.312-107°  0.067  3.400-10~° 0.036
260 - 300 0.3-0.675 1.258.102 9.651-107*  0.077 5.268-10~* 0.042
0.675-0.975  1.381-1072 8.955-107*  0.065 5.896-10~* 0.043
0.975 - 1.25 1.311-1072 8.786-107*  0.067 5.377-10~*% 0.041
1.25-1.625  9.763-10~3 5.554-107*  0.057  3.880-10~* 0.040
1.625 - 2.225  5.681-1073 3.486-10*  0.061  2.306-10~* 0.041
2.225 - 4.725  1.347-1073 9.618-107°  0.071  5.241-107° 0.039
300 - 340 0.2 - 0.45 7.184-1073 1.069-1073  0.149  3.058-.10~* 0.043
0.45 - 0.7 1.346-102 1.440-103  0.107  7.105-10* 0.053
0.7 - 0.95 1.342-102 1.225-107%  0.091  6.672-10~* 0.050
0.95 - 1.275 1.001-102 1.008-:1073  0.101  5.615-10~* 0.056
1.275-255  3.812-1073 6.000-10~*  0.157 1.883-10~* 0.049
z2 0-20 0.7-1.3 9.065-10~6 6.625-107%  0.731  4.842.1077 0.053
1.3-2.175 4.431-107° 1.048-107°  0.236 2.276-10% 0.051
2.175 - 3.325  5.968-107° 1.036-:107°  0.174 2.881-10~¢ 0.048
3.325 - 4.675  7.179-107° 9.008-10~¢  0.125 2.574-107% 0.036
4.675-895  7.273.107° 5.961-107%  0.082 4.252.107% 0.058
8.95-17.65  3.196.10° 3.056-107%  0.096 2.261-10°% 0.071
17.65-29.3  7.273.1076 3.051-107%  0.419 3.888-10~7 0.053
20 - 40 0.6 - 1.23 3.079-10~% 7.050-107°  0.229 1.231-107° 0.040
1.23-1.775  5.017-10~* 3.763-107°  0.075  1.704-1075 0.034
1.775 - 2.15 4.732-107% 3.618-107°  0.076 1.643-10~® 0.035
2.15-2.575  6.529-10~* 4.655-107°  0.071  2.186-10~° 0.033
2.575-2.975  6.664-10~* 4.973-107°  0.075  2.916-107° 0.044
2.975 - 3.425  6.900-10~* 5.782-107°  0.084  2.470-10~° 0.036
3.425 - 4.025  7.487-10~* 5.157-107°  0.069  3.403-107° 0.045



Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-
atic uncertainties
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[mrad] [GeV/c] [/(GeV/c)/p.o.1]

4.025 - 4.825  7.310-10~% 3.954-107®  0.054 3.231-107° 0.044

4.825 - 6.05 7.615-1074 3.604-107°  0.047  3.834.10™® 0.050

6.05 - 7.75 6.900-10~* 2.860-107®  0.041  3.414-10~% 0.049

7.75 - 9.55 5.093-10~4 2.341-107°>  0.046 2.683-107° 0.053

9.55-11.625  2.722.10~* 1.693-107°  0.062 1.139-107° 0.042

11.625 - 14.125  1.611-10~* 1.206-1075  0.075  6.251-107% 0.039

14.125 - 18.125  4.714-1075 5.351-107%  0.114 1.833-10~% 0.039

18.125 - 23.625 1.289-107° 3.045:107%  0.236  4.983-10~7 0.039

23.625 - 29.625 8.348-1077 1.084-107° 12.988 5.213-10~% 0.062

40 - 60 0.6 - 1.175 1.535-1073 1.023-10~%  0.067  5.147-10> 0.034

1.175 - 1.675  1.603-1073 7.736-107°  0.048  5.009-10® 0.031

1.675-1.975  1.702.1073 9.178-107®  0.054 5.263-107° 0.031

1.975 - 2.275  2.357-1073 1.251-107%  0.053  8.066-107° 0.034

2.275 - 2.6 2.247-1073 1.066-107*  0.047  7.061-107°> 0.031

2.6-3.1 2.383-1073 8.199-107°>  0.034  7.542.107° 0.032

3.1-3.925 2.482-1073 8.512:107®  0.034 1.008-10~* 0.041

3.925 - 4.9 2.404-1073 5.736-107°  0.024  9.405-10~° 0.039

4.9-5.95 1.982-1073 7.371-107°  0.037 6.876-10"® 0.035

5.95 - 6.92 1.481-1073 6.933-107®  0.047  4.739-107° 0.032

6.92 - 8.175 1.076-1073 5.126-107°>  0.048  3.297-10~° 0.031

8.175-9.5 7.924-107% 2.991-107°>  0.038  2.506-10~° 0.032

9.5-11.2 5.492-10~4 2.240-10®  0.041  1.777-10~° 0.032

11.2-13.325  3.111-10~* 1.483-1075  0.048  1.042-107° 0.033

13.325-16.5  1.199-104 7.910-107%  0.066  3.662-10~% 0.031

16.5 - 19 3.836:107° 5.310-107%  0.138  1.358-107% 0.035

60 - 80 0.6 - 1.25 3.552-1073 2.273-107*  0.064 1.268-10~* 0.036

1.25 - 1.875 4.040-1073 1.379-10~%  0.034  1.314-10~* 0.033

1.875 - 2.275  4.504-1073 2.119-10~*  0.047 1.418-10* 0.031

2.275 - 2.875  4.270-1073 1.702-:10~%  0.040 1.312-10~* 0.031

2.875 - 3.55 4.643-1073 1.823-107*  0.039  1.399-10~* 0.030

3.55 - 4.225 4.199-1073 1.753-107*  0.042 1.251-10~* 0.030

4.225 - 4.95 3.326-1073 9.887-107®  0.030  9.895-10~°> 0.030

4.95 - 5.75 2.624-1073 8.792.10"° 0.034 7.864-10~°> 0.030

5.75 - 6.625 2.058-1073 7.511-107°  0.036  6.109-10"° 0.030

6.625 - 7.725  1.579-1073 5.729-107®  0.036 4.761-107> 0.030

7.725-9.325  9.180-107* 3.639-107°>  0.040 2.773-107° 0.030

9.325-11.825 4.816-10* 2.080-107°>  0.043  1.482-10~° 0.031

11.825 - 14.325  1.340-10~* 1.120-107°  0.084  4.383-10~% 0.033

80 - 100 0.5-1.3 4.420-1073 2.000-10~*  0.045 1.479-10~* 0.033

1.3-1.7 6.238-103 2.895-107%  0.046  2.050-10~* 0.033

1.7-22 6.722.1073 2.736-107*  0.041 2.167-10~* 0.032

2.2 - 2.675 6.233-1073 2.566-107*  0.041 1.993-10~* 0.032

2.675 - 3.1 5.345-1073 2.459-107*  0.046  1.700-10~* 0.032
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Z 0 p dn™" /dp Astat AN Asgys Agyso
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
3.1-3.55 4.736-1073 1.449-107*  0.031 1.471-10~* 0.031
3.55 - 4.05 4.525-1073 1.464-10*  0.032  1.400-10~* 0.031
4.05 - 4.6 3.364-10~3 1.182:10*  0.035 1.035-10~* 0.031
4.6 - 5.275 3.141-1073 7.193-107°>  0.023  9.588-10~° 0.031
5.275 - 6.125  2.282.1073 7.796-107°  0.034 6.843-107° 0.030
6.125 - 7.275  1.389-1073 5.162-107°  0.037  4.127-1075 0.030
7.275 - 9.2 6.968-10~* 2.774-107°  0.040 2.087-107° 0.030
9.2-11.7 2.372.10~4 1.381-107°  0.058 7.228.10~¢ 0.030
100 - 140 0.5-1.3 1.365-1072 3.086-107*  0.023 4.001-10~* 0.029
1.3-1.65 1.669-1072 4.876-107%  0.029 4.915-10~* 0.029
1.65 - 1.95 1.511-10~2 6.339-107*  0.042  4.420-10~* 0.029
1.95 - 2.275 1.457-1072 4.262-107*  0.029 4.264-10~* 0.029
2.275 - 2.575  1.272-1072 3.833.107*  0.030 3.713-10~* 0.029
2.575- 2.9 1.197-102 3.504-107*  0.029  3.476-10~* 0.029
2.9 - 3.275 1.075-1072 3.190-107*  0.030 3.142-107* 0.029
3.275 - 3.675  9.196-1073 2.876-10~*  0.031  2.667-10~* 0.029
3.675 - 4.2 6.886-10~3 2.265-107*  0.033  1.988-10~* 0.029
42-48 5.437-1073 1.526-10~*  0.028  1.586-10~* 0.029
4.8 - 5.725 3.592.10~3 1.227-107*  0.034  1.049-10~* 0.029
5.725 - 7.075  1.742.1073 6.987-107°>  0.040 5.056-107° 0.029
7.075 - 9.575  5.679-10~* 2915107  0.051 1.663-107° 0.029
140 - 180 0.4 - 0.925 1.520-10~2 7.223-107*  0.048  1.348-10~3 0.089
0.925 - 1.45 1.885-102 8.335:107*  0.044 7.853-10~* 0.042
1.45 - 1.775 1.693-102 8.092:107*  0.048  5.489-10~* 0.032
1.775 - 2.1 1.413-10~2 7.129-107*  0.050 4.255-10~* 0.030
2.1-2.425 1.256-10~2 4.888-107%  0.039 3.715-10~* 0.030
2.425 - 2.825  1.034-102 3.794-10~*  0.037  3.049-10~* 0.029
2.825 - 3.3 7.793-10~3 3.073-107*  0.039  2.266-10~* 0.029
3.3-3.95 5.226-1073 2.161-107%  0.041 1.516:10~* 0.029
3.95 - 5.05 2.610-1073 1.154-100*  0.044  7.730-10> 0.030
5.05 - 7.55 8.407-10~% 4.374-107%  0.052  2.547-107° 0.030
180 - 220 0.4-0.75 1.677-10~2 9.586-10~*  0.057 5.234-10~* 0.031
0.75 - 1.05 1.906-10~2 1.133-107®  0.059  5.849-10~* 0.031
1.05 - 1.325 1.695-102 8.367-107*  0.049 5.143-10~* 0.030
1.325 - 1.675  1.584.102 7.803-107*  0.049 4.747-10~* 0.030
1.675 - 2.075  1.280-102 6.111-107*  0.048  3.835-10~* 0.030
2.075-2.475  1.015-1072 5.454-107*  0.054  3.084-10~* 0.030
2.475-2.925  7.076-1073 4.337-10~%  0.061  2.082-10~* 0.029
2.925 - 3.5 4.337-1073 2.570-10~*  0.059  1.272:10~* 0.029
3.5-4.4 2.075-1073 1.611-:10-*  0.078  6.075-10> 0.029
4.4-6.9 5.983.10~% 4.670-107°  0.078  1.740-107° 0.029
220 - 260 0.3-0.7 1.845-1072 1.077-1073  0.058  1.529-10~2 0.083
0.7 - 0.975 2.066-10~2 1.154-107%  0.056  1.018-10~2 0.049



Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-
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[mrad] [GeV/c] [/(GeV/c)/p.o.1]

0.975-1.325  1.697-10~2 8.231-107*  0.049 6.156-10~* 0.036

1.325 - 1.675  1.479-1072 7.122:107*  0.048  4.729-10~* 0.032

1.675-2.15  1.053-1072 5.12810~*  0.049  3.113-10~* 0.030

2.15 - 2.925 5.573-1073 2.687-107*  0.048  1.659-10~* 0.030

2.925 - 5.425  1.301-1073 7.952.107>  0.061  3.809-10~° 0.029

260 - 300 0.3-0.675 1.631-102 1.085-1073  0.067  1.486-10~% 0.091

0.675 - 0.975  2.004-10~2 1.006-1073  0.050 1.072:10~% 0.053

0.975-1.25  1.563-102 8.975:10~*  0.057  6.078-10~* 0.039

1.25 - 1.625 1.378-10~2 6.930-107*  0.050 4.514-10~* 0.033

1.625 - 2.225  7.720-1073 3.744-107*  0.048  2.289-10~* 0.030

2.225 - 4.725  1.734-1073 1.036-10~%*  0.060  5.043-10~°  0.029

300 - 340 0.2 - 0.45 1.120-102 1.435-107%  0.128  6.937-10~* 0.062

0.45 - 0.7 1.603-10~2 1.349-10=%  0.084  7.761-10~* 0.048

0.7-0.95 1.630-10~2 1.169-10=3  0.072  6.441-10~* 0.040

0.95 - 1.275 1.416-10~2 9.287-107*  0.066 4.872-10~* 0.034

1.275 - 2.55  6.282-1073 4.674-107*  0.074  2.100-10~* 0.033

z3 0-20 0.7-1.3 1.626-10~5 7.442-107%  0.458  8.759-10~7 0.054

1.3-2.175 9.886-10~° 1.379-107>  0.139  3.362:10°6 0.034

2.175-3.325  1.336-10~* 1.868-107°  0.140  4.196-10-% 0.031

3.325 - 4.675  1.603-10~* 1.549-107°  0.097  4.946-10~% 0.031

4.675-895  1.379-10°* 8.465-107%  0.061  5.510-107% 0.040

8.95-17.65  5.895.107° 4.710-107%  0.080  2.744-10~¢ 0.047

17.65-29.3  7.833-10°¢ 2.360-107%  0.301  7.227-10~7  0.092

20 - 40 0.6 - 1.23 6.585-104 1.128-10~*  0.171  2.427-10~° 0.037

1.23-1.775  8.357-10~* 5.187-107°  0.062  2.786-10~° 0.033

1.775 - 2.15 1.032-1073 5.416-107°  0.052  3.466-10~° 0.034

2.15-2575  1.019-1073 5.941-107°  0.058  3.561-107° 0.035

2.575-2.975  1.030-1073 5.910-107°  0.057  3.389-107° 0.033

2.975-3.425  1.212-1073 6.550-107°  0.054  4.234-107° 0.035

3.425 - 4.025  1.219-1073 6.286:107°  0.052  4.022-107° 0.033

4.025-4.825  1.191-1073 5.662:107°  0.048  4.049-107° 0.034

4.825-6.05  1.229-1073 4.656-1075  0.038  4.016:10~° 0.033

6.05 - 7.75 1.069-10~3 3.703-107°  0.035 3.793-107° 0.035

7.75 - 9.55 7.711-10~* 3.028:107°  0.039 2.611-107° 0.034

9.55 - 11.625  4.679-10~* 2.192:107°  0.047  1.636-107° 0.035

11.625 - 14.125 3.081-10~* 1.697-107°  0.055 1.160-10~> 0.038

14.125 - 18.125 1.143-10~* 9.332:107%  0.082 4.598-107% 0.040

18.125 - 23.625 2.131-107° 3.5781076  0.168  9.080-10~7 0.043

23.625 - 29.625 3.545-107 3.602:10°7  1.016  2.053-10~% 0.058

40 - 60 0.6 -1.175 1.860-10~3 1.560-10~*  0.084  5.688-10~°> 0.031

1.175 - 1.675  2.371-1073 9.675-107°  0.041  7.183-107° 0.030

1.675-1.975  2.728.1073 1.230-10~*  0.045  8.195-10~° 0.030

1.975 - 2.275  2.714.1073 1.258-10~%  0.046  7.979-10~° 0.029

201
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z 0 P dnﬂ-+ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
2.275 - 2.6 2.979-1073 1.333-:107%  0.045 9.005-107° 0.030
2.6 -3.1 2.997.1073 1.320-10~*  0.044  8.892:10~> 0.030
3.1-3.925 3.248.10~3 1.060-10~*  0.033  9.586-10~> 0.030
3.925 - 4.9 3.032:1073 6.146-107°>  0.020 8.788-107° 0.029
4.9-5.95 2.462-1073 8.040-10™°>  0.033  7.159-107° 0.029
5.95 - 6.92 1.970-1073 7.705-107°  0.039  5.708-107° 0.029
6.92 - 8.175 1.331-1073 5.443-107°  0.041  3.897-10~° 0.029
8.175-9.5 1.051-1073 3.399-107°  0.032  3.075-107° 0.029
9.5-11.2 6.516-10~4 2.435-107°  0.037 1.893-107° 0.029
11.2-13.325  3.915-10* 1.776:107°  0.045 1.172:10~®> 0.030
13.325-16.5  1.569-10~4 9.569-10~%  0.061 4.745-107% 0.030
16.5 - 19 3.980-107° 7.867-107¢  0.198  1.237-10~% 0.031
60 - 80 0.6 -1.25 3.205-10~3 2.021-10~*  0.063  1.011-10~* 0.032
1.25-1.875  3.956-1073 1.266:10~%*  0.032  1.241.10~* 0.031
1.875-2.275  4.395.103 2.325:107*  0.053  1.372:10~* 0.031
2.275 - 2.875  4.343.1073 1.818:10~*  0.042  1.349-10~* 0.031
2.875-355  4.310-1073 1.627-10~*  0.038  1.351-10~* 0.031
3.55-4.225  3.632.1073 1.580-10%  0.044 1.114-107* 0.031
4.225-4.95  3.323.1073 1.043-10~*  0.031  1.055-10~* 0.032
4.95 - 5.75 2.766-1073 8.913-107°>  0.032 8.470-10~° 0.031
5.75 - 6.625 1.969-1073 7.281-107°  0.037  6.004-107° 0.030
6.625 - 7.725  1.408-1073 5.409-107°  0.038  4.320-10~° 0.031
7.725 - 9.325  9.348.10~* 3.633-107°  0.039  3.009-10~° 0.032
9.325 - 11.825  3.881-10~* 1.923-107°  0.050 1.251-10~° 0.032
11.825 - 14.325  1.452.10~*4 1.149-10=°>  0.079  4.890-10~% 0.034
80 - 100 0.5-1.3 4.147-1073 1.961-10~*  0.047  1.354-10~* 0.033
1.3-1.7 4.878-1073 2.445.10~*  0.050 1.503-10~% 0.031
1.7-2.2 5.734-1073 2.497-10*  0.044  1.733-10~* 0.030
2.2 - 2.675 5.345.1073 2.125:107*  0.040 1.622-10~* 0.030
2.675 - 3.1 5.009-1073 2.677-107*  0.053  1.554-10~* 0.031
3.1-3.55 4.651-1073 1.604-10*  0.034  1.382:10* 0.030
3.55 - 4.05 3.683-1073 1.343-10~*  0.036  1.116-10~* 0.030
4.05 - 4.6 3.080-10~3 1.048-10~*  0.034  9.063-10~> 0.029
4.6 - 5.275 2.607-10~3 6.391-107°  0.025  7.865-107° 0.030
5.275 - 6.125  1.753-1073 6.958-107°  0.040 5.194-107° 0.030
6.125 - 7.275  1.252.1073 4.767-107°  0.038  3.818.107° 0.031
7.275-9.2 6.016-10~* 2.666:10~°  0.044 1.810-107° 0.030
9.2-11.7 2.148-10~4 1.373-1075  0.064 6.826-107% 0.032
100 - 140 0.5-1.3 1.082-102 3.723-107*  0.034  3.230-10~* 0.030
1.3-1.65 1.289-10~2 5.483-107*  0.043  3.842.10~* 0.030
1.65 - 1.95 1.245-10~2 6.198-107*  0.050 3.801-10~* 0.031
1.95 - 2.275 1.219-1072 5.274-107*  0.043  3.720-10~* 0.031
2.275 - 2.575  1.064-1072 3.415-10~*  0.032  3.144-10~* 0.030
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2.575- 2.9 9.734.10~3 3.176-10~*  0.033  2.946-10~* 0.030
2.9-3.275 8.524-1073 2.514-107*  0.029 2.545-10~* 0.030
3.275 - 3.675  7.214-1073 2.292.107*  0.032  2.103-10~* 0.029
3.675 - 4.2 5.524-1073 1.998-.107*  0.036 1.653-10~* 0.030
42-4.38 4.255-1073 1.466:10~%  0.034  1.246-10* 0.029
4.8 - 5.725 2.782-1073 1.072-107%  0.039  8.349-107° 0.030
5.725 - 7.075  1.414.1073 6.176-10"°>  0.044  4.246-10~° 0.030
7.075 - 9.575  4.755-107% 2.685-107°  0.056 1.478-10~° 0.031
140 - 180 0.4 - 0.925 1.406-102 7.003-107*  0.050  1.029-10~% 0.073
0.925 - 1.45 1.664-1072 8.174-107*  0.049 6.334.10~* 0.038
1.45 - 1.775 1.420-102 7.308-10~*  0.051 4.429-10~* 0.031
1.775 - 2.1 1.243-1072 6.999-10~*  0.056 3.731.10~* 0.030
2.1 -2.425 9.952.103 3.200-107*  0.032  3.036-10~* 0.031
2.425-2.825  8.615-1073 3.269-107*  0.038  2.557-10~* 0.030
2.825 - 3.3 6.913-1073 2.726-107*  0.039  2.090-10~* 0.030
3.3-3.95 4.215-1073 1.876-10~%  0.044 1.230-10~* 0.029
3.95 - 5.05 2.406-10~3 1.147-10~*  0.048  7.113-10®> 0.030
5.05 - 7.55 5.298-10~4 3.482-107°  0.066 1.628-10~° 0.031
180 - 220 0.4-0.75 1.373-102 8.661-10~*  0.063 1.259-1073 0.092
0.75 - 1.05 1.592.102 1.063-1073  0.067 8.722:10~* 0.055
1.05 - 1.325 1.778.1072 8.425-107*  0.047 7.101-10~* 0.040
1.325-1.675  1.416-102 7.596-10%  0.054 4.758-10~* 0.034
1.675 - 2.075  9.753-1073 5.511-10~*  0.057  3.159-10~* 0.032
2.075 - 2.475  8.778-1073 3.547-107*  0.040 2.704-10~* 0.031
2.475-2.925  5.395.1073 3.738-107*  0.069 1.599-10~* 0.030
2.925 - 3.5 3.489-1073 2.054-107*  0.059  1.040-10~* 0.030
3.5-44 1.991-1073 7.771-107°  0.039  5.843-10"° 0.029
4.4-6.9 4.388-107% 2.291-10°  0.052  1.408-10~° 0.032
220 - 260 0.3-0.7 1.238-102 8.439-10~*  0.068 1.724-1073 0.139
0.7-0.975 1.692-102 1.027-1073  0.061  1.279-102 0.076
0.975-1.325  1.653-1072 7.865-107*  0.048  8.059-10~* 0.049
1.325 - 1.675  1.175-1072 6.602-107*  0.056 4.114-107* 0.035
1.675 - 2.15 8.016-10~3 3.912-10*  0.049 2.575-10~* 0.032
2.15-2.925  4.993.1073 2.751-107*  0.055  1.483-10~* 0.030
2.925 - 5.425  9.495.107* 5.603-107°  0.059 2.811-107° 0.030
260 - 300 0.3-0.675 1.289-102 8.724-107*  0.068 6.641-10~* 0.052
0.675-0.975  1.977-1072 1.068-:1073  0.054 9.119-10~* 0.046
0.975 - 1.25 1.576-10~2 8.823-107*  0.056  6.732-10~* 0.043
1.25 - 1.625 1.002-10~2 5.774-107*  0.058  4.019-10~*  0.040
1.625 - 2.225  6.115-1073 3.525:107*  0.058  2.241-10~* 0.037
2.225 - 4.725  1.175-1073 5.252:107°>  0.045 3.621-10~° 0.031
300 - 340 0.2 -0.45 1.243-102 1.636:1073  0.132  4.875-10~* 0.039
0.45 - 0.7 1.471-1072 1.131-107®  0.077  4.954-10~* 0.034



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-
atic uncertainties

z 0 P dnﬂ-+ /dp Astat Astai&%) Asys Asys%

[mrad] [GeV/c] [/(GeV/c)/p.o.t]

0.7 - 0.95 1.550-10~2 1.062-:1073  0.069  4.808-10=* 0.031

0.95 - 1.275 1.276-102 7.607-10"*  0.060  3.901-10~* 0.031

1.275-2.55  6.060-1073 3.015-107*  0.050 1.901-10~* 0.031

z4 0-20 0.7-1.3 3.260-107° 1.678:107°  0.515 1.904-10~¢ 0.058

1.3-2.175 1.010-10~4 1.282:107°  0.127  3.783-10~¢ 0.037

2.175 - 3.325  1.589-10~* 1.349-107°  0.085 5.386-10~¢ 0.034

3.325 - 4.675  1.424.10~% 1.102-1075  0.077  4.954-107% 0.035

4.675 - 8.95 1.644.104 8.345-107%  0.051 5.935-107% 0.036

8.95-17.65  5.542.107° 3.889-107%  0.070  2.760-107% 0.050

17.65-29.3  3.683.1076 1.299-107%  0.353  2.685-10~7 0.073

20 - 40 0.6 - 1.23 6.035-10~* 1.094-10~*  0.181  2.236-10~®> 0.037

1.23-1.775  9.352-10~* 5.458-107°  0.058  3.318107° 0.035

1.775-2.15  9.643-10~* 5.827-107°  0.060 3.273-107° 0.034

2.15 - 2.575 1.140-1073 6.568-107°  0.058  4.112-107° 0.036

2.575-2.975  1.126:1073 6.286-107°>  0.056  3.908-10~° 0.035

2.975 - 3.425  1.065-1073 6.081-107°  0.057 3.601-107° 0.034

3.425 - 4.025  1.164-1073 6.532-107°  0.056  3.989-10~° 0.034

4.025 - 4.825  1.195.1073 5.719-107°  0.048  4.090-107° 0.034

4.825 - 6.05 1.344.1073 4.807-107°  0.036 4.532-107° 0.034

6.05 - 7.75 1.113-1073 3.695-107°>  0.033  3.769-10~° 0.034

7.75 - 9.55 7.831-10~% 3.182:107°>  0.041 2.661-107° 0.034

9.55-11.625  5.433-10~* 2.391-107°  0.044 1.837-1075 0.034

11.625 - 14.125  2.763-10~* 1.546-1075  0.056  9.438-107% 0.034

14.125 - 18.125 1.333-10~* 9.217-107%  0.069 5.170-107% 0.039

18.125 - 23.625 2.854-107° 4.632-107%  0.162  1.047-107% 0.037

23.625 - 29.625 4.960-10~° 2.555-107%  0.515  3.918-10~7 0.079

40 - 60 0.6 - 1.175 1.669-10—3 1.431-10~*  0.086  5.760-10~° 0.035

1.175-1.675  2.211-1073 8.910-10~°  0.040 7.025-10~° 0.032

1.675 - 1.975  2.166-1073 9.161-107°>  0.042 7.016-10~° 0.032

1.975 - 2.275  2.341.1073 1.089-10~*  0.047  7.363-10°> 0.031

2.275 - 2.6 2.572-1073 1.180-10~*  0.046  7.731.10~> 0.030

2.6-3.1 2.760-10~3 1.031-10~*  0.037  8.573-10~%> 0.031

3.1-3.925 2.428-1073 9.339-10"°  0.038  7.868-10~° 0.032

3.925 - 4.9 2.420-1073 8.490-107°®  0.035  7.586-10~° 0.031

4.9-5.95 1.933-1073 6.915-107°  0.036  5.772-107° 0.030

5.95 - 6.92 1.656-1073 6.998-107°  0.042 4.848-107° 0.029

6.92 - 8.175 1.252:1073 5.046-107°>  0.040 3.648-107° 0.029

8.175- 9.5 8.165-10~* 3.185-107°  0.039  2.469-10~5 0.030

9.5-11.2 5.186-10~4 2.220-107°  0.043  1.598-10~° 0.031

11.2-13.325  3.163-10* 1.571-107°  0.050  1.030-10~> 0.033

13.325-16.5  1.253-10* 7.951.107%  0.063 3.854-107% 0.031

16.5 - 19 2.844-107° 4.613-107%  0.162 1.113-107% 0.039

60 - 80 0.6 - 1.25 2.332-1073 1.624-10~*  0.070  7.127-10~%> 0.031
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Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-

atic uncertainties

205

zZ 0 p dnﬂ+ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
1.25 - 1.875 3.458-1073 1.237-107%  0.036  1.045-10~* 0.030
1.875-2.275  3.651-1073 2.065-10~*  0.057 1.088-10~* 0.030
2.275-2.875  3.777-1073 1.674-10~*  0.044 1.174-10~* 0.031
2.875-3.55  3.385-1073 1.430-10~*  0.042  1.044-10~* 0.031
3.55-4.225  3.077-1073 1.424-10%  0.046  9.130-10~> 0.030
4.225 - 4.95 2.317-1073 8.272-10"®>  0.036 6.708-10~° 0.029
4.95 - 5.75 1.882.1073 7.356-107°>  0.039  5.614-10~° 0.030
5.75 - 6.625 1.515-103 6.923-107°  0.046 4.533-107° 0.030
6.625 - 7.725  1.138.1073 4.411-107%  0.039  3.417-107° 0.030
7.725-9.325  6.341.107* 41741075  0.066 1.870-107° 0.029
9.325 - 11.825  3.209-104 1.679-107°  0.052  9.497-10~¢ 0.030
11.825 - 14.325  9.091-10~5 1.134-1075  0.125  2.806-10~% 0.031
80 - 100 0.5-1.3 3.399-10—3 1.490-10~*  0.044 1.437-10~* 0.042
1.3-1.7 4.355-1073 1.717-100*  0.039  1.635-10* 0.038
1.7-22 4.380-1073 3.141-107*  0.072  1.569-10~* 0.036
2.2 - 2.675 3.928-10~3 2.019-10~*  0.051  1.311-10~* 0.033
2.675- 3.1 3.713-10~3 1.978-10~*  0.053  1.201-10~* 0.032
3.1-3.55 3.038-1073 1.096-10*  0.036  9.496-10~°> 0.031
3.55 - 4.05 2.855-1073 1.168-10*  0.041  8.606-10"> 0.030
4.05 - 4.6 2.285-1073 9.350-107°>  0.041  6.896-10~° 0.030
4.6 - 5.275 1.813-1073 7.819-107°>  0.043  5.394-107°> 0.030
5.275-6.125  1.521-1073 6.409-10~>  0.042  4.526-10~° 0.030
6.125 - 7.275  8.559-10~* 4.076-107°  0.048  2.485-107° 0.029
7.275 - 9.2 4.706-10~* 2.063-107°  0.044  1.406-10~° 0.030
9.2-11.7 1.197-10~4 1.007-107°  0.084 3.517-10~¢ 0.029
100 - 140 0.5-1.3 9.039-103 3.486-107*  0.039 2.722:10~* 0.030
1.3-1.65 1.030-102 5.182-107*  0.050 3.037-10~* 0.029
1.65 - 1.95 9.606-10~3 4.881-107*  0.051 2.831-10~* 0.029
1.95-2.275  8.344.1073 4.491-10~%  0.054  2.482.10~* 0.030
2.275 - 2.575  8.523-1073 3.119-107*  0.037  2.585-10~* 0.030
2.575- 2.9 7.017-1073 2.864-107*  0.041 2.071-10~* 0.030
2.9 - 3.275 5.864-10~3 2.482-10~*  0.042  1.725-10~* 0.029
3.275 - 3.675  5.427-1073 2.159-107*  0.040 1.648-10~* 0.030
3.675 - 4.2 3.928-1073 1.504-10-*  0.038  1.160-10~* 0.030
4.2 -4.8 3.214-1073 1.106-:10~*  0.034  9.879-10°> 0.031
4.8 - 5.725 2.164-1073 9.615-107°>  0.044  6.555-107° 0.030
5.725 - 7.075  9.664-10~* 5.047-107°  0.052  2.829-107° 0.029
7.075 - 9.575  3.183-10~* 2.241-107%  0.070  9.641-107% 0.030
140 - 180 0.4 - 0.925 1.102-10~2 6.138-10*  0.056  1.045-10~3  0.095
0.925 - 1.45 1.141-10~2 6.218-10~*  0.054  4.946-10~* 0.043
1.45 - 1.775 1.052-102 6.268-107*  0.060 3.559-10~* 0.034
1.775 - 2.1 9.650-1073 6.031-107*  0.062 2.991-10~* 0.031
2.1 -2.425 7.647-1073 3.725-107%  0.049  2.268-10~* 0.030



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-

atic uncertainties

z 0 P dnﬂ-+ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
2.425 - 2.825  6.076-10~3 2.173-10*  0.036  1.914-10~* 0.031
2.825 - 3.3 4.889-1073 2.468-107*  0.050 1.514-10~* 0.031
3.3-3.95 3.016-1073 1.654-100*  0.055 8.948.10~> 0.030
3.95 - 5.05 1.794.1073 9.477-107°>  0.053  5.250-107° 0.029
5.05 - 7.55 4.625-10~% 3.289-107°  0.071  1.367-107° 0.030
180 - 220 0.4-0.75 1.035-10~2 7.444.10~*  0.072  7.456-10~* 0.072
0.75 - 1.05 1.086-102 8.672-10~*  0.080 4.980-10~* 0.046
1.05 - 1.325 1.301-102 7.865-107*  0.060 4.606-10~* 0.035
1.325 - 1.675  1.065-1072 5.463-107*  0.051  3.428.10~* 0.032
1.675 - 2.075  8.263-1073 4.924.107%  0.060 2.477-10~* 0.030
2.075 - 2.475  6.247-1073 4.246-10~*  0.068 1.866-10~* 0.030
2475 -2.925  4.176-1073 2.796-10~*  0.067 1.239-10~* 0.030
2.925 - 3.5 2.800-1073 2.383.107*  0.085 8.568-10~° 0.031
3.5-4.4 1.466-1073 9.883-107°>  0.067 4.259-107° 0.029
44-6.9 3.162-10* 2.828:107°  0.089  9.329-107% 0.030
220 - 260 0.3-0.7 1.185-102 8.281-10~*  0.070 1.225-10~3 0.103
0.7 - 0.975 1.273-1072 9.856-10~*  0.077  7.466-10~* 0.059
0.975-1.325  1.073-1072 6.525-107*  0.061 4.317-10~* 0.040
1.325 - 1.675  1.008-102 5.345-107*  0.053  3.516-10~* 0.035
1.675-2.15  6.892-1073 4.106-107*  0.060 2.086-10~* 0.030
2.15-2.925  3.421-1073 2.266-107*  0.066 1.002-10~* 0.029
2.925 - 5425  6.843-10~* 5.724-107°  0.084 2.125-10~° 0.031
260 - 300 0.3-0.675 1.126-102 8.766-10~*  0.078 1.139-10~3 0.101
0.675-0.975  1.193-1072 7.879-107*  0.066  6.899-10~* 0.058
0.975 - 1.25 1.162-10~2 6.124-107*  0.053  4.776-10~* 0.041
1.25-1.625  8.528.1073 4.179-107%  0.049 2.846:10~* 0.033
1.625 - 2.225  4.494.1073 2.242.10~*  0.050 1.470-10~* 0.033
2.225 - 4.725  9.484.10~* 6.712-107°>  0.071  2.838-10~° 0.030
300 - 340 0.2 - 0.45 7.869-1073 1.245-1073  0.158  7.402-10~* 0.094
0.45 - 0.7 1.063-102 9.206-107*  0.087 6.566-10~* 0.062
0.7 - 0.95 1.177-1072 8.658-107*  0.074 5.234.107* 0.044
0.95-1.275  9.391-1073 6.200-10~*  0.066  3.321-10~* 0.035
1.275 - 2.55 4.263-1073 2.335-107*  0.055 1.249-10~% 0.029
z5 0-20 0.7-1.3 5.529-107° 2.250-107°  0.407  2.505-107% 0.045
1.3-2.175 1.226-10~* 1.379-107°  0.113  5.053-107% 0.041
2.175 - 3.325  1.535.107* 1.931-:107°  0.126  6.517-107% 0.042
3.325 - 4.675  1.910-10~* 1.294.107°  0.068  5.742:10~% 0.030
4.675 - 8.95 1.638-10~4 9.118-10=%  0.056 5.173-10~% 0.032
8.95-17.65  7.000-107° 4.304-107%  0.061 2.582:10~% 0.037
17.65-29.3  3.486-10~¢ 1.307-10-%  0.375 3.318:10~7 0.095
20 - 40 0.6 - 1.23 4.950-10~* 8.612:107°>  0.174 1.704-107° 0.034
1.23-1.775  7.656-10~% 4.702-107°  0.061 2.466:107° 0.032
1.775 - 2.15  8.954.10~* 5.864-107°  0.065  2.829-107° 0.032
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Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-

atic uncertainties

207

zZ 0 p dnﬂ+ /dp Asi&at Astat%) Asys Asyso/—(()

[mrad] [GeV/c] [/(GeV/c)/p.o.1]

2.15-2.575  9.609-10~* 7.949-107>  0.083  3.014-10~° 0.031

2.575-2.975  9.917-10~* 5.668-107°  0.057 2.976-10~° 0.030

2.975 - 3.425  1.011.1073 5.110-107°  0.051  3.064-10~° 0.030

3.425 - 4.025  9.147-10~* 5.425-107°>  0.059  3.061-107° 0.033

4.025 - 4.825  1.135.1073 5.328-107°>  0.047  3.496-10~° 0.031

4.825 - 6.05 1.016-1073 4.205-107®  0.041  3.195-107° 0.031

6.05 - 7.75 8.610-10~* 3.225-107°  0.037 2.701-10~° 0.031

7.75 - 9.55 6.778-10~% 2.786-107°  0.041  2.359-10~° 0.035

9.55 - 11.625  4.095-10~* 1.956-107°  0.048  1.331.107° 0.032

11.625 - 14.125  2.267-10* 1.398:107°  0.062  7.874-107% 0.035

14.125 - 18.125 9.710-10~° 7.332.10=¢  0.076  3.718-10~% 0.038

18.125 - 23.625 2.072-107° 5.425.1076  0.262  7.766-10~7 0.037

40 - 60 0.6 -1.175 1.467-1073 1.315-10%*  0.090  5.326-10~> 0.036

1.175 - 1.675  1.635-1073 7.651-107°>  0.047 5.475-107° 0.033

1.675-1.975  1.761-1073 8.935-107°  0.051  5.840-10~° 0.033

1.975 - 2.275  1.967-103 9.925-107%  0.050 6.312-107° 0.032

2.275 - 2.6 2.006-10~3 1.197-107%  0.060 6.322-107° 0.032

2.6-3.1 2.073-1073 1.044-107%  0.050  6.220-107° 0.030

3.1-3.925 1.906-103 7.748-107°>  0.041  5.721-10~° 0.030

3.925 - 4.9 1.866-1073 6.044-107°>  0.032  5.600-107° 0.030

4.9-5.95 1.692:1073 6.813-107°>  0.040 5.124.107° 0.030

5.95 - 6.92 1.130-1073 5.805-107°  0.051  3.505-10~° 0.031

6.92 - 8.175 8.532-10~4 4.219-107°  0.049 2.544.1075 0.030

8.175-9.5 6.310-10~* 2.748-107°  0.044  1.897-107° 0.030

9.5-11.2 3.842.10* 1.876-:107°  0.049  1.203-10"®> 0.031

11.2 - 13.325  2.185-10~* 1.203-107°  0.055  6.664-10~% 0.031

13.325-16.5  7.533-107° 6.508-107%  0.086  2.331-10~% 0.031

16.5 - 19 3.060-10~° 45171076 0.148  1.19810°% 0.039

60 - 80 0.6 -1.25 1.833-1073 1.387-10~*  0.076  6.108-10~> 0.033

1.25-1.875  2.662-1073 1.136:107*  0.043  8.597-107° 0.032

1.875-2.275  2.765-1073 1.825-107*  0.066  8.572-107°> 0.031

2.275 - 2.875  2.660-10~3 1.401-10~*  0.053  8.059-10~> 0.030

2.875 - 3.55 2.372-1073 1.231-107%  0.052  7.121-107° 0.030

3.55 - 4.225 2.195-1073 1.021-107%  0.047  6.764-107° 0.031

4.225 - 4.95 1.908-10~3 8.092:107°  0.042 5.736-107° 0.030

4.95 - 5.75 1.557-1073 6.593-107°>  0.042  4.683-107° 0.030

5.75 - 6.625 1.067-1073 8.879-107°>  0.083  3.450-10~° 0.032

6.625 - 7.725  7.836-10~* 3.974-107°  0.051  2.365-10~° 0.030

7.725 - 9.325  4.910-10~* 2.656-107°  0.054  1.465-10~° 0.030

9.325 - 11.825  2.094.10* 1.359-107°  0.065 6.791-10~¢ 0.032

11.825 - 14.325  7.761-10°° 7.611-107¢  0.098 2.456-10~% 0.032

80 - 100 0.5-1.3 2.991-1073 1.453-10%  0.049 1.387-10~* 0.046

1.3-1.7 3.565-10~3 1.606-10~*  0.045 1.428-10~* 0.040



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-

atic uncertainties
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Z 0 p dn™" /dp Astat AN Asgys Agyso
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
1.7-2.2 3.405-103 1.512:107%  0.044 1.201-10~* 0.035
2.2 - 2.675 3.533.1073 1.749-10-*  0.050 1.166-10~* 0.033
2.675 - 3.1 2.673-1073 1.668-10~*  0.062 8.491.107° 0.032
3.1-3.55 2.254.1073 1.077-107*  0.048 7.278.107° 0.032
3.55 - 4.05 2.018-1073 9.186-10™°>  0.046 6.137-107° 0.030
4.05 - 4.6 1.693-1073 7.752-107°  0.046  5.492-107° 0.032
4.6 - 5.275 1.342.1073 6.150-10°  0.046  4.196-10® 0.031
5.275 - 6.125  9.870-10~* 5.080-107°  0.051  2.939-10~° 0.030
6.125 - 7.275  6.342.10~* 3.441-107°  0.054 2.089-10~° 0.033
7.275 - 9.2 2.925-10~% 1.867-107°  0.064 9.699-10~¢ 0.033
9.2-11.7 1.016-10~4 9.584-107%  0.094 3.353-107% 0.033
100 - 140 0.5-1.3 6.490-10~3 2.934.10~*  0.045 2.091-10~* 0.032
1.3-1.65 7.499-1073 4.463-10~*  0.060 2.306-:10~* 0.031
1.65 - 1.95 7.701-1073 4.664-107*  0.061 2.566-10~* 0.033
1.95-2.275  6.584-1073 3.962-107*  0.060 1.990-10~* 0.030
2.275 - 2.575  6.357-1073 2.813-107*  0.044 1.976-10~* 0.031
2.575-2.9 5.072-10~3 2.360-10~*  0.047 1.606-10~* 0.032
2.9 - 3.275 4.838-1073 2.161-10*  0.045 1.464-10~* 0.030
3.275 - 3.675  3.941.1073 1.980-10~*  0.050 1.219-10* 0.031
3.675 - 4.2 2.785-1073 1.412:107*  0.051 8.515-10~®> 0.031
42-48 2.518-1073 1.214-.107*  0.048 7.618:10~°> 0.030
4.8 - 5.725 1.324-1073 7.573-107°  0.057  3.960-10~° 0.030
5.725 - 7.075  6.692-10~* 4.390-10~°  0.066  2.034-10~° 0.030
7.075 - 9.575  2.675-107* 2.008-107°  0.075 8.397-10°% 0.031
140 - 180 0.4 -0.925 7.217-1073 5.204-107*  0.072  8.326-10~* 0.115
0.925-1.45  8.701-1073 6.027-107*  0.069 4.325-10~* 0.050
1.45-1.775  7.937-1073 5.611-10~*  0.071  2.693-10~* 0.034
1.775 - 2.1 6.679-10~3 5.191-107*  0.078  2.086-10~* 0.031
2.1-2.425 5.737-1073 3.260-107*  0.057 1.739-10~* 0.030
2.425 - 2.825  4.395-1073 2.234.107*  0.051 1.342-10~* 0.031
2.825 - 3.3 3.191-1073 1.896:10~*  0.059 9.476-10~°> 0.030
3.3-3.95 2.274.1073 1.447-10~*  0.064  6.633-10~> 0.029
3.95 - 5.05 1.071-1073 6.087-107°  0.057 3.185-107° 0.030
5.05 - 7.55 3.756-10~* 2.984.107°  0.079  1.146-10~° 0.031
180 - 220 0.4-0.75 7.944.1073 6.676-10~*  0.084 8.326-10~* 0.105
0.75 - 1.05 1.011-102 8.741-107*  0.086 6.129-10~* 0.061
1.05-1.325  8.953.1073 6.575-107*  0.073  3.840-10~* 0.043
1.325 - 1.675  7.531-1073 5.449-10~*  0.072  2.544-10~* 0.034
1.675 - 2.075  7.022:1073 4.750-10~*  0.068  2.153-10~* 0.031
2.075 - 2.475  4.206-1073 3.584-107*  0.085 1.259-10~* 0.030
2.475-2.925  2.736-1073 2.359-107*  0.086 8.069-107° 0.029
2.925 - 3.5 1.873-1073 1.891-:10~*  0.101  5.384-10> 0.029
3.5-4.4 1.249-1073 8.519-107°>  0.068  4.038-107° 0.032



Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-
atic uncertainties
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zZ 0 p dnﬂ+ /dp Asi&at Astat%) Asys Asyso/—(()

[mrad] [GeV/c] [/(GeV/c)/p.o.1]

44-6.9 2.068-10~4 2.184-107®  0.106 6.328-10~% 0.031

220 - 260 0.3-0.7 7.403-1073 7.066-10~*  0.095 1.377-10~% 0.186

0.7 - 0.975 1.023-102 8.655-107*  0.085  1.027-10~3 0.100

0.975-1.325  8.220-1073 5.679-107*  0.069  4.910-10~* 0.060

1.325-1.675  7.379:1073 4.803-107%  0.065 2.915-10~* 0.040

1.675-2.15  4.556-10~3 3.406-10~*  0.075  1.466-10~* 0.032

2.15 - 2.925 2.531-1073 1.907-10~%  0.075  8.108-107° 0.032

2.925 - 5.425  4.912.10~* 4.776-107°  0.097  1.475-107° 0.030

260 - 300 0.3-0.675 7.725-1073 7.047-107*  0.091  9.500-10~* 0.123

0.675-0.975  9.653-1073 7.299-107*  0.076  6.648-10~* 0.069

0.975-1.25  9.377-1073 6.467-10~*  0.069  4.293-10~* 0.046

1.25 - 1.625 6.495-103 4.617-107*  0.071 2.257-100* 0.035

1.625 - 2.225  3.562-1073 2.431-107*  0.068  1.069-10~* 0.030

2.225 - 4.725  6.880-10~* 5.420-107°>  0.079  2.104-10~° 0.031

300 - 340 0.2 -0.45 7.058-1073 1.216:1073  0.172  8.679-10* 0.123

0.45 - 0.7 7.844-1073 8.567-10~*  0.109  6.140-10~* 0.078

0.7 - 0.95 8.054-10~3 7.030-10~*  0.087 4.254-10~* 0.053

0.95 - 1.275 7.994-1073 5.733-10~*  0.072  3.077-10~* 0.038

1.275-2.55  3.023-1073 1.780-10~*  0.059  9.204-10~> 0.030

z6 0-20 0.7-1.3 7.106-107* 8.258-107°  0.116 2.212-10~° 0.031

1.3-2.175 9.193-10~% 3.528-107°>  0.038  2.832-10~° 0.031

2.175-3.325  1.094-1073 3.207-107®  0.029  3.292-10~° 0.030

3.325 - 4.675  1.204-1073 3.207-107°  0.027 3.588-107° 0.030

4.675 - 8.95 1.314.1073 2.500-107°  0.019  3.965-10~° 0.030

895-17.65  5.904.107* 1.259-107°  0.021  2.038:10~° 0.035

17.65-29.3  3.274.107° 1.073-107°  0.328 1.332:107% 0.041

20 - 40 0.6 - 1.23 1.567-103 1.608-10~*  0.103  5.293-10~> 0.034

1.23 - 1.775 1.644-1073 6.728-107°  0.041  5.287-10~° 0.032

1.775 - 2.15 1.932:1073 8.804-107°  0.046 6.209-10~° 0.032

2.15-2.575  2.202.103 8.026-10~°>  0.036 7.181-107° 0.033

2.575-2.975  2.113-1073 7.260-107°>  0.034  6.840-10"° 0.032

2.975 - 3.425  1.959-10~3 7.936-107>  0.041  6.259-10"%  0.032

3.425 - 4.025  1.999-10~3 8.319-10®  0.042 6.382-10~° 0.032

4.025 - 4.825  2.122.1073 7.078-107°>  0.033  7.974-10"° 0.038

4.825-6.05  2.005-1073 5.671-107°  0.028  7.877-107° 0.039

6.05 - 7.75 1.633-1073 4.439-107°  0.027 6.531-107° 0.040

7.75 - 9.55 1.198.1073 3.200-107°>  0.027 4.452-10~° 0.037

9.55 - 11.625  7.901-10~* 2.774-107°  0.035  3.083-107° 0.039

11.625 - 14.125  4.866-10~* 1.965-1075  0.040 1.891-107° 0.039

14.125 - 18.125 1.969-10—* 1.078-107°  0.055 7.158-10~¢ 0.036

18.125 - 23.625 3.093-10° 5.289-107%  0.171  1.073-107% 0.035

23.625 - 29.625 2.405-1076 2.409-107%  1.002  1.138-10~7 0.047

40 - 60 0.6 -1.175 1.701-10~3 1.286-10~*  0.076  5.832:10~> 0.034



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-

atic uncertainties
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z 0 P dnﬂ-+ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
1.175 - 1.675  1.998-10~3 8.591-107°  0.043  7.142:107° 0.036
1.675-1.975  2.127-1073 1.120-10~*  0.053  7.490-10~° 0.035
1.975 - 2.275  2.428.1073 1.109-10~*  0.046  8.245-10~> 0.034
2.275 - 2.6 2.370-1073 1.091-:107*  0.046  8.055-10~°> 0.034
2.6 -3.1 2.398-1073 1.106:10~*  0.046  8.373-10~° 0.035
3.1-3.925 2.428.1073 8.999-10~°>  0.037 1.044-10~* 0.043
3.925-4.9 2.126-1073 5.075-107°  0.024  9.245-10~° 0.043
4.9 -5.95 1.471-1073 5.984.107°  0.041  5.670-107° 0.039
5.95 - 6.92 1.366:1073 5.640-107°>  0.041 4.664-107° 0.034
6.92 - 8.175 8.965-10~% 4.432-107%  0.049 3.216:107° 0.036
8.175 - 9.5 6.426-10~* 3.619-107°  0.056  2.290-10~° 0.036
9.5-11.2 4.369-10~% 2.077-107°  0.048 1.512-10~® 0.035
11.2 - 13.325  2.334.10~* 1.811-107°  0.078  8.729-10~¢ 0.037
13.325 - 16.5  8.465-107° 7.189-107%  0.085  3.309-107% 0.039
16.5 - 19 2.081-107° 4.423-107%  0.213  7.780-10~7 0.037
60 - 80 0.6 -1.25 1.777-1073 1.379-10~*  0.078  6.544-10~° 0.037
1.25 - 1.875 2.286-1073 1.025-107*  0.045 8.308-107° 0.036
1.875-2.275  2.336-103 2.11810~*  0.091  8.886-10~° 0.038
2.275 - 2.875  2.253-1073 1.311-:107*  0.058  9.450-107° 0.042
2.875 - 3.55 2.242.1073 1.232.107%  0.055 9.429-107° 0.042
3.55 - 4.225 1.778.1073 9.957-107°>  0.056  7.306-107° 0.041
4.225 - 4.95 1.492.1073 7.406-107°  0.050  6.383-107° 0.043
4.95 - 5.75 1.191-1073 5.934.107°  0.050 4.870-10~° 0.041
5.75 - 6.625 8.197-10~* 4.320-107°  0.053  3.068-107° 0.037
6.625 - 7.725  5.823.10~* 3.565-107°>  0.061  2.490-10~° 0.043
7.725-9.325  3.485.107% 2.289-107°  0.066 1.472-10~° 0.042
9.325-11.825 1.526-10* 1.203-107°  0.079  6.092-10~% 0.040
11.825 - 14.325  6.154-10~5 7.556-1076  0.123  2.449-10~% 0.040
80 - 100 0.5-1.3 1.827-1073 1.380-10~*  0.076  8.904-10~> 0.049
1.3-1.7 2.063-1073 1.599-10~*  0.078  9.012:10~> 0.044
1.7-22 2.016-1073 1.327-107*  0.066 9.121-107° 0.045
2.2 - 2.675 2.031-1073 1.313-107%  0.065 9.246-107° 0.046
2.675 - 3.1 1.775-1073 1.142-:107%  0.064 7.726-107° 0.044
3.1-3.55 1.537-1073 9.226-107°  0.060 6.456-10~° 0.042
3.55 - 4.05 1.323-1073 7.658-107°  0.058  5.698-107° 0.043
4.05 - 4.6 1.121-1073 6.088:107°>  0.054 4.523-107° 0.040
4.6 - 5.275 8.343.10~% 5.206-107°  0.062  3.434-107° 0.041
5.275 - 6.125  6.350-10~* 4.006-1075  0.063  2.661-107° 0.042
6.125 - 7.275  3.881-10~* 2.729-107°  0.070  1.436-10~° 0.037
7.275-9.2 2.230-10* 1.645-107°  0.074  8.902:10~¢ 0.040
9.2-11.7 5.033-10° 7.114-107¢  0.141  2.398-10~% 0.048
100 - 140 0.5-1.3 3.443.1073 2.181-107*  0.063 2.739-10~* 0.080
1.3-1.65 3.755-10~3 3.364-10~*  0.090 2.103-10~* 0.056



Table D.1: Multiplicities of 7+ for the different (p, 0, z) bins with related statistical and system-

atic uncertainties
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zZ 0 p dnﬂ+ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
1.65 - 1.95 3.736-1073 2.727-10~*  0.073  1.897-10~* 0.051
1.95-2.275  3.352.107° 2.739-10~*  0.082 1.866-10~* 0.056
2.275 - 2.575  2.962-1073 1.978-10*  0.067 1.469-10~* 0.050
2.575-2.9 2.455-1073 1.704-107*  0.069  1.283-10~* 0.052
2.9 - 3.275 2.115-1073 1.484-10~*  0.070  1.077-10~* 0.051
3.275 - 3.675  1.551-1073 1.208-10~*  0.078  9.164-10~> 0.059
3.675 - 4.2 1.513-1073 1.060-10~*  0.070  7.586-10~° 0.050
4.2-4.8 9.161-10~4 7.700-107°  0.084 4.462-107° 0.049
4.8 - 5.725 5.993-10~* 4.302-107°  0.072  3.628-10~° 0.061
5.725 - 7.075  3.377-10~* 3.019-10~®>  0.089  1.687-10~° 0.050
7.075 - 9.575  1.257-10~* 1.354-107°  0.108  7.557-10~¢ 0.060
140 - 180 0.4 - 0.925 2.496-10~3 2.883-10~*  0.116  3.977-10~%* 0.159
0.925-1.45  3.050-1073 3.768-10~*%  0.124  2.642-10~* 0.087
1.45-1.775  2.782.1073 4.638-107*  0.167 1.915-10~* 0.069
1.775 - 2.1 2.250-1073 2.920-107*  0.130 1.375-10~* 0.061
2.1 -2.425 1.782.1073 1.765-10~*  0.099  1.209-10~* 0.068
2.425 -2.825  1.510-1073 1.484-107%  0.098  9.483-107° 0.063
2.825 - 3.3 1.052-1073 1.094-10~*  0.104 7.861-10~°> 0.075
3.3-3.95 8.095-10~* 6.311-107°>  0.078 5.972.107° 0.074
3.95 - 5.05 4.272-1074 4.883-107°  0.114  2.776-107° 0.065
5.05 - 7.55 9.979-107° 1.497-107°>  0.150  5.192:10~%  0.052
180 - 220 0.4-0.75 2.124-1073 3.763-10~*  0.177  1.698-10~* 0.080
0.75 - 1.05 2.631-1073 4.458-10~*  0.169  1.880-10~* 0.071
1.05-1.325  2.354-1073 3.170-10~*  0.135 1.810-10~* 0.077
1.325-1.675  1.304-1073 2.221-:10~*  0.170  1.213-10~* 0.093
1.675-2.075  1.637-1073 2.259-107*  0.138  1.368-10~* 0.084
2.075 - 2.475  1.464-1073 2.107-10~*  0.144 1.279-10~* 0.087
2.475-2.925  7.317-10~% 1.401-107*  0.191  6.403-107° 0.088
2.925 - 3.5 9.802:10~* 1.31810~*  0.134  8.542:10~° 0.087
3.5-4.4 2.811-10~4 4.390-107°  0.156  2.002-10~°> 0.071
4.4-6.9 7.425.107° 1.453-107°  0.196  6.140-10¢ 0.083
220 - 260 0.3-0.7 2.257-1073 3.383-107*%  0.150 4.963-10~* 0.220
0.7 - 0.975 2.134-1073 3.917-107*  0.183  2.750-10~* 0.129
0.975 - 1.325  1.690-10—3 2.562:107%  0.152  1.852:10~% 0.110
1.325-1.675  1.325-1073 2.170-10~*  0.164  1.267-10~* 0.096
1.675 - 2.15 7.620-10* 1.159-10*  0.152  7.839-10~> 0.103
2.15-2.925  6.128-10* 9.544-107°>  0.156 5.228-107° 0.085
2.925 - 5.425  1.808-10~* 2.963-107°  0.164 2.341-1075 0.130
260 - 300 0.3-0.675 1.049-10~3 2.487-107*  0.237  1.076-10~* 0.103
0.675 - 0.975  1.893-1073 2.911-10~*  0.154 1.587-10~* 0.084
0.975-1.25  9.299-10~* 2.055-107%  0.221  9.429-1075 0.101
1.25 - 1.625 1.063-1073 1.865-10~*  0.176  1.208-10~* 0.114
1.625 - 2.225  5.162-10~4 1.000-10~*  0.194  6.305-107° 0.122



Table D.1: Multiplicities of 7 for the different (p, 6, z) bins with related statistical and system-

atic uncertainties

Z 0 P dnﬂ—+ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]

2.225 -4.725  1.563-10~* 2.558-107°  0.164 1.783-10~° 0.114

300 - 340 0.2-0.45 1.401-1073 8.544-107*  0.610 1.218.10~* 0.087
0.45- 0.7 1.374-1073 3.476-107*  0.253  1.523-107* 0.111

0.7-0.95 1.482.1073 2.323.107*  0.157  1.905-10~* 0.129

0.95 - 1.275 1.422-1073 2.344-107*  0.165 1.991-10~* 0.140

1.275 - 2.55 4.627-107% 6.969-107°®  0.151 6.070-10~° 0.131
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Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-
atic uncertainties

zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()

[mrad] [GeV/c] [/(GeV/c)/p.o.1]

z1 0-20 0.7-1.3 8.380-10~6 3.384-107% 0.404 1.020-1076  0.122

1.3 -2.175 1.025-1075 1.524-107%  0.149 1.036-107%  0.101

2.175-3.325  1.199-10° 1.970-107% 0.164 8.722:10~7  0.073

3.325-4.675  1.558.107° 2.034-107%  0.131 9.516-10~7  0.061

4.675-8.95  9.882.10° 9.210-10°7  0.093 5.781-1077  0.058

8.95 - 17.65 1.057-10~9 3.439-10°7  0.325 1.033-10°7  0.098

17.65-29.3  8.818-10~8 1.826-10~% 0.207 7.369-10~°  0.084

20 - 40 0.6 - 1.23 1.012-10~4 1.285-107° 0.127 7.734.107%  0.076

1.23 - 1.775 1.199-10~4 9.838:107%  0.082 7.726-107%  0.064

1.775 - 2.15 1.476-10~4 1.490-107° 0.101 9.378-107%  0.064

2.15 - 2.575 1.525-10~4 1.605-107°  0.105 8.498-10~%  0.056

2.575-2.975  1.536-10~* 1.386-107°  0.090 8.110-10=%  0.053

2.975 - 3.425  1.329-10~* 1.217-107°  0.092 6.535-107%  0.049

3.425 - 4.025  1.312-10~% 1.231-1075  0.094 6.381-107%  0.049

4.025 - 4.825  1.014-10~* 1.255-107° 0.124 6.388:107%  0.063

4.825-6.05  8.361-107° 9.529-10~6  0.114 7.744-10=%  0.093

6.05 - 7.75 8.207-10~° 9.830-1076%  0.120 8.841-10~% 0.108

7.75 - 9.55 4.426-107° 7.293-107% 0.165 4.427-107%  0.100

9.55-11.625  5.012:107° 7.651-107¢ 0.153 4.484-107%  0.089

11.625 - 14.125 2.197-107° 5.175-107%  0.236 1.370-107%  0.062

14.125 - 18.125  9.583-10~6 6.457-107%  0.674 7.450-10°7  0.078

18.125 - 23.625  0.000-109 0.000-10°  0.000 0.000-10°  0.000

23.625 - 29.625  0.000-10° 0.000-10°  0.000 0.000-10°  0.000

40 - 60 0.6 -1.175 2.408-10~* 4.134-107°  0.172 1.258-1075  0.052

1.175 - 1.675  3.273-107* 3.521-107°> 0.108 1.689-107°  0.052

1.675-1.975  3.486-107* 2.514-107° 0.072 1.816-1075  0.052

1.975 - 2.275  3.210-10~* 1.752-107°  0.055 1.584-107° 0.049

2.275 - 2.6 2.938-10~4 2.787-107%  0.095 1.347-1075  0.046

2.6-3.1 2.923.10~* 2.890-10~%  0.099 1.491-107° 0.051

3.1-3.925 2.979-10~* 2.697-107°  0.091 2.269-107°  0.076

3.925 - 4.9 2.758-10~% 2.398-107°  0.087 2.263-107°  0.082

4.9 - 5.95 2.607-10~4 2.229-10~%  0.086 1.606-107°  0.062

5.95 - 6.92 2.149-10~4 2.170-10~° 0.101 1.074-1075  0.050

6.92 - 8.175 1.164-10~4 1.272-:1075  0.109 6.263-107%  0.054

8.175- 9.5 1.224.10~4 1.094-107° 0.089 7.474-107%  0.061

9.5-11.2 5.471-107° 2.956-107%  0.054 3.424-107%  0.063

11.2 - 13.325  3.329-10°° 4.595-1076  0.138 2.065-1076  0.062

13.325-16.5  1.306-107° 3.276-10~%  0.251 9.364-10"7  0.072

16.5 - 19 4.708-10~6 3.568-1076  0.758 4.374-10°7  0.093

60 - 80 0.6 -1.25 8.124-10~* 6.212-107°  0.076 4.897-10~°  0.060

1.25-1.875  8.427-10~* 4.054-107°  0.048 5.047-107°  0.060

1.875-2.275  8.386-1074 4.966-10~°  0.059 4.549-107°  0.054

2.275 - 2.875  8.052-10~* 6.437-10~°  0.080 4.964-107°5  0.062
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Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-

atic uncertainties

214

z 0 P dnﬂ_ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
2.875-3.55  8.348.10~* 5.846-10~°  0.070 4.958-10~%  0.059
3.55-4.225  6.635-107* 5.596-107°  0.084 3.705-107°  0.056
4.225-495  6.254-10~* 3.735:107°  0.060 4.067-107°  0.065
4.95 - 5.75 4.827.10~% 3.425-107°  0.071 2.833.107°  0.059
5.75 - 6.625  4.640-10~* 3.102-107®  0.067 3.022:107°  0.065
6.625 - 7.725  2.921.10~* 2.376-10"°  0.081 1.804-107°  0.062
7.725 - 9.325  1.486-10~* 1.339-107°  0.090 9.891-10%  0.067
9.325 - 11.825  8.482.107° 7.520-107%  0.089 5.585-107%  0.066
11.825 - 14.325  2.350-10°° 5.991-107%  0.255 1.157-107%  0.049
80 - 100 0.5-1.3 1.469-1073 8.923.107°  0.061 9.549-107°>  0.065
1.3-1.7 1.677-1073 1.029-10~*  0.061 9.869-107°  0.059
1.7-2.2 1.674-1073 1.171-10~*  0.070 9.709-10° 0.058
2.2 - 2.675 1.719-1073 1.005-10~*  0.058 9.246-10"°  0.054
2.675 - 3.1 1.509-1073 1.183-10~* 0.078 9.057-107°>  0.060
3.1-3.55 1.395-1073 7.981-107°  0.057 8.380-107°  0.060
3.55 - 4.05 1.289-10—3 7.795-107%  0.060 8.249-10~°  0.064
4.05 - 4.6 1.012-1073 6.395-10®  0.063 6.133-107° 0.061
4.6 - 5.275 9.340-10~* 5.622-107°  0.060 5.232:107°  0.056
5.275 - 6.125  5.679-10~* 3.944.107°  0.069 3.330-107°  0.059
6.125 - 7.275  3.822.107* 2.369-107°  0.062 2.547-107°  0.067
7.275-9.2 1.978-1074 1.445-107° 0.073 1.134-.107° 0.057
9.2-11.7 5.235-107° 6.153-10~% 0.118 2.692-10~% 0.051
100 - 140 0.5-1.3 6.566-10~3 2.625-10~*  0.040 5.138-10~*  0.078
1.3-1.65 6.853-1073 3.295-107*  0.048 3.861-107*  0.056
1.65 - 1.95 6.270-1073 3.994-107*  0.064 3.195-107* 0.051
1.95-2.275  6.033-1073 2.424-107*  0.040 3.218:107* 0.053
2.275 - 2.575  5.348.1073 2.204-10~*  0.043 2.471-10~*  0.046
2.575- 2.9 5.077-1073 2.506-10~*  0.049 2.625-107*  0.052
2.9 - 3.275 4.780-1073 2.012:10~*  0.042 2.465-107*  0.052
3.275 - 3.675  3.698.1073 1.864-10~*  0.050 1.871-10* 0.051
3.675 - 4.2 3.025-1073 1.479-107%  0.049 1.568-10~%  0.052
42-48 2.389-1073 1.197-10~%  0.050 1.211-:10~* 0.051
4.8 - 5.725 1.452-1073 7.693-107°  0.053 7.936-107°  0.055
5.725 - 7.075  8.221-10~* 4.330-10~°  0.053 4.410-10~%  0.054
7.075 - 9.575  2.081-107* 1.751-107° 0.084 1.028-107>  0.049
140 - 180 0.4-0.925 8.848-1073 5.811-107*  0.066 4.040-107*  0.046
0.925-1.45  9.598.1073 6.285-107*  0.065 4.509-107%  0.047
1.45-1.775  9.339-10~3 6.240-10~*  0.067 4.369-10~%  0.047
1.775 - 2.1 7.687-1073 3.956-10~*  0.051 3.546-10~*  0.046
2.1 -2.425 6.789-1073 3.568:10~*  0.053 3.160-10=*  0.047
2.425-2.825  5.736-1073 2.778:107*  0.048 2.760-107*  0.048
2.825 - 3.3 4.455-1073 2.327-107*  0.052 2.150-107*  0.048
3.3-3.95 2.782-1073 1.561-10~*  0.056 1.178-10~%  0.042
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3.95 - 5.05 1.471-1073 5.967-107°  0.041 6.708-107°  0.046
5.05 - 7.55 3.604-10* 2.912:107°  0.081 1.589-1075  0.044
180 - 220 0.4-0.75 1.021-10~2 7.574-10~*  0.074 1.050-10=3  0.103
0.75 - 1.05 1.278-1072 9.291-10~* 0.073 8.409-10~*  0.066
1.05 - 1.325 1.305-10~2 8.057-10~*  0.062 7.119:107*  0.055
1.325-1.675  1.027-102 6.524-10~*  0.064 5.043-10~* 0.049
1.675 - 2.075  7.252:1073 4.709-10~*  0.065 3.034-10~*  0.042
2.075 - 2.475  5.683-1073 3.761-10~*  0.066 2.580-10~*  0.045
2.475-2.925  4.092.1073 2.693-107*  0.066 1.789-10~* 0.044
2.925- 3.5 2.444.1073 1.589-10~% 0.065 9.629-10~°>  0.039
3.5-4.4 1.457-1073 9.793-107°  0.067 6.059-107%  0.042
4.4-6.9 3.800-10~* 1.959-10>  0.052 1.493-10~>  0.039
220 - 260 0.3-0.7 1.317-10~2 9.187-10~* 0.070 8.584-10~*  0.065
0.7 - 0.975 1.486-10~2 9.809-10~*  0.066 7.800-107*  0.052
0.975-1.325  1.332-102 7.339-107*  0.055 6.676-10~*  0.050
1.325 - 1.675  1.029-10~2 6.088:10~*  0.059 4.285-10~%  0.042
1.675-2.15  6.639-1073 4.058-10~*  0.061 2.872:107*  0.043
2.15-2.925  3.796-1073 2.382:10~*  0.063 1.521-10~*  0.040
2.925 - 5.425  7.966-10~* 5.829-10~°  0.073 3.002:107° 0.038
260 - 300 0.3-0.675 1.222-102 9.516:10~* 0.078 1.011-10=3  0.083
0.675-0.975  1.524-1072 1.147-1072  0.075 8.270-10~*  0.054
0.975 - 1.25 1.354-102 8.887-10~*  0.066 5.947-10~%  0.044
1.25 - 1.625 8.744-1073 5.598-10~% 0.064 3.890-10~* 0.044
1.625 - 2.225  4.926-1073 3.313-107*  0.067 2.252:10~*  0.046
2.225 - 4.725  1.200-1073 7.839-107°  0.065 4.635-107°  0.039
300 - 340 0.2 - 0.45 1.056-10~2 1.395-10%  0.132 1.815-1073  0.172
0.45 - 0.7 9.958-10~3 1.318-1073 0.132 1.106-10~3 0.111
0.7 - 0.95 8.351.1073 9.854-10~* 0.118 6.228-10~*  0.075
0.95-1.275  7.275-1073 8.923-10~* 0.123 4.275-10~*  0.059
1.275-2.55  3.871.1073 8.468-107* 0.219 2.075-107*  0.054
z2 0-20 0.7-1.3 3.089-107° 1.512:107°  0.490 2.918:107%  0.094
1.3-2.175 3.190-10~° 5.666-1076  0.178 2.702-10=%  0.085
2.175-3.325  5.163-107° 6.927-1076  0.134 2.859-107%  0.055
3.325 - 4.675  4.325-107° 4.926-107%  0.114 2.059-1076  0.048
4.675-895  2.836-10°° 2.917-107%  0.103 1.413-10~%  0.050
8.95-17.65  7.983.10°6 1.145-10~¢  0.143 7.947-10°7  0.100
17.65-29.3  4.000-10~7 3.632-10°7  0.908 4.826-1078  0.121
20 - 40 0.6 - 1.23 4.372-1074 7.762-107°  0.178 2.335-107°  0.053
1.23-1.775  5.390-10~* 4.055-107°  0.075 2.365-107°  0.044
1.775 - 2.15  4.991-10~4 4.122-107°5 0.083 1.931-10~>  0.039
2.15-2.575  5.437-107% 4.246-107°  0.078 1.990-10~° 0.037
2.575-2975  5.179-10~* 4.313-107° 0.083 1.784-107°  0.034
2.975 - 3.425  5.242-10~* 4.254-1075  0.081 1.849-107° 0.035
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3.425 - 4.025  4.576-10~* 4.064-10~% 0.089 1.474-107°  0.032

4.025 - 4.825  4.566-10~* 2.939-10~°  0.064 1.806-10~°  0.040

4.825-6.05  4.560-107* 3.352:107° 0.074 2.351-107°  0.052

6.05 - 7.75 3.604-10~% 2.558-107°  0.071 1.739-107°  0.048

7.75 - 9.55 2.375-10~% 1.832-107° 0.077 9.872.10~% 0.042

9.55-11.625  1.311-10~* 1.359-1075 0.104 5.280-10~%  0.040

11.625 - 14.125 8.038-10~° 1.212-:1075 0.151 3.054-107%  0.038

14.125 - 18.125  2.505-10~° 4.321-1076  0.172 8.625-1077  0.034

18.125 - 23.625 4.705-10~° 4.592-107%  0.976 1.674-10°7  0.036

23.625 - 29.625 4.929-10~7 4.576-1077 0.928 7.557-107%  0.153

40 - 60 0.6 -1.175 1.325-1073 9.470-10~°  0.071 4.870-10~°  0.037

1.175-1.675  1.552-1073 7.742-1075  0.050 5.457-107°  0.035

1.675-1.975  1.538-1073 9.194-10~°  0.060 5.103-107°  0.033

1.975 - 2.275  1.774.1073 9.594-107°  0.054 5.699-107°  0.032

2.275 - 2.6 1.862:1073 1.047-10~*  0.056 6.138-107°> 0.033

2.6-3.1 1.947-1073 1.069-10~*  0.055 6.340-10~°  0.033

3.1-3.925 1.861-1073 8.147-107% 0.044 6.389-10~° 0.034

3.925 - 4.9 1.411-.1073 5.838-107°  0.041 4.509-10~°  0.032

4.9-5.95 1.133-1073 5.612:107°  0.050 3.414-107°  0.030

5.95 - 6.92 9.163-10~* 3.621-107°  0.040 2.985-107° 0.033

6.92 - 8.175  7.487-107* 1.983-107° 0.026 2.371-107°  0.032

8.175- 9.5 4.302-10~* 3.007-10~%  0.070 1.350-107° 0.031

9.5-11.2 3.404-10~4 1.799-1075  0.053 1.048-1075 0.031

11.2-13.325  1.591.10* 1.060-107° 0.067 5.663-107%  0.036

13.325-16.5  5.175-107° 6.100-107% 0.118 1.670-107% 0.032

16.5 - 19 1.632:107° 3.884-1076  0.238 7.353.1077  0.045

60 - 80 0.6 -1.25 2.698-1073 1.930-10~* 0.072 1.051-10~*  0.039

1.25 - 1.875 3.151-1073 1.059-10~%  0.034 1.088-107%  0.035

1.875-2.275  3.526-1073 2.554-107*  0.072 1.148-10~* 0.033

2.275-2.875  3.058.1073 1.550-10* 0.051 9.555-107°  0.031

2.875-3.55  3.189-1073 1.357-10~%  0.043 9.609-107°>  0.030

3.55-4.225  2.864-1073 1.328-10~% 0.046 8.520-10"%  0.030

4.225 - 4.95 2.380-103 8.659-10® 0.036 7.021-10% 0.029

4.95 - 5.75 1.830-103 7.349-107°  0.040 5.394-107°  0.029

5.75 - 6.625 1.325-1073 5.606-107°  0.042 3.839-107°  0.029

6.625 - 7.725  1.018-1073 4.273-107°  0.042 2.964-10"° 0.029

7.725-9.325  5.958.107% 2.651-107° 0.045 1.756-107°  0.029

9.325 - 11.825 2.871-10~* 1.526-107° 0.053 8.657-107%  0.030

11.825 - 14.325 8.194-1075 8.461-10~% 0.103 2.718-107% 0.033

80 - 100 0.5-1.3 4.162-1073 1.685-10~*  0.040 3.444.10~*  0.083

1.3-1.7 4.861-1073 1.838-10~* 0.038 1.865-10*  0.038

1.7-22 5.062-1073 2.036-107*  0.040 1.635-10%  0.032

2.2 - 2.675 4.647-1073 1.838-10~%  0.040 1.385-10~*  0.030
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2.675 - 3.1 4.137-1073 1.410-10~%  0.034 1.220-10~%  0.029
3.1-3.55 3.658-10~3 1.313-10~% 0.036 1.076-:10~*  0.029
3.55 - 4.05 3.489-10~3 1.261-10~* 0.036 1.022-10~*  0.029
4.05 - 4.6 2.295-1073 9.043-10~°> 0.039 6.801-107°>  0.030
4.6 - 5.275 2.162-1073 8.603-107°  0.040 6.320-107°  0.029
5.275 - 6.125  1.595-1072 6.270-10~°  0.039 4.580-10~°  0.029
6.125 - 7.275  9.875-10~* 4.312-107°  0.044 2.959-10~%  0.030
7.275 - 9.2 5.208-10~% 2.550-107°  0.049 1.530-107°  0.029
9.2-11.7 1.524.10~4 1.100-107° 0.072 4.523-107%  0.030
100 - 140 0.5-1.3 1.226-1072 3.776-107*  0.031 7.315-107*  0.060
1.3-1.65 1.360-10—2 8.506-10~*  0.063 4.686-10~*  0.034
1.65 - 1.95 1.281-1072 8.000-10~* 0.062 3.998-10~* 0.031
1.95 - 2.275 1.204-10~2 3.785-107*  0.031 3.619-10~*  0.030
2.275 - 2.575  1.122.102 3.334.107*  0.030 3.322:107*  0.030
2.575- 2.9 9.263-1073 3.101-107* 0.033 2.753-107*  0.030
2.9 - 3.275 8.548-10~3 2.701-10~*  0.032 2.537-10~*  0.030
3.275 - 3.675  7.244-1073 2.387-10~*  0.033 2.110-10~*  0.029
3.675 - 4.2 5.275-10~3 1.961-10* 0.037 1.527-10~%  0.029
4.2 -4.8 4.168-1073 1.617-10~* 0.039 1.213-107*  0.029
4.8 -5.725 2.602-1073 9.805-10~° 0.038 7.623-107°  0.029
5.725 - 7.075  1.434.1073 5.989-107°  0.042 4.138-10~° 0.029
7.075 - 9.575  4.441-10~* 2.639-107°  0.059 1.288-107°  0.029
140 - 180 0.4 - 0.925 1.513-1072 7.413-10~%  0.049 4.778-107*  0.032
0.925 - 1.45 1.523-102 7.709-107*  0.051 4.716-10~* 0.031
1.45 - 1.775 1.509-102 6.440-107*  0.043 4.526-10~*  0.030
1.775 - 2.1 1.262-10~2 5.057-107*  0.040 3.837:107*  0.030
2.1 -2.425 1.102-102 4.540-10~%  0.041 3.247-10~*  0.029
2.425 - 2.825  8.916-1073 3.308-10~* 0.037 2.668-107*  0.030
2.825 - 3.3 6.888-10~3 2.797-10~*  0.041 2.063-10~*  0.030
3.3-3.95 4.939-1073 2.064-107*  0.042 1.450-10~*  0.029
3.95 - 5.05 2.478-1073 1.169-10~%  0.047 7.220-107°  0.029
5.05 - 7.55 7.496-10~4 4.296-1075  0.057 2.212:10~%  0.030
180 - 220 0.4 -0.75 1.677-1072 9.355-10~*  0.056 1.725-1073  0.103
0.75 - 1.05 1.748-102 1.123-1073  0.064 1.060-10~3  0.061
1.05 - 1.325 1.645-10~2 8.612:10~*  0.052 6.962-107*  0.042
1.325- 1.675  1.480-1072 7.696-107*  0.052 5.129-107*  0.035
1.675-2.075  1.061-102 5.858-107*  0.055 3.253.107*  0.031
2.075 - 2.475  8.987-1072 5.139-10~*  0.057 2.665-10~*  0.030
2.475-2.925  5.919-1073 3.836-10~*  0.065 1.728-10~*  0.029
2.925 - 3.5 3.924.10~3 2.763-10~*  0.070 1.138-:10~*  0.029
3.5-4.4 1.970-103 1.547-107%  0.079 5.772:107°  0.029
4.4-6.9 4.859-104 3.306-10~° 0.068 1.460-10~° 0.030
220 - 260 0.3-0.7 1.450-102 9.448-10~*  0.065 4.771-10~*  0.033
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0.7 - 0.975 1.781-102 1.052-1073  0.059 5.595-10~*  0.031

0.975-1.325  1.759-10~2 8.537-10~* 0.049 5.475-107*  0.031

1.325 - 1.675  1.258.1072 7.185-107*  0.057 3.760-107*  0.030

1.675-2.15  9.575.1073 5.420-107*  0.057 2.862-107*  0.030

2.15-2.925  4.912-1073 2.615-107*  0.053 1.427-107%  0.029

2.925 - 5.425  9.266-10~* 6.364-107°  0.069 2.687-107°  0.029

260 - 300 0.3-0.675 1.688-102 1.123-1073  0.067 1.643-1073  0.097

0.675 - 0.975  1.600-10~2 9.566-10~*  0.060 8.929-10~*  0.056

0.975 - 1.25 1.430-102 8.678:107*  0.061 5.690-107*  0.040

1.25 - 1.625 1.033-102 5.986-107*  0.058 3.418-107* 0.033

1.625 - 2.225  7.031-1073 3.939-10~*  0.056 2.239-10~*  0.032

2225 -4.725  1.568-10~3 0.208-10~%  0.059 4.674-107°  0.030

300 - 340 0.2 - 0.45 1.075-102 1.434-1073  0.133 1.265-1073  0.118

0.45- 0.7 1.550-102 1.292.1073  0.083 1.183-1073 0.076

0.7 - 0.95 1.441-1072 1.143-1073  0.079 7.516-107*  0.052

0.95 - 1.275 1.024-102 5.870-10~*  0.057 4.062-10~*  0.040

1.275 - 2.55 5.523-1073 4.461-10~* 0.081 1.706-10~* 0.031

z3 0-20 0.7-1.3 4.671-107° 1.653-107° 0.354 3.208-10~%  0.069

1.3-2.175 7.837-107° 1.145-107° 0.146 4.086-107%  0.052

2.175-3.325  9.183.107° 1.056:107° 0.115 4.109-107%  0.045

3.325 - 4.675  7.346:107° 7.608-1076  0.104 3.133.1076  0.043

4.675-895  5.558.107° 4.560-107%  0.082 2.985-107%  0.054

8.95 - 17.65 1.667-107° 1.723-107% 0.103 5.790-10~7  0.035

17.65-29.3  4.499-10~7 4.481-10°7  0.996 5.388:107%  0.120

20 - 40 0.6 - 1.23 6.157-10~% 8.619-107° 0.140 2.150-107®  0.035

1.23-1.775  8.697-10~* 5.623-107°>  0.065 2.951-107° 0.034

1.775 - 2.15  8.352-10~* 6.033-107°  0.072 2.922-10°  0.035

2.15-2.575  9.295.10~4 6.278-107°  0.068 3.071-10~°  0.033

2.575-2.975  1.027-1073 6.599-107°  0.064 3.423:107°  0.033

2.975 - 3.425  9.766-10~* 6.375-107°  0.065 2.979-107°  0.031

3.425 - 4.025  8.166-107* 4.926-10~°  0.060 2.489-107°  0.030

4.025 - 4.825  8.020-10~* 5.218:10%  0.065 2.609-107°  0.033

4.825 - 6.05 7.142-10~4 4.480-10~% 0.063 2.101-10~% 0.029

6.05 - 7.75 5.227-10~% 3.137-10~°  0.060 1.582:107° 0.030

7.75 - 9.55 3.659-10~* 2.543.107°  0.069 1.130-10® 0.031

9.55-11.625  2.946-10~* 2.287-107° 0.078 1.031-107° 0.035

11.625 - 14.125  1.541-10~4 1.481-107° 0.096 4.750-107%  0.031

14.125 - 18.125  6.049-10~° 9.716-10~% 0.161 1.847-107%  0.031

18.125 - 23.625 1.199-10~5 1.198-1075  1.000 3.714-107  0.031

23.625 - 29.625  0.000-10° 0.000-10°  0.000 0.000-10°  0.000

40 - 60 0.6 - 1.175 1.777-1073 1.560-10~* 0.088 7.221-107°  0.041

1.175 - 1.675  2.105-1073 9.274-107° 0.044 7.146-107°  0.034

1.675-1.975  2.315-1073 1.033-10~*  0.045 7.528:107°  0.033
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atic uncertainties
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zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
1.975 - 2.275  2.430-1073 1.304-10~%  0.054 7.871-107° 0.032
2.275 - 2.6 2.497-10~3 1.569-10~*  0.063 8.537-107°  0.034
2.6 -3.1 2.462-1073 1.136:10~% 0.046 7.753-107°  0.031
3.1-3.925 2.203-1073 7.966-107>  0.036 6.593-107°  0.030
3.925 - 4.9 1.966-1073 8.006-107°  0.041 5.839-107°  0.030
4.9 -5.95 1.620-103 6.666-107°  0.041 4.759-107%  0.029
5.95 - 6.92 1.254.1073 6.027-107°  0.048 3.643-107°  0.029
6.92 - 8.175  9.952.10~4 5.133-107°  0.052 2.942:107°  0.030
8.175-9.5 6.285-10~% 2.859-107°  0.045 1.870-107° 0.030
9.5-11.2 3.814-107* 1.805-107°  0.047 1.122-107°5  0.029
11.2-13.325  1.979-10~4 1.228-107°  0.062 6.130-10~¢  0.031
13.325 - 16.5  6.414-107° 5.502-10~6  0.086 1.970-107%  0.031
16.5 - 19 1.689-107° 2.172-:10~%  0.129 7.020-10~7  0.042
60 - 80 0.6 -1.25 2.574.1073 1.820-10~* 0.071 9.046-107°>  0.035
1.25-1.875  3.280-1073 1.159-:10~%  0.035 1.086:10~* 0.033
1.875-2.275  3.785-1073 1.308-10~* 0.035 1.189-10~* 0.031
2.275 - 2.875  3.538-1072 1.630-10~%  0.046 1.099-10~* 0.031
2.875-3.55  3.117-1073 1.436-10~% 0.046 9.527-107°  0.031
3.55 - 4.225  2.541.1073 1.267-10~%  0.050 7.533.107°  0.030
4.225-4.95  2.207-1073 8.123-107° 0.037 6.574-107°  0.030
4.95 - 5.75 1.747-1073 6.917-107°  0.040 5.160-10~° 0.030
5.75 - 6.625 1.370-10~3 6.158-10~%  0.045 4.039-10°%  0.029
6.625 - 7.725  9.563-10~* 4.404-107°  0.046 2.904-10~%  0.030
7.725-9.325  5.575-107% 2.831-107° 0.051 1.716-:107° 0.031
9.325 - 11.825 2.568-10~* 1.497-107° 0.058 8.095-107%  0.032
11.825 - 14.325 8.121-107° 1.116-107° 0.137 2.577-107%  0.032
80 - 100 0.5-1.3 3.369-10~3 1.714-10~*  0.051 2.020-10~*  0.060
1.3-1.7 4.418-1073 1.743-107*  0.039 1.943-107%  0.044
1.7-2.2 4.398.1073 1.895-10~%  0.043 1.655-10~* 0.038
2.2 - 2.675 4.117-1073 1.849-10~* 0.045 1.417-10~* 0.034
2.675 - 3.1 3.852-1073 1.898-10~%  0.049 1.240-10~% 0.032
3.1-3.55 3.182-1073 1.276-10~%  0.040 9.708-10"°  0.031
3.55 - 4.05 3.035-10~3 1.209-10~%  0.040 9.123-10~°  0.030
4.05 - 4.6 2.364-10~3 7.301-10®> 0.031 7.263-107°  0.031
4.6 - 5.275 1.903-1073 8.178:107° 0.043 5.583-107°  0.029
5.275 - 6.125  1.219-1073 5.277-107°  0.043 3.670-107° 0.030
6.125 - 7.275  8.671-10~* 3.717-107° 0.043 2.584-107°  0.030
7.275 - 9.2 4.275-10~4 2.138-10~%  0.050 1.400-107° 0.033
92-11.7 1.359-10~4 1.215-1075  0.089 3.984-107%  0.029
100 - 140 0.5-1.3 1.080-10~2 3.736-10~* 0.035 8.222:10~*  0.076
1.3-1.65 1.187-10~2 5.467-107*  0.046 4.495-10~*  0.038
1.65 - 1.95 1.052:102 4.092-1074  0.039 3.420-107* 0.033
1.95 - 2.275 1.031-102 3.514-10~*  0.034 3.176-10~*  0.031



Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-

atic uncertainties
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z 0 P dnﬂ_ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
2.275 - 2.575  8.958.1073 3.222:10~*  0.036 2.698-10~*  0.030
2.575-2.9 7.973.1073 3.115-10~*  0.039 2.383:107*  0.030
2.9 - 3.275 6.825-1073 2.541-107*  0.037 2.084-107* 0.031
3.275 - 3.675  5.445.1073 2.240-107*  0.041 1.618-10~* 0.030
3.675 - 4.2 4.130-1073 1.748-.10~%  0.042 1.268-10~% 0.031
4.2-438 3.210-1073 1.147-10~*  0.036 9.796-10"° 0.031
4.8 - 5.725 2.093-10~3 9.361-10"°  0.045 6.269-107°  0.030
5.725 - 7.075  1.108-1073 5.388:107°  0.049 3.268-107°  0.029
7.075 - 9.575  3.639-10~* 2.269-107°  0.062 1.082:107° 0.030
140 - 180 0.4 -0.925 1.294-10~2 6.559-10~* 0.051 1.442-1073  0.111
0.925 - 1.45 1.332:102 6.394-10~*  0.048 6.535-107*  0.049
1.45 - 1.775 1.160-10~2 6.488-10~*  0.056 3.990-10* 0.034
1.775 - 2.1 9.654-10~3 5.664-10~*  0.059 3.008-10~* 0.031
2.1-2.425 9.056-1073 4.056-10~* 0.045 2.825-107*  0.031
2.425-2.825  6.784-1073 3.214-107*  0.047 2.032:107*  0.030
2.825 - 3.3 5.004-10~3 2.390-10~*  0.048 1.487-10~*  0.030
3.3-3.95 3.469-103 1.744-10~%  0.050 1.011-10=%  0.029
3.95 - 5.05 1.871-1073 5.740-107°  0.031 5.467-107°  0.029
5.05 - 7.55 4.677-10~* 3.057-107°  0.065 1.433-107° 0.031
180 - 220 0.4-0.75 1.387-102 8.663-107*  0.062 4.430-107* 0.032
0.75 - 1.05 1.560-10~2 1.039-:1073  0.067 4.883-107% 0.031
1.05 - 1.325 1.357-1072 8.157-10~* 0.060 4.142-10* 0.031
1.325 - 1.675  1.198-1072 6.790-10~*  0.057 3.581-10~*  0.030
1.675 - 2.075  9.909-1073 5.865-107*  0.059 2.944.107*  0.030
2.075 - 2.475  7.079-1073 4.304-10~* 0.061 2.197-107* 0.031
2.475-2.925  5.350-1073 3.519-107*  0.066 1.659-10~* 0.031
2.925 - 3.5 3.157-1073 2.298:10~*  0.073 9.205-10"%  0.029
3.5-44 1.550-1073 9.909-10~%  0.064 4.562-10~%  0.029
4.4-6.9 3.586-10~* 2.819-107°  0.079 1.107-107° 0.031
220 - 260 0.3-0.7 1.443-102 8.599-10~*  0.060 1.479-1073  0.102
0.7-0.975 1.536-1072 9.700-10~* 0.063 9.125-107*  0.059
0.975-1.325  1.412-10~2 7.521-107*  0.053 5.698-10~*  0.040
1.325 - 1.675  1.088-10~2 6.393-10~*  0.059 3.594-10~*  0.033
1.675-2.15  8.054-1073 4.440-10~*  0.055 2.500-10~*  0.031
2.15-2925  3.953.1073 2.185-107*  0.055 1.232:10*  0.031
2.925 - 5.425  7.538.107* 5.690-107°  0.075 2.200-107°  0.029
260 - 300 0.3-0.675 1.462-102 1.061-1073 0.073 1.5781073 0.108
0.675 - 0.975  1.508-10~2 8.915-10~*  0.059 9.251-10~*  0.061
0.975 - 1.25 1.154-10~2 7.482-10~*  0.065 4.940-10~* 0.043
1.25-1.625  9.671-1073 5.394-10~*  0.056 3.424-10~*  0.035
1.625 - 2.225  5.244.1073 3.198:107* 0.061 1.596-10*  0.030
2.225-4.725  1.053-1073 6.761-107° 0.064 3.140-10~°  0.030
300 - 340 0.2 - 0.45 7.848-1073 1.180-10~3  0.150 3.471-10~*  0.044



Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-

atic uncertainties

zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()

[mrad] [GeV/c] [/(GeV/c)/p.o.1]

0.45 - 0.7 1.330-102 1.032:10~3  0.078 4.858-10~%  0.037

0.7 - 0.95 1.415-102 9.822-10~*  0.069 4.390-10~*  0.031

0.95 - 1.275 1.062-102 6.970-10~*  0.066 3.316-107* 0.031

1.275-2.55  5.086-1073 2.768-107*  0.054 1.598-:10~% 0.031

z4 0-20 0.7-1.3 7.372:107° 1.958-107° 0.266 4.657-107%  0.063

1.3 - 2.175 1.053-10~* 1.287-1075 0.122 5.343-10~%  0.051

2.175-3.325  1.146-10~* 1.082-:1075 0.094 4.218-107% 0.037

3.325 - 4.675  1.106-107* 9.915-107%  0.090 4.175-107%  0.038

4.675-895  6.474.107° 5.160-107%  0.080 2.002-107%  0.031

8.95-17.65  2.244.107° 2.889-1076  0.129 7.465-10°7  0.033

17.65-29.3  2.193-10~6 1.453-107%  0.662 1.733-10°7  0.079

20 - 40 0.6 - 1.23 4.979-10~* 7.465-107°  0.150 1.922-107°  0.039

1.23-1.775  8.216-10~* 5.280-107°  0.064 2.953-107°  0.036

1.775-2.15  9.349-10~* 6.334-107°  0.068 3.147-107° 0.034

2.15-2.575  8.162:107¢ 5.517-107° 0.068 2.628:107°  0.032

2.575-2.975  9.242.10~* 6.086-10~°  0.066 3.049-10~%  0.033

2.975 - 3.425  8.816-10~* 5.196-107%  0.059 2.820-107°  0.032

3.425 - 4.025  9.273-10~* 7.592-10%  0.082 2.817-107°  0.030

4.025 - 4.825  9.123.10~¢ 6.587-107°  0.072 3.086-107° 0.034

4.825-6.05 82271074 5.214-107°  0.063 2.658-107°  0.032

6.05 - 7.75 6.336-10 3.693-10~° 0.058 1.957-107° 0.031

7.75 - 9.55 3.907-10~* 2.706-10~%  0.069 1.202-107° 0.031

9.55 - 11.625  2.569-10~* 2.177-10~%  0.085 8.121-10=%  0.032

11.625 - 14.125 1.715-10* 1.688-107° 0.098 5.251-107%  0.031

14.125 - 18.125  4.353-10°° 7.127-107%  0.164 1.370-107% 0.031

18.125 - 23.625 6.493-10~° 1.914-.107%  0.295 2.322:1077  0.036

23.625 - 29.625  0.000-10° 0.000-10°  0.000 0.000-10°  0.000

40 - 60 0.6 - 1.175 1.231-1073 1.196-10~* 0.097 6.426-107°  0.052

1.175 - 1.675  1.738-1073 7.998-10~°  0.046 6.258-107°  0.036

1.675-1.975  1.887-1073 1.008:10~% 0.053 6.372:107°  0.034

1.975-2.275  2.006-1073 1.087-107%  0.054 6.494-107°  0.032

2.275 - 2.6 2.087-10~3 1.076-:10~*  0.052 6.559-10~°  0.031

2.6-3.1 1.816-1073 1.088-10=*  0.060 5.744-10~°  0.032

3.1-3.925 1.878-1073 8.527-107%  0.045 6.031-10"°  0.032

3.925 - 4.9 1.720-1073 7.653-107°  0.044 5.545-107°  0.032

4.9-5.95 1.267-1073 6.186-107°  0.049 3.827-107° 0.030

5.95 - 6.92 9.384-10~% 5.638-107°  0.060 3.004-107°  0.032

6.92 - 8.175 7.516-10~* 4.454-1075  0.059 2.203-107°  0.029

8.175-9.5 4.461-10~% 2.437-107%  0.055 1.372-:1075 0.031

9.5-11.2 2.847-10~* 1.591-107° 0.056 8.258:10~%  0.029

11.2 - 13.325  1.451-10~* 9.956-107%  0.069 4.460-107%  0.031

13.325-16.5  6.666-107° 6.135-107%  0.092 2.007-107%  0.030

16.5 - 19 9.028-10~6 2.423-1076  0.268 3.495-10~7  0.039

221



Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-

atic uncertainties
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z 0 P dnﬂ_ /dp Astat Astai&%) Asys Asys%

[mrad] [GeV/c] [/(GeV/c)/p.o.t]

60 - 80 0.6 -1.25 2.301-1073 1.609-10~*  0.070 7.766-107°  0.034
1.25-1.875  2.863-1073 1.056-10~* 0.037 9.121-10"°  0.032
1.875-2.275  3.022:1073 1.876-:10~*  0.062 9.602-107°  0.032
2.275-2.875  2.903-1073 1.441-10~%  0.050 9.330-107°  0.032
2.875-3.55  2.568-1073 1.321-:10~% 0.051 7.951-107° 0.031
3.55 - 4.225 2.157-1073 1.021-10~*  0.047 6.409-10~>  0.030
4.225 - 4.95 1.634-1073 6.984-10~% 0.043 5.044-107° 0.031

4.95 - 5.75 1.482.1073 6.518-10~° 0.044 4.612-10~° 0.031
5.75 - 6.625 1.062:1073 5.259-107°  0.050 3.205-107°  0.030
6.625 - 7.725  7.024-10~* 2.876-107°  0.041 2.094-107°  0.030
7.725 - 9.325  4.379-10~* 2.614-10~°  0.060 1.343-107° 0.031

9.325 - 11.825 1.843-10~* 1.276-1075  0.069 5.941-107% 0.032

11.825 - 14.325  5.985-10~° 7.879-107%  0.132 2.053-107%  0.034

80 - 100 0.5-1.3 2.673.1073 1.242.10~*  0.046 1.731-:10~*  0.065
1.3-1.7 3.584-1073 2.108-107*  0.059 1.440-10~*  0.040

1.7-2.2 3.881-1073 1.813-10~* 0.047 1.317-10~%  0.034

2.2 -2.675 3.450-103 1.843-107%  0.053 1.071-10~*  0.031

2.675 - 3.1 3.100-1073 1.771-10~*  0.057 9.526-10"°  0.031

3.1-3.55 2.592-1073 1.183-10~* 0.046 7.671-107°  0.030

3.55 - 4.05 2.122.1073 1.278:10~*  0.060 6.286-107°  0.030

4.05 - 4.6 1.852:1073 8.999-107° 0.049 5.404-107°  0.029

4.6 - 5.275 1.463-1073 7.038:107%  0.048 4.355-107%  0.030
5.275 - 6.125  1.031-1073 5.330-107°  0.052 3.085-107°  0.030
6.125 - 7.275  6.268-10~* 3.550-107°  0.057 1.875-107°  0.030

7.275 - 9.2 3.372:10~% 1.937-107° 0.057 9.799-107%  0.029

9.2-11.7 1.060-10~4 1.106:10~° 0.104 3.205-107%  0.030
100 - 140 0.5-1.3 7.493.1073 3.125-10~*  0.042 4.355-10~*  0.058

1.3-1.65 0.415-103 4.894-107*  0.052 3.264-10~* 0.035

1.65 - 1.95 9.209-10~3 4.837-10~*  0.053 2.950-10~*  0.032
1.95-2.275  7.845.1073 4.226-10~*  0.054 2.453-107*  0.031
2.275 - 2.575  7.299-1073 2.959-10* 0.041 2.244.10~* 0.031

2.575 - 2.9 5.890-10~3 2.637-107*  0.045 1.762-10~*  0.030

2.9 - 3.275 4.835-1073 2.026-10~* 0.042 1.436-10~*  0.030
3.275 - 3.675  4.246-1073 1.688-10~* 0.040 1.310-10~* 0.031

3.675 - 4.2 3.401-1073 1.608-10~% 0.047 9.966-107°>  0.029

42-48 2.309-103 1.212:107*  0.053 6.953-107°>  0.030

4.8 - 5.725 1.647-1073 8.125-107° 0.049 4.760-10~°  0.029
5.725 - 7.075  8.160-10~* 4.880-10~°  0.060 2.572-107°  0.032
7.075 - 9.575  2.388.10~* 1.626-107° 0.068 7.080-10=%  0.030

140 - 180 0.4 -0.925 9.791-1073 5.668:10~*  0.058 3.205-107*  0.033

0.925 - 1.45 1.070-102 6.198:107*  0.058 3.464-107*  0.032
145-1.775  9.291.1073 5.980-107*  0.064 3.124-107*  0.034

1.775 - 2.1 8.534-1073 5.978-10~*  0.070 2.612-10~*  0.031



Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-

atic uncertainties
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zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
2.1-2.425 7.138-1073 3.552-10~*  0.050 2.152-:107*  0.030
2.425 - 2.825  5.196-1073 2.625-107*  0.051 1.597-10~* 0.031
2.825 - 3.3 4.056-10~3 2.378:10~*  0.059 1.304-10~* 0.032
3.3-3.95 2.680-1073 1.546-10~%  0.058 8.025-107°  0.030
3.95 - 5.05 1.393-1073 9.172-10~°> 0.066 4.265-107° 0.031
5.05 - 7.55 3.743-10~4 2.752-10~%  0.074 1.138-:107°  0.030
180 - 220 0.4 -0.75 1.016-1072 7.404-10~%  0.073 1.234-1073  0.121
0.75 - 1.05 1.114.102 8.627-107* 0.077 7.788:107*  0.070
1.05 - 1.325 1.110-102 7.389-107*  0.067 5.119-107*  0.046
1.325-1.675  9.301-1073 5.969-107*  0.064 3.367-107* 0.036
1.675 - 2.075  8.510-1073 5.468-10~*  0.064 2.692-10~*  0.032
2.075 - 2.475  5.269-1073 3.917-10~*  0.074 1.574-10~%  0.030
2.475-2.925  3.601-1073 2.836-10~* 0.079 1.101-10~* 0.031
2.925 - 3.5 1.971-1073 1.451-10~* 0.074 5.996-107°  0.030
3.5-4.4 1.434.1073 0.248-10~° 0.064 4.153-10~°  0.029
44-6.9 2.654-10~4 2.430-10~%  0.092 7.990-10~%  0.030
220 - 260 0.3-0.7 1.049-102 7.755-107*  0.074 1.720-10~3  0.164
0.7 - 0.975 1.383-102 9.649-10~*  0.070 1.210-10~3  0.088
0.975-1.325  1.235-1072 7.082-:107*  0.057 6.730-107*  0.054
1.325 - 1.675  8.144.1073 5.404-107*  0.066 3.029-107*  0.037
1.675-2.15  5.685-1073 3.799-107*  0.067 1.758-:10~% 0.031
2.15 - 2.925 2.932-103 1.990-10~*  0.068 8.746-107°  0.030
2.925 - 5.425  7.276-10~* 5.490-10~%  0.075 2.268-107°  0.031
260 - 300 0.3-0.675 1.099-102 8.823-10~*  0.080 9.542-107*  0.087
0.675-0.975  1.234.1072 8.621-10~* 0.070 6.409-107*  0.052
0.975 - 1.25 1.075-1072 7.321-10*  0.068 4.092-10~* 0.038
1.25-1.625  7.491-10~3 5.053-10~*  0.067 2.454-10~*  0.033
1.625 - 2.225  4.456-1072 2.987-10~* 0.067 1.371-10~*  0.031
2.225 - 4.725  9.050-10~* 6.458-107°  0.071 2.655-107°  0.029
300 - 340 0.2 - 0.45 8.183-1073 1.328-1073  0.162 1.402-1073  0.171
0.45 - 0.7 9.966-10~3 9.068-107*  0.091 1.052:1073  0.106
0.7 - 0.95 1.201-102 8.877-10~* 0.074 8.422-10~*  0.070
0.95-1.275  8527-1073 6.117-10~*  0.072 4.001-10~%  0.047
1.275 - 2.55  3.674-1073 2.273-107*  0.062 1.205-10~* 0.033
z5 0-20 0.7-1.3 6.543-107° 1.819-107° 0.278 5.492-107%  0.084
1.3-2.175 9.114-10° 1.144.107° 0.126 5.580-107%  0.061
2.175-3.325  1.288.107* 1.228:107° 0.095 4.883-107%  0.038
3.325 - 4.675  1.315-10~* 1.101-107° 0.084 4.500-107%  0.034
4.675-895  9.296-107° 5.836-107%  0.063 3.082-107%  0.033
8.95-17.65  2.941.107° 2.842-10=%  0.097 1.166-10~%  0.040
17.65-29.3  3.881-1076 9.343.1077 0.241 2.822:1077  0.073
20 - 40 0.6 - 1.23 4.238-107% 6.391-107°> 0.151 1.552:10~° 0.037
1.23-1.775  7.014-10~* 4.392-1075  0.063 2.289-10~%  0.033



Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-
atic uncertainties

224

Z 0 p dn™ /dp Astat Agat %o Agys Agys%o
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
1.775 - 2.15 7.542-10~4 5.711-10~® 0.076 2.384-107° 0.032
2.15-2.575  7.910-10~* 6.805-107°  0.086 2.467-107°  0.031
2.575-2.975  7.632.107* 5.205-107°  0.068 2.498-107° 0.033
2.975 - 3.425  8.170-10~* 5.188:107°  0.064 2.702:107°> 0.033
3.425 - 4.025  7.808-10~% 7.224-107°  0.093 2.426-107° 0.031
4.025 - 4.825  7.476-10~* 6.072-10"°  0.081 2.248-107°  0.030
4.825-6.05  6.708-10~* 4.591-10~%  0.068 2.368-107°  0.035
6.05 - 7.75 4.954.10~* 3.443.107°  0.070 2.105-107°  0.042
7.75 - 9.55 3.289-10~% 2.645-107°  0.080 1.384-107° 0.042
9.55-11.625  2.235.10~* 2.027-107°  0.091 7.855-107%  0.035
11.625 - 14.125 9.275-10~° 1.167-107° 0.126 3.154-10~%  0.034
14.125 - 18.125 2.801-107° 8.053-10~% 0.288 1.063-1075  0.038
18.125 - 23.625 7.425-10~ 6.901-107%  0.929 4.229-10°7  0.057
23.625 - 29.625  0.000-10° 0.000-10°  0.000 0.000-10°  0.000
40 - 60 0.6 -1.175 1.124.1073 1.065-10~*  0.095 4.050-10~°>  0.036
1.175 - 1.675  1.305-10~3 6.731-10"°  0.052 4.516-107° 0.035
1.675-1.975  1.426-103 0.126-10~% 0.064 4.992-107°  0.035
1.975 - 2.275  1.507-1073 1.356-10~%  0.090 5.203-107°  0.035
2.275 - 2.6 1.456-1073 8.850-107°  0.061 4.917-107°  0.034
2.6 - 3.1 1.501-1073 7.663-107°  0.051 5.576-107°  0.037
3.1-3.925 1.451-1073 7.706-107°  0.053 5.401-107®> 0.037
3.925-4.9 1.164-1073 6.011-10~° 0.052 4.097-107°  0.035
4.9-5.95 1.022-1073 5.814-107° 0.057 3.389-10"° 0.033
5.95 - 6.92 6.723-10~* 4.769-10~° 0.071 2.175-107°  0.032
6.92 - 8.175  5.005-10* 3.754-107°  0.075 1.651-107° 0.033
8.175-9.5 3.379-10~% 2.102-107°  0.062 1.155-107°  0.034
9.5-11.2 2.140-10~* 1.455-107°  0.068 7.757-107%  0.036
11.2-13.325  1.201-10~* 0.299-10-% 0.077 4.336-107%  0.036
13.325 - 16.5  4.719-107° 5.093-107%  0.108 1.737-10-% 0.037
16.5 - 19 9.003-10~6 7.379-107%  0.820 3.697-1077  0.041
60 - 80 0.6 -1.25 1.812:1073 1.058-10~*  0.058 7.385-107°  0.041
1.25-1.875  2.082-1073 9.570-10~%  0.046 7.927-107°  0.038
1.875-2.275  2.281-1073 1.599-10~%  0.070 7.981-107° 0.035
2.275-2.875  2.271.1073 1.283-10~* 0.057 7.610-107°  0.034
2.875 - 3.55 1.996-1073 1.097-10~*  0.055 6.476-107°  0.032
3.55 - 4.225 1.628.1073 1.027-10~* 0.063 5.446-107°  0.033
4.225 - 4.95 1.309-1073 6.033-107° 0.046 3.904-107°  0.030
4.95 - 5.75 1.036-1073 5.554-107°  0.054 3.083-10"%  0.030
5.75 - 6.625  7.637-10* 4.507-10~%  0.059 2.350-107°  0.031
6.625 - 7.725  5.026-10~* 3.157-107°  0.063 1.498-10>  0.030
7.725 - 9.325  2.950-107* 2.107-107° 0.071 9.494-10~%  0.032
9.325 - 11.825  1.430-10~* 1.245-107° 0.087 4.165-107%  0.029
11.825 - 14.325 3.556-10~° 7.160-10~¢  0.201 1.227-107%  0.035



Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-

atic uncertainties
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zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]
80 - 100 0.5-1.3 2.205-1073 1.183-10~*  0.054 1.097-10~%  0.050
1.3-1.7 2.661-1073 1.230-10~%  0.046 1.128-107%  0.042
1.7-2.2 2.864-1073 1.445-10~*  0.050 1.107-10~* 0.039
2.2 -2.675 2.268-1073 1.387-10~% 0.061 8.387-107°  0.037
2.675 - 3.1 2.205-1073 1.507-10~*  0.068 7.411-107°  0.034
3.1-3.55 1.986-10~3 1.013-10~*  0.051 6.673-107°  0.034
3.55 - 4.05 1.601-10~3 8.520-10~°  0.053 5.041-107° 0.031
4.05 - 4.6 1.399-10~3 6.965-107°  0.050 4.256-10~°  0.030
4.6 - 5.275 1.089-10~2 6.106-10~°>  0.056 3.312:107° 0.030
5.275 - 6.125  7.126-10~* 4.355-107°  0.061 2.142:107°  0.030
6.125 - 7.275  4.624-10~* 3.013-10~%  0.065 1.437-107° 0.031
7.275-9.2 2.342-10~4 1.645-1075  0.070 6.941-10~%  0.030
9.2-11.7 6.623-107° 7.519-107%  0.114 2.318:10°%  0.035
100 - 140 0.5-1.3 6.412-1073 2.717-10~*  0.042 4.301-10~*  0.067
1.3-1.65 7.015-1073 4.313-107* 0.061 2.566-107*  0.037
1.65 - 1.95 6.145-10~3 3.324-10~*  0.054 2.008-10~*  0.033
1.95-2.275  5.198-1073 3.500-10~*  0.067 1.717-10~*  0.033
2.275 - 2.575  5.550-1073 2.569-10~*  0.046 1.727-10~* 0.031
2.575- 2.9 4.763-1073 3.459-10~*  0.073 1.472-10~*  0.031
2.9 - 3.275 4.065-103 2.002-107*  0.049 1.227-107%  0.030
3.275 - 3.675  3.042-1073 1.287-10*  0.042 9.155-10~°  0.030
3.675 - 4.2 2.344-1073 1.321-10~*  0.056 6.927-10~°> 0.030
42-438 1.839-1073 1.113-10~*  0.061 5.455-107%  0.030
4.8 -5.725 1.144-1073 5.630-10~°  0.049 3.435:107°  0.030
5.725 - 7.075  5.950-107* 4.013-107° 0.067 1.717-10=>  0.029
7.075-9.575  1.920-10~* 1.668-107° 0.087 5.874-1076  0.031
140 - 180 0.4 - 0.925 7.137-1073 4.925-10~%  0.069 2.857-10~*  0.040
0.925-1.45  7.598-1073 5.297-107*  0.070 2.942:10~*  0.039
1.45-1.775  7.137-1073 5.149-10~*  0.072 2.508-10~*  0.035
1.775 - 2.1 6.302-1073 5.150-10~*  0.082 2.256-107*  0.036
2.1-2.425 5.014-1073 2.904-107*  0.058 1.763-10~* 0.035
2.425 - 2.825  4.069-10~3 2.422-10~*  0.060 1.358-10~% 0.033
2.825 - 3.3 2.605-1073 1.570-10~%  0.060 8.368-107°  0.032
3.3-3.95 2.213-1073 1.442-10~*  0.065 7.410-107°  0.033
3.95 - 5.05 1.069-103 7.427-107°  0.070 3.479-107° 0.033
5.05 - 7.55 2.505-10~% 2.264-107°  0.090 7.463-107%  0.030
180 - 220 0.4-0.75 7.675-1073 7.024-10*  0.092 7.390-107*  0.096
0.75 - 1.05 9.236-10~3 7.809-10~*  0.085 5.320-10~*  0.058
1.05-1.325  7.079-1073 5.472:10~%  0.077 2.970-10~*  0.042
1.325 - 1.675  6.748.10~3 5.244.10~*  0.078 2.284.10~*  0.034
1.675-2.075  5.550-1073 4.213-100*  0.076 1.761-10~*  0.032
2.075 - 2.475  3.667-1073 3.230-10~*  0.088 1.190-10~% 0.032
2.475-2.925  2.132-1073 2.195-10~* 0.103 6.418-10~°  0.030



Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-

atic uncertainties

Z 0 p dn™ /dp Astat Agat %o Agys Agys%o
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
2.925- 3.5 1.902-1073 1.926-10~*  0.101 5.811-107° 0.031
3.5-44 8.973.10~* 7.513-10°  0.084 2.614-107°  0.029
44-6.9 1.623-10~* 1.600-107°  0.099 4.952.107%  0.031
220 - 260 0.3-0.7 7.617-1073 6.425-107*  0.084 7.510-107*  0.099
0.7-0.975 9.221-1073 7.642-107*  0.083 5.346-107*  0.058
0.975 - 1.325  8.277-1073 5.586-107*  0.067 3.303-10~*  0.040
1.325-1.675  6.128-1073 4.373-10*  0.071 2.072-10~*  0.034
1.675-2.15  4.184.1073 2.418-10~* 0.058 1.387-10~* 0.033
2.15-2.925  2.126-10°3 1.718-10~* 0.081 6.432:107°  0.030
2.925 - 5.425  4.835.107% 4.659-107°  0.096 1.413-107° 0.029
260 - 300 0.3-0.675 7.747-1073 7.070-10~*  0.091 5.988-10~*  0.077
0.675 - 0.975  9.935-10~3 7.143-10~*  0.072 4.750-10~*  0.048
0.975-1.25  8514.1073 6.946-10~*  0.082 3.178-10~*  0.037
1.25-1.625  4.426-1073 3.663-107* 0.083 1.503-10~* 0.034
1.625 - 2.225  3.264-1073 2.449-10~* 0.075 1.041-107% 0.032
2.225 - 4.725  7.122-10~* 5.800-107%  0.081 2.139-10~%  0.030
300 - 340 0.2 - 0.45 6.947-10~3 1.170-10~3  0.168 1.045-1073  0.150
0.45 - 0.7 8.908-1073 8.234.10~*  0.092 8.339-10~*  0.094
0.7 - 0.95 9.589-1073 7.449-107*  0.078 5.879-107*  0.061
0.95-1.275  6.485-1073 4.817-107*  0.074 2.830-107*  0.044
1.275-2.55  2.666-1073 1.564-10~*  0.059 8.759-107°>  0.033
z 6 0-20 0.7-1.3 6.216-10~4 7.625-10~° 0.123 2.444-107° 0.039
1.3-2.175 7.545-1074 3.621-10~% 0.048 2.841-10~° 0.038
2.175-3.325  9.115-10~* 3.009-107°  0.033 3.289-107°  0.036
3.325 - 4.675  8.952.107* 2.682-107°  0.030 3.174-107°  0.035
4.675-895  7.936-10~* 1.918-107° 0.024 2.961-107°> 0.037
8.95-17.65  2.643-10~* 8.013-10=%  0.030 1.202:107°  0.045
17.65 - 29.3 2.249.107° 7.444-107%  0.331 1.338-107%  0.060
20 - 40 0.6 - 1.23 1.217-1073 1.037-10~* 0.085 5.012-107°  0.041
1.23 - 1.775 1.445.1073 6.018:107°  0.042 5.589-107°  0.039
1.775 - 2.15 1.486:1073 7.263-107°  0.049 5.596-107°  0.038
2.15 - 2.575 1.650-10—3 6.946-107°  0.042 6.115-10=>  0.037
2.575-2.975  1.763-1073 9.064-10"°  0.051 6.346-10"°  0.036
2.975 - 3.425  1.710-1073 7.021-107°  0.041 6.026-10"°  0.035
3.425 - 4.025  1.606-1073 1.036:10~* 0.064 5.510-107°  0.034
4.025 - 4.825  1.538.1073 6.685-107° 0.043 5.567-107°  0.036
4.825 - 6.05 1.374.1073 6.816-107°>  0.050 6.040-107° 0.044
6.05 - 7.75 1.178-1073 5.596-107°  0.048 5.348-10°  0.045
7.75 - 9.55 6.257-10~* 3.875-107°  0.062 2.905-107°  0.046
9.55-11.625  4.206-10~* 2.919-10~°  0.069 1.794-10>  0.043
11.625 - 14.125  2.299-10~* 1.850-107°  0.080 8.747-107%  0.038
14.125 - 18.125 1.207-10~* 1.336-107° 0.111 5.118-107% 0.042
18.125 - 23.625 1.839-10~° 1.261-107° 0.686 7.041-10"7  0.038

226



Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-

atic uncertainties
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zZ 0 p dnﬂ-_ /dp Asi&at Astat%) Asys Asyso/—(()

[mrad] [GeV/c] [/(GeV/c)/p.o.1]

40 - 60 0.6 -1.175 1.357-1073 1.096-10~* 0.081 5.555-107%  0.041
1.175 - 1.675  1.734.1073 7.200-107°  0.042 6.929-107°  0.040
1.675-1.975  1.936:1073 1.441-10~* 0.074 7.472-107°  0.039
1.975-2.275  1.969-1073 1.031-107%  0.052 7.438-107° 0.038

2.275 - 2.6 1.792.1073 9.356-107°  0.052 6.561-107°  0.037
2.6-3.1 1.715-1073 7.676-107° 0.045 6.332-10"° 0.037
3.1-3.925 1.663-103 8.618-10~°  0.052 7.332.107° 0.044
3.925 - 4.9 1.534-1073 7.483-107°  0.049 6.826-107° 0.044
4.9-5.95 1.058-1073 5.724-107°  0.054 4.385-107° 0.041
5.95 - 6.92 9.408-10~* 5.940-10~°> 0.063 3.260-107°  0.035
6.92 - 8.175 6.655-10~4 3.881-10~%  0.058 2.333:107°  0.035
8.175-9.5 4.041-107% 3.282-10~° 0.081 1.359-1075 0.034
9.5-11.2 2.045-104 1.315-1075  0.064 7.049-107%  0.034
11.2-13.325  1.190-10* 9.626-10~% 0.081 4.114-107%  0.035
13.325-16.5  3.838.107° 4.368-107% 0.114 1.470-107% 0.038
16.5 - 19 1.379-10~° 2.129-107%  0.154 6.366-10"7  0.046

60 - 80 0.6 -1.25 1.222.1073 1.022-:10~%  0.084 5.849-10~% 0.048
1.25 - 1.875 1.669-10~3 8.211-107% 0.049 7.446-107°  0.045
1.875-2.275  1.876:1073 1.693-10~%  0.090 8.426-107° 0.045
2.275-2.875  1.707-1073 1.164-10~%  0.068 8.156-107° 0.048
2.875 - 3.55 1.573-1073 1.055-10~%  0.067 6.720-107°  0.043
3.55 - 4.225 1.377-103 1.010-10~* 0.073 5.828:107°  0.042
4.225 - 4.95 1.061-1073 5.579-107%  0.053 4.535-107°  0.043

4.95 - 5.75 8.259-10~* 4.788-107°  0.058 3.230-107°  0.039
5.75 - 6.625 5.491-10~% 3.704-107°  0.067 2.047-107°  0.037
6.625 - 7.725  4.110-10~* 2.922-107°  0.071 1.547-107° 0.038
7.725-9.325  2.345.107% 2.066-107°  0.088 8.733-10~% 0.037

9.325 - 11.825  1.074-10~* 9.674-10-%  0.090 4.113-107%  0.038

11.825 - 14.325 4.338-10°° 8.816-107%  0.203 1.408-10~% 0.032

80 - 100 0.5-1.3 1.259-1073 9.975-107°  0.079 9.129-10~°> 0.073
1.3-1.7 2.107-1073 1.195-10~%  0.057 1.063-10~*  0.050

1.7-2.2 1.780-1073 1.269-10~4  0.071 7.978107° 0.045

2.2 -2.675 1.572-1073 1.248-10~*  0.079 6.909-10~% 0.044

2.675- 3.1 1.353-1073 8.707-107°  0.064 6.133-107°  0.045

3.1-3.55 1.112-1073 6.380-107°  0.057 5.119-107°  0.046

3.55 - 4.05 9.859-10~* 6.762-107°>  0.069 5.256-107°  0.053

4.05 - 4.6 7.893-10~* 5.339-107°  0.068 3.525-107°  0.045

4.6 - 5.275 5.641-10~4 4.329-1075  0.077 2.507-10~°  0.044
5.275 - 6.125  4.464-10~* 3.026-10® 0.068 1.800-107°  0.040
6.125 - 7.275  2.529.10~* 1.621-1075  0.064 1.026-1075  0.041

7.275-9.2 1.263-10~4 1.190-107° 0.094 5.704-107%  0.045
9.2-11.7 4.664-107° 6.679-107%  0.143 2.264-1076  0.049
100 - 140 0.5-1.3 3.296-10~3 1.900-10~*  0.058 2.717-10~*  0.082



Table D.2: Multiplicities of 7~ for the different (p, , z) bins with related statistical and system-

atic uncertainties

228

z 0 P dnﬂ_ /dp Astat Astai&%) Asys Asys%
[mrad] [GeV/c] [/(GeV/c)/p.o.t]
1.3-1.65 3.036-10~3 2.672-10~*  0.088 1.746-10~*  0.058
1.65 - 1.95 2.723.1073 2.650-10~*  0.097 1.493-10~* 0.055
1.95-2.275  2.494.1073 2.261-10* 0.091 1.218-10~* 0.049
2.275 - 2.575  2.324.1073 1.735-10*  0.075 1.151-10~*  0.050
2.575-2.9 2.145-1073 1.586-10~% 0.074 1.087-10~% 0.051
2.9 -3.275 1.842.1073 1.323-107%  0.072 9.567-10~° 0.052
3.275 - 3.675  1.572:1073 1.287-10~*  0.082 7.913-107°  0.050
3.675 - 4.2 1.169-1073 9.346-10~°  0.080 6.979-107°  0.060
42-48 8.324.10* 7.143-107°  0.086 5.234-107°  0.063
4.8 -5.725 6.085-10~* 5.069-10~°  0.083 3.461-107®> 0.057
5.725 - 7.075  2.019-10~* 2.317-107°  0.115 1.240-107° 0.061
7.075-9.575  1.143-10~* 1.285-1075 0.112 5.615-107%  0.049
140 - 180 0.4 -0.925 2.397-1073 3.067-10~* 0.128 2.216-10~*  0.092
0.925-1.45  2.071-103 2.797-107* 0.135 1.647-10~*  0.080
1.45-1.775  2.398.1073 2.450-107*  0.102 1.759-10~* 0.073
1.775 - 2.1 1.948.10—3 1.679-10~%  0.086 1.214-10~*  0.062
2.1-2.425 1.918-1073 1.869-10~*  0.097 1.384-10~%  0.072
2.425 - 2.825  1.397-1073 1.410-10~* 0.101 8.983-107°  0.064
2.825 - 3.3 9.250-10~* 1.131-10~* 0.122 6.874-10° 0.074
3.3-3.95 7.008-10~% 7.649-107°  0.109 4.431-107°  0.063
3.95 - 5.05 3.833.10~% 4.563-107° 0.119 2.606-107°  0.068
5.05 - 7.55 1.040-10~4 1.386-107° 0.133 8.044-10~% 0.077
180 - 220 0.4-0.75 2.468-1073 4.030-10~* 0.163 2.332.10~*  0.094
0.75 - 1.05 2.373.1073 3.842:107*  0.162 1.707-10~*  0.072
1.05-1.325  2.274-1073 2.437-107*  0.107 1.600-10~* 0.070
1.325 - 1.675  1.929.1073 1.517-107%  0.079 1.490-10* 0.077
1.675 - 2.075  1.535-1073 1.275-10~%  0.083 1.006-10~*  0.066
2.075 - 2475  1.262-1073 1.763-10~%  0.140 9.632-10~° 0.076
2.475-2.925  8.310-10~* 1.413-10~* 0.170 5.211-107°  0.063
2.925 - 3.5 5.672-10~% 9.861-10° 0.174 4.111-10~%  0.072
3.5-4.4 2.646-10~* 3.763-107°  0.142 2.060-107° 0.078
4.4-6.9 6.975-107° 1.348-107° 0.193 4.537-107%  0.065
220 - 260 0.3-0.7 1.413-1073 2.607-10~* 0.184 1.160-10~*  0.082
0.7 - 0.975 1.660-1073 3.167-10~* 0.191 1.641-10~*  0.099
0.975-1.325  2.156-1073 2.890-107* 0.134 1.852:10~*  0.086
1.325 - 1.675  1.454.1073 2.075-107*  0.143 1.103-10~* 0.076
1.675 - 2.15 1.167-1073 8.523-10~°> 0.073 1.017-10~* 0.087
2.15-2925  4.251.10~* 2.984-10~*  0.702 3.062-10"°  0.072
2.925 - 5.425  8.645-107° 1.868-107° 0.216 9.540-10~% 0.110
260 - 300 0.3-0.675 1.692.1073 3.704-10~* 0.219 2.420-10~* 0.143
0.675-0.975  1.182-1073 2.271-107*  0.192 1.379-10~* 0.117
0.975 - 1.25 1.295.1073 2.890-107* 0.223 1.556-107*  0.120
1.25 - 1.625 1.282:1073 1.826-10~% 0.142 1.047-10~*  0.082



Table D.2: Multiplicities of 7~ for the different (p, 8, z) bins with related statistical and system-

atic uncertainties

z 0 P dnﬂ—_ /dp Asi&at Astat%) Asys Asyso/—(()
[mrad] [GeV/c] [/(GeV/c)/p.o.1]

1.625 - 2.225  7.216-10~* 1.087-10~% 0.151 6.081-107° 0.084

2.225-4.725  1.094-10~* 2.282-107%  0.209 1.334-107°5  0.122

300 - 340 0.2-0.45 4.895-10~4 4.077-107*  0.833 4.660-107%  0.095
0.45 - 0.7 1.363-1073 2.856-107* 0.210 1.662-10~* 0.122

0.7-0.95 1.947-1073 3.089-107*  0.159 2.382:107*  0.122

0.95 - 1.275 9.706-10~% 1.657-107%  0.002 1.249-10~%  0.129

1.275 - 2.55 3.984.1074 6.062-107° 0.152 5.185-107% 0.130
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