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Abstract

The possible baryons which has exotic quantum numbers have been pre-
dicted from the earliest days of QCD. Though several searches are done,
there’s still no confident answer. Pentaquark search was increased from 2003
and almost end at 2009 with denial of the existence. But silmilar years, H-
dibaryon searches show some possibility and this shows exotic particle search
is not dead. In here, i report searches of exotic particle candidates though
we could not find any hint of existence.

I present results from searches for exotic multiquark baryon states, in-
cluding the =; = pentaquark and the H-Dibaryon in inclusive Y(1,2S) de-
cays. In addition we report first measurements of the inclusive branch-
ing fraction B(T(15)—Z0(1530)X) = (3.23 & 0.02 (stat) & 0.26 (syst))
x 1073, and inclusive product branching fraction B(Y(15)—Z2(2470)X) x
B(Z2(2470)—="7") = (3.42 + 0.34 (stat) + 0.15 (syst)) x 1075, using data
samples containing 102 million Y(15) decays and 158 million Y (25 collected
in the Belle detector at the KEKB collider.
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Chapter 1

Introduction

1.1 Basic concept

The Standard Model is a theory that explains particle physics with three
forces and 61 particles. Except for gravity(too small and so negligible in
particle interactions), there are three forces and their mediators. The medi-
ators are photons, which mediate electromagnetic interactions, W=* and Z°
bosons, which mediate weak interactions, and gluons which mediate strong
interactions. (There are 8 different color charged gluons)

Roughly speaking, particle physics is the study of interactions between
elementary particles. The 12 mediators, leptons, quarks and Higgs are the
elementary particles of the standard model. All of these particles have been
discovered, with the last one, the Higgs particle, discovered by CERN in
July 2012. Because the W* and Z bosons have mass different with other
bosons which all have zero mass, the Higgs particle was predicted and finally
discovered.

There are three generations of particles classified as leptons which are
named e, p and 7. Each lepton has a partner neutrino and all of them

have anti-particles. Quarks are classified in three generations like leptons.
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The first generation contains the u and d quarks, the second contains the s

and ¢ quark and the third contains the t and b quarks. All quarks have an

associated anti-quark. In totall there are 61 particles: 12 leptons, 36 quarks,

12 mediators and the Higgs, as summarized in Fig.1.1.

e

i

(alige oosons

Figure 1.1: Standard model particle list

Although the Higgs has been found and we can think that all of the
elementary particles may have been found, we can not be certain. We do
not understand the neutrino sector well and we still do not understand QCD
very well. Many things need to be studied and figured out.

What we mainly focus on here is QCD , i.e, the strong interaction between
quarks and hadrons mediated by gluons or mesons which are bound states
of quarks and hadrons. For short distance of order ~ 1fm (the proton’s
diameter is 1fm), the strong force is dominant compared with other forces.
This strong attraction between valance quarks by the strong force is basic to
the understanding of the confinement of quarks. Of course when we know

more about more exact potential, radius and etc, we need to care many

2
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possible interactions not only confinement.

For the understanding of hadrons that have same-flavor quarks, the Pauli
exclusion principla must be considered. This led to the discovery of the color
charge, which is at the core of the QCD theory. Gluons carry color charges
which is like electromagnetic charge but have 3 different varietes (colors).
To explain their properties,Quantum ChromoDynamics(QCD) based on a
SU(3) group, is used. With constraint that observed hadrons must be color
singlets, we can expect color-anti color pair or three color contributions which
are singlets. In addition, QCD also permits the existence of 5, 6 quark

combinations, which also satisify the Pauli-principle.

1.2 exotic particles

In the original quark model of Gell-Mann [1] and Zweig [2], baryons are
comprised of three quarks. Many experimental searches for baryons with
“exotic” quantum numbers, i.e., quantum numbers that can not be produced
by any combination of only three quarks, were carried out, but produced
ambiguous results [3]. Most of the initial work in this area was concentrated
on searches for a strangeness (S)=+1 baryon resonance for which the minimal
quark configuration would be gqqsq (¢ = u or d), the so-called pentaquark.
Such structures were predicted since the earliest days of QCD [4, 5]. In 1977,
Jaffe predicted the existence of a tightly bound, S = —2, six-quark structure
that has come to be called the H-dibaryon [6].

1.2.1 preview

In the original constituent quark model, many hadrons are explained well

by concept of quarks and the eight-fold way. But the constituent quark
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model could not explain baryon with same 3 quark, like the  or the A*+
which have three same-flavor spin 1/2 quarks and thereby, violate the Pauli-
exclusion principle, which does not allow more than one identical quark in
same quantum state. This implied the existence of a new degree of freedom
that would accomodate the Pauli exclusion principle. The three color charges
of the SU(3) color gauge theory were introduced to explain these particles.
So 3 kind of colors (Red, Green, Blue) are assigned with the condition that all
particles need to be color singlet(= Red 4+ Green + Blue). By this condition,
we can predict many hadrons with more complex quark combinations, such

as qqqq, qqqqq and qqqqqq. We refer to these as exotic particles.

1.2.2 penta-quark

Penta quark is a hypothesized exotic particle candidate that is composed
of 4 quarks and 1 anti-quark. After it was first proposed by Michal Prasza-
lowicz in 1987 [7], it was realized that the color structure of QCD suggests
that the lowest lying pentaquark flavor SUg(3) multiplet is an anti-decuplet
that contains an S = +1 iso-singlet, the ©F , and the I3 = £3/2 members of
the S = —2 isospin 4-plet, the = and the =5, both of which have exotic
quantum numbers with spin 1/2 and even parity. In 1997, Diakonov, Petrov
and Polyakov proposed a chiral soliton model that predicted the mass of the
OF to be 1530 MeV with width less than 15 MeV as in Fig. 1.2 with [8].
(The Particle Data Group call =5 state the ®(1860)).

Interest in this subject increased considerably in 2003, when the LEPS
group reported the observation of a narrow resonance-like peak in the K+n
invariant mass spectrum produced in the yn — K™K n photoproduction
process that they attributed to the ©F [9]. The peak position, 1540+10 MeV,
and width, I' < 25 MeV, were in good agreement with the predictions of
Ref. [8]. The LEPS result implied a large production rate for the ©F; the
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Figure 1.2: The suggested anti-decuplet of baryons. The corners of this
(T3,Y) diagram are exotic. We show their quark content together with their(

octet baryon + octet meson) content, as well as the predicted masses.

observed K*n peak contains 19.0 £+ 2.8 events, which is about 2/3rds the
number of events in the A(1520) — K~ p peak that is seen in the same
sample of selected KK~ n events.

The LEPS result stimulated a huge amount of theoretical and experimen-
tal activity over the next three years [10]. After a number of reported positive
signals for pentaquarks, a number of high statistics attempts at confirming
these results found no signals and reported cross section or branching ratio
limits that often contradicted earlier sightings. Now there is a general con-
sensus that the original sighting was likely incorrect and that pentaquarks,
if they exist at all, are produced with cross sections or branching fractions
that are substantially below those inferred from the early sightings [11].

Among the experiments that reported a positive pentaquark signal was
the NA49 experiment which reported greater than 50 evidence for the pro-

duction of a narrow =5~ — =~ 7~ resonance [12] at a mass of 1862 + 2 MeV
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and a width less than the detector resolution of 18 keV FWHM in fixed tar-
get proton-proton collisions at /s = 17.2 GeV [13]. This result was in good
agreement with a Jaffe and Wilczek prediction in 2003 [15] that this state
have mass of 1.75GeV and width only ~ 50% greater than that of the ©;.
A subsequent high statistics search for =7~ production in /s = 1.96 GeV
proton-antiproton collisions by the CDF group(2007) failed to confirm the
NA49 =77 claim. In contrast to the NA49 measurements, which did not
have very good acceptance for the Z*°(1530) — =~ 7+ mass region [14], the
CDF group sees a strong, ~2000-event signal for Z*°(1530) — =~ 7T and sets
limits on the ratio of the cross sections times branching fraction for ==~ and
=*0(1530) production and decay over the [1600-2100] MeV mass range that
are less than 3 ~ 4% for a narrow (I' = 0) ==~ and less than 4 ~ 6% for
[' = 17 MeV [16]. With CDF results, many other reports have been released
that fail to see =5~ in pp, ep, pA and vA production experiments. Recently,
an upper limt was established in conjunction with 6.5k =(1530) event from
the FOCUS ~p experiment. [17]

|-

o a)
an|-

|-
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w

o

MIEn) [GeVicT]

Eniries | 7.5 MeVie®

Figure 1.3: NA49(pp) results that (a) The sum of the 27~ =77 =7
and =*7T invariant mass spectra. The shaded histogram shows the mormal-
ized mixed-event background. (b) Background subtracted spectrum with the

Gaussian fit to the peak.
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Figure 1.4: CDF pp collision results that (b) = 7" combinations, which

display a clear Z*°(1530) peak; (c) =7~ combination. Arrows mark the

mass at 1862MeV/c?, where the NA49 Collaboration reported obsesrving

the =Z5. The smooth curves represent fits to the spectra.

1.2.3 H-dibaryon

In 1977, Jaffe predicted the possible existence of a doubly strange, six-
quark bound structure (uuddss) with quantum mumbers I = 0 and J* = 0"
and a mass that is ~ 80MeV below the 2m, threshold, which he called the
H-dibaryon under the title “Perhaps a Stable Dihyperon” using MIT bag
model. [4] Although the H-dibaryon has quantum numbers consistent with
those of a A — A bound state as a baryon-baryon molecule like deuteron, it
was proposed, instead, to be a tightly bound single hadron with a strong
binding energy and distinct from a deuteron or any other 6 quark config-
uration. Jaffe’s H-dibaryon is a six-quark system containing two up, two
down, and two strange quarks can exist in an SU(3)-flavor siglet with spin
zero which takes maximum advantage of the attraction due to the color-
magnetic interactions of quantum chromodynamics. As the ground state in
the S = -2 sector of a B = 2 system, the H-dibaryon is stable against the

strong interaction and can only decay via the weak interactions and , thus,
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be long-lived, i.e. ¢ > 3cm, and with negligible width. By this expectation,
we can strongly suggest existance of H-dibaryon but we can’t predict exact
mass and decay time of H-dibaryon because lack of experimental results and
limitations of the non-perturbative theory.

In his paper, Jaffe predicted a binding energy of 80MeV, but also pre-
dicted a possible energy range and several decay channels. If the H-dibaryon’s
binding energy is lower than 2 neutron masses (Mg > 2m,,), it is absolutely
stable and will decay only with baryon number violation. If the H-dibaryon
mass is in the range (2my > My > 2m,), the H-dibaryon can decay via
a A = 1,2 weak process. If H-dibaryon mass is above 2my,, it will strongly
decay with negligable small life-time. Right after Jaffe’s prediction, extensive
searches of the H-dibaryon were carried out, using a wide range of produc-
tion mechanisms and searching for different decay signatures. Having such
a large binding energy, it was thought to be easy to detect and the exper-
imental searches were very active. To date there have been no conclusive
experimental results on the existence of the H-dibaryon.

For masses below threshold My = 2m,, the H would predominantly
decay via AS = +1 weak interactions to An, X 7p, X°n and Apn~ final
states. Just above threshold, the H would decay via strong interactions
to AA; the Z°n channel opens at 23.1 MeV above 2m, and the = p chan-
nel opens 5.6 MeV above that. About production process, the H-dibaryon
can be produced via (K~, K1) reaction, = -capture, heavy ion collision, p-
nucleus annihilation reaction, etc. For several reaction process from several
collaboration like BNL, Fermilab, KEK, etc, each mass region’s upperlimit is
setted. The AA channel was studied by the E522 collaboration at KEK [24],
and they saw an intriguing near-threshold enhancement but with limited
statistics. The BNL-E836 collaboration at Brookhaven National Laboratory
searched for the reaction *He(K~, KT)Hn and put stringent cross section
limits spanning the range 50 MeV < By < 380 MeV [25]. Searches for a
bound H decaying to Apm~ have reported negative results [26, 27]. Some
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earlier searches, also with negative results, are listed in Ref. [28]. Fig. 1.5
shows two positive results of existance of H-dibaryon. The left-hand panel
is M(AA) — 2m, distribution from E522 collaboration at KEK. The shaded
histogram shows the data and the lines indicate the expected background.
Above threshold, a small enhancement is seen but the statistics are low. The
right-hand panel is the M (Apm) distribution from Star collaboration at BNL.
Points are data and red line is background distribution estimated by side-
band [18]. But it’s hard to distinguish any signal from the background, which

peaks near threshold and Star collaboration reported a negative result.
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Figure 1.5: Left: AA invariant mass distribution —2M, from E522 collab-
oration at KEK Right: M (Apr) mass distribution (point) and estimated

background (red line) from star experiment.

Jaffe’s original prediction has been ruled out experimentally by the ob-
servation of double-A hypernuclei events in 2000 year. Details are in the
following subsections. The celebrated “Nagara” event (a §, He hypernucleus
with Byy = 7.13+0.87MeV), translated to a 90% confidence level limit that
excludes My < 2223.7TMeV .

Although Jaffe’s original prediction is ruled out, the theoretical case for
the existence of an H-dibaryon with a mass near 2m, continues to be strong
and, in fact, has been strengthened by recent lattice QCD calculations by
the NPLQCD [19] and HALQCD |[21] collaborations in 2011 year, which
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both found a bound H-dibaryon, albeit for non-physical values for the =
mass. An updated NPLQCD result is By = 13.2 + 4.4 MeV for a 7 mass
m. =~ 390 MeV [20]; the HALQCD result is By = 37.4 + 8.5 at m, ~
837 MeV. The NPLQCD group used these measurements to extrapolate to
the physical 7 mass: using a quadratic extrapolation they find a bound
H with By = 7.4 4+ 6.2 MeV; a linear extrapolation gives By = —0.2 &+
8.0 MeV [20]. Carames and Valcarce recently studied the H using a chiral
constituent model, constrained by the elastic and inelastic AN, XN, =N
and AA cross sections [23]. They find values for By in the same range as the
extrapolated LQCD values.

double-A hypernuclei search

There are two ways to search for the H-dibaryon. One is a direct search of
H-dibaryon and the other is searching double-A hypernuclei with S = —2.
The binding energy of the two hyperons inside a nucleus gives an upper limit
for the binding energy of the free H-dibaryon. It means that if the mass
of the H-dibaryon were below the available energy of the AA system in a
double-A hypernuclei, the A pair of hypernuclei would form an H-dibaryon
via strong interaction and decay with in the original nuclei with this energy.
But if mass of the H-dibaryon is above bind energy of the two hyperons then A
could decay by weak interaction. Initially, there were many direct H-dibaryon
searches but with no positive signals or hints of the existence. So eventu-
ally many hypernuclei experiments were done and the celebrated “Nagara”
event, which has the relatively unambiguous signature of a §, He hypernu-
cleus produced via =~ capture at rest in a photographic emulsion. [22] The
AA binding energy, determined to be Byy = 7.13 + 0.87M eV, translates to
a 90% confidence level lower limit of My > 2223.7MecV, severely narrow-
ing the window for a stable H to By > 7.9MeV. Here, the binding energy
By, is mass difference that By = M(4722) + 2my — M(4,Z). From the

follwing relation: My < 2my — Baa, we can get the lower limit on the H-

10
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dibaryon mass. The reason for using emulsion experiments, in spite of their

poor efficiency, is their excellent for resolution for measuring short tracks.

Figure 1.6: Photographic emulsion picture from =~ capture to hypernuclei

(S = 2) decay as named Nagara “event”.

The “Nagara” event is shown in Fig. 1.6. After the collision of a == and
12¢" at point A, doubly strange hypernucleus track is denoted as #1. This
track is just a few pum long and it’s not possible to detect such a short track
by any other detection method. After one A weakly decays to p and 7 (tracks
#5 and#6) at position B, strangeness hypernuclus #2 decay at position C.

In addition to the “Nagara” event a few other doubly strange hypernuclei
events have ever been recorded as in Table. 1.1. Among these, the Nagara
event provides the most stringent mass limit for the H-dibaryon. In Ta-
ble. 1.1, the upper two experiments are ambiguous because of no photograph
was published and the reaction was not identified. The next four candidates
that are listed found in KEK experiments. (i need to mention that we don’t
know whether S = —2 component in a double hypernuclus just takes the

form of AA or H-dibaryon itself and it is not a simple question. It is possible

11
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that H-dibaryon state is in double hypernucleus and weakly decay.)
Table 1.1: Reported double hypernuclear events. [31]
Event Nuclide Baa(MeV) AByp(MeV)
1963 19 Be 1774+ 0.4 —4.3+04
1966 QrHe 10.9 £ 0.5 —4.7+£1.0
E176 3B 23.3+0.7 —0.6 £0.8
NAGARA C\He 6.91 +0.16 —0.67+0.17
MIKAGE A\ He 10.06 £ 1.72 —3.82+1.72
DEMACHIYANAGI 19 Be 11.90 £0.13 —1.52+0.15
HIDA 1L Be 20.49 £+ 1.15 —2.27+1.23
12 Be 22.23+1.15

Theoretical approaches

Because of color confinement, i.e, no-existance of bare quarks and gluons
in nature, quarks can’t be studied by direct way. It means that we need to
study quark and gluon interactions by collision or decay of hadrons. As hypo-
thetical understanding of hadron confinement, many theoretical approaches
are in QCD inspired and many theories are explaining well hadron dynamics
without strangeness. But by adding strangeness, SU(3) symmetry is broken
and model can’t explain exactly. After Jaffe’ paper, many theoretical calcu-
lations have been made from bag model, quark cluster model, Skyrme model
and also in Lattice QCD. Many of them predict positive results as binded H-
dibaryon. You can find several prediction in [32]’s Fig.1. What is explained
below is constituent quark models(QCD inspired quark model). As basic
concept, for hadron’s potential expectation of QCD, color confinement and
asymtotic freedom are two important features. Many models have different
phenomology for this confinement but almost all explain single hadron prop-

erties well. With confinement term, one-gluon exchange potential and meson

12
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exchange potential is mainly considered.
H = 5%%—— em + Y VE et gy (1.1)
i i<j
S-wave quarks carry color SU,(3), flavor SUr(3) and spin-parity SU(2). In
the one-gluon exchange potential, chromomagnetic interaction(CMI) is the
main force for the binding of the H-dibaryon in the original jaffe’s prediction.
One-gluon exchange potential is below Eq. 1.2 [36] and CMI term is that is
proportional to o; - 0;A; - A; where o; is the Pauli matrix for the spin SU(2)
group and \; is the Gell-Mann matrix for the color SU.(3) so CMI term is
colorspin SU.(6) term.

g 1 s m 271'0'@' c 0 Sz
Vocr(rij) = ZAi A {— - (2 + + j) o(rij) — ( ’

Tij m? 2mj2- 3m;m;

3
4mimjr2-j)

|

+ (spin — orbit term).

(1.2)

Here ay is quark-gluon coupling constant and r;; is distance between
quarks. The last term which has tensor operator S;; is tensor force term.
In the SU(3) symmetric limit, expectation value of the sum of o; - g;A; - A,

matrix calculation [37] is below,

ggm o\ - A>_nm—1®—%§JJ+1 }:ﬁ , (1.3)

First term only depends on quark number and second term depends on
spin. both valuables are fixed value. Third term depends Casimir operator
from colorspin SU.(6) and this term is main motivation of H-dibaryon be
like bound state. Two As have ((3_ f;)?) = 12 and H-dibaryon has 0 because

of flavor-singlet state. Total value © is -16 for two A seperate state and
-26 for one H-dibaryon. Because of this short range potential difference, H-

dibaryon be interested. Differ with this attraction, we can simply understand

13
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that 6 quarks in the same spatial point is forbidden by the pauli exclusion
for NN,NY or YY channels but flavor siglet H-dibaryon is not affected by
pauli exclusion and have attractive potential in short distance. For estimating
bound state, we need to care not only quark interaction, but also 7 interaction
and other pseudo scalar meson interaction which is important in middle and
long range interaction. These meson interactions are understanded with
baryon-baryon channel coupling calculation like AA — NZ — X3 with meson
as mediator. But about sclar meson contribution and instanton-induced
contribution is model dependent. So each model and papers shows different

bound energy and existance of H-dibaryon.

1.2.4 State of these exotic candidate?

Although penta-quark and H-dibaryon are predicted by QCD with quark in-
teraction potential not like deuteron, we can’t convince about particle struc-
ture if we find resonance near threshold which have many possibility. As
we know, resonance is arise by attraction in short distance and repulsion in
long distance. So from the interplay resonance is generated. There’s two
possibility that one is single channel as one confined hadron and the other
is scattering with confined channels was developed by Feshbach as known
Feshbach resonance. [34] For explaining narrow resonance of 05 from LEPS
results, Jaffe study about this possibility. [35] Feshbach resonance can be
understanded in weak transition potential between one closed channel and
two confined channel. In collision of two scattering particles make one closed
channel and then transition is reversed and decay to two particles. If new
states have angular momentum, we can add angular momentum barrier term
~ 1(141)/2u r? for repulsion. But especailly s-wave particle like H-dibaryon,
because of no effect of angular momentum, we can’t expect narrow resonance
without feshbach resonance. If we can get enough attraction in short distance

range like H-dibaryon first predicted, we can expect tight bound state, but

14
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if we get eventually repulsive in short distance by all effect, we need to care

about molecules state like feshbach resonance.

1.3 Inclusive decays of the T(1S,2S) to baryon

with S = —2

Decays of the Y(1,2S) are particularly well suited for searches for dou-
bly strange multiquark states. The T(15) is a flavor-SU(3) singlet, and
its dominant decay mode is Y(1S) — ggg, with a branching fraction of
81.740.7% [29]. The decay final states contain u-, d-, s-, i, d- and 5-quarks
in roughly equal numbers. The high density of quarks and antiquarks in the
limited phase space of the final state is conducive to the production of multi-
quark systems. For example, the inclusive branching fraction for antideuteron
(D) production is substantial: B(Y(1S) — D X) = (2.9 40.3) x 1075 [30].
The branching fraction for T(2S) — ggg is smaller, 58.8 + 1.2% primarily
because of competition from the addition channels associated with intra-
bottomonium transions such as Y(25) — 7t7~Y(1S) (18.1 £ 0.4%) and
T(25) — Yxo123 (17.9 £ 0.7%). These latter decays produce final-state
T(1S) and xp123, which are also flavor-SU(3) singlets. The antideuteron
production rate is similar: B(T(2S) — D X) = (3.4 4 0.6) x 107° [30]. An
upper limit for the production of a 5- or 6-quark S = —2 state in T(15)
decays that is substantially below that of the 6-quark antideuteron would be

strong evidence against their existence.
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Chapter 2

KEKB Accelerator and Belle

Detector

2.1 KEKB Accelerator

KEKB is an asymmetric energy electron-positron collider constructed as
B-factory in KEK. KEKB, constructed from 1994, showed steady improve-
ment in performance from in June 1999 as physics experiment run to the end
of June 2010 and turned off. After the peak luminosity reach the designed
value of 1.0 x 103* em 257! in May 2003, the maximum peak luminosity was
recoreded 2.11 x 103* em 257! in June 2009. With stable performance, Belle
detector which was started in June 1999, have collected 1041fb~! totall lu-
minosity. With this world best luminosity, predicted CP violation from the
Kobayashi-Maskawa theory was measured and prof.Kobayashi and Maskawa
were awarded the 2008 Nobel Prize in Physics. Detailed luminosity informa-

tion and all summary of KEKB accelerator is in . [38]
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2.1. KEKB ACCELERATOR 17

2.1.1 Feautres of KEKB

KEKB Accelerator is aymmetric energy electron-positron collider with an
8 GeV electron ring (HER) and 3.5 GeV positron ring (LER) with 3016 m
long rings as Fig. 2.1. This energy asymmetry is required to detect the
complex phase of the KM matrix. Asymmetry of energy is not innovative
beam physics because target experiments, e-p collison or even BABAR are
asymmetric particle experiment. But giving crossing angle is not popular
in collision and historically unsuccessful from the DORIS experiment that
they achieved very small vertical beam-beam parameter §, ~ 0.01 which
propotional to luminosity. With taking resk of small luminosity problem,
there’s merits that finite crossing angle seperate of two beams without placing
deflecting dipole magnets, give weaker background, etc. By studying good
tuning, KEKB get high luminosity with + 11 mrad crossing angle.

The designed current in KEKB is 1.1A in the HER and 2.6A in the LER.
In order to achieve high luminosity, stable high current and small beam size

at the IP point is nessesary issue.

LER (3.5 GeV)

HER (8 GeV)

(3.5 GeVvVD

e+ target

e gun

Figure 2.1: Schematic layout of KEKB.
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2.2. BELLE DETECTOR 18

2.2 Belle Detector

The Belle detector is a large-solid-angle magnetic spectrometer that con-
sists of a silicon vertex detector (SVD), a 50-layer cylindrical drift chamber
(CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-
like arrangement of time-of-flight scintillation counters (TOF), and an elec-
tromagnetic calorimeter (ECL) comprised of CsI(Tl) crystals located inside
a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron
flux-return with layer of detector located outside of the coil is instrumented to
detect K, mesons and to identify muons (KLM). Measurements of dE/dz in
the CDC, light yields in the ACC and flight times in the TOF are combined
to form particle identification (id) likelihoods L£(h) (h = 7", Kt orp) for
charged hadronic tracks. Hadron id assignments are based on the likelihood

ratios

L(h)
L(h)+ LK)
The detector is described in detail elsewhere [39].

Fig. 2.2 shows the configuration of the Belle detector. With the beam

R(h|I) = (2.1)

crossing angle + 11 mr and 1.5T magmetic field, belle detector cover 4w
angle all with asymmetric feature for the task force to test CP-violation.
Small angle part near beam line covered by BGO crystal arrays(EFC) placed

on the surfaces of the QCS cryostats in the forward and backward direction.

2.2.1 Interaction region

3.5 GeV e' positron beam (LER) and 8 GeV e~ electron beam (HER) collide
in IP position inside BELLE TSUKUBA Hall. With the merit of high lumi-
nosity, =11 mr crossing angle is setted by beam line magnet with final-focus
quadrupole magnets(QCS) which is also shown Fig. 2.2 by avoiding parasitic
collision background. To avoid hardness of bending lower momentum beam

particles by solenoid, we bent high energy e~ beam (HER) 22 mr for the
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Figure 2.2: Side view of the belle detector.

solenoid axis.

To reduce background by beam pipe or synchrotron radiation, beam pipe
made the thickness minimized for reducing multiple coulomb scattering. As
mentioned before, elimination of the seperation magnet by giving crossing
angle and attached masks in beam pipe reduce synchrotron radiation. By

this way, problems happened in TRISTAN is solved.

2.2.2 EFC

EFC is Extreme Forward Calorimeter which is useful for analysis of extend
the polar angle coveraging 17° < ¢ < 150° by ECL by adding from 6.4°
to 11.5° and from 163.3° to 171.2°. Also if particles decay to polar only,
it’s hard to trigger by TOF then EFC give trigger signal as sub-detector for
triggering. The other task of EFC is to be raiation hard as placed in high

radiation-level area and be masks to reduce background for CDC. It also
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2.2. BELLE DETECTOR 20

require enough high resolution for two-photon physics study even under high

dose condition. Selected BGO crystal calorimeter has below property that

e radiation hardness at megarad level (~ 10Mrad dose decrease ~ 30% light output)

e excellent e/~ energy resolution of (0.3 - 1)%/+/E(GeV),
e high density of 7.1 gm/cm?,

e short radiation length of 1.12 cm,

e large refractive index of 2.15,

e suitable scintillation at about 480 nm,

e non-hygroscopic nature.

Radiation damage to refractor and glues also studied and photodiods are also
selected good for radiation dose. The detector is segmented into 32 in ¢ and
5 in € angle for both the forward and backward corn. The BGO crystal itself
are contained in 1 mm thick stainless steel and photodiode is attatched.
Fig. 2.3 (Upper) shows LER and HER currenct for 4000 sec and lower
figures are EFC coincidence (left) rate and accidental (right) rate. With
the correlation between forward and backward EFC detector signal, we can
check Bhabha rate. Forward EFC shows rms resolution of 7.3% for 8 GeV
beam and backward EFC shows rms resolution of 5.8% for 3.5 GeV beam.

2.2.3 SVD

SVD is Silicon Vertex Detector which is important detector to measure exact
difference in z-vertex positions of B meson pairs for observing time-dependent
CP asymmetries in decays of B mesons. For this goal, ~ 100um precision
is required to silicon vertex detector with average distance between the two
vertices is 200 pm.

SVD had been changed with new version from 1(1.0, 1.2, and 1.4) to 2

because of gain decrease caused by radiation damage. The SVD is required
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Figure 2.3: An operation history of a typical beam fill of KEKB. The top
figures show et and e~ beam current, and the bottom figures the coincidence

rate of the forward and backward detectors (left) and their accidental rates

(right) of EFC.

not only radiation hardness but also high momentum resolution with restric-
tion of multiple-coulomb scattering to approach to the IP position, rigidity
of the support structure. So the SVD require all condition but it is sensitivie
and breakable. Fig. 2.4 shows geometrical configuration of the SVD1. The
difference between version 1 and 2 is in Table. 2.1. The T (15, 25) resonance
samples are collected after SVD2 installation.

SVD have 3 or 4 layers which are constructed from each ladders. Each
ladder has double-side silicon strip detectors (DSSDs). In SVD, each DSSD
consists of 1280 sense strips and 640 readout pads on opposite sides. The
z-strip and ¢-strip pitches are 42pum and 25um. Double-side means detecting
x-y position both by cross n and p type strip in opposite side differ with nor-
mal strip detector which use one side for position detection. A proper biasing
on the strips generates electron-hall pair inside of medium by particle pene-
tration and these pairs are collected by the strips which give 2 dimensional

position.
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VD sideview

SVD endview

Figure 2.4: Detector configuration of SVD.

With covering same angle of CDC, ~ 97% matching is shown between

tracking of SVD and CDC. The momentum and angular dependence of the

impact parameter resolution of SVD2 is represented by 0., = 21.9 & 35.5/(pf sin®2 0) um

and o, = 27.8 @ 31.9/(pBsin®?2 @) um.

2.24 CDC

The Belle Central Drift Chamber(CDC) is multi-wire cylinderical drift cham-
ber as main tracking devide for detecting charged particle informations by
charged drift, diffusion and energy loss inside gas filled chamber. The physics
goals for CDC require a momentum resolution of o, /p; ~ 0.5%\/@ (pe
in GeV/c) for all charged particles with p, > 100MeV/c in the polar angle
region of 17° < 6 < 150°. [39]

Basic concept

Basic phenomena is ionization and excitation of gaseous molecules by tra-
versed charged particles. Other electromagnetic processes like cherenkov ra-

diation, bremsstrahlung, etc have negligible energy loss. Electrons and ion-
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Table 2.1: Comparision of SVD1 and SVD2.

Parameter SVD1 SVD2
Number of DSD layers 3 4
Number of total DSSD ladders | 8 + 10+ 14 =32 |6+ 12 + 18 + 18 = 54
Coverage 23° < 0 < 139° 17° < 6 < 150°
Radius of beam pipe 2 cm 1.5 cm
Radius to the first layer 3 cm 2 cm
Radius to the final layer 6 cm 8.8 cm
Radiation tolerance < 1 MRad < 20 MRad
Readout chip VA1l VAITA
Working period Jan.1999 ~ Jul.2003 Aug.2003 ~ now

ized ions by ionization of gaseous molecules are trace of particle trajectory.
Because several wire detectors are placed each cell, connection of continuing
detected signal be track of charged particle. By giving magnetic field for
charged particle, we can get momentum using bent track. Because we also
have particle property dE/dx which is usable for particle identifying, CDC
is very important detector for charged particle.

Eq.2.2 is Bethe-Bloch formula for average differential energy loss due to
Coulomb interactions. As we know energy loss is depend on cross section
of particles and this cross section depends on mass and Z, etc. So different
property of particle make different energy loss. In formula, p : density of
absorbing material, z : charge of incident particle, W,,,, : maximum energy
transfer in a single collision, ¢ : density correction, C : shell correction. W, 4.
depends on mass and velocity of incident particle. Two correction term in
end of formula is important for high energy(d) and low energy(C) incident
particles. Because we focus on momentum more than 100MeV /c, density

correction is important for light particle.
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For the mass below deuteron, if momentum be larger that 1GeV it become
hard to distinguish by dE/dx distribution as minimum ionization plateau as
Fig. 2.5. Although this figure doesn’t show Kaon line, we can expect line

will be middle of proton and = line.
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Figure 2.5: Energy loss per unit length in air by Eq.2.2. At energies above
1GeV/c, all particles lose about the same amount of energy(minimum ion-

ization placau). [40]

Because we need to emphasize signal compare with noise, we use avalanche
multiplication by accelerating electron. We gather electrons formed liquid
drop like avalanche multiplication (electron is more mobile than ions) made
by ionization of gas molecules by electric field accelerate ionized electron. We
can get dE/dx parameter by gathering electron with constant electric field
using multiplication factor and gas gain.

For getting track information of 3 dimension, i.e. measurement of r-¢

and z coordinate, we use wire detector and cathode stripe detector. By cell
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structure with 8400 cell which have z direction wires, we can draw track for
r-¢ signal distribution. For getting z position information, we use division
of signal charges at both ends of the wire. Almost half of wire have few
mrad stereo angle named stereo wire help more precise z position. But these
technique resolution is typically of the order of several mm. For getting
~ 100 pm resolution like r-¢ resolution, we use cathode stripe detector.
When electron avalanche be gathered in wire, we can detect current signal
in wire detector and we can also detect induced charge by current in cathode

stripe detector as Fig. 2.6 which is arrayed perpendicular to wire detector.
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Fickd wines
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Figure 2.6: An illustration of the principle of cathode image readout. [41]

structure and electronics

As shown in Fig. 2.7, the CDC provide an angular coverage of 17° < 0 <
150° corresponding acceptance about 92% with inner radius 103.5 mm with
conical shapes to outer radius 874 mm. No wall is inside for low transverse
momentum tracks efficiency by minimizing the material thickness. Drift
chamber compose of 3 kind of superlayer type which is axial wire detector,

stereo wire detector and cathode strip detector. Wire detector superlayer
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compose of 2 to 5 signal layer surrounded by field wire or cathode as Fig. 2.8

for constant electric field environment.

BELLE Central Drift Chamber

2204

022 15012

730.0 1589.6 \

\
%
"";

Interaction Point

100mm 100mm

Figure 2.7: Overview of the CDC structure. The lengths in the figure are in

units of mm. [39]

The chamber has 50 cylindrical layers with 8400 drift cells. For individual
drift cells are nearly square (except inner three) which have a maximum drift
distance between 8 ~ 10 mm with length of one square is 15.5 ~ 17 mm.
For avoiding radiation damage, elecric field at surface of the aluminum field
wire(126 pm) is less than 20 kV/em. The sence wire are gold plated tunsten
wire of 30 pm to maximize the drift electric field.

Inner most superlayers are three cathode layers and one inserted axial
wire superlayer. After arrays of cathode superlayers, axial and stereo super-
layers are repeatedly arrayed with 5 layer for axial superlayer and 4 layers
for stereo superlayers. Stereo angles in each stereo superlayer by maximizing
the z measurement capability while keeping the gain variations along the
wire below 10%. Three cathode detector have 64 strips, 80 strips and 80

strips in one sector from inside and one layer has 8 sector which divided by
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Figure 2.8: Cell structure and the cathode sector configuration. [39]

angle. Their thick is 400 um with less than 100 pm diviation from perfect
cylindrical shape. Strip width is 7.4 mm with 8.2 mm pitch.

We need incident particle scattering with gaseous molecules for detection.
But we need to minimize multiple scattering to improve the momentum res-
olution. As a result, we need to use low-Z gas which also good for reducing
synchrotron radiation background by small photo electron cross section. We
use 50% helium- 50% ethane gas mixture for long radiation length (640m)
and 4cm/pus drift velocity in low elecric field which is good for uniform field.
Large ethane component also give good dE/dx resolution which is needed for
particle identification. Detailed study for gas property done by several test
chamber as Fig. 2.9.

Z dependence of Magnetic field B, inside solenoid in CDC region is
checked before installation of CDC. The nominal value of the magnetic field
inside CDC is 1.5 T and non-uniformity of the magnetic field which is dif-
ference between the mininum and maximun values along the central axis is
about 4%. Using corrected magnetic field by Kalman filtering method [42],
spatial resolution is studied as a function of the drift distance in Fig. 2.10

(left) with approximately 100 pum resolution for tarcks which pass near the
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Table 2.2: Configurations of the CDC sense wires and cathode strips. [39]

Superlayer | No. of | Signal channels Stereo angle(mrad)
Radius(mm)

type layers per layer or strip pitch(mm)

Cathode 1 64 (z) x 8 ¢ 83.0 (8.2)

Axial 1 2 64 88.0 ~ 98.0 0.

Cathode 1 80 (z) x 8 ¢ 103.0 (8.2)

Cathode 1 80 (z) x 8 ¢ 103.5 (8.2)

Axial 1 4 64 108.5 ~ 159.5 0.

Stereo 2 3 80 178.5 ~ 209.5 71.46 ~ 73.75

Axial 3 6 96 224.5 ~ 304.0 0.

Stereo 4 3 128 322.4 ~ 353.5 -42.28 ~ -45.80

Axial 5 ) 144 368.5 ~ 431.5 0.

Stereo 6 4 160 450.5 ~ 497.5 45.11 ~ 49.36

Axial 7 ) 192 512.5 ~ 575.5 0.

Stereo 8 4 208 594.5 ~ 641.5 -52.68 ~ -57.01

Axial 9 5} 240 656.5 ~ 719.5 0.

Stereo 10 4 256 738.5 ~ 785.5 62.10 ~ -67.09

Axial 11 5 288 800.5 ~ 863.0 0.

middle of wires. Fig. 2.10 (right) shows transverse momentum resolution
dependence on momentum. The dotted point is data and line is fitted result,
dashed line is expected distribution with 3 = 1. We can see tendency is
same and resolution result satisfy what we decide as goal. Above figures are
calibration data using a sample 5 x 107 cosmic ray which tracks are triggered
by TOF as back to back events.

As mentioned before, cathode stripe detector is used for good spatial res-
olution for z direction position. Fig. 2.11 shows cathode raedout information
on Az = Zyp — Zdown from cosmic ray. Left panel is without cathode readout
information and right panel is with the cathode information. We can see
resolution become pum order by using cathode detector. This cathode detec-

tor also important for triggering because at least two signal from cathode
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Figure 2.9: left The measured gas gain; right The drift velocity for a 50%
He and 50%C5Hg gas mixture. [39]

detector is required.

calibration and performance

After installation into the Belle detector, high voltages and electronics pa-
rameters (bias voltage, etc) are readjusted to fit the high beam-background
environment. With this corrrection, magnetic field nun-uniformity by accel-
erator magnet also corrected. But eventually resolution be worse compare
with calibration data. Spatial resolution is obtained 130 um for r-¢ plane.
High energy momenetum (4 ~ 5.2GeV /c) resolution is obtained 1.6240.04%
which is studied by ete™ — p™u~ events and low energy momentum (below
1GeV /c) resolution estimated by K — 7m decays with the FWHM value is
7.7TMeV/c* which is worse than 6.9MeV/c?* by MC prediction.

For estimate dE/dx for each track, largest 20% which is landau tail is
discarded and truncated-mean value is used. Fig. 2.12 shows (dE/dz) dis-
tribution for log,,(p) with s, Protons, Kaons and electrons. Momentum

from 0.4 to 0.6GeV/c has good resolution which was measured as 7.8% but
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Figure 2.10: left) Spatial resolution as a function of the drift distance; right
p; dependence of p; resolution for cosmic rays. The solid curve shows the fit-
ted result(0.201% p; & 0.290%/ ) and the dotted curve (0.118% p; & 0.195%)

shows the ideal expectation for § = 1 particles. [39]

electrons from Bhabha events with high momentum has 6% resolutuion for
(dE/dx)/(dE/dTeypect). As figure, we can seperate 7 to kaon > 30 up to
0.8GeV/c and 20 above 2.0GeV/c. But we can’t seperate between two mo-
mentum region. This (dE/dx) distribution is corrected for e gain variations
between cells; e drift distance depedence (due to impurities in the gas); e
z-position dependence (the wire configuration in a cell is z-dependect); o de-
pendence of the gas gain on the energy deposited, and the dip angle between
track and wire (e.g. a large signal and small dip angle lead to gas gain satu-
ration); e the dependence of the sense wire voltage (and hence the gain) on
the current drawn; Figure looks not good enough for Particle identification
for all momentum region and ACC light yield and TOF detection need to be

add for identification.
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Figure 2.11: The effect of the cathode readout information on Az =

Zup — Zdown for cosmic ray tracks: left) without and right) with the use of

cathode information in tracking, respecively. [39]

dEldx

Figure 2.12: Truncated mean of dE/dx versus momentum observed in colli-

sion data. [39]
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2.2.5 ACC

ACC is silica Aerogel Cerenkov Counter system which detect Cherenkov radi-
ation generated by incident particles in silica aerogels which have refractive
index value more than 1. As on and off system of particle identification,
it will be used with dE/dx measurements by CDC and time-of-flight mea-
surements by TOF. When the incident particle passes through a dielectric
medium with velocity faster than light, the molecules be polarized and turn
back with emission of radiation. This radiation is cherenov radiation. As
like sonic shock wave, conical shape angle of cherenkov radiation from inci-
dent particle track can be used for detecting particle velocity. But in here,
we only use small cubic silica aerogel for particle identification by threshold
effect of cherenkov radiation. With simple formula vyetice > ¢/n (n = index
of refraction), particle which faster than light in medium will give cherenkov

light and slower one will not give any radiation.

detector

Silica Aerogel Cerenkov Counter system compose of Barrel ACC and Endcap
ACC which have different designed module. totally 960 counter modules
segmented into 60 cells in the ¢ direction and 228 counter modules arranged
in 5 concentric layers for the foward end-cap region. Fig. 2.13 shows the
side-view of ACC, TOF with darker color and CDC, ECL are also shown
with lighter color.

Every ACC detector point to IP position with covering 17° < 6 < 127°
smaller than CDC because of no ACC in backward. One module has 12x 12 x
12 em? dimension silica aerogel which is composed of 5 tiles with 0.2 mm think
and this cubic medium covered by goretex and alulminum container. Goretex
reflector is used for correcting light and aluminum is used for containing. Fine
mesh-type photomultiplier tubes are selected which are operated in a 1.5T

magnetic field. For covering angle without gap, different design is used in
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Figure 2.13: The arrangement of ACC at the central part of the Belle detec-
tor. [39]

barrel ACC and Endcap ACC as Fig. 2.14.

a) Barrel ACC Module b) Endcap ACC Module

Aluminum container

Finemesh PMT

Base & Amplifier
" FM-Phototube

Air light guide (CFRP)
Asrogel CFAP(0.5mm thick)

420 man

Gaoretex Reflector

Figure 2.14: Schematic drawing of a typical ACC counter module: (left)
barrel ACC (right) endcap ACC [39]

Most important thing is using correct refractive index of silica aerogel
(8105 with more than 95% porosity) as thresold for high energy particle
which is not well distinguished by CDC. For distinguish 7= and kaon with
momentum near 1GeV/c region which can’t cover well by CDC (CDC has
good resolution below 0.8GeV region), the refractive indeces are selected
between 1.01 and 1.03 which can cover 1.2 < p < 3.6GeV/c momentum
region. Refractive indeces are selected depends on polar angle. Though

we select aerogel with refractive index, we also need to check transmission
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for efficiency. With function " = Tyexp(—d/A), where Ty and T are the
incident and transmitted light intensity and A is transmission length. In
sample test, 400 nm wave length gives 25 mm to 46 mm transmission length
and longer wave length shows more transmission length. After transmission
to end of aerogel, cherenkov light which pass the borosilicate glass window
in FM-PMT (fine-mesh photomultiplier tube) is absorbed to photo-cathode
with emission of electron by 25% efficiency. This electron make avalanche in
fine-mesh dynode with gain 10® to anode for HV values(<2500 V). Magnetic
field of 1.5T and degree of field direction efficiency decrease while resolution
be higher.

calibration and performance

The performance of prototype ACC has been tested by 72 beam line at KEK-
PS. For 3.6GeV /c 7 and proton beam, aerogel counter with n = 1.015 shows
Fig. 2.15 distribution. In here, left panel shows pulse-height distribution
without magnetic field and right panel shows distribution with 1.5T magnetic
field. Number of photo-electron N, is measured to be about N,, = 20. 7
and protons are clearly seperated by more than 30. Because m velocity is
large enough to generate cherenkov radiation as GeV order velocity but kaon
or proton need to have higher momentum. So we can distinguish 7, election
and g compare with proton and kaon.

After installation into the Belle detector calibration was carried out us-
ing cosmic-ray and more careful calibration has been performed with p-pair
events. The light yield range from 10 to 20 photoelectrons for the barrel
ACC and from 25 to 30 photo-electrons for the end-cap ACC which is high
enough for 7 and kaon distinguish. Fig. 2.16 shows observed Bhabha events
and K* candidates in hadron events after callibration. Painted histogram
is Monte Carlo and it agree well with dotted real data histogram. It shows

clear seperation between high energy electrons and low energy kaons.

34



2.2. BELLE DETECTOR 35

. Ancad
[ {ﬂ:l I:b:l
raa | 25
Fm e
- rso0 F
[
P |-
A |-
ue | e r
o L N . . . 2 . N . L
=000 F il T2 F i : & 20 A0 A re] TEN
AT e A ch

Figure 2.15: Pulse-height spectra for 3.5GeV/c ms (above threshold) and
protons(below threshold) obtained by a single module of ACC in (left) non-
magnetic field, (right) a magnetic field of 1.5T. Silica aerogels with n = 1.015

were stacked to form the module. [39]

2.2.6 TOF

TOF is a Time-Of-Flight detector system which is used for measuring exact
time of particle passed. A plastic scintillation counter is installed barrel of
Belle detector after ACC with r = 1.2 m. Measurement of exact arrival
time in about 1.2 m with momentum and track estimation by CDC, we
can estimate mass of particle and it can be used particle identification. This
particle identification assume particle which is detected generated in collision
point. 100 ps time resolution for PID of particle momenta below about
1.2GeV/c is goal of TOF and this momentum is gap of CDC and ACC
particle identification region. Even though TOF only have barrel part which
cover small angle compare with ACC and CDC, a monte carlo study expect
TOF can cover 90% of particles from BB events. In addition, TOF provide
fast timing signals for the trigger system to generate gate signals and stop
signals for ACD and TCD. TOF module (not only TOF counter but also TSC
(trigger scintillation counter)) keep the rate of trigger signals below 70kHz
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Figure 2.16: Pulse-height spectra in units of photo-electrons observed by
barrel ACC for electrons and Kaons. Kaon candidates were obtained by
dE/dx and TOF measurements. The Monte Carlo expectations are super-

imposed. [39]

for avoiding pile-up.

detector

Total 64 TOF systems in the ¢ direction are installed in barrel part with
covering 34° > 6 > 120° with radius of 1.2m. One TOF system consists
of 2 trapezoidally shaped TOF counter and 1 TSC counter with a 1.6-cm
intervening radial gap. So totally 128 TOF and 64 TSC is in. Fig. 2.17
is figure of one TOF module. TSC counter has 0.5 c¢m thickness, 12 cm
width with one PMT in backward connected by light guide which is used
for triggering. Each TOF counter has 4 cm thickness, 6 cm width with two
PMT in both side without light guide. The gap between TSC and TOF is
used for reducing photon conversion backgrounds which will suppressed by
gap. By taking coincidence between TSC and TOF, electrons and positirons

by photon conversion are subtracted.
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Figure 2.17: Dimensions of a TOF/TSC module. [39]

With FM-PMTs like ACC, plastic scintillator (BC408, Bicron) is used
with thin film for light tightness. Because of 255 cm long length, the attenu-
ation legth and light yield are important. With design strategy: e use of fast
scintillator with an attenuation length longer than 2 m, the average attenu-
ation leght was 3.9 m and light propagation velocity was 14.4 cm/ns. The
other design strategy was e use of photo-tubes with large-area photocathodes
to maximize photon collection and e elimination of light guides to minimize

the time dispersion of scintillation photons propagating in the counter.

perfomance and calibration

Before installation, TOF module was tested using the 72 beam line of KEK-
PS. In test, a time resolution of about 80 ps was obtained over the whole
counter. Because timing is related not only to the flight time but also to
the rise time and time-walk, it is corrected. When we get exact time from
installed TOF, we need to correct time with e a 10% degradation of the
intrinsic resolution caused by the 1.5T magnetic field as observed in a beam
test. o a 20 ps contribution due to the 4 mm beam bunch length and jitter

in the RF signal used as the reference time. e a 20 ps contribution from time
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stretcher readout electronics. The time shift by large deposit energy which
exceed the leading-edge discriminator threshold sooner is time-walk. Easily
speaking, change of pulse distribution in edge by deposit energy is time-walk.
Eq. 2.3 is used for precise time measurement.

z S

+ ——+ F(2)). (2.3)
Verr - VI(Q)

In equation second term is hit position dependence with V,;/( :effective

Thee = Trow — (

obs

velocity of light in the scintillator), third term is time-walk correction with S(
:coefficient of time walk), Q( :charge of the signal). Last therm is z position
dependent correction and all free parameters determined by predicted time
from CDC hits.

Calibration is done with p-pair events and using hadronic decay sizable
ot is studied. Deviation is depends on particle and momentum( eventually
come from velocity) as Fig. 2.18 (left). This figure shows averaged data over
all counters with z. Right panel shows the mass distribution for each track in
hadron events. Mass is calculated by Eq. 2.4. By the resolution of time and
momentum, mass deviation looks not small but enough for particle identifica-
tion which has mass difference like ~ 100MeV . The sigma value depends on
momentum and 0.6 GeV/c momentum particle shows 6 o deviation between

k/m and high momentum shows be decrease as 2 o.

1 e,
M? = (@ HP? = ((—Lpath)2 1)P2. (2.4)

2.2.7 ECL

ECL is electromagnetic Calorimetry for detection of photons. Although this
detector important B-meson decay or ¥ decay to v, it also can helpful for
studying anti-neuteron. In H-dibaryon search channel, if H-dibaryon will
weakly decay near 2my then it will decay to Apm, An channel, and etc.

Although it’s hard to detect and to identify neuteron using this small crystal,
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Figure 2.18: Left: The TOF resolution, averaged over all counters and z, as
a function of momentum for each hadron species. Right: Mass distribution

from TOF measurements for particle momenta below 1.2 GeV/c.

anti-neuteron can lose whole energy inside crystal and show cluster. But in
here, we will focus on basic task of ECL and performance. The other task
of ECL is Particle identification of electron. Differ with other hadrons which
is not loose much energy inside crystal, electron has big energy deposit and
shows cluster.

Fig. 2.19 shows overall configuration of ECL. The ECL cover from forward
to backward by three part as forward end-cap, barrel, and backward end-cap.
Barrel section has 3.0 m length and 1.25 m inner radius. End-cap depart from
[P-point to z = +2.0 m and z = -1.0 m. Totally 8736 crystal counter has 43
tons weight. Detail is in Table. 2.3

Table 2.3: Geometrical parameters of ECL.

Item 0 coverage 0 seg. ¢ seg. No. of crystals
Forward end-cap 12.4° ~ 31.4° 13 |48 ~ 144 1152

Barrel 32.2° ~ 128.7° 46 144 6624
Backward end-cap | 130.7° ~ 155.1°¢ 10 | 64 ~ 144 960

Using tower like shape crystal, crystal points almost to the IP-point with
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Figure 2.19: Overall configuration of ECL.

small tilt angle of ~ 1.3% (barrel), ~ 1.5° to ~ 4° (end-cap) to avoid photons
escaping through the gap of crystal. Gap between end-cap and barrel, which
is needed for pathway for cable and room for supporting, lose 3% of the total
acceptance. One crystal size is determined for approximately 80% of the total
energy deposition and for containing energy resolution and oppositly small
enough position resolution of two photon from 7° Each crystal is wrapped
in a diffuse reflector(Goretex teflon) and back end is attached by two silicon
PIN photo-diode (Hamamatsu S2744-08).

calibration and perfomance

Calibration is done by cosmic ray in the measuring system called a “cosmic-
ray calibration stand” which has 8 layer of drift chambers for tracking and
two layers of scintillation counters for triggering and timing. Fach crystal
counters was calibrated and radiation hardness was checked. Also beam test
is done by electron and 7 beams at the 72 beam line of 12-GeV KEK-PS and
photon beams produced at the ROOK-1M facility of the Budker Institute of
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Nuclear Physics (BINP).

Using the m and electron beams, we can estimate position resolution and
Particle identification of 7 and electron. The position resolutions were deter-
mined from the impact position on the matrix from summed and weighted
energy deposit and track from CDC chamber and gave 3.6 mm for 2.0 GeV/c
and 5.8 mm for 0.5 GeV/c electrons. By the difference of the energy deposit,
we can distinguish electrons and 7s. Fig. 2.20 (left) shows energy deposit
summed over 25 crystals for 1GeV /c electrons and 7s. We also can see differ-
ence of 7 and 7~ because of the cross-section difference. With the defined
electron region as + 30,.(0, is energy resolution), the misidentification prob-
ability is found to be less than 1% above 2 GeV/c and less than 7% below 2
GeV/c as Fig. 2.20 (right).
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Figure 2.20: Left: Distribution of the energy deposit by electrons (dotted
histogram), by positive ms (dashed histogram) and by negative s (solid

histogram) at 1GeV/c. Right: Probability to misidentify a 7 as an electron.

Using photon beams range from 20 MeV to 5.4 GeV, the energy resolu-
tion is estimated by three ways. One way is using Eo/E., or Ey/E, ratio,
other ways are using compton distribution and bremsstrahlung distribution.

Details are in [39]. Using three ways, quadratic sum of resolution is as follows:

on  0.0066(%)  1.53(%)
BGev) - B O g 28K (25)
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for the 3x3 matrix sum, and
OR 0.066(%)  0.81(%)
= 1.34 2.6
E(GeV) E© g o3 (26)

for the 5x5 matrix sum.

After calibration, performance is checked. Using large number of the

Bhabha and 7 events, the energy resolution was achieved to be 1.7% for the
barrel EC1, and 1.74% and 2.85% for the forward and backward ECI. Fig. 2.21

shows two-photon invariant mass distribution and energy resolution has been

achieved to be 4.9 MeV () and less than 10 MeV (7).
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Figure 2.21: Two photon invariant mass distribution for hadronic events

(left) in 7 — 7~ and (right) in 7 — 77 where each photon energy was

required to be greater than 30 MeV in the barrel region.

2.2.8 KLM

KLM is K and Muon Detection system with high efficiency over a broad

momentum range greater than 600 MeV /c. In outside of superconducting

magnet, it cover an angular range from 45° to 125° in the polar angle and the
end-caps in the forward (backward) directions extend to 20° (155°). Fig. 2.22

shows side view of Belle detector and end-cap KLM is opend. KLM is in iron

Yoke and consists of 15 alternating layers of charged particle detector as

RPC (glass resistive pate counter) in barrel (14 in end-caps) and 14 layer of
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4.7 cm-thick iron plate. This iron plates provide 3.9 interaction lengths of

material.

Figure 2.22: The Belle detector side view.

The K7, that interacts in the iron or ECL ( 0.8 interaction length) pro-
duces a shower of ionizing particles. This shower gives position information
but not enough use for energy measurement. KLM also allow discrimination
between muon and other charged hadrons by relatively small deflection of
muon.

The RPC is Resistive plate counter which have two parallel plate electodes
whith high bulk resistivity (10'°Q c¢m) separated by a gas-filled gap. Streamer
which can be generated by free charge particle transvering gas as insulating
material with high voltage difference and that results in a local discharge of
the plates. The discharge induces on signal on external pickup strips and
give location and time information.

Fig. 2.23 (2.24) shows schematic diagram of the barrel (end-cap) of RPC
with internal spacer (left) and cross section of a KLM super-layer (right).
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With dielectric form and ground plane for insulation, double-gap RPC with
two direction strips cathode provide 3-dimensional space point for particle

tracking.
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Figure 2.23: Left:Schematic diagram of the internal spacer arrangement for

barrel RPC Right: Cross section of a KLM super-layer.

Diglectric Foam

388

RPC Layer

Al Side Frame

AL Cover Sheet Dielecirs Foom

Figure 2.24: Left: Schematic diagram of the internal spacer arrangement

for end-cap RPC Right: Cut-away view of an end-cap of a KLM super-layer.

The internal spacer were designed with concave regions were extruded to
an accuracy of + 0.05 mm. The outer surface of glass was coated by india
ink to distribute the high voltage with resistivity of 10° ~ 107Q/square.
As you can see right panels, RPCs are sandwiched between orthogonal 6
and ¢ pickup-strips and these two RPC were insulated. Each barrel module

has 48 z-pickup strips perpendicular to the beam direciton. The smaller 7
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superlayers closest to the interaction point have 36 ¢ strips and the outer 8
superlayers have 48 ¢ strips. Each end-cap module has 107 shaped RPCs
and one superlayer module has 96¢ and 466 pickup-strips.

perfomance

With averaging efficiency over 98% for operating a high voltage 4.3 (4.2)kV /mm,

signal threshold of 40 (70)mV is choosed for the barrel (end-cap) modules.
Cosmic rays were used for checking and for giving set of operation condition.
A penetrating muon generates the average hits of 1.4 strips and 1.9 strips per
layer in the baerrel and end-cap modules. With this high efficiency, spatial
resolution of the modules is shown in Fig. 2.25 (left). This residual distri-
bution is difference between meaesured and predicted value from adjacent

layers. For strips, standrard deviation is 1 ~ 3 cm, respectively.
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Figure 2.25: Left: Spatial resolution of a super-layer of KLM Right: Muon

detection efficiency versus momentum in KLM.

Important performance is K detection efficiency and p detection effi-
ciency. K must shows cluster in KLM without signal or track information
in CDC. By excluding within 15 degreees of particle track, average number
of Ky clusters per event 0.5 is getted and this value agree with Monte Carlo
simulation.

About g detection, below 500 MeV /¢ momentum g can’t reach KLM.
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Fig. 2.25(right) shows efficiency distribution versus momentum. For above
500 Mev/c, fake rate is in figure even though 0.66 likelihood cut is used. A
fake rate decrease as momentum increase and above 1.5GeV /c,we have less
than 5% fake rate with 90% efficiency for p identification.
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Chapter 3

Data analysis

The 25~ — =~ 7~ channel is very similar in topology to that for Z*°(1530) —
=T, we use the inclusive T(15) — =*°(1530) X with =*9(1530) — =7
as a control sample to optimize event selection requirement. With blind box
in expecte signal region, we can compare background distribution of side-
band between MC and real data. After studying background, with refrees
agreement, we can open the blind box and search penta-quark. The selection
requirement of the inclusive T(15) — =*9(1530) X with =*°(1530) — =~ 7"
control sample can be usable to T(1S) — HX with H — = p H-dibaryon
searching channel. With this foundation, we can search H-dibaryon for to-

tally three channel by stage.
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3.1 Data samples with Hadron B(J) skim &

MC samples

3.1.1 Number estimation for Y(15) & T(25) data sam-

ple

For June 11 ~ 30, 2008, Belle detector had run for taking data samples
of T(1S) with experimental number Exp 65. In this period, totally 5.712
fo=! data was taken for T(1S) resonance with CM energy /s= 9.46 GeV
and 1.802 fb~! data taken for continuum sample with CM energy /s= 9.43
GeV. Detailed Luminosity plot for run number can be checked by Fig. 3.1.
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Figure 3.1: Integrated Luminosity of T(15) run from Bhabha events

For two period, Belle detector had run for taking data samples of Y(25).

First run was for December 9 ~ 22, 2008 with experimental number Exp
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67 and Second run was from October 27 to November 30 with experimental
number Exp 71. Totally 24.7 fb=! data samples are taken for T(2S5) reso-
nance with CM energy /s = 10.02 GeV and 1.692 fb~! data samples are
taken for continuum sample with CM energy /s = 9.993 GeV as in Fig. 3.2.
This is world best luminosity for T(15,25) resonance.

Figure 3.2: Integrated Luminosity of T(2S) run from Bhabha events about
(left) exp 67 (right) exp 71.

For counting real number of YT(15,2S) bottomonium, we can check cross
section in Fig. 3.3 [43]. Roughtly oysy = 20nb and oypg) = 7nb. So
expected number is about 100M and 170M for T(15) & Y(25).

This is just instant view and more precise measurement done inside
BELLE by studying hadron or lepton pair decays and comparing with con-
tinuum BG [44]. Measured Y(15) number is (102 £ 2)M and Y(2S) number
is (157.8 + 3.6)M.

3.1.2 Hadron B(J) skim

Because beam energy error is in few MeV, we don’t need to worry about
experiment itself but we need to care about several production which is not

linked to our physics topic study like Bhabha scattering, pair annihilation,
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Figure 3.3: eTe™ cross-section measured by CLEO and CUSB showing the
masses of the T resonance. There is an underlying continuum of ete™ —
v* — qq events. Then there is a dramatic increase in the number of events
observed when producing the 3S; states of bb bound state system. The

observed resonances are the n = 1,2,3, and 4 radial excitations.

lepton pair production, non-resonance hadron productions (Two jet events)
and etc, though we want to only see bottomonium resonance to hadron pro-
duction. These other processes have high enough cross section compared
with resonance hadron production as Table 3.1 for /s = 10.58GeV. As
shown, even few % of QED and Bhabha events make size of data be fat.
Not only several process background, beam gas events which generated by
gas molecules in beam chamber of interaction with beam is big background
problem for study. This background is hard to model with Monte Carlo and
has run dependance. So it’s hard to study every person by themselves.

In this complicated situation, skim selection can choose needed process
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Table 3.1: Cross section for various processes in ete™ collisions at /s =

10.58 GeV. QED refers to Bhabha and radiative Bhabha process. [45]

Process ‘ o(nb)
bb 1.1
qq(q = u, d;s ,¢) 3.3
Tt 0.93
QED (25.551° < 0 < 159.94°) | 37.8
Yy — qq (w >500 MeV) 11.1

and reduce beam gas events. To select hadron production events from a
mountain of detected data with several process, we need to give simple se-
lection criteria named skim. Belle have many kind of official skim which
select events with simple cuts for specific physics mode like Hadron B(J)
skim for decay to hadrons, TauPair skim for tau pair and LowMuit skim
for two-photon, etc. To study inclusive baryon decay channels, we select
Hadron B(J) skim as basic selection. Eventually we also need to remove non-
resonance hadron production so called continuum event which is ete™ —qq
where q = u,d,s and c. But it will deal with continuum data samples.

To select hadronization events with high efficiency and to remove other
events, Hadron B(J) skim is used. Hadron B(J) skim define Hadron event by
cut of Track multiplicity, Visible energy, Calorimeter Energy sum, Momen-
tum valance, Primary Vertex Position, etc. Using “good track” and “good
cluster” which is satisfied momentum, impact parameter cut, ECL energy
and angle cut, all quantities are computed. At lease, 3 good track need to
exist and visible energy which is sum of good track momentum and good
photon energies be more than 10% of CM energy. Efficiency of hadroniza-
tion events is 99% and non-hadronization events is 2%. Detail cut values are
in [45]
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3.1.3 BELLE library

With progress of detecting software, BELLE collaboration make library set-
ting which is used for reprocessing raw data set by physics analysis data set.
We call this library setting as Belle level. Because the change of mechanism
and cut, each experiment has different Belle level depends on run year. The
data set which have run year dependent library is called caseA. While caseB
is reprocess data after end of Belle detector run with latest library (as of Feb.
9. 2010). This adapted to after Exp 31 to Exp 71. (Before data-set is too
old to reprocess using caseB library)

The difference between caseB and caseA for data-set is caseB has that
tracking way is changed, SVD-self tracking is added and ECL threshold en-
ergy which depends on # angle is turn on. Because of these changes, caseB
has more higher particle track number and show different feature compare
with caseA. My analysis begin in 2010 year, so i used caseA data-set for
=*0(1530) resonance analysis. After =*°(1530) channel i change data-set to
caseB. Data set what i use for analysis is Exp 65, Exp 67 and Exp 71 of
on-resonance data and from Exp 31 to Exp 65 of off-resonance data. Be-
cause Exp 71 use caseB library, we analysis caseA T(15) data set (Exp65),
caseB T(25) data (Exp 67) and caseB T(25) data (Exp 71). We decide cut
requirement using optimized FoM to caseA library but even we use same

cut for caseB library data, there’s no bias or significant problem.

3.1.4 MC generation

event generator

To study signals and backgrounds without bias and to precisely estimate
efficiency and errors, large sample of simulated YT (15) — hadron decays was
produced using the PYTHIA event generator [47]. Module what is used is
EvtGen which is general MC generator in Belle. Detail of EvtGen is destribed
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below. EvtGen is event generator designed for the simulation of the physics
of B decays. EvtGen is initiated by CLEO and developed/maintained by

BaBar for precision simulation of

e Angular correlations in sequential decays
e CP violationg decays
e Resonant substructure

e Specialized matrix elements for rare decays.

This EvtGen is merged with PYTHIA which is tuned by LHC data samples.
Although EvtGen is precisely studied tool for T(4S5)’s B-decay, what eventu-
ally used is PYTHIA for studying hadronization of T(1S5,25). This PYTHIA
is standard tool for generation of high energy physics, comprising a coherent
set of physics models for the evolution from a few-body hard process to a com-
plex multi-hadronic final state. [47] PYTHIA can cover pp, pp, ee,and pu
collision as hard processes. With process of Parton showers algorithm, Multi-
ple interaction machinery and hadronization framework, PYTHIA quite well
distribute bottomonium decays and continuum data. Because of lack of data,
branching fraction or ratio of hadrons can be differ little even though decay
table from PDG is used.

detector simulation

As detector description and simulation tool, we used GSIM tool based on
GEANT3 which is general standard in BELLE. The GEANT program de-
scribes the passage of elementary particles through the matter, originally
designed for the high energy physics experiments. Using same design of
BELLE detector and generated particle information from EvtGen, GSIM
simulate data which depends on belle library. (caseA or caseB, and more

seperated libraries.) As mentioned HadronB(J) skim, we can’t reproduce
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background perfectly because of many effect which is difficult to understand
and to estimate. So Belle use beam background itself on the simulated MC
event by gsim which named addbg which is made from the real random-

triggered data.

signalMC generation

We can generate baryon or meson particle in MC by adding information of
particle property and decay table. But what we focus on is penta-quark and
H-dibaryon composed of 5, 6 valance quark. It’s not easy making signalMC
with this hadron states. So we change =*°(1530) resonance property in par-
ticle table. After changing mass, width, lifetime and spin-parity, we generate
signalMC. What we need to study using this signalMC is efficiency and res-
olution not branching fraction. So no bias or big discrepency are expected

in this generation.

3.2 A selection

Extending our whole analysis from penta quark search to H-dibaryon search,
first of all, we need to select A particle in multiple tracks. Though we can’t see
and measure A particle’s kinematic information directly because of neutral
charge, we can easily get huge A particle candidates by reconstructing p
and 7~ tracks. As we know, A baryon is composed with u,d,s quark as
lightest baryon with Strangeness (-1). The A baryon only can decay with
weak interaction with AS =1 to pr—(63.9%) or n7°(35.8%). Fraction of A
decay follow famous Al = 1/2 rule.

In belle detector, we use PANTHER table which is bank system for ex-
perimental values. Mdst_Vee2 is one of definded table which save extracted
information of neutral particle(V0 particle) like K, A and converted v after

reconstructing 2 charged tracks using Vertex constraint fit in DST track list.
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Vertex constraint fit is minimun y? selection using constraint by least square
method. In here, because we don’t know vertex positon, i.e, mother parti-
cle’s decay position, we need to give constraint using assumed position which
will be decided by constraint. Using 5 track parameters (Impact parameters)
which is decided by tracks and equation of motion, we can give constraint.
Easily say, this table collect one (4) charged track and one (-) charged track
which is satisfied equation of motion.

Without any selection criteria, pm~ invariant mass distribution for these
events is shown as the top distribution of data points in Fig. 3.4. The blue
curve through the points shows the results of a fit using a Breit Wigner shape
to represent the A —pm signal and a polynomial to represent the background.
The fit gives a yield of (4.52 + 0.01) x 10° As out of a total of 46.26 x 10°
entries. Because A bound energy is apart from thereshold of m,+m., we can
assume linear background. Normally, we can think that because A baryon has
life-time (ignorable width), A peak be gaussian shape by detector resolution.
We didn’t study exact region why it has more wide tail in both side, we can
deduce the reason as dependece of many detector’s difference efficiency for
many parameters. In this kind of situation, we can use Breit Wigner or two
gaussian, and Breit Wigner shows quite good fitted result. After you will
see, resolution of A mass will be ignored by mass constraint.

Backgrounds in data make statistical error be higher and make hard to
find signal. Because of multiplicity, there’s huge background in M(p) distri-
bution which is mis-combined. To handle A baryon candidates, we studied
parameters of proton, 7 and A itself. To reduce backgroud, we require two
kinds of cut parameter eventually. One is proton selection and the other is
A selection. What we did for proton and = track is just give p or 7’s PDG
mass for each charged tracks without Particle identification. Franckly we
can get rough mass value by CDC and TOF detector. By exactly timeing
by TOF with 100ps error and momentum information of tracks from CDC,

we can calculate mass of track particle as Fig. 2.18 (right). But it has very
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Figure 3.4: The M (pn;) distribution for selected events. The top distri-
bution of data points includes all As from the DST track list; the middle
distribution of points shows the events that survive the proton id require-
ment; the lower points show the events remaining after the goodvee=1 or
goodvee=2 requirement. The curves are results of fits used to extract the

signal yields described in the text.

big error and usable only for particle identification. So we give PDG mass
value of proton, m and kaon for each particle tracks and select using PID or
other ways. Because almost all charged tracks are 7 and there’s small proton
compare with 7, we can expect many proton tracks in DST track table which
are actually 7s not protons. To subtract these 7s from proton candidates, we
use PID cut for proton compare with 7 and K by atc_pid class. PID means

Particle IDentification based on the likelihood ratio comparing with signal
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and background particle species as Eq. 3.1.
L
Li+L;

R(ilj) = (3.1)

where L; and L; are the product of likelihoods obtained from each detector.
(L; = LIF/4 [TOF x [ACC)

We require R(p|m) > 0.1 and R(p|k) > 0.1 for all positive tracks which
are candidates of proton. By throwing away kaon-like and 7-like track, we
got more clean signal. When we choose cut values, we checked not only
background rejection efficiency but also signal efficiency. According to the
MC, this requirement loses very few real A —pm tracks. In the inclusive
MC, the number of real A’s (from the truth table) that are lost are 339 out
of 12,496, a 3% loss. The M(pr) distributions after the particle identification
requirements is applied are shown as the middle distribution of data points
in Fig. 3.4. When we see the distribution of PID ratio, there’s three big peak
in 0, 0.5 and 1 and small data only in medle region. For example, R(p|r)
> 0.1 means throw away which seems like = with 90% likelihood ratio and
left which is not hard to decide proton or .

After selecting precise proton and 7, there’s many background by wrong
combined samples. Because there’s many produced proton and 7 from other
decays, we need to select samples which come from the same mother which
is A. So secondly, we use the GoodVee selection criteria which is default A
selection in BELLE [33] that makes momentum dependent selections. The

GoodVee cut is consisted of 4 parameters which is named zdist, dr, dphi, fl.

e zdist : The distance of two daughter tracks at their interception position
in z axis.
e dr : The minimum distance of the daughter tracks and the interaction
point(IP) in x-y plane.
e dphi : The difference of the azimuthal angle of the vertex vector and the

momentum vector.
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e fl : the flight length of A candidates in x-y plane.

When we think about A’s daughter particle tracks, we can understand
these 4 parameters easily. Because two daughter tracks need to come out
same position which is A decay position, two track’s distance need to be short.
By using z direction distance between two track and interception position,
we can select samples which have small zdist. Almost tracks reconstructed in
detector are generated from beam collision itself or unstable resonance state
same as near [P position. But A’s dauther particles tracks generated decay
position of A which depart from IP position because of A’s life time, so dr of
these tracks are larger than others. For about dphi, if A generated near IP,
then it is nature that momentum and vertex direction is same. But if angle
is too big, we can think these events come from mis-reconstruction or by
background particles. At last, normal fl values for two tracks generated in IP
is almost 0, but from A’s c7 (life time ) = 7.89 cm: if we cut out small fl value
data, we can save many real A and through away many mis-combinations.

Belle people decide two kind cut level by checking FoM : GoodVee = 1
or GoodVee = 2. GoodVee(1) is selection criteria optimized for R(p|mr) > 0.6
and GoodVee(2) is selection criteria with all charged tracks using a sample
of T(4S) data and a sample of mixed BB and continuum data. Detail cut
values are in Table. 3.2

Using these two cut parameters (PID, GoodVee) and other possible pa-
rameters like ¢ty and x4, We checked efficiency of signal and background.
cty distribution mentioned in here is ety = 7. paMy/|pa|? and 7'is the dis-
placement between the run-dependent average interaction point (IP) and the
fitted vertex position. But c7a and x% was not helpful when we check using
real data. So we decide only deal with particle PID and GoodVee function.
By requiring either GoodVee = 1 or GoodVee = 2, we further reduce the
background under the A mass pick compared with PID cut only.

The black curve in Fig. 3.4 with data points is result after all A selection
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Table 3.2: The good Lambda cuts
good Lambda Level 1

Momentum zdist dr dphi fl
> 1.5 <12.9 >0.008 <0.09 >0.22
0.5 —-15 <98 >0.010 <0.18 >0.16
< 0.5 <24 >0.027 <1.20 >0.11

good Lambda Level 2

Momentum zdist dr dphi fl
> 1.5 < 7.7 >0.018 <0.07 >0.35
0.5—-15 <21 >0.033 <0.10 >0.24
<0.5 <19 >0.059 <0.60 >0.17

cuts. The fit gives a signal yield of (3.17 £ 0.02) x 10° As out of a
total of 3.42 x 10° entries. The two selection requirements have a A signal
efficiency in the data of (70.1 + 0.1)% and an efficiency for the background
of 0.6%. For the inclusive MC sample, the efficiency is 79%. The c7a
distribution for the surviving A candidates, showm in Fig. 3.5, shows no
evident prompt background. Black dots are data points and blue line is
fitted fuction. Used function is convoluted function of decay function and
gaussian function. Fitted value of ¢ty = 7.00 cm is a little differ with ctppg =
7.89 cm. the fitted FWHM resolution of the A mass peak with all A selection
requirement is % = 1.50 £ 0.01 MeV

A—pm

3.3 =7 selection

3.3.1 =" selection

=~ particle is baryon state composed of (d,s,s) valance quarks. Because this
is lightest baryon with Strangeness = (-2) and heavier than my + m,, it

almost decay with weak force coupling to A and w with long life time as like
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Figure 3.5: The cr distribution for the selected A° candidates.

A decay to proton and w. Also =~ particle has (-1) charge, so 99.9% of decay
ratio is An~.

Because we already studied good selection criteria for A, we can get pure
=~ samples by adding one (-1) charged track to A samples. What we can
know for charged track in belle detector is just momentum and position
information with some signal difference in detector for PID. Though we can
estimate particle ID using Likelihood ratio but it’s not perfect truth, so
we need to assign mass and particle type by arbitrarily. With A particle
selected by our requirement, we reconstruct =~ particle by adding one (-
1) charge tracks after assigning m mass and determine the distribution of
Mpr = M(prymy) — M(pry) + ma with my = 1115.68MeV (PDG),
which is shown in Fig. 3.6. Top points which fitted by blue histogram is
distribution with only A requirements applied.

When we see the distribution of M (A7~) from threshold mass range, we

can see totally three peak in Fig. 3.7 black histogram. This is MC simulation
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Figure 3.6: the M(An~) distribution for selected A candidates. The top array
of data points show the distribution with only A requirements applied. The

lower set of points is the distribution for events that survive all cuts listed in

Table. 3.3

data with rough cut for checking mass background distribution. The middle
peak is =~ resonance peak as we know and right-side wide width resonance
peak is 37 (1385) resonance which has I'ppg = 36 £ 5MeV. Left side peak in
threshold is duplicated 7 peak which we simply named. In =Z*(1530) study,
we don’t need to give cut for this peak like Background bump because it is
in outside of 2 I" range of =~. But it will be important in H-dibaryon search.
Below is detailed explanation.

When we select 7~ tracks to add A samples for making ==, we reject
7~ track candidates if 7~ track is used both as the A’s daugther and as the
=7 ’s daughter. But there’s still same tracks which be used twice because of

wrong tracking. One possible idea is charged track traped inside CDC and
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draw many tracks with different z value. the other is charged particle left
footprint with big position deviation which is enough tracking as two track.
In both case, these two tracks have similar track arc, it have almost similar
momentum. As a result, if we add these two track then we can get bump like
background in threshold mass region of two times of assigned mass because
there’s no momentum difference between two tracks. Because we can get true
particle MC information from MC truth Panther table, we can confirm this
by MC. For rejecting duplicated tracks, we can use mass distribution of two
tracks as M (m; 75 ) and number of signal hits from two tracks in CDC which
will be explained later. The red line in Fig. 3.7 left panel histogram is after
giving M (my 7y ) cut. The M (m 75 ) distribution is in right panel histogram
and below 0.288GeV is used cut value in left figure. In our selection criteria,
we doesn’t use this cut because there’s almost no effect of this duplicate track
in signal region.

Here we need to explain about assigning A mass as PDG value in My,
distribution. If you see Fig. 3.4, you can see that A particle mass distribution
has non zero resolution because of detection error though A doesn’t have
width itself. For ignoring this uncertainty, we can assume all A have same
mass as PDG value. It means we can ignore uncertainty of proton and 7
tracks and vertex fitting error. By this way we can clearly distinguish =~
with background otherwise resolution of == would be worse than Fig. 3.6.
So in this figure, a == — Am, signal is clearly evident. Here a fit using a
BreitWigner fuction to represent the =~ resonance peak and a polynomial
function to represent the background. Signal yield of =~ of upper Blue curve
with data points is 13,578 4+ 858 in a total 33,327 entries (within + 2I" of
the peak), with a FWHM resolution of TZ*% = 2.27 4 0.03 MeV. The fit
returns M=- = 1321.84 + 0.01 MeV (statistical error only); the PDG value is
1321.71 + 0.07 MeV. Lower red curve with data points is results after giving
all cut values optimized after. All cut values are decided by using FoM with

=*(1530) resonance for optimizing Z* + 7% samples.
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Figure 3.7: left) the M(A7n~) distribution for selected A candidates with
rough cut values for =~ optimization from threshold mass to 1.6 GeV. right)
M(my w5 ) distribution with background bump in thresold by duplicated

tracks.

The other property of == what we can check is c¢7=- distribution. Differ
with ¢y distribution, we can expect many Background. If you see Fig. 3.8,
you can see Log scale cr distribution of dotted MC data fitted with one
gaussian (blue) and one convoluted function of gaussian and decay function
(red). Measured life-time is ¢r=- = 3.72 ¢m and PDG value is ¢tppg =
4.91 e¢m.

A small asymmetry in the Z~— A7~ line shape is observed in the lower
M(A7~) distribution in Fig. 3.6. To investigate this we plot the M (An~) dis-
tributions for low momentum (p=- < 1.2GeV) and high momentum (p=-
1.2 GeV') =~ candidates separately in Fig. 3.9, respectively.

Here it can be seen that the asymmetry is confined to the low momentum
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Figure 3.8: The cr distribution for the == candidates that survive all final
selection requirements except for cr > 0.5 ¢m. The solid ilne is the figure

shows the result of a fit described in the text.

candidates. A momentum-dependent measurement bias for low momentum
charged pions has been observed in the process ¢'— wtn~J/¢ [48]. We
suspect that this bias is responsible for the line-shape asymmetry for low-

momentum =~ — An~ candidates.

3.3.2 =7 selection

By adding =~ sample to (+) charged tracks assumed 7, we can reconstruct
=*(1530). A loose selection |My, — mz=-| < 2I'%*% _is made to define ini-
tial Z~ candidates and these are combined with a positive track that is as-
signed a pion mass to produce the M,= = M (pr; my 75 ) — M (pry 7y ) +m=-
distribution shown as the upper histogram in Fig. 3.10. Here, since any
=;  penta-quark signal would likely be accompanied by a similar one for

=0

=2 — E- 74, the mass region between 1.7 GeV and 2.0 GeV is deliberately
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Figure 3.9: The M(A7n~) distributions for p=z < 1.2 GeV(Left), and

p

[1]

> 1.2 GeV (Right) for events in the Z*(1530) peak. A small asymmetry

in the shape of the low momentum =~ — An~ mass peak is attributed to

bias in the slow-pion momentum measurements.

blinded. In this figure, there is a prominent =*°(1530) resonance peak and
a small, but significant narrow peak near 2.74 GeV that we attribute to
resonance =0(2470) — =75 .

As you can see black line histogram in Fig. 3.10 left panel, there’s too
many backgroud compare with signal. To reduce these backgroud, we used
several cut parameters. We use the =Z*°(1530) peak to form a figure of merit
for further cuts as control sample. By this way, we can get branching fraction
for =" (1530), 9(2470) and c.c not for *°(1530). Lower bold line histogram
is the result after using all requreiments decidec by FoM. Fig. 3.10 right
panel shows the result of a fit to the 2*°(1530) mass region using a Gaussian-
broadened BW function [49] with floating peak mass & resolution and BW
width fixed at the PDG world average value (I's«o = 9.1+ 0.5 MeV [29]),
plus an ARGUS-type function [50] to represent the background. We use the
fitted Z*°(1530) signal yield, nzwo(1530) and the integral of the background

over a mass interval of £I'z.0 around the peak, ny,, to form a figure of

merit FoM = nz-o(1530)/ \/n5*0(1530) + nyrg that is used to optimize selection
requirements on the =~ and A° candidate selection.

We tried many kinds of cut parameter for optimization. We optimize se-
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Figure 3.10: Left: The M(Z 73 ) distribution for selected =~ candidates.

The black (upper) histogram is the result for the loose =~ selection. The blue

—__

(lower) histogram is the result after optimizing the =~ and =~ selection

requirements using the FoM described in the text. right: A fit to the
=*0(1530) region of the M (=~ 75 ) distribution.

lection requirements for the Z*°(1530) for the quantities : AMWI— =M, - —ma,
AMAW; = MAW; — Mmgz-, CT=-, Xi; from a Am, vertex fit; and dzﬂ;,
dz,- & dr - which dz & dr are the minimum displacements between the
track and the run-dependent interaction point along and transverse to the
beam direction, respectively.

Most important cut parameters which give big decrease of Background
are AM

pry )

stable background fitting, we got FoM distribution as Fig. 3.11. With in

AM,,- and crz-. With rough cut values which required for

mass interval of & I'z.o around the peak, we use the fitted Z*°(1530) signal
yield nz-o(1530) and the integral of the background n, to form a FoM =

n5*0(1530)/\/n5*0(1530) + Nbkg-
Fig. 3.11 (left) shows how the FoM varies with ny for the |[AM, —| <
nesol requirement on the A mass (I'%*% = 1.50 MeV). Fig. 3.11 (right)

na - FA—>p7r A—pr

ol
N

shows the corresponding plot for n= for the |AMW; a0l < nz-TLE2 ,  require-
ment on the =~ mass selection ('t | = 2.27 MeV). In both cases, there

is a broad maximum near n = 2 and a slow fall-off at larger values; we select
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Figure 3.11: FoM versus ny (left) and nz (right) for events within £I'z.0
of the 2*°(1530) peak.

events with AM, < 2I"eso!,

Fig. 3.12 (left) shows how FoM varies vs 72" cut value. As you can
see in Fig. 3.8, there’s BG with gaussian distribution with mean ~ 0 and
signal is convoluted distribution of decay function and gaussian with mean
is more than 0. when the =~ candidates are required to have ct= > cr2"™,

Here a peak occurs in FoM for erZ" just above zero; in the following we

use e = (0.5 cm. When we select c7= cut parameter we studied cr= and
drwz— both. Because we can expect correlation between dr and c7, we need to
choose one of them. You can see scatter plot of MC in Fig. 3.12 (right) X-
axis is dr and Y-axis is c¢r distribution. Red cross is signal MC and black dot
is Background. As you can see many signal near 0 of dr and ¢ but because
of cos factor in ¢7 parameter, we can cut out Background only events below
0 of cr differ with dr. But because of short life-time of = it’s hard to cut
out large value of c¢7 or dr. So eventually we select cut parameter as c¢r with
near 0 cut requirement.

Differ with d'r’ﬁz—, we can use al'r}r;r for cut parameter because Z*°(1530)
doesn’t have life-time with strong decay and penta-quark is also expected
no lifetime. Also =°(2470) resonance has small life time ¢ = 33.6 um so
there’s no problem to see peak as Fig. 3.10. Because Y(1,2S) decay to

=*0(1530) and other particles without life-time, dr.— need to be near zero
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Figure 3.12: (left) FoM wersus ¢t for events within £z« of the
=*0(1530) peak. (right) scatter plot dr,— versus ct distribution with red

cross signal and black dot background.

as Fig. 3.13 (left) viewed with Log scale. As you can see BG also gathered
near zero but we can reduce 7 tracks with large dr value would be generated
out side of beam position like beam pipe background. Shaded histogram is
signalMC and colorless histogram is inclusive MC. Right panel figure is FoM
with cut change of |dr| < dre.,. Dotted point is checked values and X-axis for
drz+o(1530) value and Y-axis is F'oM. When we get FoM, we use real T(1S5)
data without subtracting continuum data.

Before go to next cut parameter, it is better to mention about cosfiz+o(1530)
cut in here. Although this parameter is not used in final cut requirements,

we studied for checking. The definition of cosfiz+o(1530) is below.

P=+0(1530) - 15*0(1530)

(3.2)

coS O=+0 = .
(1530) [P=+0(1530) | [lz+0 (1530

It’s hard to find exact physical meaning of this parameter. Because of
no life-time of resonance, decay position would be randomly distributed near
IP position. So signal will be no dependece for cos. But for background
we can assume by asymmetry of beam energy that mis-combination of =~

and 7" will show enhance in near 1 and -1 cosine value differ with signal
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Figure 3.13: (left) dr.+ distribution with Signal MC(painted histogram) and
inclusive MC background(colorless histogram). (right) FoM versus |dr|"*
T3

for events within +T'z.0 of the Z*°(1530) peak.

which will not show any enhance in whole region as Fig. 3.14 (left). For
cosfcoys there’s no difference expected between signal MC and inclusive MC.
Fig. 3.14 (middle) CM frame distribution which satisfy expectation. In both
histogram, shaded histogram is for signalMC and colorless histogram is for
inclusive MC. We can cut out BG using cosf cut but it correlate with drﬂ;.
After study, we conclude that drz«o1530) can cut out Background with better
efficiency than cosf. Fig. 3.14 (right) is scatter plot with X-axis for dr:
and Y-axis for cosfl=+o(1530). mild color dot is signal MC which distributed in
center line only and black dot is inclusive MC. By cut out dr mentioned in
upper paragraph, we can cut out Background without signal using drﬂ; in
cosf) near 1 and -1.

We can give similar cut for dz + & dz - like dr +. Our detector has
worse resolution for z direction compare with x-y plane as mentioned in

detector section. So eventually we need to give wide cut value for efficiency.
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Figure 3.14: (Upper left) cosf=z-0(530) distribution for signalMC (painted
histogram) and inclusiveMC (colorless) histogram.  (Upper right)
cosc O=z0(1530) distribution for signalMC (painted histogram) and inclu-
siveMC (colorless) histogram in CM frame. (lower) drﬂ; versus cos f=+0(1530)

scatter plot with red point is signalMC and black point is inclusiveMC.

Fig. 3.15 (left) is FoM of dz + and right is FoM of dz . Dotted point is
fitted position and we analysis more position where expected be large FoM
values. The deviation is differ for dz between 7 from w5 (2*°(1530)) and
75 (7). Because of life-time ==, 7, need to have detected position a little
far from IP-position. So dz of 7, can be large for signalMC. Also z position
precisely detected near IP-position by cathode detector, so 7, which depart
from IP can have worse resolution than 7 .

Next one is x? values from vertex-fitting. Vertex fitting gives minimum-

x? value with decay position using equation of motion constraint by track
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Figure 3.15: (left) FoM wversus |dz|"* and (right) FoM wversus |dz|™*"
7T3 7T2

distribution for events within +I'z«0 of the Z*°(1530) peak.

parameters. For =~ reconstruction, y? determined also by mass constraint
of mppg(Z7). Fig. 3.16 is FoM figure for =*(1530) (left) and =~ (right).
When we see x? distribution directly, distribution decrease with increasing
x2. So without worry for overestimated low x? background, we cut out high
x? events.

When you see the near blind box region below 1.7GeV in Fig. 3.10 black
line histogram, distribution of background can be bump like even though this
effect looks be disappear after cut requirement which is mentioned below.
When we study of this region by inclusive MC samples with rought cut
value, we can also see this effect as in Fig. 3.17 (left). Upper histogram is
with rought cut values, middle histogram is with R(m3|K) > 0.1, and lower
bold histogram is with R(m3|K) > 0.1 & R(w3|P) > 0.1. We can suspect
this parameter as same as dupicated track effect in =~ distribution. Because
assigning m,, and m, for two duplicated same track, peak like bump arise in

near 1.7GeV mass region. By selecting m; track with likelihood is more than
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Figure 3.16: (left) FoM versus x*(Z2~ 75 ) and (right) FoM versus x*(An;)

distribution for events within +T'z«0 of the Z*°(1530) peak.

0.1 compare with other possible particles, we can subtract this bump-like
Background. After this PID criteria, you can see there’s no more bump in
near 1.7GeV as Bold line histogram in Fig. 3.10. For more exact investigation,
we see mass distribution of M(m; +p) after changing 75 mass to proton mass
value. With R(m3|K) < 0.1 & R(m3|P) < 0.1 which will cut out, we can get
peak distribution in mass threshold which is expected duplicated tracks.

Table 3.3 show all selection requirements what i mentioned above text.
All cut values are decided by efficiency and FoM for getting high efficiency
of 2*°(1530) which we expect also high efficiency for penta-quark search.
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Figure 3.17: (left) shows M (Z"#") distribution of MC with rought cut.

Middle histogram is with R(m3|K) > 0.1 and lower bold histogram is with

R(ms|K) > 0.1 & R(m3|P) > 0.1. (right) shows M (m3(m,)p) distribution

and big peak in threshold is duplicated track of proton and ms.
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Table 3.3: A listing of the =™ 7 selection requirements.

Particle ‘ Quantity ‘ Requirement
A9 (A9)
R(p|r™) > 0.1
R(p|K) >0.1
CTA no cut
AM,, < 2Tl
goodvee 1or2
= (2
CT= > 0.5 cm
AMp, < £2TEEsf
Xoo <20
]dzﬂg\ <10 cm
E 7w (Et)
X2, < 20
R(ms|p) > 0.1
R(ms|K) > 0.1
drﬂ; < 0.2 cm
|dz,+| <5 cm
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3.3.3 data comparision

We decide selection criteria by studying F'oM using MC sample of YT(15) —
=*0(1530) X inclusive channel. We need to see anti-particle channel for check-
ing which is T(15) — Z+9(1530)X inclusive channel. We can expect same
PDF distribution and a little different total events number because of dif-
ferent cross section and property of particle and anti-particle. Fig. 3.18,
Fig. 3.19 and Fig. 3.20 show mass distribution of each particle (black line
histogram) and anti-particle (red line histogram) for inclusive MC in left fig-
ure and for real T(15) samples in right figure. Fig. 3.18 two histograms are
mass distribution of A. Fig. 3.19 two hisograms are mass distribution of =~
and Fig. 3.20 two histograms are mass distribution of Z*°(1530).

There’s two main difference between histograms. One is difference of sig-
nal to background ratio between MC and real data. The reason is estimated
branching ratio of each baryon is not exactly same with real. But after you
can see, we compare properties like number of track, total energy, etc between
MC and real data later and we conclude okay to use. Also because distribu-
tion of background and signal, i.e, PDF shape is same for each parameter,
we can think MC for comparision and background reducing cut estimation
would be fine. For Y(1,2S5) meson decay, only few inclusive decay channel
is studied and no baryon inclusive channel branching fraction measured. So
we need to fix yield of baryon in MC. Another is difference between parti-
cle and anti-particle. This difference can come from many effect but mainly
we can understand about small amount of anti-particle by big cross-section
of anti-particles with materials compare with particles. This make change
particle trajectory and reduce efficiency although we generate same number
of particle and anti-particle in MC. The numbers in histogram is to show
difference between particle and anti-particle. Do not compare these number
between MC and real data because generated Y(1S5) is differ and we didn’t
subtract continuum data in here.

When we think about penta-quark, we need to care Z! — =~7T and
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Figure 3.18: M (pm; )(black line), M (pr )(red line) distribution from MC

data sample (left) and real data sample (right).

E;~ — Z- 7 channel both. If we see signal only in =7+ channel, it’s hard
to say what we see is penta-quark rather baryon resonance. But if wee see
signal both channel, it’s good sign of penta-quark anti-decuplet expectation.

Fig. 3.21 show mass distribution of M (2773 ) as black line histogram
and mass distribution of M (= 75 ) as shaded histogram. Left figure is of
inclusive MC and right figure is of T(15) real data. In both MC and real
data have similar distribution without signal shape with a little difference of
ratio of particle and anti-particle channel as mentioned above. In real data
distribution, we can see =°(2470) clearly differ with MC (we didn’t give decay
ratio of T(15) — =2(2470)X). Middle part of histogram is empty because of
blind analysis box and we can expect stable linear distribution of background
in blind region like MC for real data.

To validate the MC and efficiency calculations, we compare data and
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Figure 3.19: M (Any )(black line), M (Axy )(red line) distribution from MC

data sample (left) and real data sample (right).

MC distributions of the number of charged track n;., neutral clusters ngs,
Fox-Wolfram moment Rs, visible track energy (assuming 7 masses) Ej,, the
visible neutral energy F,;s, and the total visible energy Fg,,, in Fig. 3.22,
where the red color histograms are for data and the black histograms are for
MC. From this comparision, we can say simulation of detector performance
is quite agree with real. So we can trust our cut estimation using MC and
signal efficiency. Reasonable agreement is shown in figures.

After all these check, we also see braching fraction value of each run for
checking. There’s three kinds of run that is on-resonance run, off-resonance
run and energy scan run. When we use data sample for analysis of T (1.5, 25),
we need to use appropriated run number which is on-resonance run. It al-
ready decided what run number is on-resonance, but we need to check and see

the tendency. Fig. 3.23 show branching fraction values for each run (left) and
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Figure 3.20: M (273 )(black line), M (=73 )(red line) distribution from MC

data sample (left) and real data sample (right)

for divided run (right). Right figure show off-resonance in 1,3 bin, energy
scan in 2 bin and the other is on-resonance. In both case we use generated
number as Y(15) number in BELLE, so difference between bin in only im-
portant and absolute value doesn’t have any mean. You can also compare
left and right figure. So what we use in analysis is these on-resonance data

samples only.
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Figure 3.21: M(="n]) (black line), M(Z 73 ) (red painted) distribution

from MC data sample (left) and real data sample (right)
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Figure 3.22: Data (red) and MC (blue) distributions for: upper: number

of charged tracks (left), number of neutral clusters (right) middle: Fox-

Wolfram moment R» (left), charged track energy sum (right), lower: visible

neutral energy (left), total energy sum (right).
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Figure 3.23: Values of B(T(1S) — =*°(1530) X) determined run-by-run

(Left) and for six subdivisions of the data sample (Right). In the right

panel, the red points (1°* and 4*® bins) are for off-resonance runs, the green

point (2°¢ bin) is from the energy scan and the blue points are from on-

resonance running.
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3.3.4 continuum-subtraction

As mentioned in Hadron B(J) section, we couldn’t cut out continuum back-
ground by skim selection. If we want to subtract continuum background by
cut parameter, we need to use event shape parameter. Because continuum
background distribute two jet-like cone shape quark pair, we can distinguish
BB pair decay from T(4S5) because this show two spherical distribution. Our
T(15,2S) decay to hadrons will show different distribution compair with two
jet-like shape by more multiplicity than continuum data becasuse of OZI-
rule’s three gluons. But when we get Ry distribution which is well-known
distinguish factor, this cut will loose too much efficiency. Franckly speaking,
we don’t need to give to much attention for continuum background because
T(1,25) cross-section is much higher than continuum cross-section.

So our strategy is subtraction of small continuum contribution by contin-
uum data samples. To determine the level of background from ete™ — ¢q
(¢ = u, d, s, & c—quarks) reapplied the same selection to Belle’s near-1(45)
off-resonance data samples. The M(Z~7") distribution for these events,
shown in Fig. 3.24 (left), has prominent Z*°(1530) and =2(2470) signals. To
account for different luminosity and continuum cross sections, we scale the
resulting M (=~ ) distributions by a factor Fy.qe, which for the T(15) data

1S

P18 LOIAS)  oeom(Y(1S)) _ 575 b

= = 1.22 =0.125, (3.3
scale L(off —reson) = oeons(off —res)  56.08 th! x  (33)

and the Y(25) is

05 L(Y(29)) Teons (Y (29)) 24.9 bt
Fscale - X - —1
L(off —reson) = oeont(off —res)  56.08 fb

x 1.10 = 0.49. (3.4)

Because of Luminosity dependence for Belle Library, caseB library give
different factor. F15, = 0.110 and F25, = 0.43. Subtract continuum dis-

tribution from our measured M (=~ 7) distributions is shown in Fig. 3.24
(right). The =2(2470) signal persists in the T(15) and T(25) data samples
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o(ete™—qq) )
o(ete—ptpu~

(¢ =wu, d, s, & c—quarks)) is proportional to zg which will give high frac-

after the continuum subtraction. As we learned R value (R =

tion for charm baryon as %. Oppositely T(1,25) decay by OZI-rule with
three gluon has small fraction for charm baryon because of heavy mass of
c-quark to compare with u,d,s-quark mass similarity. As a result, contin-
uum sample show many Z%(2470) peak as in Fig. 3.24 (left). So Fig. 3.24
(right) histogram which is continuum subtracted YT(1S) data sample give
small =%(2470) peak compare with T(15) data sample without subtraction

in Fig. 3.21 (right).
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Figure 3.24: Left) The M(= ") (black) and M(=T7~) (red) distribu-
tions for off-resonance continuum events. Right) Continuum-subtracted

M(Z~7t) (black histogram) and M (Z 73 ) (red histogram) distributions.
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3.4 AA selection

3.4.1 mc simulation

To search the H — AA channel, we start with one A that is selected using
the selection criteria listed in the A selection section. Differ with =5 penta-
quark search, there’s no peak like =*°(1530) which can be used for deciding
cut requirements as control sample. As you know there’s no mother particle
candidate which can decays to two baryon with strangeness. So we need
to decide cut criteria using signalMC of H-dibaryon. When we decide cut
requirements, signalMC samples with a My = 2.24GeV and total width
'y = 5MeV added to the inclusive MC background with an assumed signal
branching fraction B(Y(1S) — AA) = 4 x 107°. H-dibaryon mass in
signalMC is decided by mass threshold of 2m, = 2.232GeV. When we try
to give same cut for A; and A, both, it loose too many signal. So we use
A selection to A; candidates only. For the second A, selection, we use the
same particle ID and AM,,, and examine the combined Ay, Ay vertex x?,
and c7y, using FoM and efficiency without GoodVee selection. When we
select second A, we choose 2 tracks that one is (4) charge and the other is
(-) charge which is not used in first A. It means one proton can be used first
A and second A but it can’t used twice in one sample.

The black histogram in Fig. 3.25 shows the M (AA) distribution for inclu-
sive MC events only where both As are selected using the A criteria given at
the A selection section without signalMC. Here a sharp peak near threshold is
evident. The source of this peak are events where the two proton tracks used
in the AA reconstruction are produced by the same particle as mentioned be-
fore in =~ distribution named duplicated tracks. The blue histogram shows
the M(AA) distribution for events where the MC truth-table mother ID of
the two daughter protons is required to be different; in this case, the near

threshold peak is absent. If we see signal MC, duplicate tracks of 7 also show
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this kind of bump. So we remove this potentially dangerous background in
data by selection requirements of M(pp), M (7~ 7~ ) and the number of CDC
hits associated with a tracking, Nhit,..
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Figure 3.25: The M (A°A) distribution for inclusive MC events. The black
histogram shows all entries; the blue histogram shows only those entries

where the MC truth-table mother id of the two daughter protons are different.

Events in which one proton (7) produces two reconstructed tracks have
M (p1p2) (M (7w w5 )) values that are very near 2m, (2m,). (Here we use the
notation A; — pym; Ay — pemy.) The black histogram in Fig. 3.26 (left)
shows the M (p1ps) distribution for inclusive MC events; The sharp peak
right at threshold is removed by the requirement M(pp) > 1.878 GeV.
Fig. 3.26 (right) shows the corresponding M (7~ 7~) distributions. We re-
duce these events by requiring M (7~ 7~) > 0.28 GeV. When we decide cut
values, we checked signalMC also. As you can see in Fig. 3.26, cut value is
almost near mass threshold but signalMC shows equally distributed to in-
dependent ot mass that means signal loss by these cut is almost negligible.
Frankly speaking, for subtracting all background which make bump, we need
to give M (pp) > 1.9 GeV which cut out too many signals. For subtract this
background perfectly and save high efficiency, we used one more cut which

performance is very powerful.
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Figure 3.26: Left The black histogram shows the M (pp) distribution for
inclusive MC events. The red histogram shows the distribution for events
where the two reconstructed protons are required to have different mother ids

in the MC truth table. Right: The corresponding M (7~ 7~) distributions.

In the cases when two reconstructed tracks are produced by a single
proton, each track has a smaller-than-average number of associated CDC
hits. This is evident in Fig. 3.27 (left), where the black histogram shows
the distribution of total number of CDC hits sum, Ny, for the two proton
tracks in inclusive MC events. The red histogram is the same distribution for
H — A°A° signal MC events. The blue histogram shows the Ny;; distribution
for events where both reconstructed protons have the same mother id. This
latter distribution is concentrated below N,; = 60, while the inclusive and
signal MC distributions are concentrated above Np;; = 60. The red histogram
in Fig. 3.27 (right) shows the M (AA) distribution for inclusive MC events
with Ny;; > 60, where the near-threshold peak is absent.

After using these all cut, we study the FoM distribution of signalMC
added to inclusive MC for choosing best cut values. The histogram in
Fig. 3.28 (left) shows the x? distribution from the A; — Ay vertex fit for
signal MC with red color and inclusive MC with blue color. The data points
in Fig. 3.28 (right) shows the FoM associated with the maximum selected

x? value. If you see more detail, you can see there’s many line in Fom dis-
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Figure 3.27: Left The black (red) histogram shows the Ny, distribution for
inclusive (signal) MC events. The blue histogram shows the Ny;; distribution
for events where the two reconstructed protons have the same mother id.
Right: The black (red) histogram shows the M(AA) distribution for all

inclusive MC events with Np;; > 0 (Npi > 60).

tribution which show results with difference cut for second A. In here we
can conclude that Particle ID selection only used is better than GoodVee
cut for second A selection. Because the FoM value is very insensitive to
the x? value cut, as long as it is greater than 100 (x3,,, < 100) we require
Xife < 200. If you compare this x? cut value with H — = p or H — A pr
channel, you can see this value is quite big. The reason is we give [P-position
constraint which is named Beam-Constraint-Fit in here. It is known that the
application of the constraint vertex is close to IP to the vertex reconstruction
improves the vertex resolution. Because H — AA decay channel is strongly
decay, it means that it have negligible life-time so we can expect signal near
IP position differ with A pm channel. We can expect this constraint reduce
some background particles generated in beam pipe will be mentioned later.

After checking FoM wversus. x* and efficiency, we decide to give particle
ID cut R(p|7=") > 0.1 & R(p|K) > 0.1 which cut out look like 7 or kaon
with 90% likelihood ratio. But it’s not enough to cut background by wrong

A candidate. Because it’s hard to cut out background which is composoff
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Figure 3.28: Left The x? distribution for the A;-A, vertex fit for the signal
(inclusive) MC samples is shown as a red (blue) histogram. Right: The

FoM as a function of the maximun x? requirement.

real two A. We need to reduce all possible mis-reconstructed A background.
For reducing this background, we checked cry, distribution and FoM wver-
sus. cTys™ cut value. The red color histogram in Fig. 3.29 (left) shows the
ct distribution for Ay vertex fit for the signal MC sample and blue color
histogram show the c7 distribution for the inclusive MC. The data points
in Fig. 3.29 (right) shows the FoM associated with selected ¢’ value.
The FoM value is very insensitive to the CT/’{";i" value as long as it is less
than zero and then be higher above zero and then decrease. So we require
ct > —0.5ecm. We can expect that mis-reconstructed A background will be
gaussian like PDF with zero mean, so we can reduce almost one half of this
background.

After these all selection requirements choosed, we checked how many
samples are reconstructed in one events. Because sometimes background
mis-reconstructed by one or two wrong tracks make signal like shape. For
example mis-reconstructed one 7 with right 3-tracks can show signal like
background. So we checked that the fraction of events that have two or more
track combinations that share a subset of tracks is 2.8%. Although this is

not a big fraction, for safety, we select only one event in one collision which
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Figure 3.29: Left: The cry, distribution for the signal (inclusive) MC sam-
ples is shown as a red (blue) histogram. Right: The FoM as a function of

the minimum c7,, requirement.

have smallest x? value of two-A reconstruction and this selection picks the

correct event 95% of the time.

3.4.2 data comparision

Until this point, only MC has been used to establish selection requirements.
Although all mass region is possible H-dibaryon region, our strategy is check-
ing other experiment results which show positive results near 2 M, threshold.
So we further examined selection requirements effect on data with the near-
threshold M(AA) < (M=z- + M,) = 2.26 GeV blinded. This opened mass
region is already studied by =7p channel, we can use for checking. The
data are continuum background subtracted using the technique described
in continuum-subtraction subsection in =~ 7 selection section. For compar-
ision, we use inclusive plus signal MC event samples, combined assuming a
branching fraction of 4 x107°. When we first see Y(15) data with only small
cut criteria, there’s big discrepency of total sample number that selected real
data number is almost twice of inclusive MC. By investigating this effect from

checking second proton’s momentum, we can assume this effect come from
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proton generated in detector. In Fig. 3.30 (left), red color histogram is in-
clusive MC without blind box mass region and black histogram is real T(1.5)
data without blind box mass region. Because these proton has low momen-
tum about 0.5 GeV and random direction, we can reduce this background by
x? of vertex fitting and er cut. Because our cut parameter enoughly reduce
this background, momentum distribution be quite similar after giving c¢r and
X2 cut as in Fig. 3.30 (right).

L1l

Figure 3.30: Momentum distribution from real Y(15) data sample(Black
line) and inclusive MC(Red line) without x? and ¢7 cut (Left) with y? and

cr cut (Right) for opened mass region.

What we need to compare eventually is M (A;Ay) and MC need to agree
with real data for this. Fig. 3.31 histogram shows the A M = M(A; Ay) —
M(A;) — M(As) (left) for data (black line) and inclusive MC (red line) for
surviving and A M = M(A; Ay) — M(A;) — M(Ay) (right) with blind region
which is empty bins in near zero. Left panel shows reasonable agreement
between real data and MC as Fig. 3.30. The AA data distributions in right
panel have different tendency between real data and MC in the low mass
region as in Fig. 3.31 (right).

Because particles generated in detector are almost hadrons with quarks
not anti-quarks, So we can’t explain more background in AA data samples by

this assumption. Investigation show that this deficit is mostly happend by
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Figure 3.31:  The black (red) histogram shows the AM = M(A;As) —
M(Ay) — M(Ay) (left) and AM = M(A1Ay) — M(Ay) — M(Ay) (right)
distributions for data (inclusive MC) events. The regions below 0.03 GeV
are blinded.

AA combinations where at least one of the As has momentum below 1GeV.
Fig. 3.32 show M(AA) distribution with p(ps), i.e, second anti-proton’s mo-
mentum cut that (left) histogram with p(p2) < 1 GeV and (right) his-
togram with p(ps) > 1 GeV. Red line histogram is real data and black line
histogram is inclusive MC. This effect only generated in AA sample with mo-
mentum below 1GeV and the other all show reasonable agreement between
real data and MC. The p-nucleus (and, presumably, the A-nucleus) cross
section grow rapidly at low p momentum and it is possible that this is not
properly modeled in the MC simulation. By this effect, correct anti-particle
tracking by energy loss is failed and eventually failed to pass basic cut re-
quirements. You can check cross section in PDG figure [46]. We couldn’t
find other reason for this discrepancy.

Given the agreement between data and MC at this stage and understand-
ing about discrepancy, we can have confidence that the contributions to the
background in the data is resonably well modelled by the MC. We used the
truth-table information to the data is resonably well modelled by the MC
that remained after the above-listed requirements were applied. We found

that 77% of the remaining events were due to real AA pairs and , therefore,
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Figure 3.32: M (AA) distribution with p(ps) < 1 GeV (left) and p(ps) >
1 GeV (right); Black line histogram is for inclusive MC and red line his-

togram is for Y(15) real data.

an irreducible background.

The requirements for the A — A search are listed in Table. 3.4. The MC-
determined selection efficiencies by averaging Y (15) & T(2S) signal MC are
€*¢ = 10.9% for H — AA and e = 10.1% for H — AA.

Before open the box, we need to check fitting function and expected
distribution in blind box region. For fitting signal, A Gaussian-broadened
BW function [49] is used with several fixed width and fixed resolution which
studied by signal MC, plus an ARGUS-type function [50] to represent the
background. Fig. 3.33 (left) show fitted function and data. Black dots are
signal and inclusive MC and blue line is fitted PDF. Fig. 3.33 (right) show
data without blind region (blue painted), inclusive MC (Red painted), and
signal MC added with inclusive MC (colorless).
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Table 3.4: A listing of the A;As selection requirements.

Particle ‘ Quantity ‘ Requirement
AMy, < sl
goodvee 1or?2
A1A2 (/_le_\g) R(p|h+) Z 0.1
CTAy > —0.5 cm
AMy, < iQF’/"\eif’éw
X?\lAz S 200
M(7T17T2) Z 288 MeV
M (p1p2) > 1878 MeV
Nhits(p102) > 60
multiple entries
XA1A, ‘ smallest
&
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Figure 3.33:  M(AA) distribution of signalMC (B(T(1S) — HX) =

4. x 107°) with inclusiveMC. left: shows fitted results using aGaussian-

broadened BW function for signal and ARGUS-type function for background

fitting; right: shows comparision between MC and blinded T(15) real data

sample. Blue painted histogram is blinded real data and other is MC.
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3.4.3 efficiency and resolution estimation

efficiency estimation

When we estimate efficiency for H-dibaryon search, we need to use signal
MC generated with same property of H-dibaryon. The meaning of efficiency
in here is detection efficiency, i.e, probability that an event leads to some
measured value. We can easily think that total efficiency is multiple of several

detector and requirement efficiency. Eventually we can use formula for H° —

AA channel as N (H)
o det
= Ngen(H)2B(A — pm) (8:5)

If MonteCarlo explain real data well, we can use this value with trust.

But as you remember, inclusive MC of AA selection shows discrepency to
compare with real data. To account for this, we need to give some factor
which will give exact efficiency. We compare the signal yields of real AA
and AA determined from two-dimensional fits to a M(pym;) vs. M(pam;)
and a M (pym{") vs. M(pomy) scatterplot. In here, we used two-dimensional
BW formula added with polynomial background. You can see distribution
of this in AA two-dimension fitting in Fig. 3.34. Left upper panel shows
M (A; : Ay) distribution (blue histogram) and fitting function (red lines). In
horizontal plane, x-axis is M (A1) and y-axs is M (Ay). The vertical axis(z-
axis) is number of events. Low two histogram is projection of M(A;y) and
M(A;) with fitting function. Right panal’s figures are about AA channel
distribution same as left panel. Signal yield is fraction which comes from
both BW fitted fraction.

Without detector effect, generated yields should be equal. But because
of detector effect, we will get ratio between yields of real AA and AA which
is bigger than 1. When we estimate efficiency, we used Monte Carlo and
simulation which is used for making Monte Carlo already have detector per-

formance and cross-section. So correction factor what we will use need to
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Figure 3.34: Upper two histogram shows two dimensional distribution of

M(pywy) vs. M(pemy) (left) and M (pym) vs. M(pemy) (right). Red
lines in histogram shows fitted function of two dimensional function (gaus-
sian(x) 4+ polynomial(x))x (gaussian(y) + polynomial(y)). lower two his-

tograms in each panel are projection distribution for M (py7; ) and M (pamy ).

divide by efficiency ratio €5 /ez. Eventually efficiency correction factor R is

Ran = (2)/(E). (3.6)

We determine a correction factor R = 0.83 £ 0.13 for the AA acceptance
value and use this corrected value in the branching fraction limit determina-

tion. The error on this ratio is included as a systematic error.

resolution estimation

Before open the box, we need to care resolution more carefully. What we
know is estimated resolution from signal MC, this value will similar with real
data as we checked MC performance in Section 3.3.3. For precise measure-
ment of H-dibaryon, we need to get exact resolution value for fitting. Because
we have =~ and =%(2470) resonance, which doesn’t have width. Especially

we have enough data of =~ resonance to ignoring statistical error. Resolution
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correction factor f is resolution fraction of real dat and MC. We got correction
factor for particle channel and anti-particle channel seperately. The f cor-
rection factor from =2(2470) is 0.801 + 0.096 and =~ is 0.851 + 0.004. Two
value is in 1 o difference, so we can use fp,, = 0.851 £+ 0.004. About anti-
particle channel, f correction factor is fpe, = 1.12 £ 0.01. When we search
H-dibaryon with strong decay, resolution effect can be small if H-dibaryon
has large width. Efficiency of signalMC are ¢* = 10.9% for H — AA and
eacc = 10.1% for H — AA as mentioned before section and we need to mul-
tiple correction factor to these values.

One more thing what i need to mention is way to calculate resolution of
signal from Y(15) and Y(25) both. For finding H-dibaryon, we need to add
T(1S) and Y(2S) data for statistics. So some signal come from Y(15) and
other come from Y(25). Total efficiency will be

Ny@as)er@s) + Ny@s)eres)
Ny@as) + Nys)

as you can calculate from 3.5. Efficiency of T(159) — H°X & H® — AA

signal MC is 0.121 and efficiency of Y(25) to same decay is 0.102. Efficiency

of T(15) — HOX & H° — AA signal MC is 0.111 and efficiency of T(25) to

same decay is 0.098. The reason of efficiency difference between T(1S5) and

€T =

. (3.7)

T (25) would be final particles momentum difference.
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3.5 A pr selection

If the mass of the HY is just below 2m,, it would decay via weak interactions
with a similar lifetime of 7, and the dominant decay modes would include
H® — A pr, H® — Y7p, H* — Y% and H° — A n. We search for the
H — Aprm~ decay mode using modified version of the selection requirements

applied for the serach in the AA mode.

3.5.1 mc simulation

For studying H° — Apr decay channel, we need to choose possible cut
parameters. As we studied AA selection section, it’s hard to give cut require-
ment about parameters of reconstructed H-dibaryon candidate itself. So it
is important select pure A, p and 7 samples. Because we already studied
A selection with high efficiency and good performance. Using inclusive MC
with one half amount of real data, we first see the distribution of M(A pr) for
checking background distribution. With A selection requirements and a loose
proton particle ID selection for the accompanying proton: R(p|x™) > 0.1 and
R(p|K*) > 0.1, M(pr~) < my and a A pr~ vertex cut of x* < 50 (discussed
below) to the inclusive MC sample, we get the A pr invariant mass distribu-
tion shown as the upper histogram in the Fig. 3.35 (left), where a fake peak
is evident. We can give M (pr~) cut for proton and = which directly decay
from H° because if M (pr~) is above A mass, it means H° will strongly decay
to AA. So we don’t need to care above 2m, in here. Expected source of this
background was duplicated particle track effect as before. When we select
only samples which doesn’t have duplicated proton and 7 tracks using truth
table, we can get lower histogram. In A pr channel, we can see duplicated
track background give big effect around entire mass region. So not only sub-
tracting bump but also reduce background itself, we need to give attention
for duplicated track background.

Fig. 3.36 (left) show M(pp) distribution of signalMC (shaded), inclusive
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Figure 3.35: Results after application of minimal Apm~ selection require-
ments to the inclusive MC sample. The M (Apr~) distribution: left: the
upper(lower) histogram is before (after) the application of the same-track
rejection by truth table. right: the open (shaded) histogram is before (af-
ter) the application of the same-track rejection requirements described in the

text.

MC (open black line) and inclusive MC without duplicated tracks by using
truth table(open blue color line). In open black line histogram, a sharp peak
near 2m, is evident and the lower blue color line histogram shows the re-
sults with same-track entries identified from the MC truth table are rejected.
Fig. 3.36 (center) show N.(pp) distribution which is added number of
two proton CDC hits. Black colored histogram is inclusive MC without sig-
nalMC, right light colored histogram is signal MC and left mild colored small
histogram is duplicated track background.

We need to decide cut values using these two parameter. But both cut
criteria will reduce signal efficiency because of overlap between signal and
duplicated track background as you can see in Figure. When we see Ny;;
distribution, signal MC region be decreased compare with AA channel and
reason would be the life-time of H.

When we select cut value, we checked background bump number and sig-
nal efficiency both as Fig. 3.37 left (upper) graph is number of background
bump for M (pp) cut value and left (lower) graph is efficiency of signal MC
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Figure 3.36: Results after application of minimal Apm~ selection require-
ments to the inclusive MC sample. left: The M (pp) distribution. center:
The Ny (pp) distribution. right: The M (7~ x~) distribution after the re-
quirements M (pp) > 1.878 GeV and Ny > 50.

for same cut with upper. right graph is same as left but cut parameter is
Niyr(pp). What we need to choose value is reduce background as many as
possible with high signal efficiency. Both cut parameter show steep decrease
shape for background and gradual decrease of efficiency. From these graphs,
we can choose cut vales as M(pp) > 1.878 GeV and Np; > 50. About
M(m~m~) cut, we can give requirement M (7~ 7~ ) > 0.28 GeV to remove
anomalous peak near 2m, from Fig. 3.36 (right).

After giving these all cut requirement, you can see gentle background
distribution in Fig. 3.35 (right). Painted histogram is after rejection by cut
requirement and upper open histogram is before. There’s no more anomalous
structure.

Now we need to see other cut parameters which is used for reducing mis-
combination between A, p and w. We checked many kinds of parameters like
cos 0 between pp and p,, dr & dz for p, 7, and decay length, etc. But only
x? of vertex fitting of A, p and 7 tracks and c7y,, is helpful. Although we
can expect cos f need to be helpful by same direction because of small mass
difference between mother particle and daughter particles but it’s not useful
because background also have similar tendency.

In Fig. 3.38, the left panel shows x? distribution for inclusive MC event

as a blue line histogram and that for signal MC as a lower red colored line
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Figure 3.37: (left upper) graph is number of background bump for M (pp)
cut value and (left lower) graph is efficiency of signal MC for same cut with

upper(right) graph is same as left with Ny, (pp) cut parameter

histogram. With this histogram, you can see right side upper panel which
shows a FoM for a x? cut assuming a signal efficiency varies with the x? cut
value. The requirements y? < 50 gives the best FoM and signal efficiency.
In Fig. 3.39, the left panel shows c7y,, distirbution for inclusive MC event
as a black line histogram and that for signal MC as a red colored line his-
togram. Right side panel shows a F'oM wversus. cr cut distribution. Followed
by FoM, expectation H? life-time need to more than crs, the requirements

cTapr > 0 is decided.
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Figure 3.38: Left: The x? distribution for the Apm~ vertex fit for the
signal (inclusive) MC samples is shown as a red (blue) histogram. Right:
The FoM (signal efficiency) as a function of the maximun y? requirement is

shown in the upper (lower) figure.

Graph

M W R Mmo@ N B8

ar
al
o
B

] 36 aq T

P40 720
hemrmaa{hp (oo

Figure 3.39: Left: The cr distribution for the Apm~ reconstructed sample for
the signal (inclusive) MC samples is shown as a red (blue) histogram. Right:
The FoM (signal efficiency) as a function of the maximun ¢7 requirement is

shown.
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3.5.2 data comparision

Like other channel study, real data need to compare with inclusve MC with
blind box. The blind region is M (Apr~) < 2my (= 2.232 GeV). The data are
continuum-background subtracted. For comparison, we use an inclusive plus
signal MC event sample that are combined assuming a branching fraction of
2.5 x 1075,

First, we studied events with multiple combinations sharing some of the
same tracks using small subsample of different types of events. Multiple
entries occur in about 10% of the MC events; they occur at a similar level in
the data for the H° — Aprt channel but at the ~22% level for the H® —
Aprm~ channel, as summarized in Table 3.5. The higher level in the Apr~
data is due to secondary protons and As from interactions in the material of
the beam-pipe and SVD, a background source that does not produce As or
ps. The major component of the multiple entries are the occasions when two
protons and one 7 are used twice, which account for about 70% of all multiple
entries. Multiple entries that use the same two 7s and one or two different
protons account for about 20% of the multiple entries. From multiple entries
that share one or more tracks, we select the combination that has the best
Aprm~ vertex fitting x? value. For the signal MC, we find that this selection
picks the correct combination 68% of the time. Same as other channel,
multiple combination effect is very small. But we need to alert peaking
background, so it is better to choose minimum x? candidate.

The left (right) panel of Fig. 3.40 shows the M (Apr~) (M (Apr™)) dis-
tribution for inclusive plus signal MC as a red histogram and data (for
M(Apr~) > 2m,) as a blue histogram. While the agreement between data
and MC is reasonable for the Apnt channel, the Apr~ data shows a large
excess of events relative to the MC. Possible sources for this discrepancy in-
clude: 1) an incorrect MC generator coupled with probles with the simulation
of low-energy p- and A-nuclei interactions in the material of the beam-pipe

and SVD; and/or 2) backgrounds from low energy protons and As produced
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Table 3.5: A summary of multiple entry events. Here “Data” corresponds

to data events in the mass range 2my < M(Apr~) < 2.28 GeV.

Channel | Sample Total Entries ‘ single entries ‘ 2 entries | > 3 entries

A7~ | Data 4202 3296 (78%) 495 115
Signal MC 382 328 (86%) 46 8
Inclusive MC 491 445 (91%) 42 4

A%t | Data 1252 1144 (91%) 93 15
Signal MC 374 324 (87%) 42 8
Inclusive MC 412 387 (94%) 24 1

by particle interactions in the material of the beampipe and SVD.

For investigating our expectation, we can see momentum distribution
because both case will show discrepency in momentum distribution between
real data and inclusiveMC. Fig. 3.41 show momentum distribution that blue
line histogram is real data after continuum subtraction and red color line
histogram is inclusive MC. As you can see anti-particles in real data quite
agree with MC. Problem arise only particle channel below 1GeV region. It
means that the source of discrepancy is low energy particle produced inside

beam detector which is 2) in upper sentence.

To sure about this expectation, we also see other parameters as in Fig. 3.42.

In histogram, blue colored open histogram is real data, red colored open his-
togram is inclusive MC and painted small histogram is signal MC. From the
dr(p) distribution, we can confirm existance of beam background that real
data have many samples which have large dr value and beam background
particle generated in beam-pipe or detector with random direction so dr can
be large. From the momentum and c7y, we also know many A generated as
beam background.

We also can use beam asymmetry effect. It means that because our beam

103



3.5. A Pm SELECTION 104

shyls ahyls

Entries 2965 so— Entries, 2247
o e

2
3

a
3

40—

N
S

30—

@
s

20—

N
S

10;

b ‘

e
o

ST T[T T[T T[T T[T ITrIT]r]

st cense i

1 A8 O Ll L e b L n Lo b bl b b vy
19 22 221 222 223 224 225 226 227 228 P18 210 22 221 222 223 224 226 226 227 228

No

Figure 3.40: Left The M (Apn~) distribution for events satisfying the se-
lection requirements described in the text. The red histogram is for signaal
plus inclusive MC; the blue histogram is for data with the M (A%pr~) < 2my

region blinded. Right: The corresponding M (Apr+) distributions.

is asymmetry, particles generated by e4e- collision will show symmetry in
CM frame but background which is generated in detector will be asymmetry.
But it’s hard to see difference in lab frame because beam background also
have small lean to beam direction. You can check this expectation is right
in Fig. 3.43.

Fig. 3.43 (left) show cosf between z-axis and pa in CM frame of beam
and Fig. 3.43 (right) is same parameter in Lab frame. Blue lined opend
histogram is real data, red colored line histogram is inclusive MC and painted
histogram is signal MC. Now the problem is finding best way to reduce this
distrepency and save efficiency. cut parameter what we choose is lab frame
momentum cut for A and proton.

The left panel of Fig. 3.44 shows how the signal efficiency (vertical axis)
varies with the background rejection efficiency (horizontal axis) for different
requirements on the minimum A and proton momenta. The right panel
shows signal efficiency (vertecal) versus number of MC and number of real
data’s ratio (horizontal) for checking. The different colors indicate different

minimum proton momentum requirements: (black, red, light-green, blue,
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Figure 3.41: Momentum distribution of upper(lower) left: A(A) ; up-

per(lower) middle: p(p); and upper(lower) right: ps(pz). Red line
histogram is for inclusiveMC and blue line histogram is fro T(1S5) real data

sample.

yellow, pink, sky-blue, green, ocean-blue, grey) = (0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9) GeV. Points of the same color correspond to minimum
A momentum requirements for 0.1 GeV steps starting at zero. We choose
the requirements pyroton > 0.5 GeV and py > 0.5 GeV, which have ~ 80%
efficiencies both for signal retention and for background rejection. This cut
also give ratio between MC and real data be 80% agreement. I need to
mention that points below 0.5 for signal efficiency has only small number
of samples for inclusive MC. So it’s not reliable. We give momentum only
A pr channel not anti-particle channel. After this cut, there is resonalbe
agreement between data and MC.

We checked other possible cut parameters like cosf in CM frame, cosf
& momentum cut both and proton momentum cut only with same strategy.

But best requirements was pproton > 0.5 GeV and py > 0.5 GeV.
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Figure 3.42: From left with clockwise rotation, dr(A), dz(A), dr(p), dz(p),
T, and cos(p,-pa); Blue line is real data, Red line is inclusiveMC and yellow

painted histogram is signalMC.

Given the agreement between data an MC at this stage, we can have some
confidence that the contributions to the background in the data is reasonably
well modeled by the MC. We used the truth-table information to determine
the types of events in the inclusive MC that remained after the above-listed
requirements were applied. We found that 47% of the remaining events were
due to real Apm~ combinations and irreducible. Most of the other entries had
one or more particles misidentified. We found that these could be reduced
by 78% with a 9% loss in real Apr~ events by more stringent particle id
requirements for the proton and 7~: the proton id cut was tightened from
R(p2|h™) > 0.1 to R(p|h™) > 0.9 (ht =7 or K1), a loose 7 id requirement
was added R(7"|K™) > 0.6. There is some contamination from electrons
that is removed by an electron veto requirement: R(e|r) < 0.1. According to
the MC, with these added requirements the remaining background is ~ 73%

due to real Apm~ pairs.
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Figure 3.43: left: cosf between z-axis and p, in CM frame; right: cost

between z-axis and p, in Lab frame.

Fig. 3.45 Left (right) shows mass distribution M (A pr~) (M (A pr™))
after using all cut requirements. Blue colored line historgram shows real data
without data points in blind box region and red colored line histogram shows
signalMC samples added to inclusive MC which is scaled as real data amount.
Signal MC is also scaled to B(Y(1S) — H°X) = 2.5 x 107°. Inclusive MC
in matched region with real data looks quite agreement and distribution loos
gentle without fluctuation. Compare with Fig. 3.40, Background is extremly
decreased and signal MC is dominant. One more important point is small
difference between inclusive MC and real data. This difference in anti-particle
channel is already studied in AA sample. Next section will deal with this.
The final selection efficiencies are determined fom MC to be €5 = 8.3% for
H — Apr~ and &< = 9.0% for H — Apr+.

The selection requirements for the Apm~ searches are summarized in Ta-
ble 3.6.
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Figure 3.44: Left The signal efficiency (vertical) versus background rejec-
tion efficiency (horizontal) for different minimum A and proton laboratory
frame momentum requirements. The color coding is described in the text.
The pink points are for minimum A momentum requirements in 0.1 GeV
increments starting at zero (at the left) for pproton > 0.5 GeV. Right: The
signal efficiency (vertecal) versus number of MC and number of real data’s
ratio (horizontal) for different minimum A and proton laboratory frame mo-

mentum requirements.
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Figure 3.45: M (A pr~)(M(Aprt)) distribution of MC(red line) and Y(15)
real data sample with blind box.; signal MC has B(T(1S) — H°X) = 2.5 x
1075.
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Table 3.6: A listing of the (pr~) selection requirements.

Particle ‘ Quantity Requirement
Ay (Ay) R(p|h™) > 0.1
AMy, < 2Tl
goodvee 1lor?2
Apr~ (Apr™) R(p|h™) > 0.9
R(r~|K™) > 0.6
R(e|r™) <0.1
CTpr— > 0.0 cm
Xapn- < 50
M (my79) > 28 MeV
M (p1p2) > 1878 MeV
Nhit (p1p2) > 90
multiple entries
Xipr— ‘ smallest
Apm~ mode only
DA > 0.5 GeV
Dproton > 0.5 GeV
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3.5.3 effieciency and resolution estimation

As mentioned in Section 3.4.3, low momentum anti-particle efficiency can be
differ with MC estimation by attribution of improper modeling of the effect
of the large cross-section in material. We save low momentum particles in
HOY — Aprnt differ with H — Apr~ channel which have momentum cut
0.5GeV. So we need to use R correction factor also in efficiency of H° — Aprm
decay channel. When we get the R correction factor, we used number of two
A sample with enough statistics. If we try to use number of A, p and one
7 in here, it’s not easy. Because particle Identification is not an absolute
division factor of particle, we can’t know or select exact one proton, 7 differ
with select two A. So we need trick that because two As also decay to two
protons and two 7s, we can use same correction factor which is used in AA
sample. Of course, we checked agreement of this R factor with R factor from
Apm sample with tight particle ID selection and result was similar.

Differ with strongly decaying exotic particle search, in here, we need to
care about life-time of H-dibaryon. Efficiency what we got from signalMC is
for H-dibaryon with ¢ty = 7.89¢m which is same as c7y. If life-time of H-
dibaryon is smaller than A, we can expect more efficiency because daughter
particles (proton and m) make track more early, track reconstruction and
particle ID accuracy be more. Because H-dibaryon is expected life-time is
more than A, we don’t care about this. But oppositly if life-time of H-
dibaryon is larger than A, efficiency be smaller and we need to care about
this. Expected mass region in our search is between mya +m, +m, and 2mj.
Differ with expected long life-time H-dibaryon with tight bound energy which
much below than 2m,, near 2m, H-dibaryon would have short life-time that
we can expect. But for sure we also checked efficiency for long life-time
H-dibaryon using signalMC.

For H-dibaryon with c¢tg = 2 X c7y, efficiency is 6.9 (7.2)% and for
H-dibaryon with ¢ty = 5 X ¢7a, efficiency is 3.7 (4.2)% We can see if H-

dibaryon’s life-time is 5 times of A’s life-time, efficiency be half. We need to
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keep in mind about this.
About resolution, we give same f correction factor to estimated resolution

value from signalMC. You can see detail in Section. 3.4.3.

3.6 ="p selection

For searching H-dibaryon in mass region above mz- +m,,, we checked =7 p de-
cay channel. We can use all cut criteria which already studied using =*°(1530)
resonance except my particle ID selection cut. (This channel’s box open-
ing was done faster than H° — AA channel. i mean after searching above
mz- +m, region by Z~ 7" control sample study, we studied below mz- +m,,
blinded for AA channel study and compare real data and MC using above

mz- + m, region for analysis. Same strategy is used to A pm channel)

3.6.1 mc simulation

We use same =~ 7 selection criteria in here for A parameters and =~ param-
eters. For last proton ps, we use same dr, dz and y? cut value. For particle
Identification, we give likelihood ratio be more than 0.9 as R(p|7*) > 0.9
and R(p|K™) > 0.9. One more parameter we need to check is duplicated
track parameters.

Fig. 3.46 (left) shows M (pp) distribution using signal and inclusive MC.
Opened histogram with black line is inclusive MC, painted peak in leftside
is duplicated proton background and opend histogram with red color line is
signalMC. Right panel shows Ny;s(pp) distibution with opened histogram
with darker line is inclusive MC, mild color line is signalMC and painted small
histogram in leftside is duplicated particle background. By giving cut value
M (p1p2) > 1878 MeV and Ny (p1p2) > 60, we can reject duplicated particle
background with enough efficiency. Table. 3.7 shows all requirements.

Before box opening, we need to compare mass distribution of M (Z"p)
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Figure 3.46: Left M (pip2) distribution of MC and right Ny, (pip2) distri-
bution of M; Red line histogram is signal MC and lower black line histogram
is inclusive MC. Painted part in inclusive MC histogram is duplicated track

background.

between MC and real data. Fig. 3.47 shows mass distribution with arbi-
trary scale factor. Because generated proton number in inclusive MC is not
same with real data, we need to use arbitrary scale factor to inclusive MC.
Continuum-subtracted T(15) data sample fit well with inclusive MC in above

blind box region.

Y(1S)sub — = pX

2.351

.04236 .04172

®

IS

Figure 3.47: M(Z"p) distribution (Left) and M (X' p) distribution (right)
with blind box in left of histogram. Red line histogram is inclusive MC
with arbitrary scale factor and blue line histogram is Y(15) real data after

continuum subtraction.
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Table 3.7: A listing of the = p selection requirements.

Particle ‘ Quantity ‘ Requirement
A° (A9)
R(p|r™) > 0.1
R(p|K) >0.1

CTA no cut

AM,, < j:21“§fjf’]§ﬂ
goodvee 1or2
= (2N

CT= > 0.5 cm
AMp, < 42rresef
X5 <20
|dz:;| <10 cm

= (Ep)

Xz <20
dr@ < 0.2 cm
|dz7r;r| <5 cm

R(p|m) >0.9
R(p|K) > 0.9

3.6.2 efficiency and resolution estimation

Differ with before studies of H-dibaryon signalMC study, we need to care
about efficiency and resolution which depend on mass. Expected mass region
in here is from mz- + m, to 2my, and mass difference is Amz-, ~ 130MeV
which is larger compare with Amaa >~ 30MeV and Amy,, >~ 40MeV. For
studying about this effect, we made signalMC for each 10MeV and checked
tendency of efficiency and resolution. We checked efficiency and resolution
show linear increase for mass increase. Because Y(15) and Y(25) data will
be added, we also made signalMC for T(25) for each mass region. As you

can see in Fig. 3.48, efficiency of total sample er is getted by average of two

linear efficiency line.
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Figure 3.48: Efficiency versus H-dibaryon mass distribution for H — =7 p
channel (Left) and H — Z*p channel (right); Lower graph is efficiency for
T (1S) signalMC and higher graph for Y (2S5) signalMC. Blue line in middle

is normalized efficency.

We can see efficiency difference for T(1.5) and Y(2S) decay. Differ with
efficiency, resolution shows similar distribution of resolution. The reason
would be affection of momentum to particle identification is big. As you can

see Fig. 3.49, we can get resolution linear function for Z7p and =*p.
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Figure 3.49: Resolution versus H-dibaryon mass distribution for H — =7 p

channel (Left) and H — Z*p channel (right).
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Chapter 4

Results & Discussion

4.1 Results for =*°(1530) and =Y(2470) produc-
tion

4.1.1 B(Y(1S) — =9(1530) X)

Since we used the Z*°(1530) resonance signal to optimize the event se-
lection, we use the Z*0(1530) — Z*+m~ signal channel, extracted with the
same requirements, to determine the inclusive branching fraction B(Y(15) —
§*0(1530) X). Because we didn’t blind Z*°(1530) and used itself to decide
FoM, B(T(1S) — =*(1530) X) would be bias. The continuum-subtracted
M (=*7~) distribution near 1530 MeV is shown as data points in Fig. 4.1.
The §*0(1530) — Z+71~ signal yield is determined by binned y?2 fit to the
data that uses an ARGUS-lke function [50] to represent the background and
a resolution-broadened Breit-Wigner function, a so-called Voigtian [49], to

represent the signal. The results of the fit, shown as a smooth curve in
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Fig. 4.1, is Ngys = 9148 £+ 161 events.

[ A RooPlot of "x" |

~d800
o
=]
<1600
#1400
S
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800
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Figure 4.1: The data points show the continuum-subtracted M (Z*7~) dis-
tribution in the =Z*°(1530) region; the smooth curve shows the results of the

fit described in the text.

The inclusive branching fraction is determined via the relation

Nevts
" NyasyB(E*0(1530) — Z-7+)B(A® — pr)eace
(4.1)

Here Ny(15) = (1024+2) x 10 is the number of T(15) decays in the data sam-
ple [44], B(2*°(1530) — =~ 7") = 0.667 (determined from Clebsch-Gordon

B(Y(1S) — =°(1530) X)

coefficients), B(A? — pr~) = 0.639 £ 0.005 [29] and €,..(2*°(1530)) = 0.065 =+ 0.005

is the MC-determined acceptance. The resulting branching fraction is
B(T(1S) — =*(1530) X) = (3.23 4 0.02 (stat) & 0.26 (syst)) x 1073, (4.2)

where (for now) the systematic error is entirely due to the statistical error on
the MC-determined acceptance. This is the first measurement of an inclusive

strange particle branching fraction for the Y(15).
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Figure 4.2(left) shows the MC-determined efficiency for the Z*°(1530) as
a function of scaled momentum = = p/pyayx, where p is the three-momentum
in CM frame and ppa.y is its maximum possible value. Figure 4.2(center)
shows dB(T(1S) — =*°(1530) X)/dz for data and Fig. 4.2(right) shows the
same distrbution for MC.

Graph Graph | Graph
0.1 X10°

Figure 4.2: efficiency(Left); MC data Bf(Middle); Real data Bf(Right).

4.1.2  B(Y(1S) — =9(2470) X) x B(Z® — = 71)

Figure 4.3 shows the continuum-subtracted combined M (Z~7+) and M (Z+7 )

distributions in the 2470 MeV nass region as data points, and the results of
a fit that uses a Gaussian function to represent the =2(2470) — =~ 7" signal
and a first-order polynomial to represent the backgound as a smooth curve.
The signal yield from the fit is Neys(Z0) + Newis(Z0) = 612 £ 59 events.

We determine the product branching fraction from the relation

= == Novts(E2) + Novis(E2))/2
B(Y (1S —>:,SX XB:S—>E7T+: ( evts\—¢ evts(Ze /-
e PXBl ) Nyas)B(AY = pr~)€ace(E2)

. (43)

c

where the efficiency €,..(Z2) = 0.137+0.005 is determined from Monte Carlo.
The result is

B(Y(1S) — 2°(2470) X)xB(Z? — = 7") = (3.42 4 0.34 (stat) & 0.15 (syst)) x107°.

(4.4)
Here (also for now) the systematic error is due to statistics on the MC-
=0

determined acceptance. The combined =Y and =0 signal has about a 100
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Figure 4.3: The data points show the continuum-subtracted combined
M(Z~7%) and M(Z*7~) distributions in the Z(2470) region; the smooth

curve shows the results of the fit described in the text.

statistical significance and the inclusive branching fraction for ZY production
is comparable with that for antideuterons (2.86 + 0.28) x 10~°. This indicates
that we have the desired sensitivity for an =, search in the =~ 7~ decay

channel.

4.1.3 B(T(25) — E9(1530) X)

By applying the same selection technique to the T (25) data sample, we
determine the continuum-subtracted Z*7~ invariant mass distribution in
the =*°(1530) mass region shown in the Fig. 4.4. Here the smooth curve
shows the results from the application of the same fitting technique that
we used for the T(1S) data sample, which gives a =*9(1530) signal yield of
19780 4 270 events. From this, we use Eq. 4.1 to determine the branching
fraction B(T(2S) — =*°(1530) X) to be
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B(Y(2S) — =(1530) X) = (4.52 £ 0.06 (stat) & 0.35 (syst)) x 1073, (4.5)

[__A RooPlot of "x" |

N IIII|IIII|IIII|IIII|IIII|IIII|III

Figure 4.4: The M(Z*7~) invariant mass distribution for the Y(2S) data

sample in the near-threshold region.

4.1.4 B(Y(25) — Z°(2470) X) x B(Z® — = 71)

Fig. 4.5 shows the combined Z~ 7+ and Z* 7~ invariant mass distribution
for the T(25) data sample in the region of the ZY(2470). The fit results,
shown as a smooth curve in the figure, indicate a combined signal yield of
1296 4+ 104 events. Using Eq. 4.3, we determine the inclusive branching
fractin branching fraction B(Y(2S) — Z%(2470) X) to be

B(T(25) — =°(2470) X) = (5.13 4+ 0.41 (stat) + 0.16 (syst)) x 107°. (4.6)

In here, branching fraction ratio between Y(2S) sample divide Y(15)
sample of 29(2470) is bigger than Z*0(1530). It mean more charm quark
pairs are generated in Y(25) decay.
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[ A RooPlot of "x" |
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Figure 4.5: The combined =~ 7" and =" 7~ invariant mass distributions for

the T(25) data sample in the vicinity of the Z2(2470). The smooth curves
show the results of the fits described in the text.
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4.2 Searching the =5 pentaquark

4.2.1 Opening the =5 blind box

After getting agreement from Belle referees, we examined the blinded
M(=Z77) and M(Z~7") mass regions with anti channel. Figure 4.6 show
the continuum-subtracted Z~ 7 mass distributions. In the combined Z- 7+
& =7~ mass distribution for the Y(1S5) data sample, shown in the top left
panel of Fig.4.6, no narrow structures other than the Z*°(1530) and Z2(2470)
are evident. The combined Z-7~ & =7+ mass distribution, shown in the
top right panel of Fig.4.6, is featureless. The corresponding plots for the mass
Y (2S) data sample, shown in the middle row of Fig. 4.6 and the sum of the

T(1S5) and Y(25) data sample in the low row, have similar characteristics.

4.2.2 Upper Limits for B(Y(1,25) — =5 X) x B(Z; —
= (" (1))

We search for signs of Zj signals by making fits to the Z-a+ plus E+t7~
(Fig. 4.7 (left)) and ==7~ plus Z*7* (Fig. 4.7 (left)) invariant mass dis-
tributions using a Voigtian function to represent the signal and a reversed
ARGUS function modulated by a fourth-order polynomial the combinatorial
background, where the signal peak position is confined to a 10 MeV window
that is scanned in 10 MeV steps from 1.685 GeV to 1.995 GeV. The fits are
done with fixed BW widths of I' = 0, 10 and 20 MeV. The resulting signal
yields for each mass bin, Neys(Z2) + News(Z2), are shown for the Z¢ scan in
the top row of Fig. 4.8; there is only point more than 2.5¢ from zero. The
corresponding results from the =, scan are shown in Fig. 4.9. 1723,1 82

In the absence of any significant signal, we determine upper limits on
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B(Y(1,25) — =25 X) x B(Z5 — =~ 7)) using the relation

UL (= =
B(T(1,25) = =5 X)xB(Z5 — = 7)) = [Nevis(Zs + E5)]/2

(4.7)
For the =5 efficiency (e4..) for each mass region, we use a linear interpolation
between the =°(1530) and Z.(2470) values. The resulting branching fraction
upper limit values for Z X for the the three different values of T are shown in
the bottom rows of Figs. 4.8; those for ==~ X are shown in the bottom panels
of Fig. 4.9. The maximum upper limit for each I" value is listed in Table 4.1;
for the narrow width, an upper limit comparable to the B(YT(1S) — d X)

value is established.

Table 4.1: =5 upper limit value.

Width | =+ (2)) | = +(E50)
B[Y(1,25) — Z5 X|B[Z5 — Z~ 7] (90% confidence level)
I'=1MeV < 25x107° < 28 x107°
I'=10MeV < 3.8x107° < 5.0x107°
I'=20MeV < 49x107° < 6.8x107°
122
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Figure 4.6: Upper: The combined =~ 7t & =t7~ (left) and =~ 7~ & =7t
(right) invariant mass distributions for the Y(1S5) data sample. Middle:
The corresponding distributions for the Y(25) data. Lower: The sum of
the T(15) and Y(25) distributions.
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Figure 4.7: Top: Combined M(Z~7") & M(Z*n~) (left) and M(Z~77) &
M (=*7t) (right) distributions for the combined T(15) and Y (2S5) data sam-
ples. The blue curve in each figure shows the result of a fit to the distribution
using a reversed ARGUS function modulated by a fourth-order polynomial.

Bottom: The fit residuals.

IS

+++++

Figure 4.8: Top: The =2 — Z 7" signal yields from the fits described
in the text for I' = 1 MeV (left), I' = 10 MeV(center) and I' = 20 MeV
(right). Bottom: The 90% CL upper limits on the B(T(1,2S5) — = X) x
B(Z) — = x") product branching fractions versus mass for I' = 0 MeV

(left), I' = 10 MeV(center) and I' = 20 MeV (right).
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S
=

Figure 4.9: Top: The =, - — =77 signal yields from the fits described
in the text for I' = 1 MeV (left), I' = 10 MeV(center) and I' = 20 MeV
(right). Bottom: The 90% CL upper limits on the B(Y(1,25) — =5~ X) x
B(E5~ — Z~7~) product branching fractions versus mass for I' = 0 MeV

(left), I' = 10 MeV(center) and I' = 20 MeV (right).
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4.3 Search for 1(1,25) — H X

4.3.1 Blind box open for Y(1,25) - H X;H - Z7p

* mass distribution,

Because we opened the blind box of penta-quark in =~
we can get permission easily from refrees after adding few cut creteria for pro-
ton optimization and expected backgroud rejection. Fig. 4.10 shows M (= p)
distribution adding Y(15) and T(2S) sample and subtracting continuum-
background. Bin size is 1 MeV and distributed mass region cover below
2my. there’s no signal or hint of H-dibaryon. Fitting and upperlimit study

of this channel will be explained later.

4.3.2 Search for Y(1,25) - H X; H — AA

As followed before subsection, we couldn’t find any hint of H-dibaryon. After
studying MC samples and real data in above mz- + m,, mass threshold, we
got agreement from refrees and opened the blind box. Fig. 4.11 shows mass
distribution after box opening. Upper panel shows M (AA) and M (AA) added
distribution for surviving events from T(1S) sample. Except fluctuation by
statistical uncertainty, there’s no bump or signal-like feature. middle (low)
panel shows same distribution from T(2S5) ( T(1S, 25)) data samples and
also we can see distribution without bump or hint of H-dibaryon. Histogram
looks more fluctuate in m ~ 2.26GeV because this region is mgz- +m, which
can be affect to phase-space distribution.

Fitted results of the M(AA) (M(AA)) distribution for surviving events
is shown in the upper (lower) panel of Fig. 4.12, where there is no evident
signal for H — AA (H — AA). In here, we only fit mass below mz- + m,
and x-axis value is AM = M(AA) — 2my(MeV'). The curve is the result of
a background-only fit using an ARGUS-style function. TThe dashed curve
in the figure shows the expected H-dibaryon signal for a T(15,25) — HX
branching fraction that is 1/20"" that for anti-deuterons. The fit residuals
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Figure 4.10: M (=" p) distribution (left) and M(="p) (right) adding Y(15)

and Y(25) sample and subtracting continuum-background.

are shown in the lower part of the panel. You can clearly see there’s no bump

and fluctuation also small than signal MC.

Upperlimit on B(Y(1,25) — H X) x B(H — AA)

As you can see continuum distribution fo Z- 7" channel, there’s some con-
tribution from continuum data to signal. For seeing perfect continuum sub-
tracted distribution, we don’t want to just use continuum expected PDF for
estimating background fitting. Because of this fact, we subtract histogram

which means we need to use binnned histogram for fitting. We need to

127



4.3. SEARCH FOR Y(1,258) — H X 128

E_\m

Figure 4.11: M (AA) and M (AA) added distribution for surviving events from
T(1S) sample (upper), from Y(2S) sample (middle) and from Y(15,25)

both sample.

choose bin size for fitting which should be smaller than resolution for non-
width signal PDF(gaussian function). Signal PDF What we actually use is
Gaussian-broadened BW function [49] because of strong decay width. Al-
though Fig. 4.12 shows 1MeV bin histogram for showing, we used 0.25MeV
for fitting because of 0.3MeV and 0.5MeV resolution for H and H signal
with width I' = 0. For fitting H and H signal with I' = 10MeV, we used
0.5MeV bin histogram. Because we can’t expect exact H-dibaryon mass and
we counldn’t find any bump in data, we need to get upperlimit for all mass

if possible. But it need to many work and it would be enough getting up-
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Figure 4.12: The upper panel shows the M (AA) distribution and fit residuals
for the combined Y(15) and Y (25) data samples with the background-only

fit superimposed. The lower panel shows the same distributions for M (AA).

perlimit for each mass region. We divide mass region by 4MeV window and
singla peak position in confined in this window. So totally 7 window is in AA
channel. For each window, we can fit gaussian function with floating mass
and height parameter. By changing height we can get y? distribution for each
height. The area of gaussian is number of signal and we can get branching
fraction from this. So we can get x? distribution for branching fraction. This
distribution can be change to likelihood distribution by Eq. 4.8 which need
to get upperlimit.

L = exp(—Ax?*/2) (4.8)

This gaussian likelihood distribution have statistical error inside. When we
got likelihood distribution by changing height of gaussian, For adding system-
atic error in this distribution, we convolute this distribution with gaussian
distribution which has width as systematic error value. Systematic error of
AA(AA) channel is opp = 14.7(19.8)%. Because we got systematic error as
fraction of final value width is depend on branching fraction. By convolute
these function, we can get green or red graph in Fig. 4.13.

In this graph, red graph is likelihood distribution of AA channel, green
graph is likelihood distribution of AA channel and black graph is convoluted

graph of red and green. The reason of (-) value in x-axis is gaussian signal
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Figure 4.13: likelihood distribution of AA channel(Red line), AA chan-

nel(Green line) and convoluted distribution(Black line)

PDF can be negative if best fitted height is negative. From the Eq. 4.9

NUL(MH)

B(Y(1S,28) — H X)-B(H — AA) < ,
( ( ) — ) ( — ) 2NT(15725)28(A N pﬂ_)eT

(4.9)

Wherer Nvy(1525) = (260 £ 6) x 10° is the total number of T(1S5) and
T (2S) events in the data sample, two branching fraction divided (2B(A —
pm)) for two A and other division 2 is for anti-particle. So eventually we
got black likelihood graph and we need to get 90% CL upperlimit from this
graph. For the limits, we use the branching fraction value that contains
< 90% of the above-zero area of the product of the H and H likelihood
functions. Result will be shown with Apm channel in Fig. 4.16.
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4.3.3 Search for 1T(1,25) - H X; H — Apnm

After the agreement from refrees, we opened the blind box of Apr channel.
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Figure 4.14: M(Apr~) and M (Aprt) added distribution for surviving
events from T(15) sample (upper), from Y (2S5) sample (middle) and from
T(15,25) both sample.

Upper panel of Fig. 4.14 shows M (Apm) distribution using Y(15) sam-
ple data without blindbox. You can see there’s only few events in threshold
region and gradually increase without bump or hint. Because we subtract
continuum background in here, you can see some negative bins. Error in his-
togram estimated /Ny + N_gn, you can check in histogram. Middle panel
shows M (Apr) distribution using Y(25) and lower panel is just added his-
togram of Y(15) & T(25) data sample. Region we need to care is below
2my = 2.231. Fitted result of the M(Apn~) (M(Apr™)) distribution of
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surviving events is shown in the upper(lower) panel of fig. 4.15
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Figure 4.15: The upper panel shows the M (Apn~) distribution and fit resid-
uals for the combined T(15) and Y(2S5) data samples with the background-

only fit superimposed. The lower panel shows the same distributions for

M(Apr™).

In these histogram, x-axis is AM = M (Apr~) — 2ma(MeV) so fitted re-
gion has negative x values. Cross points are T (1.5, 25) data which continuum
subtracted and red line is background fitting using ARGUS-like function and
dashed line shows expected H signal gaussian function for a Y(15,25) — HX
branching fraction that is 1/20" that for anti-deuterons. Lower histogram
is residual distribution and you can see no signal or hint and only small

fluctuation exist. Left panel is Apr~ channel and right panel is Apr+.

Upperlimit on B(Y(1,25) - H X) x B(H — Apn™)

With same strategy of H-dibaryon upperlimit estimation of AA channel, we
select bin size as 0.5MeV which is enough compare with H — Apr—(H —
Aprt) signalMC resolution value 0.94 MeV/(1.34 MeV). We divide mass dis-
tribution for each 4 MeV window same as AA channel and fitting with gaus-
sian mean is inside this window with floated height and mean value. But for
first two window which have only few events in window, we couldn’t y? fit

well because of shortage of events. We estimate all events in this two bin as
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4.3. SEARCH FOR Y(1,258) — H X 133

possible signal and draw likelihood distribution with v/N error value. For
third window, we also don’t have enough events in H — Apr* channel and
enough data to fit in H — Apm~ channel. So we got likelihood distribution
using x? fit result in H — Apn~ channel and convolute this with gaussian
distribution by counting number of H — Aprt channel events with v/N er-
ror value. Of course after convolute each systematic error likelihood for each
channel. For Apm channel, we have 9 window and got 90% CL upperlimit
branching fraction by calculate integraled area above zero be 90% for total
area above zero. In Fig. 4.16 shows 90% confidence level upperlimit with bar
for each windows of Apm and AA channel. T also draw 1-sigma and 2-sigma
values of braching fraction. This values are 1,2 sigma from best fitted value
and can be negative. Because of this some 1,2 sigma value didn’t shows in
figure. Compare with average PDG value fo B(Y(15,2S5)) — dX), we have

stringent upperlimit more than 10 times smaller.
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Figure 4.16: Upper limits (at 90% CL) for B(Y(1S5,2S) - HX)-B(H — f;)
for a norrow (I' = 0) H-dibaryon vs. My —2m, are shown as solid horizontal
bars. The one(two) sigma values are shown as the dotted (dashed) bars.
(For some mass bins, there are negative and not shown.) The vertical dotted
line indicates the My = 2my threshold. The limits below(above) the 2my
threshold are for f; = Apm~(fy = AA). The horizontal dotted line indicates
the average PDG value fo B(Y(1S9,2S)) — dX).
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4.3.4 Search for Y(1,25) - H X;H — ="p

Fig. 4.10 is M (=2 p) distribution of Y(15,2S5) data after continuum back-
ground subtracted. In H — AA and H — Apw channel, We used binned
histogram for fitting by binned x? (least squre method) fitting. But this
method is not good for wide mass range fitting which has many bins and
small data sample. Because of this problem, we use unbinned likelihood
fitting with expected continuum PDF. Main reason we use continuum sub-
traction using continuum data itself is because of Z*°(1530) and =2(2470)
peak in continuum data. We can’t perfectly understand continuum back-
ground make some bump or distributionm, we prefer to use data before. But
in this channel, fitting completeness is more important, so we use Argus BG
distribution for continuum data expectation. Totally three Argus function
is used for one background fuction and resolution-broadened Breit-Wigner
function, a so-called Voigtian [49], used to represent the signal. Fig. 4.17
shows fitted distribution of M(Z~p) (left) and M (=*p) (right) with fit-
ted function (Blue line). Each histogram have two red line which is expecd

continuum background from Y(15) and T(2S) data.

A RooPlot of "xt" A RooPlot of “xt"

Events / (0.0017)

Figure 4.17: fitted distribution of M(Zp) (left) and M (Xi'p) (right) with

fitted function (Blue line) and expected continuum background function(red).

After getting upperlimit of = p decay channel for each 4MeV mass bins,
we draw 90%C L upperlimit distribution like before. Fig. 4.18 shows 90%C'L
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upperlimit distribution for all channel with upper horizontal dashed-dotted
line indicates the averaged PDG value for B(Y(1S,2S) — dX). With stable
upperlimit from =~ p decay channel, we can stringently banned above 1/10%

branching fraction of H-dibaryon above my + m, + m, with assumption

LL
m 104
— = —
o> - BF[Y(1,2S) -dX
S T
S - APTT * AN @ =p
107° =
10°
107 = :
EL £ P R RS B
50 o 50 100 150

M-2m, (MeV)

Figure 4.18: Upper limits (at 90% CL) for B(Y((1S,25) — H X)-B(H — f;)
for a norrow (I' = 0) H-dibaryon versus. My. The vertical dashed line in-
dicates the mass thresholds of AA and = p. Left 9 bars are for f; = Apm,
middle 7bars are for f; = AA and right bars are for f; = Z="p chan-
nel. The horizontal dashed-dotted line indicates the averaged PDG value for
B(T(15,28) — dX)
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Chapter 5

systematic uncertainties

As mentioned before we use caseA data samples for penta-quark, = resonance
study and Y(1S) — HX with H — Z=7p channel study and caseB data
samples for other H-dibaryon search. Because we couldn’t share estimated
systematic errors between channels, We need to get systematic error for each
channels but way to get is same for same cut values.

When we care about systematic error it is better to see again branching
fraction formula Eq. 4.3. We can see systematic error will come from * signal
number estimation, * generated number estimation and * signal efficiency.
Most systamatic errors come from signal efficiency by selection requirements.

Signal number estimation means that fitting change by mass region and
bin size will give different result. Because we use fitting way for window
which have enough events so this error will be small. For estimate this error,
we study with changing bin size, fit-range and signal resolution. Because we
couldn’t find any bump, we fix signal resolution as signal MC resolution with
correction factor estimated by =~ and Z2(2470) resonance.

Generated number error is come from o(Ny) number of Y(15,2S) error
and o(B(A — pm)) branching fraction error. Both errors are estimated by

other peoples and just using these error values would be okay. As mentioned
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in Sec. 3.1.1, BELLE colleague studied Ny. By Chen,.et.at [44], measured
T(1S) number is (102+2)M and Y(2S) number is (157.8£3.6)M. Fraction
value is 0(Nyqs)) = 2.3% and o(Ny(1g)) = 3.6% When we use total number
of T(1S) and Y(25) both from the Ny = 260 + 6, systematic error fraction
is o(Ny) = 2.3%. o(B(A — pr)) = 0.8% is found in PDG. So AA channel
have 1.6% by two A candidate. Because we subtract continuum background
data using off-resonance data samples near Y (45) mass region. Even though
excluding lost luminosity, enough off-resonance data sample make statistical
effect be small. From the Belle collaboration study, we have 1.4% systematic
error on aacuracy when estimate luminosity by Bhabha events of data sample.
So we can use this systematic error as defalt.

Other systematic errors come from signal efficiency o(e). All detector
performance accompany systematic error. The parameters what we use this
analysis in all BELLE detector parameters are tracking and particle Identifi-
cation. With this two detection efficiency, all cut requirements will give effi-
ciency so efficiency is €7 = €rqck€prp-€cuts and we need to estimate error from
this formula. Tracking efficiency’s systematic error is studied BELLE collab-
orator using some channels and tracking error was estimated as 0.35(1.0)%
for each track. All study in here use 4 tracks, so o (€racking) = 1.4(4.0)%.

All detailed study will be explained in each section of channel.

5.1 Systematic error study for H — Apr~andH —

AA channel

Upper paragraphs deal with systematic errors which already studied by oth-
ers and can just be used. But other systematic errors by cut parameters and
fitting need to be estimated by myself. For studying particle Identification
of proton and 7, we can use information which already studied before about

momentum dependent systematic error for proton and 7. For proton selec-
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tion R(p|h™) > 0.1, we can use 2.15% obtained from the difference of the
maximum and minimum value of €(data)/e(MC') over momentum. proton
selection R(p|h™) > 0.9’s systematic error is 4.43%. Eventually AA sample
with 2 proton PID cut have 4.3% systematic error and Apr channel have
6.58% systematic error from one 0.1 PID cut and the other 0.9 cut. Differ
with AA channel, Apm channel also have 7 particle ID cut compare with K.
This 7 selection have systematic error 2.78%.

The A selection creteria already studied well as VO-particle selection. So
we can use information which give systematic error for 3 different momen-
tum obtained from the difference of the maximum and minimum value of
¢(data)/e(MC) over momentum. By applying this to data sample, we get
systematic error of A reconstruction, GoodVee selection and M (A) cut. You
can check all systematic errors with this in Table. 5.1. The A selection sys-
tematic error of AA is larger that Apm~. Large systematic error come from
low momentum A sample and momenumtum cut in Ap7m~ sample reduce this
large systematic error sample. We can also explain reason that systematic
error of Aprt sample is higher than Apr~ sample differ with AA channel.

For studying systematic error by cut of y? from vertex fitting and cr,
we used AA data sample. In the absence of H and H signals in either the
Aprm~ and AA decay channels, We study how the data and MC yields of
high staitistics inclusive Apr*(+c.c.) and AA events, selected with the same
criteria, change when the vertex fit x? and cr values used in the selection
requirements are varied. Compare with AA, number of AA sample is huge
that means we can reduce statistical error in real data and MC. Using this
data sample, we got R = ¢(data)/e(MC) for x* and cr cut. Fig. 5.1 shows the
M (pr~) vs. M (prt) scatter plot for selected AA events in the data. Because

we need to care about statistical error in this sample, eventual systematic

error is 0 = /(1 — R)?2 + 02, and we can check R value is smaller than
1% and o almost come from statistical error of sample data. So we got

2 3% systematic error for y? and er cut creteria. Differ AA channel error
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estimation, we couldn’t select proton and 7 in Apr™(+c.c.) So using tight

particle ID cut we reduce background.

Histogram of hh_data__ x_y ARoPl oY ARwPly

hh_data_ x_y
Entries 2500 3 ik
Mean x 1115 9
Meany 1.115
RMS x  0.002749
~-[RMSy 0.001979
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Figure 5.1: Left:he M(pr~) vs. M(pr™) scatter plot distribution for the
data. Right: Projections of the scatter plot distributions on to M (pr~ (left)

and M (prt) (right) axes with the results of the fit superimposed.

When we study correction factor Rzz, we got R = 0.83 +0.13 and this
systematic error is o(Rz3) = 15.6% Because of low statistics, this factor’s
systematic error is estimated large. This error only affect to anti-particle
channel AA(Apr™).

The other systematic error of efficiency come from momentum cut for
Aprm sample. We give momentum cut for A and p,. For checking signalMC
dependece of momentum cut, we made another signalMC by changing =%’s
property like H-dibaryon. Because momentum difference near 0.5GeV is too
big to check efficiency difference, it can depend statistical effect too much.
By making signalMC with difference base, we check momentum difference
effect in efficiency. Systematic error is o(p) = (eéz«0 — €=0)/€=0 = 1.7%.

For estimating systematic error by fitting, we used =Z2(2470) resonance
sample. signal yield difference to signal yield for changing fit-range orbinning

is systematic error. By changing fit range £1MeV which give small statis-
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tical problem, we got 0.8% systematic error. Because binning change can
big difference because of small signal of Z2(2470) we change signal mean of
gaussian as +125KeV which is half of bin-size. By this way we can estimate
mean changed effect by changed bin-size and this error is o(bin) = 1.8%.
Finally resolution error can get by changing resolution 10% for best fitted
resolution. f correction factor what we use has negligable error, so resolution
error by this estimation is 2.6%.

So above all systematic error is described in Table. 5.1 and almost error

is a little over estimated by small number of sample.

Table 5.1: Systematic error sources (in percent). For cases where the H and

H values differ, the H values are enclosed in parentheses.

Source ‘ H — Apr— ‘ H — AA
NT(IS) + N‘I‘(QS) 2.3 2.3
tracking 1.4 1.4
proton pid 6.6 4.3
pion pid 2.8 —

A reconstruction 3.0(5.0) 12.0(9.0)
M(A) 1.0(1.0) 2.0(2.0)
goodvee 0.5(1.6) 3.4(2.6)
x? requirement 2.8 2.5
cT requirement 2.7 2.5
acceptance 1.9(15.8) 2.0(15.7)
continuum subtraction 1.4 1.4
B(A — pr™) 0.5 1.0

fit range 0.8 0.8
binning 1.8 1.8
resolution 2.6 2.6
quadrature sum 10.2(19.1) 14.7(19.8)
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5.2 Systematic error study for H — =" p chan-

nel

When we study systematic error of H — Z="p channel, we need to study
T (1S) and Y (2S) sample separately. The reason is that we use T(15) caseA
data for cut estimation of Z*°(1530) resonance requirement. We can expect
systematic error of caseA and caseB will be differ by different condition.
Using same way as other H-dibaryon channel systematic error study, we can

2

estimate errors by all cuts. For estimating systematic error of =° cuts, cr,

binning, and fit range, we use =*°(1530) signal efficiency difference. For
resolution, we use =.(2470) signal. Estimated all errors is in Table. 5.2.

When we got upperlimt, we used square root sum of a(Y(1S5)) @ o(Y(29)).
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Table 5.2: Systematic error sources (in percent). For cases where the H and

H values differ, the H values are enclosed in parentheses.

Source ‘ T(1S) — HX(Z7p) ‘ T(25) — HX(Z p)
NT(lS) + NT(QS) 2.3 3.6
tracking 4 14
proton pid 6.6 6.6
A reconstruction 4.5(3.9) 4.5(4.3)
M(A) 1.0 1.0
goodvee 1.3(1.0) 1.3(1.2)
X?\W— requirement 2.7 3.3
X%-, requirement 4.0 6.7
cT requirement 2.6 3.3
acceptance 3.0 3.0
continuum subtraction 1.4 1.4
B(A — pr™) 0.5 0.5
fit range 3.0 0.8
binning 0.3 0.1
resolution 2.5 2.5
quadrature sum 12.0(11.8) 12.9(12.8)
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Chapter 6

Conclusions

The results reported in here are some of the most stringent constraints to date
on the existence of H-dibaryon with mass near the 2m, threshold and penta-
quark. These upper limits are between one and two orders-of-magnitude
below the average of the PDG value for inclusive T(1S5) and T(25) de-
cays to antideuterons. Since T — hadrons decays produce final states that
are flavor-SU(3) symmetric, this suggests that if an H-dibaryon exists in
this mass range, it must have very different dynamical properties than the
deuteron, or, in the case of My < 2my,, a strongly suppressed H — Apn~
decay mode. Also above mz- + m, mass region, although less interest in
this mass region, upper limits are between one and two orders-of-magnitude
below the average of the PDG value for inclusive T(15) and Y (2S) decays
to antideuterons.

With the precise measurement of B(T(1S) — Z9(2470) X) x B(Z) —
E-7t), we can convince the no-existence of =5 pentaquark in same branch-
ing fraction of deuterons. There’s many experiments which compare with
=*0(1530) resonance signal for getting upperlimit even with more signal than
my result. But there’s no results about 6-quark combination structure signal

for comparision, but our data can compare with anti-deuteron and =*°(1530)
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both.

In addidition we report first measurements of the inclusive branching
fraction B(Y(1S) — Z*9(1530) X) = (3.23 4 0.02 (stat) =+ 0.26 (syst)) x
1073, and inclusive product branching fraction B(T(1S) — =2(2470) X) x
B(=2(2470) — =~ 7") = (3.42 £ 0.34 (stat) £ 0.15 (syst)) x 107°, using data
samples containing 102 million Y (1.5) decays and 158 million T (2S) collected
in the Belle detector at the KEKB collider.
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H. Albrecht et al. (ARGUS Collaboration), Phys. Lett. B241, 278
(1990). We use:

forg = x[(miof—upexp<c[<mio>2—u> z > my
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Appendix A

Experimental search list

A.1 H-dibaryon searches

Table A.1: Experimental searches for the H-dibaryon. [32]

Collaboration reaction process(production/decay)
BNL E703 » +p — KTKTX
BNL E810 Si + Pb collision/ H — X~p, Apn~
BNI E813 K- +p — K+ + =,
(E d)utom — H + n
BNL E830 K- +*He — K'Hn
BNL E836 K- +*He — KTHn
K- +%Li - KtHX
BNL E864 Au + Pb collision
BNL E885 K-+ (p) - K=~
(Z Ao — HX
K-+ A —- KTHX
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BNL E886
BNL E888

BNL E896
BNL E910
BNI STAR
KEK E176

KEK E224

KEK E248%
Fermilab E791

Fermilab KTeV Co.

Shahbagzian et al.

Alekseev et al.
DIANA co.
Condo et al.

Ejiri et al.
CERN NA49
CERN WAS89

CERN WA97
CERN ALICE
CERN OPAL

Au + Pt collision
p+ A — HX /H — AnorXn,
H + A — AAA
Au + Au collision /| H — X"p — nmp,
H— Apr — prpn~,H — An —prn
p+ A/H — Apnr, H — X7p
Au + Au collsion
K~ +pp(in'?C) - KTH
K +p— k=" ,E= +p(in'?C — H
K= +pp(in'?C) — K*H
K- +p— k2" 2= +p(in'?C — H
p+p— KTKTX
H — Apr
H — AA
p+A/ H— Apr
P+ C — H(H)X/
H—-YXpX —an
H* — Apr®
HT — Ap
n+A— HX/H — Apm
H—Yp
p+Xe— KTHX KTKTHX/H — ¥ p
d— HpBv, 'Be —8 Be H
Pb+Pb collision / H — ¥~ p, Apm
Y"+A— HX/H — NZ AA
H — Aprm, ¥p, An
Pb-+Pb collision
Pb+Pb collision
Z9 decay
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A.2 Penta-quark searches

Table A.2: Unsuccessful searches for penta-quarks. [29]

Experiment

Reaction

Limits,etc

Searches for the ©(1540)"

BABAR
CLAS
CLAS
CLAS

COSY-ANKE
COSY-TOF
DELPHI
FOCUS
HERA-H1
KEK-E5H22
L3
NOMAD

B’ — (pK%)p
W — (nK*/pK])K°
vd — (nKF)pK~
vd — (nKT)A
pp — (pKZ) A"
pp — (pK3)E+t
7 — (ng)X
YA — (pK§)X
ep — (p/pK§)eX
T p— K~ (X)
V' — (p/pK)X
N — (ng)X

< 2x 10 "perB°
o < 0.7nb, 100kA(1520)
o < 0.3nb
o <b5—25nb
o < 58nb
o < 150nb
< 5.1 x 10~ *perZ
400k%(1385)F
o < 30 —90pb
o < 3.9nb
o < 1.8nb
< 2.13 x 10 3pereuvt

Searches for the ®(1860)

CDF
DELPHI
FOCUS
HERA-H1
SERP-EXCHARM

pp — (E775)X
Z — (271m)X
YN — (2777)X
ep — (27 15)eX
nC — (275X

1.9k=(1530)
<29 x 10" *perZ
65k=(1530)
163=(1530)
1.5k=(1530)
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