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Chapter 1

Introduction to the theory and
detectors

In recent years Astroparticle Physics has been a field oflgtgeowth and increasing in-
terest. Only since the last 15 years, has one been able taireessd observe phenomena
which are completely new and which have significant impaottiopicture of the universe,
distant galaxies and black holes. In my thesis | will reporttee analysis of the large, per-
sistent very high energy gamma-ray (shortgtray) flaring of the active galactic nucleus
Mkn 421.

In this chapter | wish to describe the essential theory wisaieeded for this Thesis.
First the properties and the origin of cosmic rays will be muamized. This is followed
by a classification and description of the active galactic&i(AGNs). A very simple jet
model which accelerates the parent particles of very higliggn(VHE) v's? will be de-
scribed. This is needed to understand the properties of Nn Zhe very high energy
gamma ray absorption by the cosmic infrared background;iwimight affect the observed
spectrum, is quantified and simulated. Then | will explai@ tarious possibilities for de-
tecting cosmic rays and describe the HEGRA experimentrliatdis chapter, Cherenkov
telescopes will be discussed, including how they functiemphasis is put on the HEGRA
CT1 telescope which was used to record the data used in #sisth

1.1 Cosmic rays

Every second about 1000 high energy cosmic particles (iateg flux above 10 GeV) per
square meter hit the Earth’'s atmosphere. Up to an energymbaimately 1 PeV the
chemical composition has been measured directly (for arvawe see [LON97/1]). Most
of them are ionized nuclei. Approximately 90% of them arei@ns, 9% are alpha particles,
a small fraction are ionized nuclei of heavier elements afndction of a percent (0.1%) are
high energy gammas [Gai90]. Neutriness] are also present but their number is unknown
because of their extremely small interaction cross section

Charged particles are deflected in the intergalactic aratctalmagnetic field. There-
fore, they no longer point back to their origin. Only neufpalticles can be extrapolated
back to their sources. Among the neutral particles, nestrars and~’s, only the lat-
ter type are sufficiently abundant's are messenger particlesvhich give us information
about the source, its flux, spectrum, timing information ahdut they propagation in the
path between the source and the observer.

1Throughout this document the abbreviation refers to a high energy (> 1 GeV) photon.
2Neutrons decay with a life time of 940 s. Still, extremely thignergy neutrons 98 eV) could reach us
before they decay from close objects as the center of ouxgala

11



12 CHAPTER 1. INTRODUCTION TO THE THEORY AND DETECTORS

The main questions today are: (1) Where do thesnefrom ? (2) What is thecom-
position of cosmic rays ? and (3) What are theceleration mechanismshat are able to
accelerate particles to these high energies ?

1.1.1 The spectrum of cosmic rays

As of today, it isnot fully known where the cosmic rays (CR) come from and how they
are accelerated to such high energies (in the GeV to PeV enange). It is commonly
agreed that there exist three populations of cosmic raysP4tticles emitted by the sun
which relatively low energies up to about 10 GeV, (2) galactismic rays which dominate
the spectrum up to 1 PeV and (3) extragalactic cosmic raysiwthave highest energies
[LON97/2]. For simplicity | will restrict myself to the lagtr two types above energies
of 10 GeV which are relevant for Cherenkov telescopes. Lat®la closer look at the
spectrum of cosmic rays.

Fig. 1.1 shows the all particle spectrum of cosmic rays. Vpetal spectrum follows a
power law and it is usually characterized by a constantdaifectral index:

dN o
a5 & E (1.1)

Of interest is the region around 5 PeV, the so-called kneg&iposwhere the spectral
index changes fronw ~ 2.7 to a =~ 3.0. The partbelow the knee is believed to be
quite well understood [LON97/1]. The dominant portion o€ tparticles is ofgalactic
origin. The current belief is that shock wave acceleration in supere remnants (SNR)
is the major source of galactic CR. Particles and ionizedemace emanated by red and
blue giants and are boosted to higher energies in the shonisfof SNRs. The chemical
composition of the CR up to the knee can be explained by a amatibn of intrinsic source
composition and apallation processwhereby heavier elements are broken down to lighter
elements. It is believed that the CR are deflectedamdined in the magnetic field of our
galaxy. By measuring the abundance of radioactive isoties been found that CR are
confined froml0® to 107 years inside our galaxy. This explains the high isotropyef€R
in this energy range.

Above 1 PeV, shock wave acceleration becomes ineffectidetlam CRleak out of
our galaxy (leaky box model [LON97/1]) because the galantignetic field is not strong
enough to confine the particles in our galaxy. The chemicalpmsition has not been
measured above the knee and it is not clear as of today whese tiosmic rays come from.
The spectral indexof the cosmic rayabove the kneecan be explained by the assumption
that very high energy cosmic rays escape from the galaxysfrbagest argument for this
theory is theincreasing anisotropywith increasing energy of the particles [LON97/1]. A
large part of the CR up tb0? PeV would therefore still be of galactic origin.

Above 10* PeV it is widely agreed that these CR mustdsdragalactic since their
Larmor radii in the galactic magnet field is larger than thee sif our galaxy [Gai90] and
canno longer be confined Another argument is that thenisotropy changesand that
the highest energy particles appear to originate mdnoly high galactic latitudes, most
likely from the local super-cluster[LON97/1], while for lower energies the anisotropy
points to thegalactic plane For the highest energy particles (ui¥' eV) no satisfactory
acceleration model exists.

1.1.2 Sources of cosmic rays

Candidates for cosmic accelerators are objects that hgu#isant magnetic fields and/or
very large extensions and at the same time have extremelynfasng shock fronts. The
most important candidates for the production of high en&@Bgyare the following.

e Supernova remnant which accelerate particles in their shock front.
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Figure 1.1:All particle differential spectrum multiplied wittiz > for better illustration of the knee
at approximately 5 PeV (Taken from [Wie94]).

Pulsars and neutron stars.

Active galactic nuclei (AGN): Probably super massive black holes with more than
10° solar masses that emit plasma jets with high Lorentz fagtgr$o ~10). Shock
fronts inside these jets are able to accelerate particlesriohigh energies.

Gamma ray bursts: Huge explosions of still unknown origin, visible almost guely
in the softy-regime.

Binary star systemsvith a neutron star or ablack hole.

In this work | will discuss active galactic nuclei (AGN), Wwifocus on Mkn 421 which
belongs to the group of BL LAC objects, for which the jet isqtoig towards the earth.

1.1.3 ~-rays and~-ray production processes

As already mentioned, the only particles which are suffityjeabundant and which can
be traced back to their origin aserays. Therefore/-spectroscopy is the method to learn
more about the physics of cosmic sources. There are se\rersikpl processes which are
believed to generate gamma ray photons. These are:

o 710 -decay: High energy protons interact with matter and produce a tyagighadronic
particles. Approximately 30% of them ar€, which decay almost instantaneously
into two gammas (with branching ratio > 99%).

e Bremsstrahlung: If a charged particle is accelerated or decelerated (in ec- el
tric field), it emits photons. This could be a high energy &tat or proton in the
Coulomb field of a nucleus or ion. The of Bremsstrahlung spetiof high energy
electrons has the same spectral index as the electron wpeitself, provided that
the latter follows a power law.
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e Synchrotron radiation: This is similar to the acceleration in an electric field: If a
charged particle is accelerated (deflected) in a magnelik; fieemits photons. The
peak emission of synchrotron radiation is given by:

Epear =5-107% - H - ~? (1.2)

H is the perpendicular magnetic field component in Gatds,the~y-factor of the
electron and the energip..; is given in eV. For example, in the relativistic jet
of an AGN, the magnetic field is about H=0.1 G. The electromesaacelerated by
shock-waves up tog = 10°. The peak emission of synchrotron radiation occurs
at approximatelyEp..r. = 500eV. One can see that in order to get high energy
photons (> 1 GeV), relativistic electrons and a reasonabbng magnetic field are
required. This is normally not the case. On the other hamdehow energy photons
may produce a dense photon field with high energy electratghley become a tar-
get for interaction: Namely, fanverse Compton scattering This process becomes
very important for the generation of ultra high energy gamayzs.

e Inverse Compton scattering: Relativistic electrons up-scatter low energy photons
to higher energies. The synchrotron radiation and the sg&/€ompton scattering
will be discussed in detail in the sectiaoncerning the synchrotron-self-Compton
(SSC model).

All these processes can take place in active galactic nwekéch will be described in the
following section.

1.2 Active galactic nuclei and the class of BL LACs

In this section | will briefly summarize some relevant featiof active galactic nuclei
(AGN) . The term AGN refers to a class of galaxies which hawer large massin the
order of10° to 10'° solar masses concentrated in a region ofdize of our solar system

It is believed that these central objects must be super weabthck holes. The energy
source of these objects is thought to be converted grasi@ltpotential. There are several
different classes and types of AGN which are all believed @éocbnnected by aingle
model,namely the unified AGN scheme [Pad1/99, Pad2/99].

1.2.1 Classification of active galactic nuclei (AGN)

The classification [Pad1/99, Pad2/99, Gui98]is based ogalaxy shape and various phys-
ical properties like emission lines, microwave emissioacsfa and gamma ray emission
(See fig. 1.2)

All of these objects are divided in two large groups: Spiddbgies and elliptical galax-
ies. Members of the first group are called Seyfert galaxiesthase are subdivided into
Seyfert galaxies | and Il. Type | galaxies have broad emisBies while the latter type
galaxies have narrow emission lines. The elliptical g&sydre subdivided, according to
their radio emission, in weak and strong radio emitters. Mers of the class with weak
radio emission are called Radio Quiet Quasars. Memberseofltiss with strong radio
emission are again subdivided in two big groups, one wittnsgtrand one with weak opti-
cal emission lines. The ones with strong optical emissioediare called Radio Quasars,
which themselves are subdivided in two groupfat Spectrum Radio Quasars (FSRQ)
and Steep Spectrum Radio Quasars (SSRQ). The first typaghaeak or no optical emis-
sion lines are grouped into Radio Galaxies having no gamnissém, while theBL LAC
objects which have some gamma emission, into a group wittefiiid spectrum and optical
polarization. Finally, BL LACs and FSRQ together form thasd ofBlazars. All blazars
emity-rays.
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Figure 1.2:Classification of AGN, taken from [B6t97]

It has been tried to relate all these different classes andigions to a general picture
of AGNSs. Fig. 1.3 shows a schematic sketch. At the centeraf 8&N is asuper-massive
black hole betweeri0° to 10'° solar masses surrounded byighly relativistic rotating
accretion disc[Liv02]. Due to friction the disc heats up to temperatures in the order of
keV, thus transforming the gravitational potential intertmal energy. The plasma emits
a thermal spectrum which peaks in the (softy-ray region. Photons emerging from the
disc exciteatoms and molecules in gas clouds, either close to the digchwields strong
Doppler broadened optical emission lines, or further awagnfthe torus, which produce
narrow lines (because they are colder and have smalleritiek)c

The different spectral differences are believed to origifieom different observation
anglesand also frondifferent physical parameters, like theaccretion rate and thespin
of the black hole.

Sometimes there are strongly collimatééyhly relativistic jets or blobs emitted per-
pendicular to the accretion disc from the poles of the blamlke.hTheradio emission is
related to synchrotron emissionof relativistic (i.e. electrons) particles in the jet. The
emission is also believed to be produced by the jet. Sincgeth®s relativistic velocities,
the radiation is beamed in forward direction and fhemission can only been seen if the
observation angle to the jet is less thar %(—> Blazars), wher&'is the Lorentz factor of
the jet or blob.

The acceleration mechanismyet not fully understood. The general ideas are pre-
sented in the next section.

1.2.2 Disc dynamics and the expulsion of jets

The accretion disc plays amportant role in the emission of jets. Thkey point seems
to be thecollapseof the disk. The theory of accretion discs predicts thatdise becomes
unstablewhen it overheats and becomes optically too thick (Eddingtoit) such that the
thermal energy can no longer escape in the form of electrogtagradiation [Mag01]. At
this points the disk collapses and the inner part of the #iocrdisc falls into the black hole
[MeiO1].

Recently, hints have appeared otannectionbetween theollapseof the accretion
disc and thegjection of a jet [Mar02]. This phenomenon has been observed in the cas
of 3C120, a radio quasar. The collapse of the accretion disdken associated with the
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Narrow Line
Region

Broad Line
Region

Accretion

Disk

e
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Figure 1.3: The AGN model is supposed to unify the different classes amdligisions of AGN
into one general picture. At the center of each AGN isuper-massive blackhole betweeri(°

to 10'° solar masses surrounded byighly relativistic rotating accretion disc [Liv02]. Due to
friction the disc heats up to temperatures in the order of keV, thusftsaming the gravitational
potential into thermal energy. The plasma emitthermal spectrum which peaks in the (softx-
ray region. Photons emerging from the disc agxtite atoms and molecules in gas clouds, either
close to the disc, which yields strong Doppler broadeneitajptmission lines, or further away from
the torus, which produce narrow lines (because they areecaidd have smaller velocities). The
different spectral differences are believed to originaterf different observation anglesand also
from different physical parameters, like thecretion rate and thespin of the black hole. Sometimes
there are strongly collimated, highly relativistic jetskdobs emitted perpendicular to the accretion
disc from the poles of the black hole. Thedio emission is related to synchrotron emissiorof
relativistic (i.e. electrons) particles in the jet (Piettaken from [Pad95]).
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so-calledx-ray dip, which is a spontaneous and significant decrease in the thésofg
x-ray emission of the disk. The soft x-rays have been claddgtified by an iron emission
line, believed to originate from the inner part of the adoretisc. The dip is only seen in
the soft x-ray emission. A&lear correlation between thec-ray dip and theejection of a
radio blob has been observed.

To get a better understanding of the acceleration mechaofigets, alaboratory ex-
periment was setup [Hsu02]. The system of a central object and an tearciéisk was
simulated by a plasma (in form of a disc) together with a mégrield generated by a
magnet and an electric field between the central object (adrelectrode) and the disc (an
electrode ring). The jet was ejected when the electric fiegld switched on. In this experi-
ment the jet wasnagnetically driven and also magneticallgollimated. The experiment
also showed that jets with helicity appear naturally in sadystem (See Fig. 1.4).

Furthermoregeneral relativistic magnetohydrodynamic (MHD) 3-D simuktions of
the accretion-disk/black-hole system have shown thatgetsa natural consequence of a
rotating disk in thepresenceof a magnetic field [Mei01, Kud99, Koi02]. The simulations
seem to suggest that mainkery fast rotating Kerr black holes (mas&/) with spins from
a = 0.90 M up toa = 0.95 M (maximally rotating iss = 1.0 M) are able to accelerate
jets up to Lorentz factors @f = 10. The accelerated plasma most likely originates from the
outer halo of the accretion disk. The jet imagnetically driven and and also magnetically
collimated. The particles accelerating from the plasmarauest likely electrons. Heavier
particles and ions are slower and remain in the disk halo agThis would imply that
the jet mainly consists adlectronsandelectromagnetic radiation.

Evidence for thecollimation of the jet at a distance to the nucleus between 30 and
100 Schwarzschild radii was recently observed in the radiaxy M87 by J. Biretta et al.
[Bir02]. During jet collimation, very close to the black leglthe jet opening angle appears
to increase while at larger distances it decreases.

Other theories claim that the black hole acts likbigge dynamoin a magnet field
generated by the accretion disc. The event horizon behikeean electric conductor and
builds up an electric field between the equator of the bladk had its pole. The static
magnetic and electric field densitieRdynting flux) reach such a strength thate~ pairs
are createdut of the vacuum. These electrons are accelerated by the electric field and
focused by the magnetic field [Mag01]. Such jets are puragtebmagnetic.

Future measurements and simulations will clarify the doasivhether the jet only
consists of electrons or if hadrons are present as well.

1.2.3 Jet models and the SSC model

It has been tried to explain theemission by two different models:

1. Thesynchrotron self Compton (SSC) modelattempts to explain the production
of very high energy gammas (TeV range). An elegant and appgneatural way
to explain the existence of very high energy gammas is byrég&€ompton up-
scattering of soft photons that are produced by the samedrigtgy electrons that
are involved in the scattering by synchrotron radiation.

2. In hadronic jet models the jet contains hadrons (e.g. protons) which prodtite
in collisions. Theser’s decay into tways and the high energy emission can be
explained in this way. This model also would explain ghéstenceof hadronic high
energy cosmic rays.

Even that it seems vergrobable that a jet also contains a hadronic component, in the
moment it seems that the (at least the pure) hadronic mogddbéendiscarded because
the shape of the observeespectrum to its theoretical prediction. On the contrdrg,$SC
model fits the shape of the observed spectrum very well. §wioirk | will restrict myself

to the SSC model only.
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(a) Development of a jet without helicity

(b) Development of a jet with helicity

Figure 1.4: inages of a laboratory experiment to designed to simulanjésion which show the
expulsion and development of a jet in a series of picturest &l shows a straight jet and plot b)
shows a jet which develops a helical instability. Taken fibtau02]
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Figure 1.5:lllustration of the shock acceleration mechanism. Theigaris scattered several times,
forth and back over the shockfront. In each cycle it gainggndue to the movement of the shock-
front.

The mechanism necessary to efficiently accelerate cha@idlps (e.g. electrons) to
extremely high energies (> 1 TeV) is believed to be the stedahock wave acceleration
[Gal02].

Shock wave acceleration model

The just mentionedhock wavesor shock fronts are naturally present in jets and super
novae remnants (SNR). Particles are randosdsittered by local magnetic irregulari-
ties (Alfvén- and hydromagnetic waves [LON97/2]), thus passimany times from down-
stream of the shock front into the upstream interstellariorador if the shock front is
inside the jet, from the downstream shock over to the slowstream plasma in the jet)
and back (see fig. 1.5). Advery cyclethe particle willgain energydue to the fast move-
ment of the downstream shock [Gal02]. For nonrelatividtiocks the following formula
shows the energy gain compared to the initial energy, aeerager all inclination angles.

Ef\ | 4
<E> =14 3B (1.3)

Brer 1S the velocity of the jet in units of ¢. The particle haprabability to escapethe
acceleration front volume by being scattered away fromtioels front. Taking this proba-
bility into the calculation the resulting spectrum hgsaver law shape. In nonrelativistic
shocks the angular distribution of the movements is unifaneh for a strong nonrelativistic
shock this leads to power law spectra with spectral index 2.

dN o
a5 & E (1.4)
For ultra relativistic shocks, which is the case for jets teedli by AGNs, the escape
probability and the average energy gain per cycle is moreptioated due to the relativistic
movement. The angular distribution of the high energy chdngarticles is not isotropic
anymore. In [Gal02] it has been demonstrated, that by asgudifferent scenarios, the
spectral index for ultra relativistic shocks is in the ranfe=2.2 toa=2.3.
A very important question concerns theximum energythat can be reached by this
mechanism. The hard limit of the maximum energy dependslgnamtwo aspects.
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1. The radius of the emission region must laegger than the Larmor radius of the
particle.
Emaa: =~ qB'YRjet (15)

B is the magnetic field in the jeR;.; is the radius or jet scalg,is the charge of the
accelerated particle andis the relativistic gamma factor of the particle. According
to Equ. 1.5 for a jet radius d&;.; = 0.01 pc =3-10'* m, a gamma factor of = 10

and a magnetic field oB = 0.1 G the absolute maximum energy is in the range of
10'* eV or 100 TeV. These numbers give the order of magnitude that is géyera
expected in such jets.

2. The electrons are constantly beingoled downdue to two effects and limit the
maximum reachable energy if the cooling is becomes faster ttie acceleration:

(a) Emission ofsynchrotron radiation (which depends on the magnetic energy
densityup in the jet)
(b) Inverse Comptonscattering (which depends on the soft photon density;

)

The SSC model and relativity

As already mentioned, the idea behind the Synchrotron Setffifon model is that the ob-
served high energy’s are produced by aimverse Compton up-scatteringof low energy
photons (UV and soft x-rays) by high energy electrons. Tlgiired densesoft photon
field is assumed to be produced \@gnchrotron emissionby the same high energy elec-
trons by magnetic irregularities in the jet (the relevamapaeter is the magnetic energy
densityu ). The SSC model is described in detail in Appendix A.

As an alternative (which is not SSC), the soft photons colgd ariginate from the
accretion disc if the latter is not too far away from the blob. This possiilwill be
discussed in the last chapter.

The typical SSC model spectrum consists of two emission peaks (see Fig. O6¢
synchrotron peak (the soft photon field) which peaks in the UV or soft x-raysioegand
oneinverse Compton peakwhich peaks in the GeV-region.

Due to therelativistic motion of the source (along the jet axis), the emission isitgn
is boostedin the direction of motion and becomes stronger and moregetierfor an
observer for whom the jet approaching as compared to anrsierthe moving (blob)
frame [Mag01]. The so-called beaming effect is characterlzy the Doppler factaf:

d=[y(1- 600519)]_1 (1.6)

whereg is the velocity in units of ¢ with

1
3:,/1—? (1.7)

where+y is the relativistic Lorentz factor of the motion and the alvee sees the jet at an
angled.

The Lorentz-transformations of the local comoving jet system (whose observables
are primed here, eglt’, I'(v'")) relative to the distant observer system (whose obsersable
are unprimed, egit, I(v)) yield:

e All longitudinal length scalesandtime scalesmust to be divided by the Doppler
factoré:

dt = ¢ tdt (1.8)
de = 0 tda' 1.9
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Figure 1.6:This figure shows an example of the double peak structure afsilple SSC model.
Here the low and high states of the multi-wavelength spetifiMkn 421 have been fitted with a
SSC model using a laminar geometry for the emission regiake from [Mas99]. Parameters used:
variability time scale t=500s, with a Doppler factor df= 20 (for low state, while for high states
¢ is by a factor four higher), with a magnetic field of B=0.4 Gdanmaximum electron energy of
Ymaz = 1.410°).

e Theintensity scales with5* as:
I(v) =8I'(V) (1.10)

wherev = § - v andv is the photon frequency. The opening angle of the light cone
due to relativistic beaming is

f ~tanf = 1 (1.11)
Y

where theta is the opening angle of the cone arttle Lorentz factor of the blob.
Any (v-) radiation emitted by the jet is beamed in forward direttio

1.2.4 Jets of Mkn 421 and Mkn 501 as seen by microwave teles@sp

The jet properties are discussed on the basis of the two ABKs421 and Mkn 501.
The former is subject of this thesis and the latter will bedusger for comparison.
The contemporary picture of a jet is a blob of relativistictjzdes that is ejected by
the AGN. TheLorentz factor has been estimated for the case of many Blazars and radio
galaxies by measuring theuperluminal motion of the blob seen by radio telescopes.
Radio telescopes have the necessary angular resolutioprexision of miliarcseconds, a
resolution that is impossible to achieve for optical waxglths. The general conclusion is
that the Doppler factor of most blazars and radio galaxiggigally § = 10 [Pad2/99].
Superluminal motion is aatural effect of relativity in which the blob moves at angles
of approximately 30-60° in direction to the observer, who measures an apparent speed
that is faster than light [Mag01]. Thebservedspeed of the motion is:

X (F X ﬁ)
Bob = PR (1.12)
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Bsin ¢

T eosd (1.13)

where7 is the observer directio, is the observation angleﬁ> the velocity of the blob in
the observer frame antl,;, is the apparent velocity observed by a telescope.

Itis believed that the jet has a very high Lorentz faégtomediately after its expulsion
and collimation. Later it rapidlgools downby emission of synchrotron and inverse Comp-
ton radiation. The Lorentz factor of the blob decreases mitheasing distance from the
nucleus. At high Lorentz factors it radiates predominaitithe form of hard x-rays and
(i.e. BLAZARS) inv-rays. Eventually, when the jet is much further away fromrtheleus
and it has cooled down significantly, the jet emits synclomtiadiation in the microwave
energy range at which time it transparent to microwaw@sly then will it becomevisible
in the radio frequency range [Mar02]. At the point when the jet becomeibié to radio
telescopes its distance from the AGN is already hundredarsigos.

Both objects, Mkn 421 and Mkn 501, have been observed raithio telescopeqsee
Fig. 1.7). As previously explained, it is assumed that tie ¢ these two objects move in
the direction of the observer within an anglefiof % ~ 0.1rad ~ 6° (y = 10) from the
fact that we see-radiation that is emitted in the forward direction. Unforately, the exact
observation angle isnknown. However, we do know that the movement is not exactly
in the line of sight because moving blobs with superlumirebeity have been observed.
These blobs are relatively slow. Mkn 421 blobs exhibit a g#joof only v = 2 £ 0.1¢
and Mkn 501 blobs have velocities of approximatel¢ 2.5 + 0.1 ¢ [Mar99]. Theseslow
superluminal velocitiesof the radio blobs have two explanations:

1. The jet initially had aigher bulk Lorentz factor of close to ten when it radiated x-
rays andy-rays (by synchrotron ang-radiation emission) and subsequerndgoled
down rapidly, more rapidly than other typical radio galaxies. Later thseyved
radio blob only shows a Lorentz factof approximately 3.

2. Theobservation angle is very smallsuch that the superluminal motion has only
small values between 2.0 and 2.5. This would allow a high htzréactor of the blob
close to 10

It should be mentioned that the jet structure of both objecsignificantly different. This
can be seen for example in the magnetic field (can be seen potagzation of the radio
emission [Mar99]) which is perpendicular to the jet in ca#&&n 501 and for Mkn 421
the magnetic field is parallel to the jet.

1.2.5 Fast variablity and other properties of AGN flares

As of today, several Blazars which emit gamma rays in the Be\ge have been detected.
The most significant of these are Mkn 501, Mkn 421, 1ES142&2384 and 1ES1959,
while astronomers have discovered about 60 AGN in the Gefgaminly by the EGRET
satellite (see Fig. 1.8). All the known GeV Blazars are rddad. The radio emission
is assumed to be synchrotron radiation of very high energyctes (mostly electrons but
with a possible (weaker) contribution from protons) in tee jThe synchrotron emission
extends up to the soft x-ray where it can be detected withlisagdike ASCA or RXTE.
Synchrotron radiation hints to the SSC model.

A very important feature of the AGN flares is its extremelyt feariability. Mkn 501,
assumed to be a black hole if® solar masses, and Mkn 421, smaller with approximately
10% solar masses are rather extended objects with Schwarseldiii of the order of 1
AU and 1/100 AU respectively and with distances from the klhole to the accretion
disc between 10 and 100 Schwarzschild radii. The distamoesthe black hole to the jet
extend even further, with Schwarzschild radii at the order( to 10'°. The observed
variability is very rapid . Typical timescales ara few hours for Mkn 501 and aboutl5



1.2. ACTIVE GALACTIC NUCLEI AND THE CLASS OF BL LACS 23

Miliarcsac

|
= 3

2
Miiarcsec

(a) Mkn 421 (b) Mkn 501

=
o

"g N y=1C - L

g T AN ]

2 s N

E . .

5 L Light cone b

0 2\ 5 N

(?) L ’/’\ \\ \
: / =4 T
v/ I—
~/ super luminal speed'3 -

0 TR RN SR | SR ) IR IEREN B [N S S
0 2 4 6 8 10 12 14 16 18 20
Viewing angle in degrees

(c) Superluminal speed for different Lorentzfactors

Figure 1.7:Shown here are VLBA radio images of the two objects Mkn 421 ldikd 501, taken
at 15 GHz. Picture a) shows Mkn 421, taken on July 1997 andineidi) displays Mkn 501, taken
on August 1997. Mkn 421 is very core-dominated which couldibe to a small observation angle.
Mkn 501 shows a bending in the jet of almost 98oth radio jets show superluminal motion excep-
tionally slow for typical radio galaxies. Mkn 421 blobs hagproximately a velocity of,,s = 2.0c¢
and blobs of Mkn 501 have approximatedy,s = 2.5¢. These plots were taken from [Mar99]. Plot
c¢) shows the superluminal speed as a function of the obsemetgle (in degrees) for three different
Lorentz factors{=4, v=6 andy=10). The vertical line shows the position of the light conce
from these two objects-emission is observed the actual observation angle mushbbes than this
limit.
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EGRET All=Sky Gomma Ray Survey Above 100 Mev

Figure 1.8:The as sky seen by the EGRET satellite above 100 MeV. Mosteoéthission comes
from the region of the galactic plane but at higher galadittides are some objects which are
extragalactic. Many of them are Blazars.

minutes for Mkn 421. This can be partially explained by a high Doppler factorEL6)
of the relativistically moving source and by small emissiegions (which are tens of AU
(1 AU~ 15 light minutes)) .

But even with small emission regions and high Doppler fasctormmon SSC models
have problemsto explain this fast variability of Mkn 421. New theories tiy explain
this behavior. They range from smalbnical sub shock frontsinside the jet (Model for
Mkn 421 [Sal98]),Jaminar rather than spherical emission regions[Mas99], andmod-
ulation of the soft photon field for Compton up-scattering via a haitsp the accretion
disc [Bed96].

It should be possible to differentiate between these mdaglexamining thecorre-
lation of x-ray flux and light curve measurements of x-ray sataligmd the GeV-TeV
emission. If the soft photons for up-scattering come fromahcretion disc, there should
only be a very weak correlation of the flares in the UV/x-rag #re TeV range. This would
point to a modulation version.

If there is astrong correlation, like in the case of Mkn 501, this points toward t88C
model, possibly withconical shocksor thin laminal shocks traversing the jet (See Fig.
1.6).

A very precise measurement offfare of Mkn 421 in the x-ray region (see Fig. 1.9)
has been recorded BYSCA in April 1998 which seems to show a correlation between
x-ray flux and~v-ray flux. The x-ray and TeV curves of Fig. 1.9 match perfecatthen
superposed. In the analysis chapter the correlation bettineex-ray flux as measured by
ASCA in 1998 and various TeV instruments will be examined étail. The ASCA x-
ray flux measurement seems to show two components. A slowdtanponent {7 day
duration) and a fast (sub-day) flare component.

1.3 The Gamma Ray Horizon

The universe is filled with isotropically distributed diffe photons of low energy from the
microwave energy range (i.e. cosmic microwave backgrou@MB) peaking at 2.7 K up
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Figure 1.9:Multi-wave length observation of Mkn 421 in 1998 with ASCAtime x-ray region and
with several Cherenkov telescopes in the TeV energy rangpe. ifitegrated TeV flux is measured
in units of the (constant) crab flux and the x-ray flux (ratefdunts/sec. When the x-ray curve is
superposed on the TeV curve it can be seen that the TeV cutge/$ahe x-ray curve. This will be
discussed in detail in chapter B.
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Figure 1.10:Actual measurements of the cosmic infrared background.gFéen points are upper
limits, the blue ones are lower limits from galaxy count® tbd ones are trusted measurements and
the hollow black one is a tentative measurement. The dathdestaken from [Hau01]. The model
is from T. Kneiske and K. Mannheim [Kne02]. The increase ef¢nergy density on the left side is
the CMB.

to the infrared (i.ecosmic infrared background or CIB) and the visible light range. The
interaction of the very high energy (VHE)s with the low energy background radiation
(VLE photons) plays an important role in gamma ray astronomy

This interactiorlimits the observable energy range as a functiopehergy. Therefore
one would expeatutoffs in the spectra. This attenuation effect of the VBN their way
to the earth, which depends on the red shift of the sourcalisccgamma ray horizon
(a more precise definition will be given later, Equ. 1.23).eHource of the interaction is
electron positron pair production from high energy and lowrgy photons.

waE +WLE — et +e” (1.14)

The VLE photons have different origin. The 2.7 K microwavekground radiation
is a remnant of the Big Bang with a thermal spectrum frdim zm to 10® zm. Another
important contribution from théar infrared ( 100 um) to the UV (0.1 um) comes from
redshifted star light that has been occurring throughoaithiistory of the universe. Star
formation processes in the early universe play an importaethere. Thus the precise
measurement of the spectrum of these background photonsipsadetailed information
about the history of our universe.

Unfortunately the direct measurements of the extragalanfrared background by
satellite borne instruments avery difficult because of foreground infrared light in our
galaxy, i.e. dust reflecting the (infrared) light from thenand stars inside the galaxy. The
actual measurements of the infrared background can be sd€ig.i1.10. The numbers
have been taken from [HauO1]. The region between a;fewand 100um has not been
measured at all. Only upper and lower limits exist. The loliraits come from galaxy
counts and are hard limits [HauO1]. The plotted curve showsodels developed by T.
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Kneiske and K. Mannheim [Kne02]. This model is quite compdexd involve convolu-
tions of measured star formation rates, initial mass fomstiand the history of dust and
light densities.

In order to calculate the absorption that VHE photons exmee we need téold the
cross section of the pair-production process with the loargynphoton densityThe cross
sectionfor the process described in Equ. 1.14 isdin?) [Ste95]:

o(E(2),e(2),z) = 125-1072°(1-p) x (1.15)
{23 (B> =2)+ (3-8 -In (%)} (1.16)
where

E is the energy of the gamma ray photeris the energy of the soft photon,is the
redshift of the source and = (1 — cos (9)) is the angle between the photon directions.
The threshold energy conditionis

Eex (1+42)> > 2 (mc2)2 (1.18)

The cross section, plotted in the range between ®0and 0.1um, for a 1 TeV, a
3 TeV, a 10 TeV and a 30 TeV photon from a head on collision ¢daie) and averaged
over all angles (dashed line), together with the measureswrihe infrared background
can be seen in Fig. 1.11. This time the photon density instédlde energy density has
been plotted, because this is the quantity which deterntireeabsorption. This plot illus-
trates which soft photon range interacts with which highrgpehoton. The higher energy
photons (10 TeV and 30 TeV) fall into an energy range of thetosay background which
has not been measured yet. The measured spectrum of Mkn #24tymung constraints and
upper limits on the soft photon density in that range.

To get the optical depth (attenuation tee~" of the original flux) for one specific
energy, one musfbld the cross section with the cosmic infrared spectrum andageer
over the whole solid angl@ of photon collision angles and integrate this result over th
redshiftz. Since the object of this work (Mkn 421 with=0.03, £ 1) is relatively close
to the earth (440 million light years away), it is not necegsa integrate over, which
simplifies the relation.

The absorption probability per unit length (in cm) is [SteBla01]:

dr 1 [T | e dn
i 5/_% s1n19d19/ o dad—ga(E,s,(l—cosﬁ)) (1.19)

E(1l—cos 9)

‘fi—’; is thedifferential soft photon density (in units of number of photons pem?®and

eV) and must be calculated from the cosmic infrared backgiepectrum (Intensiby% =
vI, (in units of nW(m?sr))) in the following way:

dn Arm
== v, 1.20
de e ” ( )
whereag denotes the photon energy in eV. The distance to the objdotfisst order, (for

zL 1):

cC*Zz
l=— 1.21
T (1.21)
Hy = 68&:6#’]\}“’6 is the Hubble constant (1 pc3:086-10'® cm). Finally the attenuation

of the flux becomes:



28 CHAPTER 1. INTRODUCTION TO THE THEORY AND DETECTORS

llllll! T lllllll! L llllll! T T llllll! T T T TTIIT
2 : ? ? :
10 .................. ... ......................... ......................... . .....................

10

Photon density (in 1/(cm 3eV))
'_\

-3
10

10-6 1 IIIIIIII 1 IIIIIIII 1 1 IIIIIII 1 11 11111
3 2 -1

10 10 10 1 10
eV)

2_ T lllllll| T lllllll| T lllllll| T lllllll! T T T TTT)

E 3 TeV ]
1.8__ .......... 10T.ev ............................................. ......................... . ..................... __

cm)

-25

Cross section (in 10

: /- A : H
0 vl Vil ol Lol

10 10 10° 1 ) 10
Energy (in eV)

Figure 1.11:a) The upper plot displays, for comparisahe cosmic infrared background mea-
surementsin terms of differential photon density together with difat models of [Kne01] of the
CIB. The blue points are lower limits, the green ones are ulyméts and the red points are accepted
measurements. b) The lower plot shows tiess sectionfor a 1 TeV (blue), a 3 TeV (red), a 10
TeV (green) and a 30 TeV photon from a head-on collisionddoie) and averaged over all collision
angles (dashed line).
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Figure 1.12:The attenuation of TeV gammas originating from Mkn 421 and according to the
models [Kne02] shown in Fig. 1.11. According to these modiesattenuation starts above 1 TeV
but the effect becomesignificantly strong after 10 TeV.

A= @Hl (1.22)

Fig. 1.12 shows thattenuation of gammas originating from Mkn 421 at0.031 for the
models shown in the Fig. 1.11. It should be noted thatciteff that has been observed,
for example, in the spectrum of Mkn 504=0.034) [Ste01] can have two possible reasons.
One is theabsorption due to the cosmic infrared background. The other is that tiheffc
could be anintrinsic feature of the BL LAC emission spectrum. As of today, it is not
clear which of these hypotheses is actually responsibléhtacutoff. It could even be a
mixture of both . These possibilities will be discussed later in the lastgéaconcerning
the analysis of the Mkn 421 flares of 2001.

The gamma ray horizon (Fig. 1.13) is defined as the red shift/Fach

T(E,z)=1 (1.23)

This is the distance for which the attenuation becomége.

1.4 Theory of air showers

There are two ways of detecting gamma photons. One is sutththgamma photons are
detected directly in space. This is done via the x-ray andngairay satellites. Satellites
have a limited detection area of a few? and have therefore a limited sensitivity. The
second possibility uses tle@mosphereas a part of theletector.

The VHE gamma flux is so low, that huge detection aread(® m?) are needed to
collect a reasonable number of events per observation #itheve 10 GeV the collection
area of current satellite borngdetectors is too small and only the methodgsbund
based instrumentscan be used. This section is therefore dedicated to exptainthe
atmosphere reacts with cosmic rays.
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Figure 1.13:The gamma ray horizon plotted against the red shift. Takam {Bla01]. As of today,

it is not exactly known where the horizon is located. Theed#ht curves show the attenuation for
different cosmic parameters and CIB models. The locatidgh@fjamma ray horizon gives important
information about CIB and is a very actual field of research.

When cosmic rays enter the atmosphere, they generateled-aalshowers. The cos-
mic ray particles interact with the molecules of the atmesploy hadronic and electromag-
netic interaction.Electrons, muons andy’s interact electromagnetically, which means
they generate secondary particles by pair production aeehéstrahlung. The secondary
particles are mostly again non-hadronic particleEstrons, muons andy’s.

Hadronic CR, namelyProtons and ionized nucleiinteract via thehadronic interac-
tion, which means that they produce as secondary particlesynamly and K's. These
latter particles either decay or produce more secondaticle by hadronic interaction.
7% decay almost instantly into two photons and therefeesl the electromagnetic com-
ponent of an hadronic shower.

In this way, a cascade of secondary particles is initiatéebs€ highly relativistic parti-
cles, mainly electrons, emit Cherenkov radiation durirgjrttravel through the atmosphere.
The air showers extend, depending on their energy, fromgpenevels of the atmosphere
down to sea level (see Fig. 1.14).

There are two types of air showers: Télectromagnetic type which haveno hadronic
particles and thé&dadronic showers which contain all types of particles.

1.4.1 Electromagnetic cascades

The electromagnetic shower is easier to discuss matheaatiptitecause to first order it
only containselectromagnetic particles consisting ofelectrons muons and photons.
Photons are produced liyemsstrahlung and by theannihilation of positrons. Electrons
and positrons are produced Imair production. The energy of the original photon is
transfered to the secondary particles whose nunmtmeeasescontinuously.

The particleslose energyby multiple scattering and also byionization of the sur-
rounding air molecules. The number of particles increases the shower maximum.
From that point on the average particle energy decreasesibeof energy losses due to
ionization and bremsstrahlung. The cascade equationsecéoubd in [Gai90]. For the
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Figure 1.14:a) Top row: Images of two typical air showers, for a gamma phdteft side) and a
proton (right side) , calculated by Monte Carlo simulatiod &) Bottom row: their Cherenkov image
seen by a telescope, taken from [Kra01]
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Figure 1.15:Electron number of a 0.5 TeV (green), of a 1 TeV (red) and a 3 TeV (blue) shower vs
depth in units of radiation lengths.

case of electromagnetic showers solutiewsst for the cascade equations which assume
several approximations.

The mean free path lengthof an electron (distance at which the 1/e part of the elec-
trons did not interact) is called thediation length X and has the size of = 36.2_%;
This quantity has to be divided by the density of the air totgetunit of a length (at sea
level p = 0.0011_%; it equates to approximately 350 m). For the following distois four
parameters are introduced:

e Thedepth T along the shower axis in radiation lengths

e The shower ages = 3/(1 + 2 = (y/T')), which ranges from 0 to 2. The shower
maximum is found at s=1.

e Thecritical energy E. = 80 MeV, where the energy loss through ionization, equals
the energy loss through particle multiplication.

e And avariable y = In (E/E.), whereF is the energy of the initial gamma photon.

The approximate longitudinal electron number then becd@a®0]:

Ne(S) — EeT(lfl.s*lns) (124)
VY
The electron number vs depth for a 3 TeV, a 1 TeV and a 500 GeV shower is plotted in
Fig. 1.15.
By introducing a very simple exponential atmospheric m@deglecting temperature
changes), one obtains an approximate shower shape as mfuoicheight. The following
equation relates the deplh(in radiation lengths) with the heiglf (in m):

Xo _H
= e Ho
Acos?d
WhereX, = 1013 4 is the column height of air at groundil, = 8400 m is the height
at which the atmospherlc pressure reduced to 1/e from thabgeund and) = 0 is the
inclination angle of the shower axis.

The resulting plot in Fig. 1.16 shows a 3 TeV, a 1 TeV and a 500 &wower with
respect to height according to the simple model describesteabThe shower maximum
for a 1 TeV shower can be seen at approximately 9500 m. Theeshmaximum for
showers with higher energgaches deepeinto the atmosphere.

(1.25)
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Figure 1.16:Electron number of a 0.5 TeV (green), of a 1 TeV (red) and a 3 TeV (blue) shower
shower vs theheight in m counted from ground. For higher energies the shower maxi reaches
deeperinto the atmosphere.

In order to understand thesymmetric shapeof shower images seen by the camera,
we analyze theelectron density seen under an observation angle by the telescope (the
Cherenkov image itself is far more complicated and will nettkeated here). The trans-
formation from the height coordinate to the viewing anglercinate involves dangent
of that angle. This results inwery asymmetric shower image. Fig. 1.17 shows the same
three showers developing at an impact parameteim. Here it can be seen clearly
that the shower image in the telescope camera is very asyinmiBhe shower maximum
moves to largedistancesfor in the camera for higher energies.

The camera of the CT1 telescope has an opening angle of apatety 1.4 degrees
Comparing this with our image, it can be concluded that tbended camera image will be
truncated. For these reasons, two new image parameters have beetuicgiay as will be
explained in detail in a later chapter. They are:amymmetry parameter,and aleakage
parameter, which describes thdegree of truncation of the shower image due to a too
small camera. The latter parameter will be used for enertgymaton purposes.

There also exists an analytical solution for théeral width of the shower. Unfortu-
nately it is only valid forl < s < 1.4 and is thereforeot very useful for developing an
analytical model for the shape gfshowers. (Such a model might be useful4fénadron
separation using log-likelihood techniques). Itis thecaied NKG-formula displayed in
Fig. 1.18:

of(z) = Kzt~ (14 2)°™" (1.26)
whereK is a normalization constant and
x=r/ry (1.27)
is the radial distance from the shower core in unitdofiere radii
cm
The following expression defines the normalization cortstaim Equ. 1.26:

27 /000 xf (z)dx =1 (1.28)

Finally, thelateral electron density pn (r, T') becomes
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Figure 1.17:Electron number of a 0.5 TeV (green), of a 1 TeV (red) and a 3 TeV (blue) shower
vs theviewing anglefrom ground in degrees. For higher energies the shower mawiia found at
larger distancesin the camera.

on (nT) = X g g (1.29)
"™

As a result, it can be stated that tfaeral spread increaseswith the shower age
From the view of the camera the image develops from the céifitbe center of the cam-
era points to the source) tmgger viewing angles while the lateral spread continuously
increases

Hadronic showers are more complicated than electromagoats and the cascade
equations cannot be solved analytically. Usuélgnte Carlo simulations are needed to
understand the difference between electromagnetic cas@artl hadronic cascades.

1.4.2 Hadronic cascades

A hadronic shower hairee componentsa hadronic, an electromagneticanda muonic
one. The shower develops as follows: A high energy hadramaots with the nucleus of
an atom in the air and produces mainly pions (and a few kaons).

h+ Nucleus — mn™ + nz° (1.30)

The shower consists of a hadronic high energy core thatroeomtisly feeds the electromag-
netic part because the instantly decay into two photons.

™ = v+ (1.31)

Each high energy photon emerging from thedronic core creates arelectromagnetic
sub-shower Lower energy charged K'’s ands feed themuonic componentby decaying
into muons and neutrinos. At each hadronic interactapproximately one third of the
energy goes into thelectromagnetic component Since the hadrons usually re-interact,
a large part of the initial energy finally ends up in the electagnetic part and is dissi-
pated through ionization losses and Cherenkov radiatibe.riost numerous particles in a
hadronic shower are therefore positrons and electronsottld be noted that in a hadronic
shower asizeable fractionof the energy is transported away by invisible neutrinos and
muons and so thainly a fraction of the initial energy isdepositedin the atmosphere.
Therefore hadronic showers proddessCherenkov light than their electromagnetic coun-
terparts.
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Figure 1.18:The functionz f (x) with correct normalization demonstrates the lateral edectlis-
tribution for s=1.0 (red), s=1.2 (green), s=1.4 (blue). Tteral distribution getsvider with shower
age due tanultiple scattering.

A Cherenkov telescope sees the Cherenkov radiation blysicdy from electrons and
positrons because a) they are more likely toaheve thresholdof Cherenkov light pro-
duction and b) they form theverwhelming fraction of particles in a shower. The image
of an hadronic shower seen by such a telescope is wider agef land has muclarger
fluctuations than that of a pure electromagnetic shower (see Fig. 1.149.fllictuations
are larger because the hadronic radiation length is alnmsbld the size of the electro-
magnetic radiation length\, = 70_%;. The lateral spread of the hadronic shower is
mainly caused by thé&ransverse momentumof the secondary hadrons after a hadronic
interaction while in the case of electromagnetic showegddteral spread is a function of

multiple scattering resulting in a much slimmer shower.

Since one is interested only in gamma ray induced shower$igtironic showers must
be separatedfrom the electromagnetic ones. This difference in glsmetrical image
structure, and to a certain extent ttr@e structure, can be used to distinguish between the
gammainduced events and the hadronic background, prothidédstrument has sufficient
resolution (e.g. a finely pixelized camera and sub-nanaegktime resolution).

It should be noted that an incoming high enesgphoton (or ay in the shower) can
develop secondary hadrons with low probability (1%) via telpooduction which initiate
a hadronic shower. Such showers, induced byhoton, cannot be distinguished from
a normal hadronic shower and therefore add to the backgroHiegvever, most will be
eliminated by selection cuts.

Below 100 GeV there exists a small babn-negligible contribution of electronsin
the primary CR flux. These electrons initiate electromaigrettowers as primary’s and
are therefore indistinguishable frominduced showers and so form a non-reducible back-
ground. However, like all the other charged CR, theyiaogropically distributed . It is
therefore essential to achieve a good angular resoluticetiace the~ background in the
case of point source searches.

All the structure of extended air showers can be seen thrthegGherenkov light emit-
ted by the particles (witth > f.) in the shower. Cherenkov telescopes are especially
sensitive to thelirectionality of the Cherenkov light. This is an important difference to ai
fluorescenceexperiments.
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1.4.3 Cherenkov light production

A highly relativistic particle emits Cherenkov light dugits travel through the atmosphere
[Jel58, Lon1/92]. Cherenkov light is always produced whenparticle velocity idaster
then the velocity of lightin the air 3 > (.). The condition for Cherenkov light production
therefore is:

1
~2

<v=fc=(1-—=)c (1.32)
Y

n(p,w)
wheren (p,w) is the refraction index of the atmosphere whiddpendson the density
of the air and thewavelength, (3 is the velocity of the particle in units af and~ is
the relativistic Lorentz-factor. The condition above alspits the spectral range of
the Cherenkov-light since the refraction index of the ajpeteds on the wavelength. The
Cherenkov light is radiated in a light cone of opening angle

1
cos () = —— 1.33
O = Bt 439
The maximum opening anglecreasesas the particle enters deeper in the atmosphere due
to the increasing air density. This is illustrated in Fig-Tl8e Energy radiated per unit
length and unit frequency is [Lon1/92]:

dE 2w c?
dl  4mepcd <1 n? (p,w) 1/2> (1.34)
The Cherenkov light seen from the ground is stuperposition of all the light emitted
in cones by all the electrons and positrons integrated dvewhole shower development.
In order to determine the total light distribution on the gmd, thelateral spread of
the electrons and more importantly, taegular distribution ¢ (3, h) of the propagation
direction of the electrons, which defines thi&ection of emissionof the Cherenkov cone,

has to be taken into account. Fig. 19 shows the distributid@@herenkov light emitted by
a 1l TeV shower.

.1 The principle of Cherenkov imaging telescopes

Air showers develop practically with the speed of lightuléag in very short Cherenkov
light flashes. Typical numbers for the arrival time of Chd&@nphotons are 2-4 ns for an
electromagnetic shower. Hadronic showers have a wider $pnead (10 ns - 15 ns) due
to the development of many sub showers. Fig. 20 shows theeGkev photon density on
ground for different CR particles. Thhoton densityfor electromagnetic showers on the
groundscales to first order with the energy(for E > few GeV, the light output is used
as the main energy estimator) while for protons this refatioes not hold below 1 TeV.
Reasonable mirror areas are needed to collect a sufficiemtratof light for detection.

For example, for @ TeV electromagnetic showemnly about 100 photonsh? arrive
the ground in the main impact parameter region of a radiusofinl120 m, within the
wavelength region of 300 nm (the ozone cutoff) to 600 nm (tmesgivity limit of the
PMT). Assuming a collection mirroarea of ~ 10 m? for the CT1 telescope and taking
into account losses in the optiawly about 800 photonswill arrive to the (whole) camera
during a few nanoseconds. During this time also light froevtiyht sky (NSB) is continu-
ously being collected by the mirror. On the Roque de los Mabba in La Palma at 2300 m
(the location of the CT1 telescope, the NSB accounts for@pmrately4.3 10'2 ”Shn‘;’iof:
[Sch0Q]. For~ 10m? and a pixel diameter df.25° (corresponding to the CT1 telescope)
this results in approximatel§.6 photons per ns and per pixel. This humber depends
strongly on the sky area and weather conditions and caryedmihge by a factor of 2 or
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Figure 19:This figure sketches the Cherenkov light production of a 1 fbdton. Itillustrates how
the opening angle increases with the density of the air. Mb#te light is emitted between a height
of 10 km and 6 km. (taken from [Hil96])
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Figure 20:Cherenkov photon density (300 nm-600 nm) of different casray particles at 2000 m
averaged ove50000 m? collection area (impact parameter 125 m), taken from [Ose01]

more in time scales of 20 minutes, depending on the humiditheair. During moon
light, the night sky background can be uptieo orders of magnitude higher.

The brevity of the light flash defines the properties that a camera must: I#ingle
photon counting capability, ultra short recording time of a few nano seconds, and the
ability to withstand a rather high continuous photon background rate. This cachieved
with a camera consisting of pixels of photomultipliers, efhare run at a sufficiently low
gain to avoid damage by high currents, but still high enooglesolve at least a few photon
pulses.

The size of the pixels should be smalltsan 0.3 to at least be able to resolve the
lateral spread (To see the fluctuations in the lateral Bistion, the pixel diameter should
ideally be below 0.1) because the main advantage of an imaging telescope is tblbe a
to distinguish between background (hadronic showers) arhk(gammas showergy
seeing differencesn the image of the showers.

To bolster the above mentioned numbers lets give a numeneahple: For a 1 TeV
gamma shower the maximum is located at about an altitude &fil@nd the interaction
length is about 1 km at that air density. Assuming the telpsde located at 2.2 km el-
evation, then the interaction length corresponds-t0.1° viewing angle in longitudinal
direction for an impact parameter p= 100 m. According to the NKG formula Equ. 1.26,
the lateral spread for such a shower is half width half maxmu+65 m at s=1 (shower
maximum) at that altitude of 10 km. A movement of 64 m perpeuldir to the center-
core connection line at the same impact parameter resuippnoximately 0.3 which
corresponds to one CT1-pixel in lateral direction in the eear(see Fig. 1.14).

In the following sections | will give an overview of the HEGR&periment and how
the CT1 telescope, a major prototype for all Cherenkov teless has been implemented.

.2 The HEGRA experiment: An overview

The original HEGRA experiment (see Fig. 21) was proposedhbyrtstitute of physics the
Universitat Kiel and was built as a small scintillator ariayl988 on the Canary Island
La Palma (28.75N, 17.89 W). Gradually more institutes joined and the detector was
enlarged. At present, the HEGRA collaboration consistse@€n institutes: Universitat
Hamburg, Max-Planck-Insitut fir Physik in Munich, Max-R&k-Institut fir Kernphysik
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Figure 21:The HEGRA experimental site 1998. A collage shows the new MABlescope which
is currently under construction. On the right one can se€ihik telescope which has been used to
record the data for this thesis.

in Heidelberg, Universitat Kiel, University of Madrid, Urérsitat Wuppertal and the Yere-
van Physics Institut in Armenia. The HEGRA experiment isaled at the site of the
Observatorio del Roque de los Muchachost about 2200 m above sea level. In its 1997
setup, the experiment consisted of 17 Geiger counters, @ddlistor counters, 77 wide
angle Cherenkov counters and 6 Cherenkov telescopes. pagtgear parts of the exper-
iment have terminated and have been removed. At presensonGherenkov telescopes
are in use. Five of them are operated together in stereo naitie iso-called CT-system.
The oldest telescope and original prototype of the experipierun in a stand-alone mode.
This is the CT1 telescope. Only data from the CT1 telescopdban used for this thesis.

The CT1 telescope was installed 1992. In the beginning itdwad of mirror area
and a camera of 37 pixels with 3° field of view (FOV) [Mir94]. In December 1994
the camera was replaced by a higher resolution cameraldiftpixelsand a~ 3° FOV
[Rau95]. CT1 was operated in this configuration until Novemb997, at which time it
was upgraded te- 10 m? of mirror collection area made from aluminum mirrors. This
represents the current setup used for this thesis. In thiSgroationit has a threshold of
approximately 750 GeV.

The second HEGRA Cherenkov telescope, CT2, was installé893. In contrast to
CT1, which has an equatorial mount, CT2 uses an alt-azimotmtrand is equipped with
8.5m?2 mirror area. In the beginning CT2 had a camera with only 6Elgixbut it was
upgraded in 1998 to a high resolution camera of 271 pixelsdadfdfield of view. CT2
was also operated in stand-alone mode until 1998, when ifveasded in the CT-system.
In 1997 it had a threshold energy of approximately 1 TeV.

The Cherenkov telescope system, callZdsystem consists of a set of four telescopes
(namely CT2 to CT5). Together they aoperated in stereo mode This means that all
of the telescopes watch the same object and simultaneacsiyd the same air shower. In
this way the impact parameter and therefore the energy caedoastructed much more
precisely. The advantage of having several images of the sfrower leads to a much
improved gamma/hadron separation It is possible to obtain aalmost perfectly clean
data set of gamma showersvhen operating in & 3-fold telescope coincidence. The first
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telescope of the CT system, CT3 was installed in 1995. CT4 & CT6 followed and
were fully constructed end of 1996. All of these telescop@seha segmented mirror of
8.5m? and a high resolution camera of 271 pixels and°4FDV. The energy threshold of
the system is 500 GeV.

.3 The HEGRA CT1 telescope

The CT1 telescope has always been referred to agpthédtype telescopébecause it was
the first telescope of the HEGRA collaboration (see fig. 22)wds constructed in order
to gain experience with these types of telescopes and td €deerenkov telescopes, in
general, are able to record weak astrophysical signalsswitficient signal to noise ratio
to observe astronomical objects and to perform real phystdsas been one of the first
imaging Cherenkov telescopes in the world. In contrast tstr@herenkov telescopes it
has an equatorial mount instead of an alt-azimuth mounts fias both advantages and
disadvantageslhe advantages are

e The operation of an equatorial mounted telescope is sinj@eausenly one axis
and one motor are necessary to rotate witlonstant speedn order to counteract
the rotation of the earth.

e Thecoordinate systemof the cameraloes not rotatewith respect to the coordinate
system of the sky. All of the bright stars in the field of viewtbh& camera stay in
the same position. This simplifies the Monte Carlo simutatind the analysis, as
described later in chapter A.

The disadvantages are

e The axis of the telescope igever aligned perfectlyto the earth’s rotation axis and
therefore the data needsainting correction® later on.

e The constructiorrequires a heavy counter weightfor the mirror dish. This sets
limitations on the accessible angular range. The use ofteowrights requires a
very stable and therefoexpensive construction

Nowadays Cherenkov telescopes are constructed onlyakizimuth mounts.

.3.1 Technical details

In the present setup CT1 is equipped with segmented hexhghmainum mirrors of
490 cm focal length. A so-called Davis-Cotton configuratims been chosen in order
to obtain an optimal shape of the reflector with respedidst images(least distortion).
The total mirror area is- 10 m? with a reflectivity better than 80%.

The camera consists of 127 10-stage EMI-9083A PMTs condécthexagonal light
concentrators, so-called Winston cones’ which accept tight coming from a limited
angular range in the direction to the mirrors in order to klstay-light and background
light emerging from the side. The PMTs are operated at medjaim with only 8 stages
coupled to fast preamplifiers to compensate for the reduaid ghis is done to avoid high
anode currents generated by the light of the night sky (N®B)kaight stars in the field of
view.

During dark nights (without moon light), tHeSB gives approximatel9.6 photon/(ns*pixel).
This corresponds to approximatel3 photoelectron/pixel(integrated over a gate length

3The word 'mispointing’ is used in the sense that the cent¢éh@icamera does not coincide exactly with the
coordinates of the object to which the telescope is poirtting 'pointing correction’ corrects the data for slight
misalignments.



4. THE ALL SKY MONITOR OF THE RXTE SATELLITE 41

Figure 22:An image of the CT1 telescope in present state in La PalmaeRdgue de los Mucha-
chos. The data used in this thesis has been recorded with it.

of around 30 ns). This number increases by a factor of two different weather condi-
tions and by dactor of up to 20 during moon light hours. In the latter case the high voltage
(HV) of the PMTs is reduced to keep the current in an acceptalrige. The diameter of
one pixel is 0.25 (= 21mm). This is barely sufficient to resolve the lateral disttion of

air showers. The camera is the most expensive part of an aie@kov telescope. There-
fore one has to make compromises in the choice of the pixehéier and FOV. The total
FOV is 3. The maximum quantum efficiency (QE) of the PMT is 26% at 375 fiime
tracking error of the equatorial mount is 0%06&nd the pointing error < 0.25 The output

of the pre-amplifiers is transfered to the counting contawgecoaxial cables.

.3.2 The trigger of CT1

The telescope triggers on incoming air-showers on the tiomdihat within 6 ns (8-2 ns
minimum overlap) two neighboring pixels out of any 127 shosigmal higher than 50 mV,
which corresponds to a superposition of approximately 1&gdectrons in the PMTSs.
The trigger signal opens the gate of 127 charge sensitiv€rhyg ADCs and initiates a
readout signal. For each triggered event the direction @ftelescope (via shaft encoder
values) and a time stamp (via a rubidium clock) are recordéugk trigger rate depends
on theHV of the PMTSs, thezenith angleof the telescope and weathewnditions on the
mountain. The camera and the readout electronics are deddn more detail in [Rau95].
For zenith angle) = 0 the trigger rate is approximately 5-8 Hz and #reergy threshold

is about 750 GeV.

4 The All Sky monitor of the RXTE satellite

Sources that emit high energy (HEJjradiation normally also show strong keV-Me)
emission. These measurements have been carried out bljtesddetne instruments be-
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Figure 23: a) Principle of the Shadow Camera b) Schematic diagram ofStaning Shadow
Camera of the all sky monitor of the RXTE satellite.

cause the earth’s atmosphere is an efficient shield. In eh8ptoncerning the analysis of
Mkn 421 observations, | will make use of x-ray observatiotadeom theRXTE satellite.
Here | give a brief overview of this instrument.

The RXTE satellite [Bra93], launched on December 30, 1995 designed to probe
cosmic X-ray sources on variability time scales in the raomilliseconds to years. On
board of the satellite three experiments have been indtalléch span an energy range of
2 keV to 250 keV. They are:

e Proportional Counter Array (PCA): The PCA consists of five xenon gas propor-
tional counters with a collection area of about 6206°. The PCA is sensitive to
X-rays in the energy range from 2 keV to 60 keV and can measw# term vari-
ability down to the microsecond level.

e High Energy X-ray Timing Experiment (HEXTE ): HEXTE consists of two inde-
pendent clusters of four Nal/Csl phoswich scintillationedtors. The energy range
is 15-250 keV and the time resolution is again a few microsdso

e All Sky Monitor (ASM): The ASM is the detector whose data has been used in this
thesis. The ASM consists of three Scanning Shadow Came&3sjSand covers an
energy range from 2 to 12 keV. The SSC has a slit mask at the entrance (see fig.
23), that produces a characteristic shadow pattern in t#&i®o Sensitive Propor-
tional Counters (PSPC) which are filled with Xenon. The idethat each source
in the sky produces such a pattern in the detector and thaietttern of all sources
superpose. Deconvoluting the image delivers the intemsitiydirection of the indi-
vidual sources. The ASM scans 80 % of the sky every 1.5 h anskid to measure
long-term variability (hours to months) of bright X-ray soas due to the rotation
of the satellite. All three SSCs point in different directioof the sky.The data is
delivered in 90 second bins

For a more complete description of ASM and HXTE see [Lev9&96t.



Appendix A

The Analysis of shower images

In the first chapter, concerning theory and detectors, | gabert overview of/*-rays from
their production in the source up to their development astaiwers and their detection
by Cherenkov telescopes. A much higher quantity of hadrpaiticles impinge onto the
earth’s atmosphere thanrays, which themselves only account flass than 0.1%of all
cosmic rays. One of the main challengesyedistronomy is therefore the separationy&f
from the hadronic background. éertain gamma/hadron separation is already applied by
the telescope trigger which only responds to signals in a limited time window aakkis
advantage of the fact that Cherenkov photons from hadrdwiwers arrive with darger
time spread and have a lower light yield for the same energy as comparetstoFrom
the moment that they have been recorded and measured inrth@f&herenkov images,
the key issue becomes separategamma shower events from hadronic shower events as
efficiently as possible.

The data used in this chapter are a part of the complete dafddé&n 421 from Febru-
ary to May 2001 and account for approximatdlg§7 hours of observation time (from a
total of 250 hours that will be analyzed in the last chaptérjvas recorded by th€T1
telescope of the HEGRA collaboration on La Palma on the Ragues Muchachos. The
data has been preprocessed by a filter and the preproc-prewgitten by Dirk Petry of
the Max Planck Institut fir Physik in Munich. The filter chedke data for some simple
errors in mainly two ways: alejection of noise triggered eventdy applying a two next
neighbor software-trigger and b) checks éarrect positioning of the telescope. After the
filter cuts, the trigger rate in zenith position is approxieta 2.6 Hz to 3 Hz. Then, the
preprocessing program which does tt@ibration is applied. It converts the signal into
photoelectrons for each pixel and determines their peldesi& values from calibration
runs. The next steps are done by a software package writt€+#IROOT which con-
sists of about 50.000 lines of code that | developed. Thevsoé reads the calibrated data
output and perform all the algorithms and analysis procesidiscussed in this chapter.

For telescope efficiency studies, flux calculations andgnealibrations, Monte Carlo
(MC) studies are essential. The MC simulation of air shovpdus their imaging on the
telescope have been done by Dorotha Sobczynska of the Wityvef Lodz in Poland.

In the shower and telescope simulation by Dorotha Sobcayttek simulation of the
night sky background (NSB) is not included and must be peréat separately for each
source analyzed. Therefore thimulation of the NSBis done within the program package
developed for this work and will be described in the follog/sections.

This chapter is structured in the following way. After a duitescription of thealibra-
tion procedure of preproc, an overview of thilonte-Carlo simulation is given. The next
section deals with thelassical image parameterand variousseparation methods(for
instance static cuts, dynamic cutsand amodified linear discriminant method (LDA))

INote: Throughout this document the abbreviatighrefers to a high energy photon (>1 GeV)

43
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which are used to quantify the discriminating power of a giimage parameter sellew
image parametersare introduced and classified by using tti2A . In the last section the
estimation of energy, pointing corrections?, unfolding of spectra, flux calculationsand
determination of théntegrated light flux (above 1 TeV -> light curve) will be discussed.

A.1 The calibration of the telescope data

Here | wish to briefly discuss how the raw data from the CTé&gebpe is calibrated. The
calibration is done via a software 'preproc’ which was verittby Dirk Petry of the Max

Planck Institut fir Physik in Munich and significantly modifi and improved by Martin

Kestel, also in Munich. It directly reads the recorded ratadd the telescope, which con-
sists ofpedestal runs calibration runs andobservation runs. The data simply consists
of the ADC-values of each pixel that is recorded when a triggeurs.

During pedestal runs random trigger images of the sky at tsitipn of a source are
taken. As the name implies, they are used to determine thespsddosition (in ADC
counts), which means the zero line, and its RMS value of tluegtal peak. The RMS
value is a measure of the light of the night sky and is propodi to the square-root of the
PMT current. This will be explained in more detail in the nsgttion concerning Monte
Carlo simulation.

The calibration runs consist of a train of LED light-pulseeets of equal amplitude.
From the position of the signal peak, its RMS and the positibtihe pedestalthe num-
ber of photoelectronscan be calculated using the so-callextess noise factor method
[Mir00, Sch01]. ,

Nppe = FM (A.1)

2 _ 42
a o)

whereu andpu are the signal and pedestal position arehdo are the standard deviations
of the signal peak and the pedestal peak. By assuming\Mbat; is equal for each pixel
(so-called flat-fielding) and by knowing the average excessarfactor for all PMTs in the
camera aonversion factorfor ADC-channels->PhE for each pixel is calculated.

The precision of this method is estimated to be approximét@!% [MirCom]. The
conversion factors are calculated by evaluating the aiitm and pedestal runs. Once the
conversion factors are known they are used by the 'preprmagnam todetermine the
number of PhE for each pixel of all the events in an observation run.

A.2 Monte Carlo Simulation of air showers

The Monte Carlo (MC) simulation of air showers and their inmggn the telescope camera
is a very important part of the analysis, since it helps toassthnd the difference between
gamma showers and hadronic showers. The simulation ofitigetrof the telescope and
the imaging of the shower onto the focal plane are absolutggdatory to calculate the
cut and trigger efficiencies which ultimately determine theffective areasafter cuts and
the flux. Theenergy calibration of the data is done by using MC data. This is done by first
finding a good estimation of the shower energy of MC gamma sh®and then applying
this result to real data. This topic will be discussed later o

The showers have been simulated by a base program from théPMagk Institut in
Karlsruhe/Germany calle@ORSICA which uses experimentally determined cross sec-
tions and complex atmospheric models to simulate the egrtémir showers by track-
ing each particle in the shower individually. As mentionddee, the simulation of the
showers and especially the telescope reflector simulatiwa been performed by Dorotha

2The word 'mispointing’ is used in the sense that the cent¢éh@icamera does not coincide exactly with the
coordinates of the object to which the telescope is poirtting 'pointing correction’ corrects the data for slight
misalignments.
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Sobczynska. For the imaging onto the camera, the exactmaincbcamera geometry have
been taken into account, including optical imperfections.obtain good agreement with
the real measurement, the influence of thight sky background (NSB) and the light of
starfields also need to be simulated. This is explained ifalf@ving section.

A.2.1 Simulation of the night sky light

In between to the normal data taking runs (for the obsemaifan astronomical object),
calibration runs and pedestal runs are also performed. The calibration runs are used
to determine theconversion factor of ADC-channel/PhE. The pedestal runs consist of
images of the night sky using random triggers to ensure thkigion of shower light. The
pedestal runs are used to measureziw® line of the ADC (pedestal) and itRM S. The
pedestal RMS of each pixel is calculated by taking the vagaof the measured signal
in each pixel. Both, the electronic noise and the light of tight sky (NSB) including
starlight, contribute to the RMS. The NSB accounts to apipnately 0.8-3 PhE per pixel
(depending on observation conditions) within the time wiwaf the ADC (approximately
30 ns).

To understand thshapeof the resulting pedestal distribution, which we want tosim
ulate, it is necessary to understand the camera electrionsignificant detail. The light is
recorded by PMTs which have a photocathode which conved®pk into photoelectrons
with a certain QE. The signal seen at the output of the PMTasathplified signal of the
PhEs hitting the first dynode. The number of PhE within theetimindow of the ADC is
Poisson distributed. The further amplification has fludtret due to its statistical nature.
The dominant contribution comes from the first dynode. Wdditional noise is called
excess noiséF). For PMTs it is defined as

var(Single PhE Peak)
mean?(Single PhE Peak)
The definition of F simply describes the increase of the nofsan incoming signal af-

ter amplification through the dynode system of a PMT. Moreegalty (for any type of
amplifier):

F?=1+

(A.2)

2 SZgnalfnput/ (U;lznput - Ugl)
Signalgutput/ (Ugutput - U?z)
The noise at the input and at the output is understood as ndilseut the electronic
noise of the amplifies? = ¢2,,, —o2,. In the simulation théoisson distributed signalof
the PhE, with mean, has to bdolded with a Gaussian distribution (coming from excess
noise and electronic noise). The output signal of the PM& ¢in has been normalized to

one) is then:

(A.3)

o _ (m—rzz)z
ef)\ A\ e 202

= _— A4

mo =2 S “o
with a variance of

o2= n (F2 — 1) + 02 (A.5)

o3 is the variance of the pedestal which is equal to the eleittromise contributionr? =
o?,. A consistency crosscheck of the output distribution fiorc (z) to the definition of
the excess noise factor can be found in Appendix A.

The variance of the electronic noisg; in the case of the CT1 camera electronics is
estimated to be equivalent to 0.5 PhE. The excess noigpisally approximatelyF? =
1.3.

A very important point that has to be taken into account is tiva output of the PMTs
is coupled to the transimpedance amplifier vieapacitancesuch that only fast pulses are
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Figure A.1:This plot shows the simulation of the night sky backgrounerdthe electronic noise
was set to only 0.15 PhE in order to be able to see the singlgpPale

amplified. Only the fluctuations of the DC like NSB are amplified. Therefore the average
has to be subtracted:

frons(z) = fa(z) — A (A.6)

frons (z) is the final simulated night sky background (NSB). Fig. A.bwh a simulated
NSB with a total RMS of 0.6 PhE. Here the electronic noise veddsonly 0.15 PhE in
order to be able to see the single PhE peak.

For subsequent data analysis an electronic noise of 0.5 BREsed which corresponds
to the estimated electronic noise of the CT1 camera read-out

In order to treat the night sky background correctly, thegsta distributions for each
pixel are simulated on top of the MC shower images accordinté¢ measured pedestal
RMS of the recorded data run. Since the starfield changes digject to object and the
night sky background depends strongly on the zenith anlgéenight sky background is
simulated differently for each dataset. For the optim@atf cuts or the training of the
LDA itis very important to divide the recorded data into zérdangle bins and simulate the
NSB exactly with the same zenith angle distributionon top of the MC shower images
because the NSB depends on the zenith angle, which will bersketer. Within each
zenith bin angle the available events are distributed irabegumbers among the recorded
runs. Then for each run the pedestal information is takenta@dNSB is simulated ac-
cordingly. By this procedure it has beensuredthat the night sky background of the MC
showers resembles as much as possible the NSB in the reatatiedith the same zenith
angle distribution.

Finally, after our gamma data sample has been prepared timiygecable to the recorded
data set and selection cuts have been applied, we are te@iergietermining the flux.

A.2.2 Trigger efficiencies, cut efficiencies and effectiver@as

The fluxes seen by the telescope have to be calculated ow ai¢hsureevent rateand
the efficienciesof the telescope. In general théferential flux is defined as

dF dN

dE ~ dEdAdt (A7)

WhereF is the flux, E is the energyA is the area)]N is the number of particles{s) and
t is the time. The telescopefficienciesare defined as the ratio of the number of so-called
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excess eventdNg,...ss and the real existing number of eveig.; .

dNEzcess

A.8
dNReal ( )

Etot =
Theexcess eventdg.c.ss = Npass— NBack are the measured events by the telescope
which passed the-selection cut minus the background events. The efficisnoiehe
telescope can only be obtained MC simulation since we do not have a test beam with
cosmicy’s. Thus, theefficienciesare defined as theatio of the events that passed the
~-selection culVs.iecteq (E, 0, 7) and the total simulated evem&;muiatea (E,0,7).

dNselected (E 0 T)

eTotat (E,0,7) = o ——— (E,0,r)

(A.9)

The number of events that passed the selection cut (selexfficiencies) arelepen-
dent on theenergy E, the zenith angle # and theimpact parameter r. The total ef-
ficiency and can be split inttwo parts, the trigger efficiency of the telescope trigger
electronics and the cut efficiency of the selection cut (endhta analysis):

ETotal (E, 9: T) = ETrigger (E7 07 7") s Ecut (E, 07 ’I") (AlO)

The best way tantroduce the concept of effective areasd.;; (E,0,r) is by calcu-
lating the excess events out of tAex:

dNEaccess _ dF
dT = dE&Total (E 0 T‘) dt dA (All)

_ % / / ezotat (E, 65,7) dr do
= Z obs eff EG)

The integral over the time has been transformed into a sumzsnéth angle bing’
because the effective areas depend on the zenith angle anndiagoof the recorded tele-
scope data into zenith angle bins is unavoidable. The iategr over the impact area has
been separated into an integration over the radi@istational symmetry) and the azimuth
angle¢.

The effective areais therefore the integral over the efficiencies (which artainied
from MC studies):

Aeff (Ekvel) = //ETotal (Ek,(%,r) d(bdr (A12)

= 27 ETotal (Ek, 017 T) dr

S~

N
NSelected Ekaolarl) 2 (- 2 -
=7 ro (2) —ri,,, (1 A.13
; NSzmulated (Ekaelarz) ( up( ) lou)( )) ( )

The effective are@lependson theenergy and thezenith angle(see Fig. A.2)r, (i)
andr;.,, (i) are the upper and lower edge of the impact parameter teéspectively. Abin-
ning in impact parameter, energy and zenith angleigvoidable. As aboveNs.ected (Er, 01, 7;)
is the number of events in the according energy/zenith dngact parameter-bin that
passed the selection cut aMd;,,uiated (Ex, 01, 7;) is the number of events that have been
simulated originally for the same bin.
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The effective areas are also slightly dependent on the shige flux spectrum be-
cause of the binning in energy bins. In order to avoid systenearors, each MC event is
weighted withiW (E) in such a way that the weighted MC distribution forms the ki
spectrum. The desired spectrum should be similar to thetspeof the source that is
measured. This can be achieved by an iterative process fohwhe measured spectrum is
placed back into the effective area calculation. The syatenerror here is reduced when
taking small energy bins. The weights are normalized to one.

The effective areais the conversion factor from thexcess event ratéo gamma ray
flux which is calculated in the following way:

r ANEazcess
ar - _ _dE (A.14)
dE Zoi Tol;s Aeff (Ea 92)

The errors on the fluxes are calculated via Gaussian err@agadion from errors on
Nexcess andA.¢r. The errors on the effective areas are statistical Poiasdhictuations
from N ;. .;oq @Nd frOMNgimuiatea (E,8,7;) and they add up quadratically:

2

\/Nselected E,f rz) 2 . 5 .
= - A.l
UAeff 71'2 NSzmulated (E 6 7“1,) (r (Z) Tlow (Z)) ( 5)

A.3 Gamma/hadron separation methods

For this analysis | used an approach which first describestibeer image by usingo-
called image parameters The distributions of the image parameters4&rand hadrons
exhibit some differences. A cut method which uses theserdiffces separates the two
event types using image parameters was developed. Angitpssach, which has not been
used in this thesis, is to directly applymaximum-likelihood fit to the shower images
themselves [CAT89]. This approach depends on how well ib&sible to model the shape
of gamma showers and hadronic showers which need to be usechplates for the fit.

In this section | wish to introduce as a first step the clasgicage parameters, called
'Hillas parameters' which are named after A. Hillas who invented them in 198584].
Afterwards, simple static cuts and a linear discriminaralgsis (LDA) will be described.
Eventually the LDA will be used mainly as a tool to quantifgttiscrimination power of
differentimage parameter sets as it increases in discaitioim power of a given parameter
set, compared to the static cuts.

A.3.1 The classical Hillas parameters to describe shower iages

As shown in chapter 1, concerning theory and detectors, thi@ differences between
gamma photon initiated showers andadron initiated showers lie in their geometrical
structure and, to a lesser extend in their time structurecfwis not discussed in this the-
sis). Due to the longer interaction length of the hadrortieriaction, thehadronic showers
showmore fluctuations in their image than do the electromagnetic showers. In mohdit
hadronic showers havewider lateral distribution . Therefore, A. Hillas therefore pro-
posed to calculate the geometrical variances of the shaonage which are different for
hadronic and gamma showers. He introduced the first and denoments of the shower
image. In the following, | describe a form witfeneralized weightaw; which will be used
later on (wherer; andy; are the coordinates of pixé). In case of the classical Hillas
parameters, the weight; is the charge collected by pixeélin photoelectronsv; = g¢;.
Fig. A.3 illustrates the geometric meaning of the image patars.

Thefirst moments are
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Figure A.2: The upper plot shows thttal simulated MC event distribution (blue histogram)
and theevents that passed the selection cifted curve), integrated over all impact parameters.
The lower plot shows theffective areasfor the selection cuts developed in this thesis using a power
law spectrum with spectral index = —2.8. The three curves represent the effective areathiee
zenith angles: 12(blue) , 32 (green) and 50(red).
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Figure A.3:Anillustration of the geometric meaning of the image partrse

N
-4 T;W;
() = Zzgvliw (A.16)
i=1 "t
G = Ly
- N
Dim1 Wi
and thesecond moments
(z?) = 7251\;”’@”’ (A.17)
i=1 Wi
<y2> _ Zé\;yzwz
Eﬁil Wy
N
i—1 LiYiW;
(zy) 72“]% .
Zi:l w;
The variancescan be calculated in the classical way:
var(z?) = <a:2>—(a:>2 (A.18)
var(y’) = (y*) — (@)
covar(zy) = (zy) — () (y)

The variances can be put together to form the so-calte@riance matrix
_ var(z?)  covar(zy)
M= ( covar(zy)  var(z?) (A-19)

The covariance matrix can be used to descrile@dimensional Gaussian distribution
function

1 1 -1
Ge,y) = ———— e $uM'u A.20
(=9) @72 det M (A.20)
2 2
uM~tu (1-p%) = Y U1tz up
(t=r7) var(z?) P var(z2) var(y?)  var(y?)

with the correlation coefficient
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covar(zy) (A21)

var(z?) var(y?)
and
u = x— () (A.22)
u = y—(y)

The two dimensional Gaussian distributiorrégated in the camera coordinate system by
an angle given by

tan26 = 2 covar(zry)

var(z?) — var(y?) (A.23)

By diagonalizing the matrix M, one obtains the longitudinal (LENGTH) and the lateral
(WIDTH) variances of the shower image. By introducing thipbevariables

d = wvar(y®) —var(z?) (A.24)
7z = \/d2 + 4eovar? (zy)
d
u = 1+ ;
v = 2—u
w o= (2)*(y*) —2(2) ) (zy) + (v)° (2?)

WIDTH andLENGTH can be defined can be defined as:

2 2) _
WIDTH = \/ var (@ H;’“r(y) i (A.25)
2 2
LENGTH = \/ var(z H;ar(y ) +z (A.26)
Additional useful image parametersnclude:
DIST = +\/(z)* + (y)? (A.27)
_ Vw
AZWIDTH = oo (A.28)
2
MISS = 05 (u(@)’ +v)’) - c"”“’"(mj’) () )
. MISS
ALPHA = arCSlnm (A29)
_d+ /& + dcovar(zy)?
Maz = 2covar(zy)
(z)
Mee = 5
(y)
pr = MagMece (A.30)

Lif (pr > 0) & (Maz > Meer)
—1Zf (pr Z 0) & (max < mce)
SIGN = ¢ 1if(pr <0)& (mas < 1) (A3D

—1if (pr < 0) & (Mgy > n%)
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Figure A.4: The CT1 camera with a simulated gamma shower with its Hilllisse after image
cleaning.

N
SIZE = > g (A.32)
i=1
q1. + qo.
CONC ST7E (A.33)

whereDIST (Equ. A.27) is the distance from the camera center to theecefigravity of
the shower in degrees and it depends on the energy, the irpppesrneter and the zenith
angle of they (see section 1.4.1 and Fig. A.3).

AZWIDTH (Equ. A.28) has not been used in this thesis because it ddés\pove
the discrimination power anymore.

ALPHA (Equ. A.29) is the mostimportant cut parameter for pointses. It is defined
as the clockwise angle from the longitudinal axis of the skote the connection line
between the center of the camera and the shower center dgfygi@ince the center of the
camera of the telescope usually points towards the pointsdtself, the shower axis of
gamma showers points toward the center. Conversely, hiedsbowers arrive from all
directions and the distribution is flat for all angles for afinitely large camera (for a finite
size camera the ALPHA distribution is no longer uniform)uE4.29, shown above, gives
values between®0and 90. ALPHA defines an angle betweef 8nd 180 or equivalently,
from -90° to +9C°. For some calculatiorthe sign of ALPHA is needed It can be obtained
from Equ. A.31.

Another very basic parameter §ZE (Equ. A.32). This is simply the total charge
collected in units of photoelectrons (PhE). It is tmain estimator for the energy, but
depends also strongly on the zenith angle of the source archipact parameter.

CONC (Equ. A.33) is the ratio of the sum of the two highest pixelrges to the total
charge. Gamma showers have a smaller lateral and longaueliectron distribution and
peak more in the center of the image, in contrast to hadrdwiwers.

Therefore, CONC is bigger andWIDTH and LENGTH are smaller for gamma
showers than for hadronic showers (see Fig. A.5). Since @ingeca of CT1 has rather
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Figure A.5: The distributions of the four most important image paramset®/IDTH, LENGTH,
ALPHA and DISTANCE . MC gammas are blue and recorded off-datad.

large pixels (0.25diameter), CONC is not very smoothly defined and shows arédige
spread. The following two figures show a}ypical gamma shower imagewith applied

tail cut (see section about image cleaning) in the CT1 caiffiégaA.4) and b) thelistri-
butions of the four most important image parameters (Fig. A.5). The second hump in
the DIST distribution results from shower images that wHarger than the radius of the
camera and were therefore cut at the camera border (se@pksameter). A selection
cut of SIZE > 100 photoelectrons (PhE) has been applied.

Expression A.20 can be used to define a so-catadariance ellipse a line of equal
probability, of 1 sigma (defined by WIDTH, LENGTH, DIST and RHA), around the
center of weight. It is the so-callddillas ellipse. 1t is a description of the shower image
(see Fig. A.4).

The definition of the image variances given above assumeéthiira is no noise back-
ground in the image. Unfortunately, this is never the casmabse we have NSB as we
know. In Equ. A.17 it can be seen that the distance of the pigpters as a square in the
sum and, consequently, the calculation of the variancdseo$hower image gives entirely
incorrect values. Therefore, an image cleaning (sometaaked a tail-cut), becomes nec-
essary to remove, at least in part, the effect of the NSB.

A.3.2 Image cleaning algorithms to remove the night sky baajround
in the camera

The image cleaning (or tail cutpmovesthe night sky background (NSB) in the camera.
Without this it would not be possible to calculate the imagdances, as explained above.
Traditionally a dynamical image cleaning has been use®[fefThe RMS values of the
pixels are measured in independent pedestal runs and thed sighe pixels are compared
to their RMS values in order to decide if the pixels should thauded in the parameter
calculation or not.

In this analysisthree different algorithms have been tested. In all three cleaning
methods two cleaning parameters were introduced: Tiage core limit' . and the
"image border limit’ k.
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The ’classical’ cleaning method

1. All pixels that have a signdhrger thank,. (image core limit) times the Pedestal
RMS are retained.

2. All pixels that have a signdhrger thenk (image border limit) times the Pedestal
RMS are retained they have a neighbour with more thapsigma.

3. Single pixels areemovedif the signal issmaller than 5 times the Pedestal RMS.

The ’island’ cleaning method

First, the ’'classic’ cleaning algorithm is applied. Aftexxds, the image is being analyzed
for islands (islands are isolated clusters of pixels which remain aftelassical cleaning.
The meaning of 'island’ is illustrated in Fig. A.24.). Onlye/argestisland (in terms of
charge; this is the main shower imaggYyetained, all the others are removed. The island
finding algorithm is explained in detail in the section camieg mountains and islands.

The 'mountain’ cleaning method

The method is based on tiggantification of fluctuations in the shower image, which are
different for hadronic showers and electromagnetic shewer

In the first step, the 'classical’ image cleaning is againliapp Then a complex image
structure analysis is performed with respect to tmeuntain’ structure (The meaning
of ‘'mountain’ is illustrated in Fig. A.24.) of the image. Ehwill be described in detail
in section A.4 where new image parameters are introduced. rétursive procedure the
image is divided into mountains. (The analogy of mountaingatieys is with respect to
their signal content). Theut lines are the valleysbetween the mountains. The charge
in each cluster (mountain) is summed up and/#rgest mountain is retainedwhile the
others are cleaned away.

Later, these three algorithms will be compared with eaclemtivith respect to their
capability of delivering the best image parameters.

General comments

Dynamical® image cleaning procedures have the advantagetafning as much as pos-
sible of the image in order to have thargest amount of information about the shower
available. On the contrary, 'dynamical’ cleaning procexdalso have son@sadvantages
compared to fixed level image cleaning methods. When thethibecomesiependent
on the pedestal RMS, which is actually a measure of the NSBtandtarlight, then as a
consequence, the values for WIDTH and LENG&HHo becomedependenton the NSB.
In other words, WIDTH and LENGTH will change at different higsky and weather con-
ditions and dependencies that have not been there befoaetéially introduced into the
analysis.

A.3.3 Static cuts and dynamical cuts: Dependence of the Hak pa-
rameters on the energy, the zenith angle, the impact paramet
and the night sky background

Having introduced the parameters that describe the showagye we now wish to use them
for hadronic backgrounsuppression In the following section the image parameters have
been calculated in the classical way with weights= g;.

3The expression 'dynamical’ is understood in the sense Hetleaning level is chosen as a function of the
NSB (pedestal RMS).
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Static cuts and the optimization of cut intervals

The simplest method for gamma/hadron separation condiststatic cut on the image
parameter values. These cuts are commonly caligdr cuts(Wipple collaboration, Ref.
[Rey93]). The following values have been obtained by folluythe procedure described
below and using a data set of Mkn 421 (flares Feb 8/9, 2601):

0.05° <WIDTH< 0.11° (A.34)
0.1° <LENGTH < 0.42°
0° <ALPHA< 12°
0.31° < CONC< 0.7°
0.5° < DIST< 1.0°

Thecut on ALPHA is a geometrical cut and only works fpoint sources The lower
cut on DIST is applied because images with too small impaamaeters yield showers
that are too round and too close to the center of the camedad@inition of ALPHA)
which makes a discrimination impossible. The upper limiised to remove showers that
are excessively affected by a limited camera size and teatancated at the border.

The cut efficienciesfor v's: e = NG /N, and hadronszy = NH /NE, describe
the percentage of events that have been selected aftecatipii of the cuts on simulated
MC events. NI, and Nf, are the number of all triggeregrevents and hadron-events.
They have been simulated with a certain spectral index (ptavme spectral index=1.5)

. The quantitye should be as large as possible, usually at least 50 %¢ grghould be
as small as possible. Usually it is 0.5 % (Background redadtctor 200). Thejuality
factor is defined by .
a
Q NG (A.35)

It is a measure of how well the background has bseppressedby keeping enough
signal events. Typical values for the static cut are alseuen

The algorithm forcut interval optimization changes the intervals in small systematic
steps in order to maximize either tlgeiality factor or thesignificance (applied to pure
MC-samples). The significance is the signal to noise ratio:

S = Non — Nogy (A.36)

vV Non + Noff

NE
/NG +2NH

whereN,,, = N&§ + N/l andN,;; = N/ for Monte Carlo samplesS converges to

S — Qy/NgE, (A.37)

for
NG > N (A.38)

Unfortunately, the quantitiV& is usually rather of the same ordersi§ which means
Equ. A.38 is not fulfilled and as a consequence, the optinoizaif the quality will not
optimize the significance. That implies that itngore appropriate to optimize on the
significanceEqu. A.36, rather than on the quality Equ. A.35.

Further, if the significance is used for cut optimizationthatio NS, /N2, (if applied
to MC samples) has to have tkame valueof approximately 0.005 which is observed in
nature.
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Figure A.6: The dependence of the parameters WIDTH and LENG¥HSIZE and DIST. MC
gamma distribution is blue and recorded off-data is red.

The significance as defined above Equ. A.36a$ Gaussian distributed and is there-
fore not appropriate to estimate tppeobability . This is important if one would like to
claim a discovery with a small significance. An expressiarttie significance with Gaus-
sian distribution has been defined by [LiMa83] as a log-itk&bd ratio.

s = \/i{Nonm{Ha( Non >}+ (A.39)

«a Non+Noff

1
N, 2
NOffln {(1 - a) (Non "‘f]];TOff)} }

wherea = TTOO—FNF is the ratio of the observation times of the off-data samptethe on-data
sample. This form of calculating the significance has beex irsthis analysis.
By experience it has been found that the optimization on tlentity

P=S-\/Nony — Norr (A.40)

yields good results, because it forces the optimizatiooréttym to not only maximize the
significance but to also keep a reasonable number of excests®g, = Non — Norr.

The maximization procedure is nontrivial because eachatiari of a cut changes the
sample and also because the data distribution has staltiitictuations. The algorithm
has to be able to handle these obstacles. The results of tgosittams depend on the
initial value and arenot reproducible, only within a certain range and error. The result
also varies slightly with small changes in the training dedenple. This also pertains to
dynamical cuts which are described in the following parpgra

The optimization of dynamical cuts

The values of WIDTH, LENGTH, SIZE, DIST and CONC depend nadiyam the night
sky background (expressed in pedestal RMS values) but also oretiergy (estimator
SIZE), theimpact parameter (estimator DIST) and theenith angle of the object in the
sky (which is known and measured during the run).
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Figure A.7: This figure illustrates the imaging of a shower onto the talps camera. It clarifies
how a changing shower core position (changing energy anithzangle) and a changing impact
parameter effects the shape of the image.

It should be noted that Cherenkov light is not isotropy esditbut rather is only in the forward
direction in light cones whose opening angle changes witd#nsity of the air and the velocity of
the particle.

The height of the shower maximum from the ground depends onehergy of the
primary particle. The larger the energy, the deeper the shdevelops in the atmosphere
(see chapter 1, concerning theory and detectors). Thigesahe view of the shower and
the image seemisigger and with a larger DIST, as illustrated in Fig. A.7.

A variation in thezenith angle has a similar effect. If this angle changes, tfie-
tance of the shower maximum to the telescope also changeslafger zenith angles the
maximum movesway from the telescope and the image seems generally smallailésm
SIZE, WIDTH and LENGTH).

Similarly, a differentimpact parameter for the shower changes ttadlipticity of the
image.

Fig. A.6 shows the dependence of WIDTH and LENGTH on SIZE aid1DIt can
be seen that fohigher energies, gammas and protons hetter separated,due to more
available pixel information. In the figure a selection custZE > 100 PhE and a zenith an-
gle < 3C has been applied.

To takeinto account the dependencgust mentioned, thestatic cut intervals of
Equ. A.34 need to beeplaced by variable ones. This means that thet intervals be-
comefunctions of SIZE, DISTANCE and the zenith angle. This has been exadnine
Daniel Kranich in his PhD thesis [Kra01]. The dependence ¢DWH and LENGTH to
the NSB can be corrected, as has shown Martin Kestel [Kes01].

Now let us assume that the cuts (static or dynamic) have bptmiaed and that we
wish to apply them on a real dataset in order to extract theasithat we are interested
in. Itis clear that a pure signal dataset gagver be achieved. The background can be
suppressetb some degredut there will always be some background remaining together
with the signal events. Apart from the fact that many hadrahiowers look very similar
to y-showers just for statistical reasons, there exists alsertin fraction of hadronic
showers that produce already at the first interaction a lxaggion of energetier® such
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that these showers develop almost as pure electromagheticess. These showers are
indistinguishable from the signal.

Optimization of cuts using real recorded data instead of Mote Carlo samples

Itis possible to optimize cut values by only usiregorded data and without touching MC
data. The essential point is kmow the background in the dataset, either by OFF-data or
by some other kind of background estimation.

The procedure goes as follows:One can magead guesdor the initial values of the
cutintervals, apply it to a set of real ON-data and estintatbackground content after cut.
Now the cut intervals can be optimized byaximizing the significance

Then the optimized cuts can be used on orthogonal datasetsdtysis. This technique
has been used by Daniel Kranich [Kra01].

A.3.4 Background determination by using the ALPHA-plot

Earlier it was mentioned that it is never possible to obtapuee v-events sample from

a recorded data set because it will alwaysdoataminated with hadronic background.

For the calculation of the signal amplitude and its signifc&the background needs to
be subtracted from the contaminated dataset. Therforeg@sprinformation about the

background is needed. There are basically possibilities.

1. Two separatetelescopeuns are taken, one with the telescope pointing to a source
(ON-data run) and the other one with the telescope pointing a few degreay a
from the source@FF-data run). After the selection cut are applied to both runs, the
background can be determined precisely from the OFF datarrdsan be subtracted
from the ON data run. Using Equ. A.39 the significance of theecten can be
calculated.

2. For point source studies, tid.PHA plot can be used for this purpose since (see
Fig. A.8) they events accumulate in the region up to about,1@ving that the
images point towards the center of the camera.irBgrpolating the shape of the
background (which should be as flat as possible) the background in thiemeg
to 12° can be estimated.

The latter method works quite well and was originally worksdG. Hermann in Hei-
delberg and has been successfully applied by Daniel Krdiich01] in his thesis. The
background estimation is achieved by fittingimple polynomialto the distribution. The
required conditions for the polynomial is that it hag@rizontal tangent at O° (because
of the symmetry of the signed ALPHA distribution to the y-&xiWhile Daniel Kranich
[Kra01] used a polynomial of second order, in this analysmbnomial of order2.5 is
applied because background shape studies have shownighatttte function that provides
the best fit to the background distribution.

F(ALPHA) = a+b|ALPHA|”®; ALPHA >0 (A.41)

Assuming that the signal distribution of ALPHA is to first @rapproximated by &aus-
sian distribution , it can be used to estimate the signal events [Kra01]:

Nea; 2
g(ALPHA) = —Signal  — 45754 (A.42)
2ro

Thecombination of bothh(a) = f(«a)+ g(«) has 4 free parameters and gives a very good
measure of the excess events by estimating the backgrooimdifre ALPHA distribution
in the region [20, 70°] (see Fig.A.8).
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2500 Excess-events: 5942.9 +- 134.3
Off-events (ALPHA < 12.5 deg): 3869
Significance of fit : 44.2
A Significance (Li/Ma): 47.9
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Figure A.8:This plot shows the data of a part of the dataset of Mkn 421ndLits flare period from
February to May 2001 (red line). The simple static cuts of . q84 have been applied. Background
and excess events are estimated by fitting a combination @fussan distribution (green line) and
a polynomial (black line). For comparison, the blue linewbdan off data dataset which has much
lower statistics. We will see that the linear discriminardthod and new image parameters improve
the separation significantly. The new method finds almost®@®ifé88 more excess-events and it also
doubles the significance. The expression 'significanceefithdenotes the ratio of excess events and
its error, both of them obtained by the fit. The expressiagnicance (Li/Ma)’ is the significance
that has been calculated by using Equ. A.39 (with: 1).
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This procedure works well if the ALPHA background distrilout is quite flat, which
unfortunately is not necessarily the case since the lindtaheter of the camettauncates
events that are large or have sizable impact parametersit&Etreat are truncated by the
camera border are reconstructadorrectly with an ALPHA close to 90. Consequently,
for this method to work properly, the distribution must fmeced to become as flat as
possible. This can be accomplished , for example, by exctpelvents with a large DIST.

A.3.5 The linear discriminant analysis as a dynamical cut ad as a
tool to quantify the discrimination power of image parametas

The linear discriminant analysis (LDA ) is used to find optimized and unbiased linear
combinations of variables in order to separate classesenfteyFab97]. The method was
invented by Fisher [Fis37]. In this case, the classes amakignd background events.
It deals naturally with dependencies between variablessandt useful if they are NOT
dependent on each other. In this case, normal cuts give besidts. In this section | show
how a combination of static cuts and the LDA achieves a gopdrsgion.

As practical side information, an estimator, caltédcriminating power, of how well
two samples can be separated, is obtained. The linearmisemt method is nothing more
than a simpldinear neural net with onlyone neuron a so-called perceptron witfnear
output, trained by an analytical method (linear least squares odgthrather than doing
stepwise optimization.

The mainadvantageof the LDA, compared to a neural net and to other cut-optitiona
methods as well, is that it ignalytically optimized while all other methods need &ter-
ative maximization procedure whose result dependsial values and which are often
not reproducible.

It is exactly this reproducibility that is needed when seglanestimator that quanti-
fies how good a given parameter set is able to separate twsesla$ events.

Description of the method

The method findgliscriminant factors which arelinear combinations of the input pa-
rameters. For the case o classes, there is only one discriminant factor which isechll
discriminant variable and which is the optimum linear combination for the separati
between the two classes. The method is first described farabe of q classes and then
simplified to two classes.

Each class had’; events. The total number of events is:

Niot = > _ N (A.43)

Letx(n) = («i(n), ...,zi(n)) be a vector op input parameters which represents the

event n in class. Theexpectation valueof parameter; in classi is

N;
. ) 1 S .
E[z}] = E} = A > ai(n) (A.44)
P p=1

and for all events oéll classes combineadve have:

1 q N; )
Elz;]=E; = Nwtzzx;(n) (A.45)

i=1 n=1

1 & ;
- Ntot Z NlE]
i=1
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The overallcovariance matrix element between the variables and z; for all classes
combined is given by
T = covar [z, x;] = E|(zr — Ezi]) % (21 — E [21])] (A.46)

The covariance matrix can Bplit into two parts , the 'within’ matrix 'W and the between’
matrix B

Twi = Wi + B (A.47)
whereas
1 L . . .
W = + > > (#h(n) — E[a}]) x (¢(n) - E [2]]) (A.48)
T
Bu = 3 - (Bi—B) x (B - B) (A49)

W describes the variances of one parameter within the growgreslsB describes the
differences between groups. Let us now introduce the liceanbination of the input

parameters
q

u(n) = yizi(n) = y"x(n) (A.50)

=1

wherey” is the transposed matrix of andy is the equivalent ofveight vectorsin the
case of neural nets. The varianceudf) is given by

qg N;

var(u) = Ni t Z Z (u'(n) — E [u']) (A.51)
ot =1 n=1

= yI'Ty (A.52)

= y'Wy+y By (A.53)

The first term in the last line is equivalent to the variamzgéhin the classes while the
second term describes the differendegweenthe classes. To optimize the discrimina-
tion, the first term must beninimized while the second one must lmeaximized. The
discriminating power is defined as

fu) = i’;];;’ (A.54)
and theoptimization is done by derivingf(u) and setting it equal to zero:
of(w) _
9(y;)
This leads to the expression
T 'By = f(u)y (A.55)

which means thaf (u) is maximal if it is aneigenvalueof T~!'B and thaty (the weight
vector) is the corresponding eigenvector.

Now in our case ofwo classesWe have gamma events and hadronic events. They will
be denoted with indices G and H, respectively. Bxpectation valuesof the two classes
for each parameter can be expressed as a vector:

E=(E, . BE) (A.56)

The matrix becomes
B=vlv (A.57)
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| | ALPHA | WIDTH | LENGTH | CONC | DIST | log SIZE | cosf | RMS |

ALPHA 100 -0.5 -0.1 1.0 0.4 -0.5 -0.3 | -0.1
WIDTH 100 42.6 -59.6 | -5.9 36.5 154 | -7.6
LENGTH 100 -70.0 | -21.1 35.7 10.3 | -3.8
CONC 100 | 22.0 -47.7 | -147| 5.8
DIST 100 -7.5 0.3 0.5
log SIZE 100 56 | -1.6
cosf 100 | -20.0
RMS 100

Table A.1: The table shows the correlation in percent for the most itambrimage parameters.
WIDTH, CONC and LENGTH are strongly correlated. SIZE and GDalso show a dependence.
Interesting is the correlation between zenith angle and [{#8Bestal RMS). ALPHA is not correlated
with any of the image parameters.

with
NgN
v =Y (g¢ _EH) (A.58)
Ntot
Now the solution to the maximization problem (Equ. A.55) ar weights y gets the
simple form

y=T"lv (A.59)

The discrimination power is a very useful quantity as we will see later. It can be used to
guantify how well the datasets have been discriminatechdivs how well the parameter-
set is able to discriminate between the two classes. Itevanges from 'zero’ to 'one’.
'One’ means perfect separation and 'zero’ means no separati

D= f(u)=vly; Del0,1] (A.60)

Equ. A.50 can be used to calculate the center (offset ofyriggtween the two distributions
u’(n) for gammas and hadrons (i=G,H) by taking theerage of the two expectation
vectors.

1
uy = §yT (EY + ET) (A.61)
Finally, theoutput of the LDA (similarly to the output of a neural net) takes the form
LD Ayt (n) = u(n) —up = y" x(n) (A.62)

Before applying the method, thimage parametersthat enter as inputs to the method must
bechosen.

Application of the LDA to Monte Carlo Data samples

As a first step it must be stated that the separatidres if the number of events in both
samples arequd. If this is not the case, the datasets have tebenalized to the same
number of events.

As explained above, the LDA is expected to achievémprovement in separation
only in the case oforrelated variables. It uncorrelates dependencies. All parametets t
arenot correlated should be treated bgtatic cut. Tab. A.1 shows theorrelation matrix
for a real data sample (mainly hadronic events).

The correlation matrix for MC gamma events looks similaributot exactly the same.
The table shows thadLPHA has absolutelyio correlation to the other parameters at
all. It is used separately testimatethe background. It is interesting to see that there is
significant correlation between the night sky backgroumgdestal RMS) and thezenith
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Figure A.9: Distributions of the four parameters SIZE, DIST, PedestdiSRand the zenith angle,
for gamma events (blue) and hadronic events (red) after alaration. The SIZE distribution shape
for hadrons and gammas is quite different because of a)exeliff spectral index of the MC and the
OFF-data and because of b) different effective areas fardmadandy’s. The pedestal RMS (NSB)
distribution is almost the same because the NSB has beetasgduo they-MC in a way that it is
equal to the OFF-dataset.

angle. The correlation betweeB/ZE and the other three parameteVgIDTH, LENGTH
andCONC is logical. The parametefONC has such a high degree of correlation that it
is essentially represented WWIDTH andLENGTH .

The image parameters can be divided into two groups:

1. cut parametersfor background suppression and

2. non-cut parameterse.g. estimators.

The distributions of theron-cut parameters as SIZE, DIST, pedestal RMS and the
zenith anglehave to beequal for both, gamma events and hadronic events, becauslowe
not wish to cut on them. Still they are included in the LDA inputg@@eters t@orrect for
dependencie®f the cut parameters on them (similar to dynamic cuts).

To make the distributions of the non-cut parameters equal

1. the night sky background is simulated in the MC gamma sanmph manner such
that it has thesame distribution with respect tazenith angle as the OFF-data set
(which is used as hadronic events).

2. The &nith angle distribution was normalized to b#at in both data sets since it is
important to have equal cut efficiencies for all zenith aagle

In this analysis the&SIZE distributions and th@®IST distributions areiot normalized to
each other. The experience showed that the separation db@mprove when they are
normalized. Fig. A.9 shows the distribution of these fourgpaeters after normalization.
If the parameters are includdihearly, the LDA represents aut plane in a multi-
dimensional space separating the two datasets (represented by vectorsymaHyiwith
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respect to discriminating power. Figure A.10 shows the athpequ. A.62 after optimiza-
tion (equ. A.59and equ. A.60). The discriminating power.820 The parameters included
are:

Input[0)] = WIDTH (A.63)
Input[l] = LENGTH

Input[2] = CONC

Input[3] = SIZE

Input[4] = cosf

Again, ALPHA is not included in this list, since it is mdependent parameter. It is
used toestimatethe background.

A cut in the one dimensional outputof the LDA can be chosen. Depending on the
position of the cut, a higher or lower percentage of backgdds removed while retaining
the signal events respectively. Fig. A.11 shows the cutieffiiese; andey against
each other. Fig. A.12 demonstrates the performance of thefoba cut which achieves
maximal significance. The cut efficiency increases for iasieg energy and remairfiat
for increasing zenith angle, as it should be.

If higher orders and combinationsof image parameters are included in the LDA then
it no longer corresponds to a linear cut plane, but rather neuétidimensional surface
that follows the multi-dimensionahapeof the parameter distributions in a madaptive
manner (in a similar way as dynamic cuts). Consequentlyséparation improves. The
following terms have been appended to the previous parafisite

Input]5] = WIDTH? (A.64)
Input[6] = LENGTH?
Input[7] = CONC?
Input]s] = WIDTH « LENGTH
SIZE

Fig. A.13, Fig. A.11 and Fig. A.10 show the improvement inagion using higher orders
and a combination of these parameters. The excess evemts fadth linear input gives
11400 +- 190. This increases to 12600 +- 200 for the LDA withler order inputs.

The Fig. A.14 shows the excess events found as a functioneofuh position of the
LDA output. A plateau appears on the left side of the plot which can be interpretdtia
total signal eventsin this data set. A fit on the plateau givas;, = 15030 £ 71. When
compared with the number of excess events found at maximgnifisance (12600 +-
200), this number results intatal cut efficiency of 83 %. It must be noted that before
application of the selection cut,’arecut’ on the minimum SIZE < 60 PhE, on the zenith
angle < 50 and on the distance 0.4 < DIST < 1.05 was performed, thusqushji reducing
the total number of signal events in the dataset. It is cleatrthis plot here doesot tell
us anything about thegigger efficiency nor about the efficiency of the 'precut’.

A.3.6 Comparison of the discrimination power of the LDA and the
dynamical cuts, tested with real Mkn 421 data

For the comparison aoflynamical cuts of the analysis program ’jacuzzi’ at MPl Munich
[Kra01] with theLDA of this thesis, thesamedataset was useadithout pointing correc-
tions (pointing corrections increase the significance efdignal). For case of the dynam-
ical cuts a correction of the parameter with respect to th8 KtBe so-called 'zonking’
[Kes01]) and also a cut on thesymmetry was applied (see the following section). Both
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Figure A.10:Output of the LDA A.62 for gamma events (blue) and hadronientw (green). The
areas are normalized to one. In (a) the parameters are ettlutkbarly (D=0.62) and in (b) higher
polynomial orders are included as well (D=0.748). It is deahown that the discrimination in-
creases by including higher orders of the parameters.
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Figure A.11:(a) Gamma cut efficiency vs background cut efficiency and @iy factor for the

LDA vs LDA-output. Both plots show the performance of LDA Wwibnly linear inputs and with
higher order inputs. The inclusion of higher orders in theALimprove the quality factor and its
separation capability significantly.
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Figure A.12:These two plots show thg cut efficiency for the LDA with parameter input of only
linear order and for a cut which achieves maximal signifiearia the upper the cut efficiency is
plotted against the logarithm of the energy in log(GeV) anthe lower plot against the zenith angle.
The cut-efficiency increases with energy and is flat with tteaingle as it should be.
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Figure A.13: The linear discriminant analysis is applied to a sample MR dataset of 167 h
observation time. a) The upper plots shows the result folLib& with linear inputs. It yields in

a significance (Li/Ma) of 60.8. b) The lower plots shows thsulefor the LDA with higher orders
of image parameters for the input. The background is morpregped while more signal is found
(increase from 11400 events to 12600 events). The signifecamproves by 10 %. Here a previous
filter cut on SIZE > 60 PhE, the 0.4 DIST > 1.05 and on the zenitfle@<50 was applied.
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Figure A.14:When moving the LDA cut position a plateau appears on theslgé which indicates
the maximum excess events in this dataset. This maximunesepts the total signal events in this
dataset. Here a previous cut on SIZE > 60 PhE, the 0.4 DIST5dnd on the zenith angle <50
was applied. After the LDA selection (higher order inputispat 83 % of the total events have been
selected.

improvementsiave not beenincluded in theLDA procedure up to now. The result of the
dynamical supercuts can be seen in Fig. A.15.

As a result of not applying pointing corrections, the ALPH&tdbution is wider and
unfortunately, 'jacuzzi’ was fitting the ALPHA distributiowith a fixed variance for the
Gaussian distribution, expecting a narrower distributibwas not made for that). Conse-
qguently, the fit has large chisquare. Still, the fit result bamoughly compared with the
result achieved by the LDA. The excess events found by 'jatare 7700 +- 130 and the
LDA (in this simple version) found 12600 +- 200. The significa of the LDA is around
20% higher. It has to be kept in mind that jacuzzi also findi&igignificances when a
pointing correction has been applied beforehand.

As aconclusionit can be stated that the LDA is at least as efficient than dycam
cuts.

A.3.7 Conclusion about the efficiency of the LDA separation rathod
and an outlook

The LDA proves to be a very efficient separation method thatnell compete with classic
methods like static cuts and the dynamic cuts anddwasl or betterperformance. It
shows to be especially efficient for very low energy events (V) and very high energy
events (> 10 TeV).

The main advantageof the LDA s clearly the cut optimization algorithm thatas-
alytically solvable. This does not only speed up the optimization process butas @lso
not dependon any initial value as any other stepwise optimizing metiedy. 'MINUIT -
package). Its results are 100 % reproducible unlike anyrdtinel of separation methods
as dynamic cuts or neural networks.

For this reason it is especially suited goantify the separation power of different
image parameters sets in order to find the most efficient ohe L DA will be used in the
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following section for this purpose.

For future improvements of the performance the author suggests to interested people
to introduce a binning in energy and optimize the LDA ineach energy bin separately.
This will solve the difficulty of havingdifferent energy spectra for theackground and
the signal and will furtherincreasethe separation power.

A.4 New image parameters and cleaning algorithms

The LDA has been defined and can be used to check the sepaahtiity: of new image
parameters. Each new parameter can be included additional parameter in the LDA.

There aretwo estimators that tell us about tlseparation power of the parameters.
These are thdiscriminant power (Equ. A.60) and thénal significancecan be compared
with different parameter sets, upon application to the.dafith both we carjudge whether
an improvement has been achieved. Three things were tested h

1. New image parameters were developed which describe more ésatuthe image
structure,

2. Weights were introduced in the calculation of Hillas parameters and

3. Thecleaning levelof the 'dynamical’ image cleaning has been varied systaralhyi
in order to find the one which results in the highest sepangimwver for the image
parameters.

A.4.1 Introduction of weights in the calculation of Hillas parameters

Up to now, in the definition of the Hillas parameters preseéatmove, Equ. A.25 to Equ. A.33the
weight has always been assumed to be equal to the charge pb@idw; = ¢;). Here
weights of the following form have been tested:

w; q¢ (NONE) (A.65)
qn+0.5
w; = —F/—— (REL) (A.66)

In Equ. A.65 (these weights are denoted in the following®NE’), ¢; is potentiate with
an exponent. This has the effect that pixels withore signal havemore weight in the
calculation of the HILLAS variances. This makes them lessi#ive to noise fluctuations
(coming from NSB).

Equ. A.66 (these weights are denotedREL ') a weight is introduced that represents
the statistical error of the signal in the pixeld;o:,; = /i + a?). A value0.5 has been
added to the exponent to keep teffective exponentin both casegqual. The exponent
become comparable in this manner. For a small NSB the weiBliK converge to the
weights 'NONE'.

A program has been written whidystematically compareghe separation power of
a MC Gamma dataset and a hadronic background dataset that¢ecaded by CT1. The
NSB has been simulated in the MC gamma dataset to have a zenikh disgibution
equivalent to that of the hadronic dataset (See section A.2.1).

The program tries systematically

1. Differentimage cleaning levels
2. Differentcleaning typesand

3. Four differenexponents(n=0.5, 1.0, 1.5, 2.0).
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This is done foiboth types of weights , 'NONE’ and 'REL’ (Equ. A.65and Equ. A.66).
To be able to judge the separatidwp parameters were introduced. | called them:

1.

2.

Separation
\/aé + 0;{
which is the difference in the mean value of the parametddéil/by its combined

variance. It should be darge as possible for good separation. This parameter does
not take into account thehapeof the distributions.

Theoverlapping integral is sensitiveto the shape of the distributions

[ pc (z) pu (z) dx
[ pa (x)dz [ pm(z)dz
>: (P Pir)
(Xipe) (Xipk)
It measures theverlap of the two distributions and should be siall as possible
for good separation.

0 (A.68)

With the combination of these two parameters we hat@oéto judge possible improve-
ments inseparationfor different configurations.

The results for the parameter WIDTH, LENGTH, CONC are showrfig. A.17,
Fig. A.16, Fig. A.18, Fig. A.19, and A.20. The exponent is mgsed in different col-
ors. Blue isn = 0.5, green isn = 1.0, pinkisn = 1.5 and red isn = 2.0. Different
cleaning algorithms are expressed in different markeestgind line stylesCircles and
a continuous line representclassic’ cleaning,triangles and adashed lineare ‘island’
cleaning andstars with dotted line are’'mountain’ cleaning.

Separation of WIDTH, LENGTH and CONC

Tab. A.2 illustrates theleaning levelsfor the best separations and overlaps for theo
different cleaning algorithmsglassical’ and ’island’ cleaning. The weights REL and
NONE show almostdentical results (see Fig. A.17, Fig. A.16, Fig. A.18 and Fig. A.19).
The first two rows show the old classic version of HILLAS paeders. The cleaning
level consists of two numbers, the 'image core limit' and theage border limit'. The
best cleaning algorithms for WIDTH, LENGTH and CONC are pethin bold. A cut of
0.4 < DIST < 1.05,SIZE > 100 and12deg < Zenith angle < 22 deg was applied
beforehand ('precut’).

As a conclusion can be stated the following:

1.

2.

There isno visible differencebetween the weights 'NONE’ and 'REL

Slightly reducing the cleaning level to 2.7/2.licreasesthe separation a little for
‘classic’ cleaning.

Thebest separationandoverlap (for all three parameters) is achieved for tige
land’ cleaning method with a very low cleaning level of 1.0/0.3.

In case of the paramet&IDTH the separatioincreasesby increasing thexpo-
nentn fromn =1ton = 1.5.

In case oL ENGTH n = 1 remains the best choice.
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Figure A.16: This figure shows theeparation and theoverlap for the parametetVIDTH for
NONE-weights (Equ. A.65) for different 'core’ cleaning levelBhe exponentn is coded incolors.
Blue isn = 0.5, green isn = 1.0, pink isn = 1.5 and red isn = 2.0. Different cleaning
algorithms are expressed in different marker styles arel dtyles. Circles and continuous line
representclassic’ cleaning,triangles and dashed lineis 'island’ cleaning andstars with dotted
line are ‘'mountain’ cleaning. The best separation is obtained with 'islandaieg, an exponent of

1.5andacl

eaning level of 1.5.
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Figure A.17:This figure shows theeparation and theoverlap for the parametetVIDTH for
REL -weights (Equ. A.66) for different 'core’ cleaning level§he exponentn is coded incolors.
Blueisn = 0.5, green isn = 1.0, pinkisn = 1.5 and red is» = 2.0. Different cleaning algorithms
are expressed in different marker styles and line styl€rcles and continuous line represent
‘classic’ cleaning,triangles and dashed lineis ’island’ cleaning andstars with dotted line refer
to 'mountain’ cleaning. The best separation is obtained with ’islandaeieg, an exponent of 1.5
and a cleaning level of 1.5. REL weights give results idexitic NONE weights.
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Figure A.18:This figure shows theeparation and theoverlap for the parametet ENGTH for
NONE-weights (Equ. A.65) for different 'core’ cleaning levelBhe exponentn is coded incolors.
Blueisn = 0.5, green isn = 1.0, pinkisn = 1.5 and red is» = 2.0. Different cleaning algorithms
are expressed in different marker styles and line styl€rcles and continuous line represent
‘classic’ cleaning,triangles and dashed linerefer to’island’ cleaning andstars with dotted line
are ‘'mountain’ cleaning. The best separation is obtained with 'islandaeieg, an exponent of 1.0
and a cleaning level of 1.5.
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Figure A.19:This figure shows theeparation and theoverlap for the parametet ENGTH for
REL -weights (Equ. A.66) for different 'core’ cleaning level§he exponentn is coded incolors.
Blue isn = 0.5, green isn = 1.0, pink isn = 1.5 and red isn = 2.0. Different cleaning
algorithms are expressed in different marker styles arel dtyles. Circles and continuous line
representclassic’ cleaning,triangles and dashed lineis ’island’ cleaning andstars with dotted
line are ‘'mountain’ cleaning. The best separation is obtained with ’islandaieg, an exponent of
1.0 and a cleaning level of 1.5. REL-Weights give resultsiidal to NONE-weights.
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Figure A.20:This figure shows theeparation and theoverlap for the parametet ENGTH for
NONE-weights (Equ. A.66) for different 'core’ cleaning level$he exponentn is coded incol-
ors. Different cleaning algorithms are expressed in diffem@arker styles and line style<ircles
and continuous line representclassic’ cleaning, triangles and dashed lineis ’island’ cleaning
and stars with dotted line are 'mountain’ cleaning. The best separation is obtained with ’island’
cleaning and a cleaning level of 1.0.
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| Parameter| Cleaningtype| Level || Exp.| Sep. | Overlap]

WIDTH ‘classic’ 3.0/25] 1.0 | 1.278 | 0.0238
LENGTH ‘classic’ 3.0/25]| 1.0 | 1.057| 0.0279
WIDTH ‘classic’ 2.7/2.0|| 2.0 | 1.464| 0.0200
WIDTH ‘island’ 1.3/0.3|| 1.5 | 1.630| 0.0139
LENGTH ‘classic’ 3.5/2.7| 1.5 | 1.235| 0.0345
LENGTH ‘island’ 1.3/0.3| 1.0 | 1.676| 0.0151
| CONC || ‘island’ | 1.0/0.3|| / | 1.584| 0.0180|

Table A.2:The table shows theleaning levelsfor the best separations and overlaps for WIDTH,
LENGTH and CONC for thetwo cleaning algorithms,’classical’ and 'island’ cleaning. The
weights REL and NONE show almodtentical results (see Fig. A.17, Fig. A.16, Fig. A.18 and
Fig. A.19). The first two rows show the old 'classic’ versiohtiLLAS parameters. The cleaning
level consists of two numbers, the 'image core limit’ and the 'im&grder limit'. 'Exp’ denotes the
exponent: and 'Sep’ is the separation.

The best cleaning algorithms for WIDTH and LENGTH are prihire bold.

| Cleaning type] Level | Exponent]| Mean | Variance]

| classic | 3.025] 1.0 [ 128 11.8 |
‘classic’ 3.0/2.5 1.5 10.0 8.4
‘classic’ 4.0/3.0 1.5 8.4 6.4
‘island’ 4.0/3.0 1.5 3.9 3.9

Table A.3: The table shows the best conditions to obtain tlagpest ALPHA distribution
for point sources. The mean and the variance are the qearttiét quantify the sharpness.
The first row shows the sharpness of the 'classic’ ALPHA asneefiby HILLAS. The
sharpest ALPHA distribution is obtained by increasintp » = 1.5 and by removing the
'islands’ with the "island’ cleaning algorithm.

Conditions to obtain the sharpest ALPHA distribution

The same procedure was applied to analyzecthalitions to obtain thesharpestALPHA
distribution (fory-events and for point sources). The tgoantities that characterize the
sharpnessare thevariance and themean of the ALPHA distribution and they should be
kept assmall as possible. Themaller these two the quantities, tibetter the background
suppression. Fig. A.21 illustrates both values for différeleaning levels cleaningal-
gorithms and differentexponentsn, as before. The colors and markers are coded in the
same way as described above.

Acutof0.4 < DIST < 1.05,SIZE > 100 and12deg < Zenithangle < 22 deg
was applied beforehand (‘precut’). It has to be mentionaditiiie cut on the zenith angle
results in a sharper distribution than the total average hlas conditions for the sharpest
ALPHA distribution are listed in Tab. A.3. The very best oa@rinted in bold.

As a conclusion of these studies we can summarize:

1. Increasing thexponentn to n = 1.5 results in a sharper ALPHA distribution.

2. Increasing theleaning levelto 4.0/3.0also reduces mean and variance of the AL-
PHA distribution.

3. Thelargest effect is obtained byemoving the islandsfrom the image before cal-
culating ALPHA.

Unfortunately the miss-pointing of the CT1 telescope ida@lairge and even after a pointing
correction of the recorded data the ALPHA distribution does have the sharpness that
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Figure A.21: This plot shows the variance and the mean of the ALPHA distidn of gamma
shower images for different 'core’ cleaning levels. The Bemahese quantities, the better for the
background reduction. The exponent n is coded in colorse Blu = 0.5, green isn = 1.0, pink
isn = 1.5 and red isn = 2.0. Different cleaning algorithms are expressed in diffenewirker
styles and line styles. Circles and continuous line repiteskassic cleaning, triangles and dashed
line is "island’ cleaning and stars with dotted line are 'mtain’ cleaning. The sharpest ALPHA
distribution is obtained for high cleaning levels above 8 arponents of 1.5.
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Figure A.22:The asymmetry distribution for gammas and hadrorispdints towards the camera
center and 180 points away from the camera center. The histogram has béed difter a cut
on ALPHA < 15° and DIST < 1.0. The cut on ALPHA has been performed to dematesthat
only in the case ofy-evens the asymmetry is correlated to ALPHA and not for haidrevents. For
that reason it is possible teuppress in the ideal case half of the backgroundfor a cut on the
asymmetry angle at 90. The hadron distribution has been scaled up for bettebilityi

would be expected from MC studies. We will only be able to thtkle advantage of the
sharper ALPHA distribution.

A.4.2 The head-tail asymmetry defined in a such way that it owe
comes the finite resolution of the CT1 camera

In the chapter 1, concerning theory and detectors, it wadiorexd that all shower images
(including hadronic ones) haveleead-tail asymmetry with respect to the direction from
where they originated (Fig. A.22) due to the imaging proedsieh involves atangent of
the viewing angle. For point sources this knowledge can leel tisfurther reduce the
background since the hadronic shower arrive randomly fribelir@ctions and the gamma
showers only arrive from the center of the camera (if theagmoints to the source). This
idea is not new and has already been used by other experinléreyg defined the asym-
metry in the following way [Pet97]:

A =777 — (2) (A.69)

This is the difference between the coordinates of the higbiel and the shower center
of gravity (Equ. A.16). However, this definition has a probleSince the difference be-
tweenzzp and(Z’) and the resolution of the CT1 camera (O2&re of the same order of
magnitude doesn’t yield good results.

The definition of the asymmetry angle

Here | introduce another formalism which uses ihgighted averageof all pixels com-
bined and avoids the pixel size problem. The idea behindntigthod is the fact that as
the exponentn in Equ. A.65increases the weighted mean (Equ. A.16) movisthe
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direction to the shower maximum and vice versa. Consequently, therivative of the
weighted mean with respect to the exponent leads consdyuerd vector ofsteepest
descent(as seen from the shower maximum) which characterizes amrasjry in the
image.

A = %?Mﬂ (A.70)
_ n[(ziqﬁlz*)—@)zqz”
24
cosa = M (A.71)
| 12)] |

wherea is the angle between the asymmetry vector and the vector fihenshower
mean to the center of the camera (similar as ALPHA). The patam will be called
asymmetry angle The value of the angle: ranges from 0 to 180 where O points
towards the center and 18points outside of the camera.

In case ofy-events (not in case of hadrons!) ALPHA is stronglyrrelated with the
asymmetry angle.. This formula is still not perfect since many events are ¢aiad at
the camera border. With these truncations the asymmettypwiscno longer calculated
correctly and it points outside of the camera instead ofat#nter. To avoid this problem,
only the pixels within aradius of r = Min (1.5 — |Zg8|,0.25) around thepixel with
largest signalare included in the calculation.

Finding the best cleaning conditions and exponents for the asymmetry

Just as with the other parameters, tests have been perflwyrmdtematically changing
the values and algorithms for image cleaning and the expgenefo determine which are
the best conditions, another parameter catletiefficiencywas introduced. It is the ratio
of the number of events below 9Qof the asymmetry angle) to the total number of events
e = N(Asymmetry < 90°)/Nro.

In Fig. A.23 thecut efficiencyis plotted for (recordedpadronic eventsand for MC
gamma events As before, circle markers represent 'classic’ image diggantriangles
'island’ image cleaning and stars 'mountain’ image clegnifihe colors blue, green, pink
and red represent the exponents (n=0.5, 1.0, 1.5 and 2.0).

As a conclusion it can be stated the following:

1. In case of the asymmetrytagh cleaning level just as for the ALPHA distribution,
is favored.

2. The best asymmetry distribution results froml@aning levelof about4.0/3.0using
the’island’ cleaning algorithm and arexponentof n = 2.0.

The resulting distribution can be seen in Fig. A.22. The asgtny of the hadron distribu-
tion originates from events which have been partially tatad at the camera border. A cut
of 0.4<DIST<1.05, SIZE>100 and 12zenith angle<22was applied beforehand.

A.4.3 The problem of truncated images due to the limited sizef the
CT1 camera and the leakage parameter

As mentioned above, shower images that have large impaateders or high energies are
larger than the camera’s field of view so that the imageLiscated at the camera border.
Unfortunately, this occurs for theigjority of the showers since the numberpkevents
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Figure A.23:In this figure thecut efficiency of gamma showers (upper plot) and hadronic showers
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(lower plot) for a cut ofAsymmetry < 90deg is plotted for different 'core’ cleaning levels and
algorithms. Theexponentn is coded in colors. Blue is = 0.5, green isn = 1.0, pinkisn = 1.5
and red isn = 2.0. Different cleaning algorithms are expressed in differembarker styles and
line styles. Circles and a continuous linerepresentlassic cleaning triangles and adashed line
refer to’island’ cleaning andstars with a dotted line representmountain’ cleaning. The highest
hadronic suppression (60 %) while retaining most gamma events (78%) is obtainec:keaning

levels above 3and anexponent ofn=2.0. The cut efficiency for gammas does never reach 100%

since a cut of 0.4<DIST<1.05, SIZE>100 and ¢2enith angle<22was applied beforehand.
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Figure A.24:The figure illustrates what is meant with the expressiomsuntain’ and ’island’ .
Islands can fornafter performing a tlassic’ image cleaning of a shower image, depending on the
cleaning level. They are isolated clusters that have noexion to other clusters. For simplicity
'islands’ are also calledmountains’. In an 'island’ image cleaning only islands are removed. In a
'mountain’ image cleaning all the mountains and islandsraneoved apart of the largest mountain.

increases linearly with the impact parameter. If part ofshewer is outside the camera
then not all of the light will be collected and measured. Te&ls to an incorrect energy
estimation for showers with largepact parametersand highenergy.

Therefore, a parameter thgtiantifies the truncation is needed. For this purpose, |
introduce a simple parameter, calletHAKAGE , defined as:

ZBorder pizels ai
LEAKAGE = STAE (A.72)

It is the ratio of the charge content of the border pixels dadtbtal charge (i.e. SIZE). In
Fig. 1.17 we see the profile of a typical shower. It is cleat tyaknowing the amplitude
at say DIST=1.5 and also its integral from°0to 1.5 we can estimate the content of the
tail quite well. Later, | will show later that this parameiscreases the resolution of the
energy estimation

A.4.4 Mountains and islands in the shower image: Differencbetween
electromagnetic showers and hadronic showers

The main difference between hadronic showers and electynet& showers is the larger
WIDTH and largerfluctuations of hadronic showers. An hadronic shower has a core
of high energy hadrons that develefectromagnetic subshowersSeen by a Cherenkov
telescope a hadronic shower looks like tuperpositionof several, dispersethw energy
electromagnetic showers. As a consequence, the Cheremiegeiof a hadronic shower
has more’'mountains’ in the sense of Fig. A.24. The electromagnetic shower ctsis
ideally of one large peak | tried to quantify this difference by carrying out a st
analysis, i.e. byounting the 'mountains’ in the image.

The mountain finding algorithm

| performed arecursive cluster analysis by separating the image into individual clusters.
Each cluster contained one mountain. The mountain seartiiochevas as follows:

e Perform a'classic’ image cleaning (without removing islands).
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¢ In a first step, find th@eak pixelsusing a recursive algorithm. The peak pixels are
the ones that have larger content than all the neighbour pixels. Afterwamstst
this list, in ascending order.

¢ Introduce acluster object for each peak pixel.

e Start with thelargest signal pixel (top) and search recursivelgwnhill from the top
to thevalley around the mountain. Put all these pixets;luding the valley pixels,
into the cluster. Treat each pixel onbynce and mark those already used. Valley
pixels are defined such: There is no unmarked neighbour pitellower content.

e Repeat the procedure until all the pixels have bassignedto clusters.

e Count thenumber of mountains (-> this is the parametédumber-Mountain) and
count the chargein all the mountains, except from the largest mountain. ifis is
the parameteMountain-SIZE ). This parameter quantifies the charge whichas
inside the largest mountain (fershowers ideally zero).

The two new parameters Number-Mountain and Mountain-SI¥E g good estimate of
which part of the charge is found in sub-showers. This qtiaistiverydifferent for gamma
showers and hadronic showers.

The island finding algorithm

Before continuing with finding the besionditions for these two parameters | want to
introduce another algorithm which is used for tl#and’ image cleaning. 1t is similar to
the cluster/mountain analysis and | called it the 'islancilgsis. An ’island’ is a cluster
that is isolated in a cleaned camera. A shower image (aftassic’ cleaning) usually
consists of one main island (the main shower image) and sddiganal islands which are
muchsmaller.

The algorithm does the following:

e Perform a’classic’ image cleaning

e Loop over the pixel list and call eecursive algorithm finding the neighbour pixels
for each pixel. Continue the recursion with the neighbouelsi. Mark each seen
neighbour pixel and stop at thrder of the island. Treat only unmarked pixels.
Introduce acluster object for each new unmarked pixel and assign all the pixels of
oneisland to this cluster.

e Countthenumber of islandsand calculate theharge of each island.

The cluster list obtained by the island or mountain analyaisbe used famage cleaning
leaving only the largest island or mountain. | call thesegleg algorithmsisland’ and
‘mountain’ cleaning.

Gamma/hadron separation

In this work only the mountain analysis is used for gammarbadeparation purposes. As
before, a systematic procedure was used to check thebeditions in terms of cleaning
level, to provide fore for best separation of gammas anddredrThe parameters 'separa-
tion’ and 'overlap’ are shown in Fig. A.25 and Fig. A.26.

The results are displayed in Tab. A.4. In these two casestladlest overlap does not
coincide with best separation because of completely nams§an distributions. The value
that was chosen agptimal cleaning level was 3.5/2.7(The cleaning level consists of two
numbers. A 'core’ limit and a ’border’ limit.).
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Figure A.25:The separation (above) and the overlap (below) for the petemMountain-SIZE .
Optimal values for these two parameters are founddore’ cleaning levels betweeB and 4. The
optimal values for the cleaning level for both parametenstdooincide, therefore the average of a
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level of 3.5 has been chosen.

Table A.4:The table presents the cleaning levels which provide thedeparation and the smallest

| Parameter || Cleaning level| Separation| Overlap |

MultMountain 3.5/2.7 0.983 0.1083
MountainPhe 3.5/2.7 0.890 0.0512

overlap. The cleaning level consists of two numbers. A 'tlm@t and a 'border’ limit.
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Figure A.26:The separation (above) and the overlap (below) for the pateriNumber-Mountain .
The parameters separation/overlap have optimal valuesdoe’ cleaning levels betweef and 4.

They cleani

ng levels in the lower and upper plot . An interragxivalue of a level 08.5 was chosen.
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Figure A.27: Distribution of the Mountain-SIZE parameter, plotted as tbgarithm of its ratio
of Mountain-SIZE with SIZE for better illustration, for ganas (red) and for hadrons (blue). This
distribution is not useful for hard cuts, but it improves teparation if used as a input in the LDA.
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| Parameter || Cleaning procedur¢ Level | Exponent]
ALPHA ‘Island’ 4.0/3.0 15
WIDTH ‘Island’ 1.3/0.3 1.5
LENGTH ‘Island’ 1.3/0.3 1.0
CONC ‘Island’ 1.3/0.3 /
DIST ‘island’ 1.3/0.3 15
Asymmetry ‘classic’ 4.0/3.0 2.0
NumberMountain ‘classic’ 3.5/2.7 /
MountainSize ‘classic’ 3.5/2.7 /

Table A.5:The table summarizes the optimal cleaning levels for thiemint image parameters.

The Number-Mountain distribution andVlountain-SIZE distribution are plotted for
both, gammas and hadrons in Fig. A.28 and Fig. A.27.

The Number-Mountain distributions for gammas and hadromgaitewell separated
but the one of the Mountain-SIZE parameter shows signifiogatlap and it iot useful
for hard cuts. However, it still improves the separation when used aadiitional input
to the LDA together with other parameters. This will be shawthe next section.

A.4.5 Improvement in gamma/hadron separation

As all of the new parameters have been now presented, we oaequt to check whether
they give an improvement in discrimination of the total immatpataset. The tool for this
procedure is thé. DA . More parameters will be introduced, step by step, to ser ifra
provement can be achieved.

Improvement of the gamma/hadron separation by including tte new parameters in
the LDA

Now we include the new parameters, that were defined abotkeg imnalysis and see if this
increases the discrimination power. The new parameters are

e Parameters withveights (exponentsn) on g;.

e Parameters obtained lofjfferent image cleaningprocedures.
o Asymmetry

e Number-Mountain

e Mountain-SIZE

Tab. summarizes the optimal cleaning levels for the difienmage parameters as ob-
tained in the studies above. The image parametetBret datasetswere calculated ac-
cordingly. These are thdC gamma dataset a(recorded) OFF data set and thilkn 421
dataset(flares in 2001, 167 hours observation time).

The stepwise improvementis shown infour steps:

1. First the parameter/IDTH , LENGTH , CONC, zenith angle cosf, SIZE and
somehigher orders are included in the LDA input parameter list, as described in
section A.3.5. The gives us the first nine inputs from inputi@put[8]:

Inputl0)] = WIDTH (A.73)
Input]l] = LENGTH
Input]2] = CONC
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Input[3] = SIZE

Input[4] = cosf

Input]5] = WIDTH? (A.74)
Input6) = LENGTH? (A.75)
Input[7] = CONC? (A.76)
Input[8] = WIDT{IS;ZLEENGTH (A.77)

2. Then theasymmetry angle« of Equ. A.71 and the its cosine were included.

Imput[9)
Input[10]

@ (A.78)

COS

3. After this the mountain classification paramet&igmber-Mountain, Mountain-
SIZE andMountain-Size/SIZE were included.

Input[1l] = NumberMountain (A.79)
Input[12] = MountainSize
Input[13] = MountainSize/SIZE

4. In the end theemaining rest was included, which give sti$mall correctionsand
improve separation

Input[14] = Leakage (A.80)
Input[15] = Leakage®

Input[16] = Distance

Input[17] = AveragePedestalSigma

At each step the LDA was trained with the MC-gamma-datasétlae OFF-dataset which
gives us as a result théiscriminating power. Then the trained LDA was applied to
the dataset oMkn 421 (flares in 2001, 167 hours observation time). This yieldes th
number ofexcess eventsthe background and the resultingignificance (Li/Ma). The
following static fix quality selection cut has been applieddve the LDA procedurd).5 <
DIST < 1.05, SIZE > 60 PhE, Zenithangle < 50deg, WIDTH > 0.25 and
LENGTH > 04.

The results are presented in the Tab. A.6. In the first row #selt of thesimple
static cut is shown. The next two rows show the results using classigépmarameters
with 1. linear input and 2.higher order input. The lastfour lines show the stepwise
improvement by using parameters with weights and new pasamas listed before.

The final ALPHA plot for theMkn 421 test sample (167 hours of observation) can be
seen in Fig. A.29. An OFF-data sample with lower statiscal$o plotted in the same fig-
ure todemonstratethat the background estimation by fitting a polynomial isgneeement
with the OFF-data distribution. The ALPHA distribution isder than the previous using
classical image parameters because much mdaé@ional low energy eventgwhich have
an unsharper ALPHA distribution) were found. The final résue about 16000 +- 250
excess events with a significance (Li/Ma) of about 83 sigma.

Fig. A.30 shows the output of the LDA. Fig. A.31 displays tha efficiency of the
final version plotted against zenith angle and energy. The lowggraut-efficiency im-
proved quite significantly and it's almost flat in zenith angésponse. The average cut
efficiency (after trigger and ’precut’) is now as high as 80 ¥.avoid confusionit has
to be mentioned that therecut on DIST is dependenton the exponent=1.5. For this
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| Step | Disk. power| Excess event$ Backg.| Sig. ]
| static cuts I / | 5942.9+-134] 3869 | 47.9]
classic parameters IineaHr 0.678 11389+-189 | 9681 | 60.8
classic parameters quaﬂl. 0.736 12592+-204 | 9158 | 67.3
1. Parameters quad. 0.755 14486+-256 | 11760 | 70.4
2. Plus asymmetry 0.766 16079+265 | 10886 | 77.8
3. Plus mountains 0.769 15636+-242 | 9275 | 80.0
4. Plus rest 0.777 16182+-245| 9060 | 82.8

Table A.6: The table presents the stepwise increase of discrimingiinger, excess events and
significance while reducing the background by including rtleev image parameters. The first line
contains the results of the static cuts. The next two linesvstihe humbers for classic HILLAS
parameters using linear and higher order inputs in the LO#& fiext four steps show the increase in
discrimination of hadrons and gammas by using image pammetth weights and including new
parameters. In the first step the parameW@f®TH , LENGTH , CONC, zenith anglecos 0, SIZE
and someéhigher orders are used as inputs for the LDA. In the next three step theslisxpanded by
the asymmetry, mountain classifications and in the end bgnpeters that correct for correlations.

000 rxwlxwwx‘:\rwwl‘wwrw“rxw\‘W\rw‘rwwr‘\rXW(xww

Excess-events: 16182.4 +- 245.7

Off-events (ALPHA < 19.1 d.): 9060.9]|
Signal to noise : 65.9

Significance (Li/Ma): 82.8
Sigma of Gauss-function: 11.2
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Figure A.29:The ALPHA plot of the final LDA cut. The plot shows the final réswith the maxi-
mum significance of 82.8 sigma that achieved for the datddékn 421 of 167 hours of observation

time.
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Figure A.30: The histogram shows the output distributions (normalizedrte) of the LDA for
(recorded) hadrons and (MC) gammas after introducing aliate improvements.

reason the average cut efficiency after precut lvarenot be compared directly with the
value obtained at the beginning when using classical HILIp&Sameters (the average cut
efficiency after precut was around 70 %, but the sample wallesrdae to a different def-
inition of DIST withn = 1.0). Apparently the cut efficiency increased only by 13 % while
the excess events increased by 30 %, whiatwigontradiction. The precut on DIST has
always been chosen to result immximally large significance.

Fig. A.32 shows the effective area according to the LDA d&accut (which was op-
timized for maximal significance). In the calculation of thective areas the telescope
trigger efficiency is also included. This is why the collectiarea for energies below 1 TeV
is rather small while the cut efficiency is still very high papximately 60%. The effective
areas for thdowest zenith angleareabove 55 00Gn? (below 1 TeV). They reach almost
95 000m? for the largest zenith angle d5°.

A.4.6 Conclusion about the introduction of new image paramers
and new image cleaning algorithms

It has been shown that the introductionexfponentson the charge in each pixel gave clear
improvements of theseparation power of the image parameter set in case of the param-
etersALPHA , WIDTH andLENGTH while the introduction of weightdepending on
the noisein each pixeldid not improve the discrimination.

New image parameters like ttesymmetry angle of the a showermountains and
leakage where clearly able to further reduce the background

A significant improvement came from the usage ofdifferent cleaning algorithm,
the 'island’ cleaning which allowed ta@lecreasethe cleaning level and thus keep more
information for the separation. This improves the sepandir small energy events.

Altogether (also by using the LDA as separation tool) it wasgible todouble the
significanceof the detected signal and to almost triple the amousigrial (excess) events
(always at maximum significance).
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Figure A.31:The upper plot shows the cut-efficiency vs log(Energy/Ge\d) the lower plot shows
the~ cut efficiency vs zenith angle (in degrees). The LDA has aequiibd cut efficiency for energies
smaller than 1 TeV. Above 500 GeV the cut efficiency is stittéethan 60 % to 65 %. Above 10 TeV
the efficiency decreases slightly because very big shovwégh €nergy) are always truncated at the
camera border. The cut efficiency is measured after thectrigigd after applying a filter cut 6f5 <
DIST < 1.05, SIZE > 60 PhE, Zenith angle < 50 deg and a two-next-neighbour software
trigger. The lower plot shows an average cut efficiency of 8@#@& cut that results in maximal
significance. The DIST pre-cut is dependent on the exponerftor this reason the improvement
shown here seems smaller than it actually is, compared toAFIQ.
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Figure A.32:The lower plot shows the effective areas calculated for thé Iselection cut using
a power law spectrum with a spectral indexcof= 2.9 for three zenith angles. The blue curve is
for a 12, the green curve for a 32and the red curve for a 4xenith angle. The upper plot shows
the simulated MC events before cut (the blue curve) and thgered events after LDA cut (the red
curve).
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A.5 Energy estimation by the least squares method

Now, that we established our separation methods, we wddddi use the selected events
to calculate the physical quantities that we are interdstethe first step is to estimate the
energy from the image parameters and to determine the enesglution that we can get
for CT1.

Here | use a very simple method based on image parameterbemethod of linear
least squaresto estimate the energy As we will see, the formalism is quite similar to
that of the LDA.

The method of linear least squares and its application

We have a set of parameters for each event

1.
- P .
p = ) =P, (A.81)
28
which parameterize the image. The 'ONE’ in the first row is artant as it is needed for

the offset. We wish to find an estimaték,, for the energyF? of each event in such a
way that thesum of differences

S=Y (Bl - E (A.82)
with the linear ansatz ' ‘
El, =Piuwt (A.83)

est —

beingminimal. This is the case if

oS

5 2 (PT)! (Piw* — E') =0 (A.84)
[(PT), Pi]wt = (PT)]E’ (A.85)
o= [ET)IR] ey e (A.86)

This procedure is calletinear least squaresand can besolved analytically. (It is almost
identical to the calculation of the weights of the LDA. In ead the LDA theE’ correspond
to the different groups. For the case of 2 groups it becofifes= —1 for gammas and
E? = +1 for protons. The 'ONE’ above corresponds to the subtractibthe average
output given by Equ. A.61). It only remains to calculate tgightsw” using Equ. A.86
which involves the calculation of ainverse matrix. The inverse matrix calculation was
done by the Gaussian elimination algorithm using a precisid®?4 digits.

The following parameters have been used to estimate thedfeygy.

po = log(SIZE) (A.87)
P o= log (SIZE)
p2 = log*(SIZE)
B 1
P = s (ZenithAngle)
ps = log(LENGTH)

ps = DIST
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The main estimator is SIZE (and expressions of it) which is corrected with thasine

of the zenith angle(shower distance changes with cosine). The other parasnaterin-
troduced to obtairsmall corrections. SIZE is dependent on the impact parameter (->
estimator DIST). For the training a MC-gamma data samplewsasl. A preselection cut
of ZenithAngle < 50deg, SIZE > 60 PhE and0.5deg < DIST < 1.05deg was
applied beforehand.

Additional energy dependemteights E'-5 on each event have been introduced in the
method tocorrect for the fact that the MC was produced with a steep spectrufiof>
while we want that high energy events are treated withsdva@e priority as low energy
events. The whole procedure is calculated in the log-scklgu. A.85 and Equ. A.86
become:

(BP9 ut = (BT)] () 10g () (1.28)

i

(PT); (B)"” log (')

i

wh = [(PT)] P} (Ei)1'5]71>< (A.89)

The result can be seen in Fig. A.33. SIZE was introduced ialfghrvith several exponents
(1, 0.5 and 2). This improves thimearity of the estimation.

Improvement of the energy resolution by including the LEAKAGE parameter into
the Least square fit

Now we will see how the resolution and the shape can still jgawved by introducing a
new parameter called LEAKAGE into the least square fit. It is introduced asaufdi-
tional input to the least squares method of Equ. A.87:

Ps = LEAKAGE (A.90)
pr = LEAKAGE? (A.91)

The result can be seenin Fig. A.34. The distribution becammenarrow and Gaussian
The distribution is not perfectly linear and exhibits a Btigurve. Without unfolding the
spectrum this would introduce a systematic error. The wilirigiprocedure corrects for this
and in fact any shape of the energy estimation would be @#stkorrectly as long asitis
monotonically.

A.5.1 Conclusion about the energy estimation using the lirse least
squares method

Using an algorithm likdinear least squareso estimate the energy has the main advantage,
as theL DA , that the problem isnalytically solvable (reproducibility, no dependence on
initial values) unlike other methods like neural nets orlitear equations which need an
iterative optimization. A matrix of the siz&x8 has to be inverted (best done with 24
digits precision or more). The applied energy estimatiatoise by calculation of a simple
polynomial which is fast. The energy estimation is lineardiee 1 TeV) and Gaussian
distributed. The introduction of the LEAKAGE parametfecreasesthe resolution a little
and results in an output which is more Gaussian.

A.6 Mispointing of the telescope and its correction

Unfortunately the hour angle axis of the CT1 telescopedsperfectly aligned with the
earths axis of rotation and in addition, the telescope stracbends slightly under its
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Figure A.33: Energy estimation and itesolution with the LEAKAGE parameter. For energies
above 10 TeV (the upper plot) it can been seen that the effettiocated images at the camera
border disturbs the energy estimation. The lower plots shevather asymmetric shape which is not
Gaussian.
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Figure A.35:A false source plot for a) a small zenith angle {),used to determine the mispointing
of the source Mkn 421. The center of the source appears asd spot. b) False source plot for a
high zenith angle (49. The source seems not to be focused very well in one poirs. &ffect could
be partly due to statistics but a mispointing correctionron basis results in asharper ALPHA
distribution, suggesting that for different runs with tseanehour angle (= 'signed’ zenith angle) the
mispointing is different.

weight. This introduces in aispointing of up to 0.15 and has a strong effect on the
sharpnessof the ALPHA distribution. Monte Carlo studies show that #tandard devi-
ation of the ALPHA peak should be approximatefyfér small zenith angles and up to
7.5° for high zenith angles of #5(showers with higher zenith angles show a wider alpha
distribution due to a smaller image in the camera resultingworse determination of the
shower axis). With Mispointing, these valuggreaseto a standard deviation of up to
15 for high zenith angles. If in such a scenario a fixed alpha €anty 12° is applied,

it is easy to imagine that the measured flux will suddenly ddpgtrongly on the zenith
angle. This introduceslarge systematic errorin lightcurve calculation. Thus, a pointing
correction is mandatory.

Up to now, so-called point-runs have been performed wherddlescope systemati-
cally scans a star (whose coordinates are known) in smak stehe DC current informa-
tion of the pixels allows a precise determination of the migpng at a given hour angle
and declination. This procedure can be repeated for manydrmles and declinations. A
correction based on values obtained from this procedureawag the Mispointing but did
not yield completely satisfactory results andifferent strategy has been tried here in this
thesis.

The false source plot method

A mispointing correction can also be obtaineddmfy using the measured datadkn 421.
The construction of a false source plot is a simple methodni the real position of a
source in the camera. Since the coordinates for Mkn 421 ayerkthemispointing can
be calculated.

The algorithm proceeds as follows: The camera centerdsed artificially (and AL-
PHA is recalculated accordingly) in a grid around the caroerder. Acut of ALPH A,y <8°
is applied to the new ALPHA value for each position and theaiming events arélled in
a 2D histogram which binnedccording to the grid. After the histogram has been filled, a
tail-cut at the half maximum is performed by subtractingtibé maximum from each bin.
Bins below zero are set to zero. The position of the sourcétaimed by calculating the
meanof the 2D histogram.

The new ALPHA is calculated from the old (signed) ALPHA adduls (see Fig. A.36):



A.6. MISPOINTING OF THE TELESCOPE AND ITS CORRECTION 99

Alpha

Figure A.36: Schematic of the shift of the old coordinate system and theutzion of the new
ALPHA.

T COS Qlpig  — SiN Qg
Alphaog = < SiNoLg  COS Gy > (Xota (A.92)
KnewS = (Ko} +dX (A.93)

lphaold (XnewS

ALPHA, .,
‘Alphaold‘ ‘<Xnew

(A.94)

arccos

First a vector pointing in the direction of the showétpha,;y is obtained by rotating
the mean position vectq[Xf,ld; of the image by ALPHA ALPH A,;;). The new posi-
tion vector(Xnew; is calculated by translating the old center V\M-Pf The new ALPHA
ALPH A, (unsigned) is obtained from the scalar product of the oldation vector and
the new position vector.

Binning the data in (signed) zenith angles

The mispointing is assumed to be a function of the hour angdethe inclination. The
inclination remainsconstant for astronomical objects. Since the parameter hour angle
was not available in the dataset a binningsigned zenith angle was performed instead
(positive sign for azimuth angles larger than 188nd negative sign for azimuth angles
smaller then 189. This binning isequivalent to binning in shaft-encoder values (and to
the hour angle) of the telescope.

For each signed zenith angle bin false source plotis calculated. By examining the
false source plots one can see that for high zenith angleciedly the pointing isnot
sharp in one spot (see Fig. A.35). This effect could be partly dustatistics, but as
we will see a mispointing correction on run basis results $harper ALPHA distribution,
suggesting that for different runs with identical hour anfgquivalent to 'signed’ zenith
angle) the mispointing is different.
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Figure A.37:a) The ALPHA distribution before applying the pointing aastion. The sigma of
the ALPHA peak is 9.3. The Off-data distribution (much lower statistics) hasrbaluded into
the plot for illustration. b) The ALPHA distribution aftepplying the pointing correction procedure.
The distribution gets significantly sharper. The averagmai of the (full) Gaussian fit curve is only
7.6° . The tail of the ALPHA distribution between 2@nd 30 does not fit very well to the Gaussian
function. This is caused by a still imperfect mispointingreation. The high zenith angles have a
wider ALPHA distribution. To avoid confusion it has to betsththat he data used here is the full
dataset of Mkn 421 of 250 hours of observation time. Thissitaontains more signal than the test
data set used for the development of an improved analysis.

Binning in runs

To circumvent this problem, in addition a pointing correatfor each run was introduced.
A false source plot was then calculated éarch run. The correctionin run bins ignly pos-
sibleif there isenoughsignal in that specific run data (the problem of a flaring seurthe
procedure applied was the following: If the signal in the data wastoo small (smaller
than5 sigmaof the background fluctuations), the pointing correctiorzenith angle bin
basis was applied (the zenith angle bins hawaieh larger statistics andthere isno dan-
ger of optimizing on fluctuations). If the signal was large enbwyring that run (larger
than5 sigma) then the mispointingpased on single runbins is chosen. The mispointing
correction on aun to run basis improves the sharpness of the ALPHA distribution sig-
nificantly when compared to a mispointing correction on tasibofsigned zenith angles
only. This seems to point out that the mispointing for the sd&mur angle but on different
days is different.

Results of the mispointing correction

Tab. A.7 shows the resultsfter the pointing correction. Listed are tvariancesof the
alpha distribution for each signed zenith angle bin. Thaltstandard deviation was im-
proved from9.3 (before correction) t¢’.6 (after correction). The correction on the basis
of signed zenith angle bins only gave a standard deviatiappfoximately8.3. The table
clearly shows how the alpha distribution becomes wider witineasing zenith angle. For
all zenith angle bins the alpha distributionvigder than the corresponding distribution in
the MC which points to stillimperfect mispointing correction.

Conclusion

In conclusion, it can be stated that the result is stilt perfect. The variances of the alpha
peak should benore narrow. However, they argood enoughto ensure a reasonable
(without systematics coming from the ALPHA distributiomjHtcurve. In the following
chapters all of the cuts on the alpha distribution are peréat very high at 18 In this
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| Signed zenith angle Sigma of alpha distribution

-(45-50) 10.3+0.15
-(35-45) 8.9=£0.10
-(25-35) 6.7+£0.12
-(15-25) 70£0.11
(-15)-(+15) 72+0.13
15-25 7.4 +0.07

25-35 8.1+0.11

35-45 8.6 +0.15

45-50 8.9+ 0.18

| Total | 7.6 £0.08

Table A.7:The table shows the final variances of the ALPHA distribufimndifferent zenith angle
bins. The variances increase with increasing zenith angle.

way it can be made sure that most of the signal events areeitisgdcut limit and that the
resulting measured flux no longer depends on the zenith angle

The spectrum before and after applying this pointing cdimacemains the same which
can be taken as a proof that no artificial effect has beendotred by optimizing on fluc-
tuations.

A.7 Differential flux spectrum calculation

The differential flux is one of the main physical quantitibattwe are interested in. Itis a
measurement which can be compared with the theory and tlatisesomething about the
mechanism that produces jets and high energy gammas imsdett The calculation of

the differential flux is a rather complicated procedure thablves several steps.

1. The energy of the observed events is reconstructed. Tieextess eventVi,.....
for different energy bins are determined by estimating #ekiground in each energy
bin (this results in theexcess event distributioh. The reconstructed energy can
derivate, both systematically and statistically, fromttue one.

2. Therefore the spectrum calculation requires théolding of these effects (of the
excess event distribution).

3. Finally, thedifferential flux is obtained by dividing each bin by the total observation
time T,;,, the bin widthA E'g;,, and its effective collection area. The observation
time has to be taken separately for each zenith angle bin.

dFi _ ‘ANE‘xcess,;ﬁfOlfied (A95)
dE AEle ZGZ- Tol;s Aéff (01)

A.7.1 Determination of the energy excess event distributio

The energy excess event distribution is ttirst step to the differential flux spectrum
(dF/dE). The events are sorted in energy bins according to thémated energy. The
binning has been chosen to be of the size of the average eresglution (~24 %). In
logarithmic scale a constant binning(for simplicity) was introduced. The resolution is
to first order constant in this frame (See Fig. A.38).

For each energy bin, a histogram for tARePHA distribution was filled and the corre-
sponding background was estimated by perfornzirfig as was done earlier.
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Figure A.38:a) This figure shows thexcess event distributionof the totalMkn 421 data set for

all six zenith angle bins in different colors (red:-Q6°, blue: 16-21°, green: 21-28°, yellow: 28’ -

33, violet: 33-40°, light blue: 4G-50°, black: all together). The figure illustrates how the tha#gh
changeswith zenith angle. Due tdlifferent observation times the total amount of excess events is
different for different zenith angles. The black points tir@sum of the data of all the zenith angles.
b) The estimated energy and the MC energy are plotted aged@cst other and normalized to one
(Probability distribution of the estimated energy). It demtrates that in first order the resolution
is constant in logarithmic scale The curved shape of the distribution for energies below\ iSe
corrected later on by the unfolding procedure.

NEzcess,Data - NAlpha<15 deg — NBackgound<15 deg (A96)

The ALPHA distributions and their background fit are listeddippendix B. The sys-
tematic error introduced by the background estimation liebed to be smaller than 5%-
10%. The effect of all possible systematic errors, which afiect the spectrum, will be
discussed in detail in the conclusion. As will be shown, thectral shape remaingrtu-
ally unchangedby artificial changes in the amount of background of +-10%.

The energy distribution of the excess events can be seergirAR38. The different
zenith angles are represented by different colors (réd.@, blue: 16-21°, green: 22-
28, yellow: 28-33, violet: 33°-40°, light blue: 40-50°, black: all together). As expected
the threshold increases with increasing zenith angle.

A.7.2 Unfolding the spectrum

The spectrum of a real source shouldd®olded with the distribution of the estimated
energy. This is important not only to correct fleonlinearities in the energy estimation

It also corrects fospill over from each energy bin into the neighbor bins on the left and
right side and a possible cutoff would change its position.

The energy estimation allows us to determine the transfertion of the telescope as
the simulation describes the total system. As in Fig. A.3d can fill a matrixM which
yields us for each (real, simulated) energy bingihebability distribution (normalized to
one) of the estimated energy. Naturally, the binningvbfand the binning of the excess
event distribution (i.e. data distributiab;) must be the same. Knowigl we can can
calculate the spectrum of thfelded spectru for a givenunfolded spectrumU :

MU = F (A.97)
The reverse of this procedure is calledfolding:

M 'F =T (A.98)
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Even though this procedure is mathematically valid, it domusually yield decent results.
Since the spectrum vectdf and M also has statistical fluctuations (it has been detexthin
by Monte Carlo studies), the resulting vector tends to aidifioscillationsbetweemeigh-
boring vector entries (in 'energy’-space). There are various methods availaliiehv
attempt to suppress these completely unphysical high ércjas by means of regulators
or low pass filters in the frequency space.

The method used here is a stepwitggative method which is especially suitable for
our situation. It is described in [Des95]. The procedurebien slightly modified to work
efficiently for our case. The algorithm systematicalyjusts the folded MC distribution
Fy, to thereal data distribution Dy, until the chisquare between the two distributions be-
comesminimal. The originalunfolded MC distribution is then the distribution that we
are interested in. The regulation here consistgitdrrupting the iteration before it can
develop high frequency oscillations.

The exact procedure is as follows:

1. First ainitial unfolded spectrum igstimated The closer the initial distribution to
the final result, the better the convergence. In this casplgithe folded data spec-
trum is taken (along with its errors) since it is already very &mio the expected
unfolded result.

2. In aniterative loop the following stepg$ are executed for each bin

(&) Thefolded spectrumis calculated from the unfolded distribution with (same
as above)
Ff =Y MU} (A.99)

2

(b) Theratio of the folded MCF}, and the real data distributioP;, is back-
propagatedinto proportional factors,;

A =% M LIAN (A.100)
'3 - ik Dgc .
k

which are then applied to thenfolded data distribution
Ut = NHELFLL (A.101)

in such a way that théolded MC distributionconvergesto thereal data dis-
tribution. The row vectors (estimated energy distributiohthe matrix M/,
must be normalized in a manner such that for each irndle& sum over all en-
triesk give one.N'*! is a normalization factor which ensures that the integral
over the previous spectrum and after application of the grigmal factors);

is preserved.

(c) The ratio Equ. A.100 is potentiate wigxponentsay, € [0, 1] which depend
monotonically on the difference between the data distribution and theefibld
MC distribution, weighted by its errory€ for one bin), in order to achieve
smooth and equivalentonvergence simultaneouslalong theentire spec-

trum.
FL—DL)?
21 52

O +0p1

a = Sigmoid (sy,) (A.103)
2

) id = -1 1 A.104
Sigmoid (z) (1 g ) €1[0,1] ( )
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(a) Unfolded spectrum

Figure A.39: The unfolding procedure is illustrated in the two plots. d&eTexperimental dis-
tribution (blue) is stepwise approximated by a folded MQtritisition (red). b) The unfolded MC
distribution is shown in the plot below. a) The folded spectrchanges its shape after unfolding es-
pecially in the energy region below 1 TeV and above 10 Te(E/GeV') = 4.0) the cutoff appears
stronger. Abovdog(E /GeV') = 4.2 the method becomes inaccurate due to very low statistics.
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The sigmoid-like function has been introduced to assure ttie exponents
ay, are within the interval0, 1]. Excessively largey; values accelerate the
convergence up to a point where the oscillations can no loogeontrolled.

(d) The errors on the unfolded spectrum are calculate@ayssian error propa-
gation from the involved unfolded data bins and from the error ontthesfer
matrix M;y.

(e) Thex? of the difference between the data spectiirand the folded MCF is
computed for each step

X2 = sk (A.105)
k

in each step. When the¢? starts toincreasethe iteration procedure terminates.

3. The procedure converges rapidly wittiive iterations. However, after a maximum
of eight iterations the procedure is terminated to ensure that thie fnequency os-
cillations do not develop.

Conclusion

The procedure begins with the excess event distributioaindd by using the energy esti-
mation described above. The iteration process correctpibetrum fononlinearities and
biases that were introduced by the energy estimation. licpéar, it corrects fospill over
effects from lower energy bins into higher energy bins. \Withapplication of this un-
folding procedure, the resulting spectrum would be flattentthe true one and a possible
cutoff would be measured at a wrong position.

Because of statistical effects the unfolding procedureardyp approximate the true
spectral shape. This has been ensured by using the expenemsich are obtained by
weighting with the variances (i.e. statistical fluctuapim each bin.

The resulting distribution fits better to the effective ard¢laat were obtained by MC
studies as experience showed. Fig. A.39 demonstratesshi.r&he upper plot shows
the original data distribution and the folded MC distrilouti The lower plot shows the
unfolded spectrum. Above 20 TeV virtually no significantr&g(too low statistics) is seen
so that this part of the distribution is discarded.

A.7.3 The spectrum, fitting and reverse check of the result

The data has been sorted irgeveral zenith angle binsbecause the effective collection
areas and the telescope threshold vary with zenith angle observation timesfor each
zenith angle bin were carefully determined. In additiormt $pectra for each zenith angle,
the total spectrum was calculated by computing the effective areas and the aled
inversion matrix;;, for the given zenith angle distribution as found in the detas

Fig. A.40 shows in the upper plot the spectrum of the crab lzeénd in lower plot
its excess event distribution which was used to obtain teetspm. The spectrum (upper
plot) has been fitted with a normal power law ansatz:

dFPowerLaw

L (A.106)

with a differential spectral index and a flux constank;. Thefit results here arefy =
(3.04+0.3)10" " TeV~-tem =257, a = 2.5 £ 0.1 with a x2/NDF=5.5/9.

Since unfolding processes in general acg completely satisfactoryand mathemati-
cally stable one might wish toross checkthe obtained results. Therefore also the reverse
process was also examined. Out of a given differential flexetkpected number of excess

events per energy bi[El’“eft, E,’fight] can be computed:
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Figure A.40:a) The upper plot shows the unfolded spectrum of the Crablaebbe fit results here
areFp = (3.0 4+ 0.3) 107" TeV " tem ™25, a = 2.5 + 0.1 with a x*/NDF=5.5/9.

b) The plot shows the experimental excess event distribuifahe Crab nebula. The theoretically
expected excess event distribution for a power law spedfiblune curve) has been fitted to the original
excess event distribution (data points). Mathematictiig, is more satisfactory because, as opposed
to an unfolding process, is involved a folding process in tlise and the expected errors are smaller.
The fitresults arefy = (2.840.2) 10~ " TeV "tem 2571, a = 2.540.08 with ax*/NDF=6.1/9.
The values are consistent with the result from the upper flbe fit error are slightly smaller due
to the unfolding procedure applied in the upper plot. ThebGrebula is usually used as a standard
candle and as a cross check to compare analysis resultstivtimeray experiments.
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NEzeee (R0, By, ) = (A.107)

Fxcess,i

/E:fight dF (FO,a Eeyt, B)
. dE

left

dE

TovsActfi Z M,
%

The reverse process does not neediafolding algorithm of the data spectrum, but rather
a folding algorithm of an assumed unfolded spectrum. Mathematidhily is much more
satisfactory, reliable and precise. A folded power law tiorchas been fitted to the original
excess event spectrum and can be seen in Fig. A.40 (lowéx pldte fit results are:
Fy = (28 £0.2)107"TeV~tem=2571, a = 2.5 4+ 0.08 with a x>/NDF=6.1/9. Both
methods give practically the same fitting results and areetbee consistent. The fit to
the original folded excess event distribution gives moexjse results angmaller fitting
errors.

A.7.4 Discussion of systematic errors and the reliability dthe ob-
tained spectrum

The results of the analysis depend on several potentiaérsydic errors which are dis-
cussed here.

1. Thefirst error comes from thealibration of the absolute energy scaleThe pixels
in the camera were calibrated by the so-cabe@ess noise factor methoavhich
was already described above. Due to several unknown pazesraetd uncertainties,
a miss-calibration of the absolute energy scale of up to 15 éasily possible.

A forced translation of the energy scale by a small amountLl(+%) changes the
position of the threshold of the telescope relative to theghold in the effective ar-
eas which consequently changes the shape of the spectrima iegion of the left
slope of the excess event distribution. The resulting specis no longer linear and
results in a curved spectrum (in the threshold region), imeeian upward or down-
ward direction.

However the total shape of the calculated spectrunmivery sensitive to a change
of 10 %. The spectral index of the differential flux changes slighiiye spectrum
of the crab nebula shows a clgaower law spectrum as it should without any dis-
tortion of the power law close to the threshold. For this osasis believed that the
calibration of the absolute energy scaleat worsethan 10 %.

The change in the slope by artificially changing the energyesby +-10% is only
abouto,s(a) = £0.1 for a spectral index of approximatedy = 2.5. Due to the
uncertainty in absolute energy scale a possible cutoftiposiMkn 421) cannot be
determinednore preciselythan approximately s, s (Ec.:) = £1TeV.

2. Thesecondsystematic error originates in thestimation algorithm for theback-
ground. The estimated miss-determination of the background iebedi to bdess
than 10%. Surprisingly, a forced change#f0% in the estimated background did
not produce angignificant changein the steepness of the spectrum. But for a forced
overestimated/underestimated backgroundttiteff position (for Mkn 421) moves
down/up by approximately,s(E.,.) = £1TeV. However, comparisons with the
flux of the HEGRA CT-System and correlation studies with t€TE/ASM satellite
show that the origin of this analysis coincides with trigins of the other instru-
ments. Therefore it is believed that that the backgrourichesibn isbetter or equal
than 5%.

3. Thethird systematic error originates from the calculation of theeeffre areas
which are calculated by applying the sas®@ection cutto the data and to the MC.
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This assumes that the MC describes showers and their imagageasonable way.
Systematic errors on the absolute flux due to slightly wrdferéve areas are esti-
mated to be approximately0 % or o5, (Fp) = £0.1 Fp.

A.8 Calculation of lightcurve and hardness ratio

The lightcurve is another important measurement which iges/us with valuable infor-
mation about the time structure of the flares of Mkn 421. legius hints about the size
of this object and its emission regions and about the meshemihat produce high energy
gammas (SSC).

A.8.1 The mathematical background of integrated flux measugments

Thelightcurve (Fig. A.41) consists of integrated flux measurements forlsinze bins:

Emax
N / AW i (A.108)

Fpg . S dAd dE
BinEmas] () dAdt Emin 4B

The so-callechardness ratiois the ratio of integrated fluxes of two energy intervals, an
upper energy interval and a lower energy interval

Figuswer, pupper) (£)

min

R(t) = (A.109)

Flotoner i) @
Itis used to detect changes in the steepness of the speethialn might change with flare
intensity.

For the lightcurve, the data is binned with thenularity a single run. For each run
bin, the duratiorT,;,, the average zenith angfeand the center noon-MJbDare found.
Three differentenergy intervalswere treated simultaneously.

1. For thenormal lightcurve, an interval[1.0, 20] TeV was taken. A hard cut at
E.s > 1.0 TeV was applied in order to leave out the region thatdstose to the en-
ergy threshold of the telescope so that the systematiciertbe lightcurve could be
reduced. This region is very sensitive to the zenith angbabse of strongly varying
collection areas there.

2. The othertwo energy intervals are needed for thbardness ratio calculation and
are kept variable (this will be discussed later).

The excess-rateRatep,c.ss (t) and the background-rafeateoy s (t) are

Non (t) = Noys (1)
Tobs

Noys (t
Rateoss (t) = %() (A.111)

Rategcess (t) (A.110)

The’On’-events are the events for which ALPHA smaller than 18 . The cuton ALPHA
was chosen to beery generousin order to ensure that most signal events were retained so
as toreduce the systematic error on zenith angle dependence (as waslglneentioned
above). The background events betweemfd 18 are estimated by fitting the ALPHA
distribution for each run between 28nd 80 only with a polynomial. Due to low statistics,
the ALPHA peak was not fitted with a Gaussian in this case.

The background rate igseful to detectcorrupted runs (from bad whether or other
problems). The background rate is slightly dependent orzéiméth angle and decreases
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Figure A.41:a) The light curve of the crab nebula from February to Aprid2Gveraged over one
day bins and b) an example light curve of the crab nebula ohagtg with run flux points. The crab
nebula emits a constant flux. According to ffevalue, the fluctuations are in the order of magnitude
which would be expected from the errors on the flux pointssTélis us that the error calculation of
the lightcurve is consistent with the observed fluctuations
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Figure A.42:Consistency checlof lower energyinterval flux ([1.0, 2.0] TeV) andvigher energy
interval flux ([2.0, 20] TeV) calculation (for the Mkn 421 @daset). Thesum of both fluxes is
plotted against théotal flux (energy interval [1.0, 20.0] TeV). The background estiomatnd also
the effective area calculation for the curved spectrum isedseparately for the different energy
intervals. The plot provesonsistencyof the sum and the total.

with increasing zenith angle. All the runs with backgrouaigs ofless than 10 events/hour
(usually the rates are in the order of 40 events/hourfgerted in a quality selection cut.
Hence, theintegrated flux for a given energy interval is defined as the excess rate
for this energy interval divided by itaverage effective aredor the corresponding zenith
angle:
o RateEaccesa[Emin,Emax] (t)
‘F[Emm,Emw] (t) Aefﬁint (9)

(A.112)

In order to obtain the average effective areadffierential fluxes from the spectrum calcu-
lations are used because these numbersamedependenton theshapeof the spectrum.
The effective area ifiterpolated for the zenith angle needed. The average zenith angle
changes from run to run. Figure A.42 shows in a cross checkdhsistency of the flux
calculation. The sum of the lower energy [1.0, 2.0] TeV arghkr energy [2.0, 20] TeV
interval fluxes are plotted against the total flux (energgrvel from [1.0, 20] TeV).

The average effective area imaighted averageof the flux summed over all energy
bins inside the given interval [WitCom].

Y BielFmin,Fuas) 45 (E') - (Bmaz = Emin) - Acyy (E',6)
Aeff,int (0) = Z Fl

Ei€[Bmin,Bmaz]

The events are sorted into tlemergy intervals by using the estimated energy. For
this calculation of the lightcurveo unfolding was performed due tgery low statistics.
Since rather large energy intervals are integrated, thosildhnot introduce excessively
large systematic errors. The only potential systematmremiginate from the region of the
energy threshold that fargely excluded (with the cut at 1 TeV).

The error in the flux is derived from Gaussian error propagedind its nature is purely
statistical.
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Non + No
ORate = — £ (A.113)
obs

2 2 .2
O Rate + F O4Ae
= = 2 (A.114)
effiyint

A.8.2 Discussion about systematic errors and the reliabtly of the mea-
sured lightcurve

Two potential systematic errors can influence the lightcurvasaezment.

1. The first one results from thiempossibility of performing an unfolding procedure
on the basis of run, due to a lack of available statisticairimiation. This error can
be significantlyreduced a lot by performing a hard cut on the lower energy region.

2. The second one is related to theckground estimation. As explained in the section
concerning the differential flux measurement, a maximuntesgyatic error of 10%
is assumed. However, comparing the flux results to the oneeoHEGRA CT-
system and also to correlation studies with the RXTE/ASMItige (both in the next
chapter) show that therigin of the flux calculation is in good agreement with the
other two instruments. For this reason it is believed thatttackground estimation
is better than or equal to 5%.
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Appendix B

Analysis of the flares of Mkn 421
iIn 2001

In chapter 1 and A the necessary foundation was establishsalt discuss the analysis of
the Mkn 421 data. This data was recorded betweelruary 2001 and May 2001when
Mkn 421 exhibited large flares. The total observation time@ants to 249 hours.

Two main characteristics will be examined. One is the lighte which containgim-
ing information of the flares and time correlations to x-ray measurementg stecond
concerns thspectral properties of the flux. Calculated will be the total average spectrum
and the spectrum in different flare states including harsires changes.

B.1 Light curve and timing of the flares of Mkn 421

In this section, the measurement of the lightcurve usingQié telescopeand other in-
struments like the-ray satellites RXTE and ASCA and theCT-systemtelescopes are
described and compared. In addition, fundamental timing@rties and time correlations
are discussed here.

B.1.1 The light curve of Mkn 421 as measured by CT1

The algorithm of the lightcurve calculation was explainedlétail in chapter A. The data
is binned in runs which aretypically of 20 minutes duration. Smaller binning was
disregarded because the statistics would be unacceptatblyf he lightcurve of the whole
period is shown in Fig. B.2 and the complete night by nightcset be seen in Appendix
B. Some runs have high fluxes of up 60 — 15) 10711 (TeV m? s) L. The lightcurve
exhibits five main observation periods which are interrdgtg moon periods during which
observations was only restricted possible. In three ofetlies periods Mkn 421 showed
high fluxes. Moon observation data is notincluded in thi¢ plal was not analyzed in this
document. A lightcurve with daily averages was already shimiFig. A.41.

Estimation of rise and fall times

Measurements taking during twelve days and containingfsignt flares were selected
and are shown in Figures B.3, B.4 and B.5. There is some evitifrat some of the flares
are faster than the resolution of the run bins. It is diffitalestimate the rise time in some
cases. To obtain numbers for the doubling rise time, theiingfall time and the average
FWHM duration of a typical flarethree different approaches were used.

113
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Figure B.1:This figure shows the total excess of the Mkn 421 dataset wamebunts to 17400 +-
210 signal events over approximately 8800 background svamd which was recorded between
February 2001 and May 2001 with a total observation time &ft2durs.
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Figure B.2:The light curve for the complete period between Februani 20@ May 2001 is shown.
Each point corresponds to a single run which is typicallypgraximately 20 minutes duration.
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Figure B.3:Selected flux measurements from the nights 51928, 519230F®d 51934. The flares
have been fitted with a simple flare model described below.
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Figure B.4:Selected flux measurements from the nights 51938, 5193@25%d 51968. The flares
have been fitted with a simple flare model described below.
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Figure B.5:Selected flux measurements of the nights 51988, 51990, 5499%51993. The flares
have been fitted with a simple flare model described below.
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Figure B.6:Fit to obtain the doubling time. The flare taken occurred @rtght 51967. It shows a
doubling time of 8.27.0 minutes. Even the worst case scenario (blue line) stilldndoubling time
of only 23 minutes.

1. For a simple characterizatioa flare model has been fitted to each night.

b

(t—tg)

27 +2

Fit)=a+

(B.1)

_(t=tg)
a

This function behaves like an exponential in the limits ohas and plus infinity.
Rises and falls are supposed to have exponential charaotee¢ponding to sudden
outburst and exponential cooling). It has doubling rise alding fall timesc and

d. This model assumes that several small fast flaifsup to a single very large
flare. This means that the flare doesn'’t start from zero bherdrom aconstant
background which is estimated by. Thisfitis used to estimate the average duration
of fast flares and the rise and fall times starting from a comdiackground.

2. For very fast flaredour points are taken with the rise or fall in the middle (see
Fig. B.6). Three segments of straight lines are fitted toeliesr points byintegrat-
ing over the run period. In this manner we can approximate thgestd the middle
segment by using the information from the points on the et #ae right and obtain
its error from the fit. The fit containsvo free parameterswhich are the slopes of
the first and second segments. The offset from zero on is giyehe first and last
point which lay on the first and last straight line. The dongltime is calculated
here by assuming the a flare starts fraaro and not starting from an offset as by
fitting the flare model. In this way the rise time is calculatediservatively.

3. Since the 4 point fit is not useful in all the cases, the dogbise time betweetwo
neighbouring points is calculated by means of @imple line connection between
two points. The error is obtained from the errors of the fluw&iace this method is
very sensitive to statistical fluctuations, the doubling &iling times are calculated
by taking theworst case scenario The flux values used are the measured fluxes
plus/minus their one sigma errors. (The ends of the erras ey connected, see
Fig. B.6).
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Figure B.7:FWHM duration of 21 large flares obtained by fitting the flaredelabove. The typical
duration for fast flares ranges betweeme hour and three and a half hours. The distribution of
the duration is obtained by fillinGaussian distributionsinto a histogram. The mean and sigma of
such an Gaussian distribution corresponds to the measaheel and its errors. Thenderlying blue
line is the noise backgroundthat was obtained by simulating a lightcurve with Gaussardom
distributed data points around a mean of the daily average Tlien the same flare model was fitted
as to the real light curve. For each nigh@®0 lightcurves were simulated. The blue line shows that
for random lightcurvesignificantly lessflares are found.
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Figure B.8:These two plots show the parameter vala¢doubling rise time) and (halving falling
time, see Equ. B.1) obtained from fitting 21 large flares. @gptime scales in this model range
from upwards 25 minutes. The distributions are obtained lbgdi Gaussian distributions into a
histogram. The mean and sigma of the Gaussian distributimegponds to the measured value and
its errors. Theunderlying blue line is the noise backgroundthat was obtained by simulating a
lightcurve with Gaussian random distributed data pointaiad a mean of the daily average flux.
Then thesameflare model was fitted as to the real light curve. For each rigBtlightcurves were
simulated. The blue line shows that for random lightcursigmificantly lessflares are found.
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| Type| MJID | Doubling/halfing time (in minutes)

Fall | 51967.05 11.7+-11.3
Fall | 51990.06 14.1 +- 16.3
Fall | 51991.12 12.8+-14.9
Rise | 51934.18 13+ 10.7
Rise | 51956.06 15 +-15.2
Rise | 51967.17 8.24+-6.9

Table B.1:The results of the four point, three segment fit are presemteel The shortest fall time
is 12.8 +- 14.9 minutes and the shortest rise time is 8.249%nutes. Taking into account the large
errors, there is evidence of flares that have rise and fadigiof 15 to 25 minutes.

Fitting the flare model

The starting values for the fit are set as follows-average flux during nightz=8.0,
¢=30 minutes rise timeg=30 minutes fall time and,=the position of the highest flux
in that night. In order to select nights with significant flgrérst a straight line fit is per-
formed. If the reduced chi-square is less then Y5/ NDF < 1.5, then the night is not
used for the fit of Equ. B.1. The most interesting major flamesshown in Fig. B.3, B.4
and B.5 while the complete set can be seen in Appendix B.

Only fitting values with errors less than 100% are alloweda@siality selection cut)
for the reminder of the process. 21 fitted flares fulfilled triseria. The plots in Fig. B.8
and Fig. B.7 are obtained by filling area-normaliz8dussian distributions into a his-
togram. The mean and sigma of the Gaussian distributioresponds to the measured
value and its error, respectively. In this way, it is possitdl graphically illustrate the dis-
tribution for only few measurements. In order to estimatesignificanceof the obtained
result, the same procedure was applied to lightcurves thet wenerated by @aussian
random generator. The mean of the Gaussian distribution is the average daikyshd
the variance is the error of each data point. For each nightigBtcurves were simulated
and fitted by the same procedure like the real one. The olutaiséribution shows that in
random distributed lightcurvesuch lessflares are found and thus the measured rise time
distribution is significantly higher than the background.

The average duration of fast flares ranges fromne hour to three and a half hours
FWHM. The typical doubling rise and halving fall times inghihodel range from upwards
of 25 minutes. A significant difference between rise andtfalks is not observed.

Four point-three segment fit

The results of the four point, three segment (three strdigés) fit are presented here. A
sample of rise and fall times faster than 15 minutes aredlistdab. B.1. The flares can be
found in the Fig. B.3, B.4 and B.5 by its MJD.

Taking into account the considerable errors on the measmtsythere is evidence that
there exist flares that have doubling and halving times of @Blto 25 minutes.

Worst case scenario: Two point straight line connection

Since the four point fit with two free parameters introdu@gé errors and since not all
fast flares have two neighboring points, the rise and faleétimere also calculated from a
straight line connection, bsubtracting one sigmafrom each of the two points (the worst
case scenario). Some of the points which are faster then 20tes are listed in Tab. B.2.
When considering the errors one should take into accountrthihis worst case sce-
nario already one sigma had already been subtracted/added oofghehtwo points and
one obtains still a rise time of 8.24 +- 7.0 minutes. Thereibcan be safely stated that
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| Type | Noon MJD | Doubling/halfing time in minute$

Rise | 51932.01 8.31+-4.9
Rise | 51989.90 9.7 +- 6.6
Fall | 51929.05 19.4 +-13.8
Fall 51992.14 957+-75

Table B.2:In this table some fast rise and fall times are listed. ThexeHzeen calculated out of
a two point connection from which one sigma has been suletlagiteady (worst case scenario, see
Fig. B.6). It can be stated that in a few cases doebling rise and halving fall times seem to be
equal or faster than 15 minutes

in a few cases thdoubling rise and halving fall times are for sureequal or faster than
15 minutes

Conclusions from lightcurve, rise and fall time measuremets

The lightcurve measurement made by the CT1 telescope shoery dast variability of
the source. There is evidence that the fastsibling times and halving times arequal
or faster than 15 to 25 minutes.The fit of a flare model to the lightcurve shows that the
typical FWHM duration of the fast flares aréetween one hour and three and a half
hours while in that model theypical doubling/halving times are approximately upwards
of 25 minutes. A significant difference between rise andtfiales has not been seen.

In addition, high fluxes of up t615 + 2) - 10~ TeV ~1s~!m~=2 can be observed spo-
radically during the four months flare period.

B.1.2 Comparison of the lightcurve to the one measured by th€T-
system

To testredundancy, the obtained flux was compared with the flux obtained byGTe
system This could only be done for time-coincident bins. As Mkn 424 very rapidly
flaring source, if the flux is not measured by both the CT1 aeddm-System exactly at
the same time then it cannot be expected that the measured floecisely coincides. This
results in a few points that don't fit perfectly in the trendowever, it can be checked
whether both measured fluxes are correlated, whether theeis¢the same and whether the
origins coincide as well. Fig. B.9 shows the correlationiig coincident bins of quarter
day size. The measurements are in good agreement. A stliaigffit with y = p0 + p1 * x
to the data shows that the origins of both telescopes canpitl~ 0). The CT1 flux is
approximately 13%-+6% lower than that one determined by the CT-System.

It should be mentioned that a completely different calioraprocedure for CT1 and
and CT system has been used. In this respect the different86£6% is surprisingly
good.

B.1.3 The 2 keV-12 keV lightcurve measured by the All Sky Mortor
of the RXTE satellite

Flares of February 2001 to April 2001 have also been detdntélae x-ray domain at
2 keV to 12 keV by the All Sky Monitor ASM) of the RXTE satellite. This allows
multi-wavelength observations Some basic predictions of the SSC model can be tested.
It claims that X-rays are produced by synchrotron radiatbsaid accelerated electrons
while the GeV/TeV's are produced by inverse Compton upscattering of said/»phe-
tons.

Unfortunately the measurements of the All Sky monitor ary @anfew, short, 90 s
measurements per day with very poor statistics and bigseriidris does not allow precise
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Figure B.9:Correlation of the flux above 1 TeV obtained by the CT-systememvcompared to the
fluxes of CT1 for time-coincident bins of quarter day size.tAaight line fit withy = p0 + p1 * x
shows that theorigins of both telescopes coincideand that the CT1 flux is approximatel{3%
smaller than the one of the CT-System. The points which are signtlicanvay from the straight
line fit are a result from not completely time coincident mgaments of the two instruments.
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measurements of the development of the flares. However tasurements can be aver-
aged over bigger time bins. Figure B.10 shows (middle pla)ASM lightcurve averaged
over 12 hour bins and (above) a 24 hour sample of the day 51®6&he small time scale
the data is highly noisyAlmost simultaneous points show large differencHsthe data is av-
eraged over a bigger time period acceptable results aréneldtaln the bottom plot the
corresponding CT1 half day bin lightcurve is displayed fomparison. In the next session
the time correlation between the two instruments will bedésed in detail.

B.1.4 The discrete correlation function applied to TeV and XRay light
curves

Looking at Fig. B.10, one may surmise that the fluxes of CT1RXTE are correlated with
each other. Such a correlation provides very importantimégion about the processes that
create x-ray photons andphotons.

The empirical correlation function

The empirical correlation p of two vectorsF’” andF'* is generally defined as:
_ > (B = (F7) (FY = (7))
(PP S, (Fr — (o))
In our case the situation is more complicated since the nmeasnts are completely non-
equidistant distributed in time. Both datasets have bednmeed intoequidistant time
bins of sizeAT, as described in Equ. E.35 (Appendix A). The correlation éasured for
systematic time shiftsAt between the two datasets, the flux binsferays F'¥ (¢;) and
for x-raysF” (t;), to see if the light of the/-flares arrives earlier or later than the light of

the x-ray flares. Only the time coincident time bins are suchog using the following
formula:

p (B.2)

S riear (F7 () = (F)) (F" () — (F"))
Vs lmrear (B () = (F7)? S, (F (1) — (F=))?

The finer the bin size is chosen, the fewer coincident times ki found. The error in-
creases because the fluctuation of smaller binned measui®are larger and because less
time-coincident bins are found. The error calculation & émpirical correlation function
is described in Appendix A.

p(At) =

(B.3)

Correlation of the data recorded by CT1 and ASM in 2001

Fig. B.11 shows the correlation for time shifts betweletd) days. In Fig. B.13 the RXTE
flux and the CT1 flux are plotted against each other for timaadent bins and Fig. B.12
shows both lightcurves for comparison. For better vidipilbnly coincident time bins are
included in the plot. Tab. B.3 shows tleerrelation for different bin sizes. It increases

with bin size.

Correlation of the data recorded by the ASCA x-ray satellitein 1998 and several
Cherenkov-telescopes

In the introduction chapter the measurement of #&8CA x-ray satellite and several
Cherenkov telescopes (Wipple, HEGRA, CAT) between April 2298 and May 1, 1998
were already presented (see Fig. B.14). The ASCA measutésnggnificantly more de-
tailed and precise than that of ASM. Unfortunately, the Telads presently very sporadic
and contains large error bars. However, tioerelation between the x-ray flux ang-flux
was also analyzed.
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Figure B.10:The upper plot shows: a) A 24 hour sample of a ASM measureroettié day 51964.

It can be seen that the ASM dataviery noisy. Almost simultaneous points show large differences.
The middle plot shows: b)The light cunaeraged over 12 hour bins The lower plot shows: c)
The CT1 light curve for comparison. The ASM curve is continsiavhile the CT1 observation is
interrupted by moon periods. From the upper two plots it ident that while the ASM is very noisy
when averaged over 12 hour bins it displays#temd of the flux. The flux outbursts seem to happen
simultaneously for x-rays (ASM) and ferrays (CT1).
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Figure B.11:a) The upper plot shows the correlation between x-ray dadattay-ray flux, as
measured with CT1. Thelaximum correlation 0.74 + 0.06 is reached at a time lag of the x-rays
of -12h. It has to be mentioned that in this plot the timelagas significant. The time lag will be
discussed later in detail. The bin size was 1.0 days. Tomltaimooth curve, the time lag between
bins was sampled in steps of 1/3 days. b) The lower plot is tihecarrelation of the CT1 data. The
data seems to contain periodicities, which also appearinpiper plot.

| Bin size (days)| Correlation |

5.0 0.91 £0.07
2.0 0.83 + 0.06
1.0 0.74 £ 0.05
0.5 0.73 £ 0.05
0.2 0.65 +0.05

Table B.3: The table shows the correlation for different bin sizesintreaseswith bin size. It
cannot be clarified in this thesis whether this has a physidgin or if this originates from larger
errors when using smaller bin sizes.
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Figure B.12:a) The upper plot shows the CT1 flux and b) the lower plot shoesNSM flux. Note
that, for better visibility only the time coincident bins @1 fluxes and ASM fluxes are plotted. The
correlation is clearly visible now.
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Figure B.13:In this plot the time coincident measurements are plott@ihageach other using a bin
size of two days. The y-axis gives the CT1 flux in and x-axisAS#M x-ray flux in counts &Flux).

A function defined ag” = a + ma® was fitted to the data. It reveals afmost linear dependence of
the ASM flux on the CT1 flux , which is given by an exponent of I8210.2. The chisquare exhibits
a large value since the correlation coefficient has a valwenailler than one (0.83 +- 0.06).
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Figure B.14:These plots show multiwavelenth measurements of Mkn 421hfoperiod between
April 23, 1998 and May 1, 1998. a) The upper left hand plot shdeV measurements by Wipple,
HEGRA and CAT. The middle left hand plot shows x-ray measemisiby ASCA. b) In the upper
right hand plot the x-ray measurement is displayed with &d¢paeind fit and the lower right hand plot
shows the x-ray measurement with subtracted backgroundvahdsuperimposed TeV data points
for illustration.
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| Remarks/ bin size | Time lag | Fitrange]
1 day -0.5 +-0.39days | +- 2 days

0.5 day -0.45 +- 0.15 days| +- 2 days

0.25 day -0.21 +- 0.15 days| +- 2 days

0.2 day -0.35 +- 0.15 days| +- 2 days

0.1 day -0.25 +- 0.1 days | +- 2 days

1 hour -0.41 +- 0.04 days| +- 2 days

0.5 hour -0.5 +- 0.04 days | +- 2 days

| no bin/interpolation| -0.38 +- 0.07 days| +- 2 days]
jacuzzi/ 1 hourbin | -0.36 +- 0.1 days | +- 2 days
jacuzzi/ interpolation -0.45 +- 0.078 days +- 2 days

Table B.4:The table below displays the fit results for different biresizAll measurements show a
systematic time lag of x-rays of approximately 10 hours. Asasscheck for the analysis program
also the lightcurve of 'jacuzzi’, a completely differergfiitcurve program, written by Daniel Kranich
in Munich, was taken to calculate the correlation. It shole $ame result. To crosscheck that
the effect is not an artifact of binning the correlation wésoacalculated without binning but by
interpolating between neighbouring CT1 measurements.

The analysis is based on the idea that the x-ray flares carfstgto components a
slow flare background component andfast flare component which is faster than 0.5
days. The objective in this case is to determine whether Taéshre correlated to the
total x-ray flux or only to the fast flare component Therefore, the empirical correlation
function is calculated for both the total x-ray flux and foe flast x-ray flares for which the
slow component has been subtractetsee Fig. B.14). The slow component was estimated
by fitting the slow flare (of approximately seven day duratieith a Gaussian distribution
function.

Figures B.15 Fig. B.16 display the results. The highesteatation for both datasets,
with and without background, is achieved fosrmall time lag of a few hours(gamma-rays
arrive earlier). The effect has only one sigma and issignificant.

The correlationncreasesfrom 0.63 +- 0.18 (3.%) to 0.70 +- 0.16 (4.3) when the
slow x-ray component (i.e. the background) is subtractée. iicrease igot significant.

Time lag between they-light flux and the x-ray light flux

For systematic studies of the time lag the data from CT1 inl206re taken. If one looks
at Fig. B.17 which used &inning of one 1 hour and displays time lagAt of +-6 days
one gains the impression that the curve is slightly shiftetthé¢ left. This would imply that
~-rays arrive slightly earlier than x-rays .

To clarify the question about the time lag, a Gauss-digtidiouwvas fitted to the region
around the origin of the correlation plot. First the time Veas determined for different bin
widths. Figure B.18 has a bin width of one hour. The fit giveésrae lag for the x-rays of
9.8 +- 0.9 hours Tab. B.4 displays the fit results faiifferent bin widths .

To cross check that this effect it an artifact of binning , the correlation was also
calculatedwithout binning . Since the measurements from ASM/RXTE and CT1 do not
precisely coincide, for each 90 s measurement of ASM/RXh&yvalue from CT1 was-
terpolated between two measurements, if the points were not furthet #pan 2.5 hours.

If there is no CT1 measurement which can be properly intatpd|, the measurement is
discarded. To ensure that the single correlation pointsareorrelated, the step size was
also chosen to be 2*2.4=4.8 hours (24/5 h). Fig. B.19 showfitho the correlation when
calculated with interpolated CT1 fluxes. The fit giverae lag of 9.1 +- 1.9 hours The
range for the fit has been chosen to be +-2 days.
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Figure B.15:Plot a) shows an ASCA x-ray autocorrelation plot that iltatts the periodicities in
the dataset. Plot b) shows the empirical correlation fancbefore background subtraction which
is maximally 0.63 +- 0.18. Plot c) shows the correlation timt after background subtraction. It
increases to 0.71 +- 0.16 which is insignificant. The two loplets are very similar if smoothed.
The plots b) and c) show a slight tendency for a time shift ava fiours.
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Figure B.16:This plot shows the TeV-gamma Fluxes and the x-ray fluxesqal@gainst each other.
When subtracting the slow flare component from the totalyxfia it was ensured that the origins
of TeV flux and x-ray flux coincide. The fit of = az’ reveals an almost perfect linear correlation
between the two datasets (b=0.86+-0.2).
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Figure B.17:In this plot with a binning of one 1 hour and time lagg from -6 days to +6 days
one gets the impression that the curve is slightly shiftetihéoleft. Which would mean that-rays
arrive slightly earlier than x-rays.
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[ Chiz7ndf = 1509793
Constant = 0.411+ 0.009781
Mean =-0.4102:0.03621
Sigma =1.171+ 0.04057

2
TimelLag in days

Figure B.18:In this figure only a small range (between +- 2 days) is plotéte bin size is only 1
hour. The fit shows a time lag of 9.8 hours +- 0.9 hours.

Correlation coefficient

Chi2 /ndf =31.01/17
Constant = 0.3283+ 0.01553 [
Mean =-0.3847+0.07576 |+
Sigma = 1.229+ 0.08975

3
TimelLag in days

Figure B.19: In this figure the correlation was calculated without birpibut by interpolating
between neighbouring CT1 measurements which are not furfieet than 2.5 hours. To ensure that
the data points are not correlated the step size of the tifftersts chosen to be 4.8 hours (24/5 h) as
well. The fit gives a time lag of 9.1 hours +- 1.9 hours.
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All the measurements with different bin sizes are consistéthin the errors and show
atime lag of the x-rays of approximatel9 + 1;,; + 35,5 hours. Since the shape has large
fluctuations, a change in the fit range alters the fitted tipetasiderably. This means that
this result also depends on the fit range. Thereforsgiséematic uncertaintyis estimated
to be approximately3 hours. Taking this into account, the effect is not much larger than
approximately three to four sigma for small bin sizes.

The data, especially that from the ASM/RXTE, is too noisyitee@n answer of greater
precision. Yet, it can be stated that in all of the plots, withexception, &ystematic shift
to the left (-photons arrive a few hours earlier) has been observed. dhdthas been
cross checked with the light curve calculated by ’jacuzeititen by Daniel Kranich in
Munich), another light curve calculation program of a coetely separate analysis soft-
ware.

Still, it cannot be clarified whether the time lag in the discrete correlation function is
due to areal physical time lag. This subject will be discussed in detail in chapter 4.

B.1.5 Conclusion about they-ray/x-ray correlation studies
CT1-v-flux and ASM-x-ray-flux:

It can be concluded that there issanificant correlation of 0.74 +- 0.05 (in 1 day bins)
between the x-ray flux and theray flux. The correlation between these fluxes can clearly
be seen even by eye in Fig. B.13. A fit of a functiBn= az’ shows that theorrelation is
almost linear (b=1.0+-0.2). The empirical correlation coefficient ireses monotonically
with bin size probably due to the improved statistics of tireslihat are involved. It is
possible that this increase with bins size has a physicabreas well

The hint about a possibléme lag between the x-rays and the gammas of a few hours
(=10 £ 154+ £ 3545t hours) is of considerable interest. This time lag has noy been
observed with the CT1 lightcurve calculated by this progpaokage in C++/ROOT, but
also using the lightcurve calculated by tfecuzzi’ program written by Daniel Kranich in
Munich. This proves redundancy of the lightcurve calcolati The apparent time lag of
the x-rays can be also explained with an asymmetric shagedfdnger) flares. Different
parameters for the rise (acceleration) and fall time (caplcould result in such an effect.

ASCA-x-ray measurement:

The ASCA x-rays measurement from a flare of Mkn 421 in April{M®98 is much more
detailed than the ASM measurements. The x-ray flares cafiviiged into a slow flare
component (of ~seven days duratiorgnd a very fast flare component(shorter than
0.5 days duration). Also for the measurement from ASC&ear correlation between
x-ray flux and TeVy-flux can be observed. It was studied whether4h#ux is mainly
correlated to the fast x-ray component or to the total x-ray.flFor both cases a rather
high correlation was found. The maximum correlation forTe® flux and the total x-ray
flux is 0.63 +- 0.22. If the lpw component is subtractedthe correlationincreasesto
0.71 +- 0.16 which isnsignificant.

The correlation between the Te¥flux and x-ray-flux is almost linear just as above
(b=0.85 +-0.2) and, as before, a weak hint of a time lag batwerys andy’s of approx-
imately 4 hours was be observed.

The observed timelag:

The observed timelag of the x-rays has only an estimatedfisigince ofthree sigmasince
the said systematical error is large. However, a potemtiglag could originate from either
opacity effects(x-rays escape later andescape immediately from the surface)ooling
effectsof the VHE electrons in the jet (in the beginning manyays are produced but later
when the electrons cooled down they only emit x-ray-synichroradiation).
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The timelag could even be a first sign of quantum gravity ¢ffechere theoreticians
expect changes in the speed of light for photons with engiiese to the Planck mass. The
time lag of x-rays would point to amcreaseof the speed of light for increasing photon
energies. Even that the energy of TeV photons is far away freniPlanck scale, the long
distance from Mkn 421 to earth could help to amplify even gffects.

Still, it cannot be clarified whether the time lag in the discrete correlation function is
due to areal physical time lag. The effect could also be due to a vexgymmetric shape
of the x-ray flares. This subject will be discussed in chapter

B.1.6 The hardness ratio as measured by CT1 in 2001

The hardness ratio describes tteepnesof a differential spectrum for a given source
(e.g. Mkn 421) in smaltime bins (which correspond to single runs in our case). It is
calculated together with the lightcurve as was describedetail earlier. Itsadvantage
over a spectrum is that iteeds less statisticand can be calculated for single runs. The
hardness ratio gives us tim@ssibility to see whether the spectral index of the power law
spectrumchangesduring different flare states. Figures B.20, B.21 and B.2@sthe
hardness ratio for different energy intervals as a funatitthe total flux.

The hardness ratio is the ratio of the integrated flux of adrigimergy interval and that

of a lower energy interval. For an assumed power law spe% = Fy (t) E~2, there
is a clear relation between the hardness ratio and the spixiex. The hardness ratio for a
time bini and the energy interval&.,pper,min, Eupper,maz] @NA[Ejower,min > Elower,maz]

is given by:

ftmaa:,i dt/ Euppev‘,mam dE dF(t,)

tmin,i E : dE
H (tz) — :nn,z Epper,mzn (B4)
mawz,i lower,maz dF(t')
tmin,i dt' fElower,nv_in dE dE

Fo.; [Efai+1]Euppe7‘,7naw

i Eupper, min
—a;+1

Fo; [Efai+1]EloweT-,mam

) Elower,min
—a;+1

—a;+1 —a;+1

_ upper,mazr ~ ““upper,min
H(t:) = poitl —ai+1 (B.5)

lower,maz lower,min

For a given hardness ratio the differential spectral indegan be obtained numerically.

To detect a change in the hardness ratio as a function of taéfilhe data of the very
fast flaring source Mkn 421 the following procedure was agpli

First the fluxes in the lower and upper energy interval welteuwtated for each run.
Unfortunately the statistics of a single 20 minute run doesaontain enough statisti-
cal information to calculate the hardness within that run.cdllectmore statistics the
measurements of the fluxes in the low energy interval andititednergy interval weree-
binned into total flux bins (consisting of approximately 10 binsy described in Equ. E.35
(Appendix A). Since some of the measurements had huge earopsality cut ofF; > o;
was introduced. This quality cut did not change the shapbeofit result but it did reduce
the fluctuations in the re-bins significantly.

Tab. B.5shows the quantitative fit resultsfor different energy intervals (LI=Lower
energy interval, Ul=upper energy interval). For each plebastant{ = a, denoted as
'CO’) and a straight liney = a + ma denoted asSL’) were fitted and the quantity
x2/NDF and its significance of rejection (of the constant fity)rwere computed. For a
straight line, the parameters (in units of hardness rate)@ (a constant) andrh’ (the
slope). For a constant fit there is just the single parameter The last two columns
contain the spectral index for an assumed power law spedioura flux of F' = 4.0 -
10~ "em=2s~ L and forF = 12.0- 10~ em 2571,
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Figure B.20: These plots display the hardness ratio for the interval3, [0.3] TeV and
[2.5, 10.0] TeV and the correlation between the flux in thedownergy interval and the higher
energy interval. a) Théardness ratio clearly changes with flux A constant fit was rejected with
4.2 sigma. In figure b) the flux in the lower energy interval7[0L.3] TeV is plotted against the
flux in the upper energy interval [2.5, 10.0] TeV as a crosskh&his is a plot to cross check the
distribution. Theyx2/NDF values are listed in Tab. B.5.
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Figure B.21: a) This plot displays the hardness ratio for the interval®,[d.3] TeV and
[2.0, 5.6] TeV. It shows that théardness ratio again increases with flux Although the effect
is smaller than that of the previous plot, a constant fit wgected with 3.3 sigma. In figure b) the
flux in the lower energy interval ([0.9, 1.4] TeV) is again éml against that in the upper energy
interval ([2.0, 5.6] TeV), as a cross check. TWegNDF values are listed in Tab. B.5.
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[LiTeV [ UTeV [ Fit | /10 % | m/10 ° || x*/NDF | Sig |

[0.7,1.3]] [25,10] || CO| 24+4 57.3/9 | 4.2
[0.7,1.3]| [25,10] || SL | 81+2.7 | 1.9+03 | 17.5/8
[0.9,1.4]| [2.5,5.6]] CO| 17+4 83.5/7 | 5.6
[0.9,1.4]| [2.5,5.6]| SL | 5.5+23 | 2.1+03 | 12.6/6
[1.0,2.0]| [2.5,5.6]]] CO| 24+3 15/9 | 1.2
[1.0,2.0]| [25,56]] SL | 22+2.0 |02+02 | 13.9/8
[16,2.2]] [2.5,5.6]] CO| 80+7 9.47/12 | 0.4
[1.6,2.2]| [25,5.6]| SL | 80£7.0 | 0£1.0 | 9.47/11

| Li/TeV | UlTeV || Fit | a(Fluz =4.0) [ a(Fluxz = 12.0) |

[0.7,1.3]] [25,10] | CO| 25+0.1
[0.7,1.3]| [2.5,10] || SL 27+0.1 23+0.1
[0.9,1.4]] [2.5,5.6]] CO| 2.75+0.15

[0.9,1.4]| [25,56]| SL | 3.1+0.15 2.4+0.15
[1.0,2.0]] [2.5,56]] CO| 2.65+0.2

[1.0,2.0]| [2.5,5.6]| SL | 2.68+0.3 2.62+03
[16,22]| [2556]] CO| 28+02

[1.6,2.2]| [2.5,5.6]| SL 28+0.2 28+0.2

Table B.5: The table showghe quantitative fit results for different energy intervals (LI=Lower
energy interval, Ul=upper energy interval). For each plobastant { = a, denoted asCO’) and a
straight line § = a + mx denoted asSL ') were fitted and the quantity?/NDF and its significance
of rejection (of the constant fit only) were computed. Forraight line, the parameters (in units
of hardness ratio) are:’ (a constant) andrh’ (the slope). For a constant fit there is just the single
parameterd’. The last two columns contain ttepectral indexfor an assumegower law spectrum
forafluxof F =4.0-10 Mem 2s tand forF = 12.0- 10 tem 2571,

It can be seen that the hardness ratio increases with ifegefisx but only for the lower energy
interval just above the threshold. There, the constant ftnegected with 4.2 sigma
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Figure B.22:Plot a) shows the hardness ratio for the intervals [1.0, ’e®] and [2.5, 5.6] TeV. The
change in hardness ratio becomes much smaller for highegieee In the region above 2 TeV the
hardness ratio is almost constanbut still displays a slight increase with increasing fluxgutie b)
displays the cross check for the intervals [1.0, 2.0] TeV @n8, 5.6] TeV. Here the correlation plot
shows almost a straight line. The hardness ratio is viguaihstant. The ?>/NDF values are listed
in Tab. B.5.

It can be seen that the hardness ratio increases with inicgetigx but only for the
lower energy interval just above the threshold. There, threstant fit wagejected with
4.2 sigma.Lower energy intervals above 1.6 TeV show a constant hastagis. This will
be discussed in detail in the conclusions below.

Conclusion concerning the hardness ratio calculation

In the figures above it could already been seen thathardness ratio increases with
increasing flux. However, the chang&creaseswith decreasingenergy. The effect is
largest just above the threshold. Above 2.0 TeV the hardreg&s stays virtually con-
stant. To determine whether this is a significant effecteptial systematic errors must be
discussed carefully.

Energy intervals close to the threshold introduce largéesyatic errors in the calcula-
tion of the hardness because the slope of the effectivetitsiearea is very steep in those
regions. However, thess/stematic errors in the calculation of the hardness are sté,
they do not change with time or run. Bxclude any biasfrom varying thresholds due to
different zenith angleenly events with zenith angles between 2(and 20° were consid-
ered. The threshold remains virtually unchanged in thimreg=ven if there are systematic
errors in the flux calculation (and thus in the hardness i@loulation), due to incorrect
collection areas too close to the threshold, the effectafangein the hardness ratio will
persist.

Thespectral indices obtained from the hardness ratiase consistent with the spec-
trum which is presented in the following section. In generalytbkearly show that the
spectral index (at energies of approximately 1 TeVinisreasing from abouta = 2.4
up to about o = 3.0 from low fluxes = 4.0 - 10 tem—2571) to high fluxes F =
12.0- 10~ Mem=2s71).

How could a different hardness ratio behavior for differenergy intervals be ex-
plained ? An explanation could be that the peak emissionw&rge Compton scattered
~-photons is not far away from the measurement (lets say aitdlioto 100 GeV). Below
1 TeV the spectrum does not have a power-law shape anymasecutved there and only
above 1 TeV it gets a power law shape. During flare the peak sshghtly to higher
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energies. The hardness ratio only changes if parts of therlewergy interval is below
approximately 1 TeV. This result will be compared with olysg¢ions from the spectrum.

B.2 Spectrum of Mkn 421

The last aspect of the Mkn 421 data sample, that is going taélyzed is the shape of the
spectrum. Theenergy bin size(in logarithmic scale) has been chosen to be of the double
size (two sigma) of the average energy resolution (~23 %).

In the second stage the spectra of different flux-states@mpared to each other. As
predicted by the studies of the hardness ratio a change sidpe of the spectrum at lower
energies is expected.

B.2.1 The spectrum averaged over all flares

The average spectrum was calculated out of the completsatatbthe flares of Mkn 421
in 2001 (which accumulate to 259 hours of observation time).

Power law with exponential cutoff hypothesis

Figure B.23 shows the average spectrum of Mkn 421 for theogdretween 59125 MJD
and 59250 MJD. Two differential fluf% functions have been fitted to the spectrum.

1. The first hypothesis is a simpt®wer-law spectrumwith spectral indexx:

F(E) . a
g =RE (B.6)

2. The second hypothesis igpawer-law with an exponential cutoff E..:

) [ E e T (B.7)

The first hypothesis of a power-law spectrum gave a speaiaki ofa =2.96 +- 0.04 but
has beenejected with a chi-square of2/NDF=74/9. This has a probability of pg 2!
or 6.6 sigma (Gaussian normal distribution).

The spectrum has been fitted with a power law having an expiahentoff (upper
plot). Thespectral index isa =1.88 +- 0.15and thecutoff is located atE. =3.1 +-
0.5 TeV. The points withdifferent colors represent 6 different zenith angle binsrang-
ing up to 50. Theblack points are data fromall zenith anglescombined. In the lower
left hand plot the expected excess event distribution foovagp law with cutoff has been
fitted to the experimental excess event distribution. Tihé the excess event distri-
bution is expected to yield the preciser results because the unfpfotocedure intro-
duces additional errors. The spectral index found here is2.1 +- 0.07 with a cutoff
of E. =3.1 +- 0.26 TeVand is therefore perfectly consistent with the upper ploe plots
for the background estimation for each (unfolded) energydain be found imrAppendix
B. The background for the measurement at 12 TeV was diffic@stionate and could have
a higher systematic uncertainty.

The systematic uncertainties, as already discussed im¢helhapter, have their origin
mainly in imperfect calibration of the absolute energy saatd in imperfect MC studies.
It is estimated that the systematic uncertainty of the spkittdex iso(a,,s) = 0.1, that
of the energy cutoff ig (E.,;) = 1 TeV and that of the flux is(Fy) = 10% Fo.
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Figure B.23:Plot a) shows the average spectrum. It was fitted with a pavehhving a exponential
cutoff. Thespectral index is 1.88 +- 0.15nd thecutoff is located at 3.1 +- 0.5 TeVThe points
with different colors represent 6 different zenith angleshianging up to 50 The black points are

data from all zenith angles combined. In plot b) the expeetazkss event distribution for a power

law with cutoff was fitted to thexperimental excess event distributionThis avoids the unfolding
procedure and yields smaller errors for the fit parameteng spectral index found here is 2.1 +-

0.07 with a cutoff of 3.1 +- 0.26 TeV.Plot c) shows the fit of a pure power law fit which is rejected

with ax?/NDF=74/9.
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Figure B.24:The curvature in the spectrum shown here might not only waigi from a cutoff, but
from an intrinsic curvature of the spectrum, since what sepbed, is supposed to be a portion of the
inverse Compton peak. A function that is proportional toltleinosity and contains a parabolic term
was fitted hereL o E4L = F,E~ > #!"F_ The chisquare ig®/NDF=4.1/6, which is perfectly
acceptable. The fit gives a value for the curvature term of22;0vhich will be used later when
the spectra of different flux states are analyzed. The speatvas plotted in units oE>dF/dE for
better illustration.

Power law with a parabolic term

The observed curvature in the spectrum migbt only originate froma potential cutoff

(for example from the absorption of the cosmic infrared lggiokind) but also from an
intrinsic curvature of the spectrum. What we are supposed to observe is a porifion o
the inverse Compton peak,which naturally posses a curvature rather than a pure power
law shape. This idea will be studied further when the spegftidifferent flux levels are
examined.

To first order the peak shape can be approximateddpyaalratic term. The resulting
function is a parabola (in log-log scale). Usually SSC mqguelictions are presented in
terms ofluminosities. For this reason the ansatz for the fit functiopisportional to the
luminosity L Eg—g. Naturally, the quadratic term is introduced in log-loglecand the
parabola ansatz becomes:

dF

2
EdE — efa(lnEflnEpmk) +c (BS)
= e°. e*ﬂ,ln2 E—2aln Eln Epeak+7a1n2 Epear
— €C . efn,lnEpea;c A E+2a1nEpeakfa1nE
= Fy -E~ofhnE (B.9)

The last line shows that the ansatz is equal to a usual powewid a quadratic tern® if

Fy = ef-eonFpear (B.10)
« 2aln Epeqp,

B = a
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| Instrument || Cangaroo | Whipple | CAT
Years 1992-1996 1995-1998 1996-2000
Range [TeV] 7-50 055 0.3-20
Fo 28719 [ 320£0.17+06 | 2.2+0.05%06
Q 2.53+£0.18 | 2.49+0.06 +£0.04 | 2.80 4+ 0.03 + 0.08
Reference [Tan98] [Hil98] [Mas01]
| Instrument || CT-System | CT1 |
Years 1997-1999 2001
Range [TeV] 0.5-20 0.7-20
Fy 2.79+0.02+0.5 | 3.0+ 0.33+£0.5
« 2.59+0.03£0.05 | 25+£0.1+0.1
Reference [Aha00] [TW]

141

Table B.6:The table lists the actual flux measurements of the Crab aetith different instruments.

Fig. B.24 shows that this ansatz fits quite well to the shapleeo$pectrum. Thehi-square
is x2/NDF=4.1/6. The fit gives us a value for thguadratic term of a=0.22, which will
be used later when the spectrum for different flare statesaismimed. The fit also provides
us a value for the peak of the parabola. Since the shape afthese Compton peak is not
known and since SSC models do not predict a parabolic inv@osepton peak, this value
only provides a very rough hint of the position of the real inasity peak.

B.2.2 The Crab nebula spectrum for consistency cross check

The Crab nebula is a pulsar that permanently feeds a shoekvifoich produceg-rays.
The spectra of shock wave acceleration have a power law shdpses become a standard
candle or calibration light source since it emits a time tamsflux with apower law
spectrum, given by:
dF
dE
whereq is the spectral index an#, is the flux constant. The spectrum of the Crab Nebula
was measured by many experiments. It can be used to cheak dfnl's own analysis is
consistent with common accepted results.
Fig. B.25 shows the spectrum as recorded by CT1 during the gamiod as Mkn 421
in 2001 The spectrum is flatter (or harder) than that of Mkn 421. &ihe Crab nebula is
in our galaxy no absorption from the cosmic infrared baclkgobis expected. Thepectral
index, as measured in this work, isx = 2.5 £ 0.1 £ 0.1 and the flux constantFy =
3.0+ 0.33 £0.5TeV'em~2s~!. The energy range is, as can be seen in the figure,
650 GeV to 15 TeV. The second figure below shows the zenitreategiendence of the flux
which is negligible (as is should be). Tab. B.6 shows thelte$tom several Cherenkov
telescopes.

= FyEB~ (B.11)

B.2.3 Analysis of the Mkn 421 spectrum during different flarestates

Remembering the results from the analysis of the hardnéisswa expect a change of
curvature in the spectrum in the region at approximately ¥ @ad eventually a slight
change of the spectral index of the spectrum in dependerdiffecent flare states.

The data has been separated in essenti@tyintervals of different fluxes ([0.5,1.0],
[6.0,10] and[10, 15] in 10~ TeV ~tem~2s71). For all of these flare states the spectrum
has been calculated.



142 APPENDIX B. ANALYSIS OF THE FLARES OF MKN 421 IN 2001

b 10.8 T T T L B R
~ H B _1 .Z H H H H H
¢ .fF  FEFOE” [ chiz/ndf=5563/9
' 10 P . ..... pO :29796_11t3274e.12
NE 10 : : pl =2515:0.110
310 o ,...\\ ....... . ........................
£ :
. i
-UDJ]-O ............
[
T, 1
10
-13
10
-14
10
-15
10
-16
10
! Energy1|RTeV
(a) Crab Spectrum
¢ | ST S T T T
% [ [Chi2/ndf=94347120 : :
B C | po  =05523:2573
5 8 |pL_ =1496:2702
o J %
o J
- i
| g s b ]
08 085 09 095

1
Zenith angle in deg

(b) Flux vs zenith angle with straight line fit

Figure B.25:The Crab nebula has become a calibration light source foredkev telescopes since
it emits a constant flux of-rays with a power law spectrum. Plot a) shows the spectruenvitted

by a power law. As usual, different colors represent difiezenith angles bins and the black points
are the sum of all zenith angles combined. The fit givepectral index ofa = 2.5+ 0.1 and aflux
constant of Fy = 3.0 £+ 0.33. b) A straight line fit f = p0 + pl = z) shows that the zenith angle
dependence of the flux above 1 TeV is negligible.
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Interval | Tos I, a X?/NDF

in TeV inh || TeV—Tem=2s7! Fixed cutoff, free slopg

0.5,1.0 21.7 || 2.05+0.2610~11 | 2.50+£0.2 1.0/4

1.0,2.5 829 || 3.17+0.1710~'" | 2.22 £ 0.08 2.3/5

2.5,4.5 79.8 || 7.07+£0.28 10~ | 2.04 £ 0.04 3.9/5
[7.0,10.0] | 23.9 || 13.4 £0.53 10~ | 1.88 £0.04 2.8/5
[10.0,15.0] | 11.8 || 19.0 £8.1310 X | 1.83 + 0.05 5.8/5

Table B.7: A power law with fixed cutoff ofE. = 3.2 TeV (result from overall spectrum) was
fitted. For lower fluxes the spectrum beconséseper.

Interval | Tops Iy x?/NDF

in TeV inh || TeV—"em=2s~' | Fixed cutoff, fix slope

0.5,1.0] | 21.7 || 2.05+0.2610 T 17.8/5

1.0,25] | 829 || 31701710~ 30.7/6

2.5,4.5 79.8 || 7.07+£0.28 1011 25.6/6
[7.0,10.0] | 23.9 || 13.4£0.5310~ 1 10/6
[10.0,15.0] | 11.8 || 19.0 £8.1310 L 5.8/6

Table B.8: A power law with fixed cutoff of/. = 3.2 T'eV and fixed slope (slope of high-
est flux curve) was fitted The fixed slope hypothesis was rejected by?/NDF=30.7/6
(maximum value) 08.7 sigma.

Power law with exponential cutoff

The first hypothesis tested is a power law with cutoff. FigBi26 shows thes? % spectra
plots of these five flux intervals.

a) A power law with fixed cutoff oz, = 3.2 TeV (result from overall spectrum) has been
fitted. It was necessary to fix one parameter to reduce thesasrothe fit parameters to
obtain meaningful results. The spectral index of the déffeflare states changes
considerablyFor lower fluxes the spectrum becomes steepefhe fit results are listed

in Tab. B.7.

b) To check the significance of the change in slope duringufit flareghe slope was
fixed to a = 1.8, that with the highest flux (green points) and fifewas obtained from
each fit. The fixed slope hypothesis was rejected by?>/NDF=30.7/6(maximum value)
or 3.7 sigma(for a Gaussian normal distribution). Tab. B.8 shows thaienaf the other
four curves fit the fixed shape well.

c) In the first fit 'a)’ the cutoff has been fixed and the spedtrdéx was free. Now we
check if the fit is also compatible withfixed slope ofa = —2.0 (slope of overall,
average spectrum) andi@e cutoff. The fit proves that the data&so perfectly
compatible with a fixed slope and a free cutoff. Tleetoff moves tohigher energies
with increasing flux. The information available is not sufficient to diffeteie between
the different models. Tab. B.9 lists the fit results.

d) To check the significance of tlexistenceof a cutoff (or a curvature) @gure power
law was also fitted The pure power law was rejected by a chisquare of>/NDF=49/5
(maximum value).The fit results are listed in Tab. B.10. Takigs in the table illustrate
how the spectrunhardenswith increasing flux.
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Figure B.26:These areEzj—g spectra plots of various flare states. The data was sepantdeile
intervals of different fluxes. a) The spectra for each irdewas calculated and a power law with a
fixed cutoff of E. = 3.2 TeV was fitted to the data. To obtain meaningful results it wasssary
to fix one parameter so that the errors on the fit parametenedueed. The spectral index of the
different flare states changes considerably. In the plaiobyheck the significance of the change in
slope during different flares, the slope has was to the onle thié highest flux (the green points)
and they? was obtained from the fits. The fixed slope was rejecteq bWDF=30.7/6 (maximum
value), or3.8 sigma c) To check the significance of the existence of a cutoff @ pawer law was
fitted to the data. The pure power law was rejected BNDF=49/5 (maximum value).



B.2. SPECTRUM OF MKN 421 145
p -10
Hglo 2 ¥
'» C ]
> i i
[©]
£ L
u -11
ElO —
kel -
w B
-12
10
-13
10
1 10
Energy (TeV)
Figure B.27: This figure shows the fit of a power law with a fixed spectral indéa = —2.0

and a free cutoff. The2-values also agree to such a solution (See Tab. B.9). Thdf cutves
from 1.9 TeV up to 4.3 TeV. The data is not good enough to disish between these different
possibilities.

Interval | Tops Iy Cutoff X?/NDF

in TeV inh || TeV-tem 257! inTeV | Free cutoff, fixed slope

0.5,1.0 21.7 2.4+0.551071 1.9+04 0.8/4

1.0,2.5 82.9 3.4+02710"1 | 2.54+0.23 3.5/5

25,45 | 79.8 | 7.1+£0.3510 T | 3.1+0.18 10/5
[7.0,10.0] | 23.9 || 13.0 £0.60 10~ | 4.0+0.25 2.8/5
[10.0,15.0] | 11.8 || 18.1+0.84 10711 | 43403 3.4/5

Table B.9:Here theslope was fixedand cutoff was kept free. As expected the cutoff moves to
higher energies folincreasing flux. The chisquare values are acceptable. The slope anditb# c
are highly correlated parameters. The information avildbes not permit to differentiate between
different models.

Interval | Tops Fy a X?/NDF
in TeV inh || TeV—tem 257! Pure powerlaw
05,1.0] | 217 ] 1.7£0.1910 T | 3.50 £0.14 74/4
1.0,2.5 82.9 2.5+0.1210~" | 2.90+0.06 11.6/5
2.5,4.5 79.8 || 5.84+0.2010" ' | 2.834+0.04 49.0/5
[7.0,10.0] | 23.9 || 10.9+£0.37 10~ | 2.66 + 0.04 42.5/5
[10.0,15.0] | 11.8 || 155 +£0.58 10" | 2.6+ 0.04 23.4/5

Table B.10:To check the significance of thexistenceof a cutoff (or a curvature) also aure
power law was also fitted The pure power law was rejected by a chisquare of>/NDF=49/5.
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Figure B.28:A power law with a quadratic term describes the curvature of the spectrum very
well. In plot a) Each spectrum has been fitted with a fixed dureaof a=0.22. This value was
measured previously from the overall spectrum. From théaditgeak position of the parabola was
calculated.Ilt moves significantly from 13 GeV to 78 GeV. Plot b): The peak position was fixed to
E,..x=78.8 GeV in order to check the significance of the movemeiis. dvident that the resulting
curves do not describe the shape of the lower flux spectrafifBr@rerejected with a chisquare of
x2/NDF= 33/6 (maximum value). This corresponds to a probabilitysaf 5.

Power law with a quadratic (parabolic) term

As already mentioned, the curvature of the spectrum canb&sxplained also by the fact
that one observes a part of the inverse Compton peak. Ther@fmakes sense to perform
a fit using apower law with a quadratic curvature term. This means that the inverse
Compton peak is approximated by a parabola. SSC models Hipgie predictions about
luminosities. Our ansatz for the fit function is
3 _ —a—BInE

LxE o LE
wheref is the curvature, « is spectral index and I is the peak intensity (flux times
energy). Using Equ. B.10, theeak position of the parabolacan be calculated. It must
be kept in mind that this value isot the position of the luminosity peak but rather a
very rough estimate since the inverse Compton peak doed have a parabolic shape!
Fig. B.28 shows the spectra for the five different flux intés\ta which a power law with
guadratic a curvature term was fitted.

What we want to test is whether the change in spectral indesdsivalent the cutoff),
can be explained by thiglea of a moving peak The curvature was fixed to a value of
a=0.22as previously measured from the overall spectrum. The lmgsi is that the peak
only moveswith increasing fluxes but doemt change its shape The fixing ofa is also
necessary to limit the number of free fit parameters to twst @is was done for the cutoff
fit). This reduces the errors on the fit parameters suffigigatbbtain meaningful results.

The fit results show that theeak of the parabola moves from 13 GeV to 78 GeV
The value for the intensity,, which is proportional to th@eak luminosity suggests that
the luminosity at peak does not change very much This simple model seems to show
that the increase in flux (in the TeV) is mainly caused lsyét of the peak! Tab. B.11 lists
the exact numbers.

To check the significance of the movement, the peak positisibken fixed t&,,.,,=78.8 GeV.
The fits arerejected with a chisquare ofy?/NDF of 33/6 (maximum value). This corre-
sponds to a probability of 108 (or 3.8 sigma). This means that the change in spectral
index is indeed compatible with the idea of a moving peakndfeve are not able to
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Interval | Tops Fy Peak X?/NDF
in TeV in h em™2s—1 GeV
0.5,1.0 21.7 | 7.2+6.11071° 13.24+5.7 1.5/4
10,25] | 829 ([ 2920910 | 305£57 | 28/5
2.5,4.5 79.8 || 404+0.71079 | 454+5.1 7.3/5
[7.0,10.0] | 23.9 || 4.7+0.7 10-10 | 68.6+7.4 3.7/5
[10.0,15.0] | 118 | 57 £0010 © | 788+9.25 | 2.8/5

Table B.11:The table shows the fit results of the powerlaw fit with parabi@rm. The numbers
show that thepeak of the parabola movesfrom 13 GeV to 78 GeVand that thencreasein flux
(in the TeV) might be mainly caused bysaift of the peak rather than by an increase of teak
luminosity.

Interval | Tos x?/NDF
in TeV in h || Fix curvature a, fix peak at 78.8 GeV
0.5,1.0 21.7 26.2/5
1.0,2.5] | 829 30.8/6
2.5,4.5 79.8 33.0/6
[7.0,10.0] | 23.9 5.4/6
[10.0,15.0] | 11.8 2.8/6

Table B.12: To check the significance of the movement, the peak positas been fixed to
E,cq=78.8 GeV (curve with highest flux) . Three of the fits (curvegwower fluxes) are rejected
significantly.

give a good estimate of the real position of the inverse Compeak. Tab. B.12 lists the
chisquare values.

B.2.4 Conclusions and a discussion of the results
Average spectrum of Mkn 421

The spectrum of Mkn 421 showdear evidencefor a cutoff atEl. = 3.1 £ 0.5 £ 1 TeV.
The pure power law was rejected at the 6.0 sigma level. Theegaw has a spectral
index ofa = 2.96 + 0.04 + 0.1. It was possible to demonstrate thgb@wer law with a
quadratic curvature term of a = 0.22 & 0.05 describes the shape of the spectrum up to
10 TeV equally well as a power law with exponential cutoff.

Spectrum of the Crab nebula

The fit of a pure power law to the spectrum of the Crab nebulaggas flux constant of
Fy =3.0+0.33+£0.5TeV"'em—2s~! and a spectral index ef = 2.5+ 0.1+ 0.1 which
is in good agreement with current measurements of otherrienpets.

Spectra of Mkn 421 during different flare states

The spectra of different fluxes shovs@gnificant hardening with increasing fluxes which
is in agreement with the results from the hardness ratio mmeagent. The decrease of the
spectral index with increasing flux was shown by fitting a polaes with fixed cutoff (at
E. =3.2TeV). Afit with a fixed spectral index was rejected at the 3.7 sidgnal.

The fit of a power law withfixed spectral indexandfree cutoff also gives acceptable
x2-values. The cutoff moves from 1.9 TeV up to 4.3 TeV.
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Figure B.29:The figure illustrates the model of the moving peak. The fitpheabola to the spectra
seems to show that a good part of tiigh variability of the flux in the TeV range is mainly caused
by a shift of the inverse Compton peakto higher energies (Fig. B.29 illustrates the hypothesis)
rather than bya high variability of the peak luminosity.

Mkn 421 flare spectra fit by using a powerlaw with parabolic term

By fitting a power law with a quadratic curvature term (whidrywroughly approximates
an inverse Compton peak) it was possible to show thathardening of the spectrum is
compatible with the idea of an moving inverse Compton peak The movement of the
peak luminosity of the parabola from 13 GeV for low fluxes uy&GeV for high fluxes
is significant while dixed parabola peak position was rejected with 3.9 sigmalt must
be kept in mind that this rough approximation is not appraterio estimate the real peak
position of the luminosity.

The fit seems to show that a good part of thigh variability of the flux in the
TeV range is mainly caused by shift of the inverse Compton peakto higher ener-
gies (Fig. B.29 illustrates the hypothesis) rather tharabyigh variability of the peak
luminosity.

Conclusion about spectra during different flare states

As a conclusion it can be noted thasignificant change (a hardening for higher fluxes) in
the spectrum for different flux levels could be detected. &dixutoff and fixed slope fit
was rejected as well as a pure power law fit.

But it was not possible tdifferentiate betweendifferent models to find out whether
the cutoff changes (fixed spectral index) or rather gpectral index (fixed cutoff). The
hypothesis of a moving peak with a parabolic fit also givegptabley?-results. The truth
might involve a combination of these effects.



Appendix C

Comparison with Mkn 501 and
Conclusion

In this final chapter | wish to discuss the measurement esilthe largey-flares of
Mkn 421 in 2001 and how the results fit into the global pictufget emission. | will
compare the observational properties of Mkn 421 with theperties of another AGN,
Mkn 501, in order to obtain a clearer picture of jet emissibtkn 501 has become quite
famous in TeVy-Astronomy. It was the second AGN which emitgrays that has been
discovered [Qui96] after Mkn 421. It is of virtually the samistance as Mkn 421 and is
therefore very interesting for purposes of comparisonehdves very similar to Mkn 421
but it has longer variability time scales and a differentcspen [Kra01].

This chapter is divided into two parts. In the first papectral properties of the jet
emission are discussed. In the second parte scales and correlationdbetween x-ray
and-~-ray emissions are presented.

C.1 Spectral properties ofy-flares

The spectra of Mkn 421 and Mkn 501 exhibit soqugte similar characteristics. Both of
them are strongly curved and show a cutoff. On the other hiedspectrum of Mkn 501
exhibits ancutoff at higher energiesthan Mkn 421. The best average (over all flare states)
spectrum fit of Mkn 501 is [Kra01]:

FE
1TeV

dF
dE

—2.0+0.19 B = )
= (10.1 +1.2) 107! ( ) e GiELaTv TeV lem™2s™!  (C.1)

while for Mkn 421 it is [TW]:

dF
— = (7.0+0. -1
= = (10£0.4) 10 (

—1.88+0.15 =
1T€V> e (8.1%0.5)TevV TeV—lcm—QS—l (CZ)

Tab. C.1 shows the most important spectral parameters ivemwiew. Measurements
in the x-ray region by ASCA and RXTE [Kat01] show that the dyratron (luminosity)
peak of Mkn 421 changes ifgosition only slightly from 0.5 keV in the quiescent state
to 2.0 keV in high flare state (see Figures C.1a) and C.2). For the cabtknf501 the
position changetwvo orders of magnitude, from 1.0 keV'to 100 keV (see Figures C.1b)
and C.2). Fig. C.2 shows a measurement of the synchrotrda pesition in the x-ray
region as a function of the luminosity.
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Figure C.1:Plots a) and b) show the spectrum of AGN Mkn 421 and Mkn 50T eetvely, over
the complete frequency range from radio to TeV for variousefitates. The dotted line represents
the best fit SSC model for the quiescent/flare state. It carebp #hat in the case of Mkn 501 the
synchrotron peak shifts two orders of magnitude from 1.0 k@\t00 keV, while for Mkn 421 the
position changes only slightly from 0.5 keV in the quiescstate to 2.0 keV in high flare state. Taken
from [KatO1].
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Figure C.2:This figure shows the synchrotron peak position vs. synobmgbeak luminosity for
the objects Mkn 421 and Mkn 501 . For the case of Mkn 501 the peakion of the luminosity in
relation to the luminosity itself at that point changes muoutre than for the case of Mkn 421. There
the luminosity at peak changes by one order of magnitudeavitd peak position itself only changes
slightly. Taken from [Kat01].
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Figure C.3: Plot a) shows the effect of the cosmic infrared backgroundBY@n a power law
spectrum with spectral index 2.0 and for a source that is ahgesdistance from earth as Mkn 421.
Strong absorption effects that could lead to a cutoff appgginly above 10 TeV. Plot b) shows the
model for the CIB from T. Kneiske and K. Mannheim [Kne02] asdn good agreement with the
actual measurements (red points). Green points are uppies &nd blue points are lower limits. Plot
¢) shows a fit to the power law spectrum that has been attehbgtdhe CIB model. The fit yields an
exponential cutoff at 13.5 TeV. The spectrum decreasesrftgin exponential above 20 TeV which
can be seen in the last point which is far below the fit curve.
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| Parameter | Mkn 421 | Mkn 501 |
Average flux constanty 7.0+ 0.4[TW] 10.1 £ 1.2 [Kra01]
Spec. indexy (with cutoff) —1.88 +0.15[TW] —2.03 + 0.19 [Kra01]
Cutoff in TeV 3.1+ 0.5[TW] 6.0 £ 1.4[Kra01]
Harden. of spec. dur. flare yes[TW] yes[Pir01]
Shift of synch. peak in keV 0.5 — 2.0 SSC[Kat01] 1.0 — 100[Kat01]
Shift of Comp. peak in GeM ~ 20 — 200 [TW], SSC[Kat01] | 10 — 1000[Kat01, Pir01]

Table C.1:The table lists the spectral properties of Mkn 421 and Mkn @i case of Mkn 501 the
cutoff is found at higher energies than for Mkn 421. The syatbn peak of Mkn 501 shifts by two
orders of magnitude from low state to high state while the afédkn 421 only shifts by a factor of
four. The shift of the inverse Compton peak has been guesstehit to a SSC model.

This shift in the x-ray range also implies a potensAlft of the inverse Compton (lu-
minosity) peak (in the~y-ray range), which can only kestimatedby a fit to the SSC model
[KatO1]. For the case of Mkn 421, it probably shifts from amgmately20 GeVto about
200 GeVwhile for Mkn 501 it should shift from about0 GeV up to 1000 GeV[Pir01].

The difference in the average spectrum (i.e. the diffecenidff) for the two objects
could be explained by the idea that the inverse Compton (lagify) peak for the case of
Mkn 501 shifts to higher energies than for the case bfkn 421. A movement of the
position of the inverse Compton peak should show up lagrdening of the spectrum for
higher fluxes. This effect has been observed in this work &udey the Whipple telescope
[Kre02], which has a much lower energy threshold and by th& @fescope [Pir01].

Analysis results

As was shown in the last sectionhardening of the spectrum for higher fluxes was ob-
served. Fits with botlfixed cutoffs and fixed slope(-> no change in shape) wergjected

at the 3.8-sigma level, as wagpare power law fit (rejected with 5.8 sigma)Three dif-
ferent hypothesis were fitted to the data of five different favels. This were

1. a) fix-cutoff/free-slope hypothesis: Byfixing the cutoff to 3.3 TeV a significant
change in the spectral index for increasing fluxes was obsefv decreased from
2.5t0 1.8).

2. b)free-cutoff/fix-slopehypothesis: BYixing the slopeto a«=2.0a significant change
of the cutoff was observedi. increased from 1.9 TeV to 4.3 TeV).

3. ¢) A hypothesis of anoving inverse Compton peak was tested: By fitting a power
law with a quadratic terngparabolic fit) the position of the peak of the parabola
shifted significantly from approximatelis GeVup to 80 GeV.

All three fits gaveacceptablechisquare values.

The parabola is only &ery rough estimate of the true shape of the inverse Compton
peak and the values obtained are only demonstrating the ataiifity with the idea of
a moving peak and say nothing about thge inverse Compton (luminosity) position.
The fit of the parabolauggestshat thehigh variability of the flux in the region between
500 GeV and 20 TeV (where Cherenkov telescope measure) migbnly originate from
a variablity of the (inverse Compton) peak luminosity bsioafirom theshift of the inverse
Compton peak, since the slope of the spectrum in the regiovelee 500 GeV and 20 TeV
is very steepand any movement of the peak immediately results farge changein the
flux there (See Fig. B.29).

It was not possibleto clearlyacceptor reject any one of these hypothesis. The true
behaviour might involve a combination of these effects.
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| Parameter | Mkn 421 | Mkn 501 |
Correlation x-ray/TeV (1 day bin) 0.74 £ 0.12[TW] | 0.76 = 0.14[Kra01]
Flua},,, o< Fluzy @b 1.0 £0.2[TW] | 1.96 £ 0.07 [Kat01]
Doubling time of flare (TeV) 15 min.[TW] ~ 2 h[Kra01]
Doubling time of flare (keV) | ~ 15 min[Car99] ~ 2 h[Kra01]
Average flare duration (TeV) 1—3hA[TW] ~ 2 days[Kra01]

Table C.2:The table lists the most important properties concernimg tsicales and correlations for
the objects Mkn 421 and Mkn 501.

The question about the cutoff in the spectra of Mkn 421 and Mkn501

In an attempt to clarify therigin of the cutoff, one could start examining the effects
of the CIB (Fig. C.3). The question is whether the cutoff isiaminsic feature of the
real emission spectrum or a result of thsorption of ~-rays due to the cosmic infrared
background (gamma ray horizon). In Fig. C.3a), #ffect of the CIB absorption on a
power law spectrum a&=2.0 is displayed. The model used for the CIB is [Kne02] that fi
the actual CIB measurements very well. Due tosteepnessf the spectrum, a trueutoff
effect can only be observedbove 10 TeV.A fit to the attenuated power law spectrum
yields an exponentiautoff at 13.5 TeV while it has to be kept in mind that the attenuation
above 10 TeV is much stronger than exponential. This sugdglesat thedominant reason
of observed cutoff in the spectra of both Mkn 421 and also ohMR1 might favor the
hypothesis of an intrinsic cutoffirfcreasing cutoff energy with increasing fluX and a
moving inverse Compton peak

C.1.1 Time scales, correlations and jet models

Time scales of flares and correlations between x-ray ennissiml +v-ray emission also
provide us with hints of the physical mechanisms inside #is.] Tab. C.2 provides an
overview of the most important parameters.

Correlation of x-ray emission and~-ray emission

Both sources show atrong correlation between the x-ray flux and theray flux. For
Mkn 421, a correlation coefficient @f.74 £ 0.12 (this analysis, one day bins) and for
Mkn 501, a correlation coefficient 0£76 + 0.12 [Kra01] was observed. This correlation
provides hints about the mechanismrmefay production. Today it is widely assumed that
high energy gammas are produced via inverse Compton ufesogtof soft photons. The
guestion is whether the soft photons emerge fromat@etion disc or whether they are
producedinside the jet. The high correlation can only be explained if botbhdurction
mechanisms areoupled and very close to each other in distance. If the soft photoas (
x-ray photons) would originate from the accretion disc thencorrelation would beero

or evennegative(x-ray dip). This means that an existing correlation cleéalors a SSC
model and as a consequence, potential quasi-periodifliieshe 23 +- 2 day periodicity
of Mkn 501 [Kra01]) cannot be explained by anodulation of soft photonsemerging from
the accretion disc[Bed96]. Quasi-periodicities should be explained by othedels like
helical jets, periodic ejection of the jet by a big rotatirtgjext close to the innermost stable
orbit of the (Kerr-) black hole [Mas99] or binary black ho[&eg80, Man00].

The ASCA x-ray measurement

Interesting results are obtained from the ASCA-x-faxdly correlation study that also
shows astrong correlation between x-ray flux (ASCA measurement from April 1998)
and they-ray flux. In addition, we divided the x-ray flux into flow flare component
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(of several days duration) andfast component(of a few hour duration). It appears that
the correlation between x-ray aneray increasesfrom 0.63 +- 0.18 to 0.70 +- 0.16 when
the slow x-ray component (the background) is subtractedweder, the increase is not
significant and does not allow further conclusions.

Relation between the x-ray flux andy-ray flux

In the case oMkn 501 the x-ray#-ray relation isquadratic (Flu,q, < Fluzg620-07

[Aha99/2]) while forMkn 421 it is linear (Flux,rqy < Fluz5)E22) (see the previous
chapter). The latter measurement is in agreement with [8H3%nd is also confirmed
by the ASCA-x-ray/v-ray correlation study (see the previous chapter). This diffeee
between the objects can be explained by the fact that the jpesikon (of the inverse
Compton peak) of Mkn 501 shiftauch stronger with changes in its luminosity.

The argument is the following. The change in flux that we obsén the small TeV
window might not only originate from eeal increasein the luminosity (at peak) but also
from amovementof the inverse Compton peak. Since the movement for the c&sesiL
is presumed to blarger, the change irflux in the 500 GeV to 20 TeV window is expected
much larger (it is quadratic) in contrast to Mkn 421 in which case the changdlinx
(in the TeV window) should béess (since the inverse Compton peakr®ving lessit
is linear). This means that the difference in the relation betweeayxfluxes andy-ray
fluxes is strongly related to thgiestionat whichpositionswe find the synchrotron/inverse
Compton peaks, whicBhapethey have and in whiclenergy intervals we measure the
flux.

In the future, more precise multiwavelength measuremeititpravide the possibility
to reject or accept different SSC model theories.

Observable and intrinsic parameters of the classic SSC motle

The simplest SSC model (assuming only a singéerical emission regiofy was pre-
sented in the introduction chapter (in detail in Appendixaid has the following seven
independent parameters: The normalization congignthe energy break energy, the
radius of the emission regioR, the magnetic field3, the Doppler factoh and the posi-
tions of the peak luminosities of the synchrotron radiatigrand of the inverse Compton
radiationvg [IN096].

The spectral observations in the x-ray and4hey energy region are trehapeof the
spectra, the two peakiminosities, the variability time scales and a potentiatime lag
between the x-rays and therays. The structure of the equations allows to expresagtro
constraints orB and) [Tav98]. For the case of Mkn 421, using the single emissigiore
model and a variability with aery conservativetime scale oft,,. = 1h, the magnetic
field B and the Doppler factaf result in B ~ 0.25 Gauss and ~ 25. This atypical high
Lorentz factor is meant to provide an explanation foritkey rapid variability time scales
observed.

Variability t,,, and the size of the emission regioi

The time scales of the flares are quite different for the twoases. Mkn 421 showdou-
bling times of equal to or faster thah5 minutes(see the analysis of the previous chapter)
while Mkn 501 has doubling times of about 2 hours [Kra01]. Typgcal (fast) flare dura-
tion (FWHM) for Mkn 421 is approximately 1-3 hours [TW] whifer Mkn 501 it is about
2 days.

These variabilities can be explained by varying tfimensions of the emission re-
gions of the jets of these objects anddifferent Doppler factors due to varying bulk jet
Lorentz factors.
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For the case of Mkn 421, for reasons of causality, the smaiabgity time scale of
tyar = 15 mMinutes putshard constraints on thesizeof the emission region and/or on the
Doppler factors:

R < ctyard (C.3)

This implied that for Mkn 421, assumingygpical Lorentz factor oy = 10 (which cannot
be much higher for Blazars as explained in the introductiospter), that the emission
region must bevery small, less thanR = 210'2m ~ 10 AU~ 10~ *pec. Typical jet
scales are approximately0l — 0.03 pc. Jet dimensions argtrongly constrained by the
transparency or photon-photon opacity conditionwhich sets lower limits [Mas99] on
them. Therefore jet scales with sizes of ordér* pc are virtually ruled out for the
observeduminosity .

The other possibility for this model is toincreasethe Lorentz factor up to values
of $=80. This scenario isinrealistic, especially since it is known that the (cooled) radio
blobs (the superluminal motion is only 2-3) of these objaceslowerthan those of typical
blazars and radio galaxies.

Shock-in-jet models

Obviously the standard jet model of a spherical emissioioregeriously breaks down
when it attempts to explain theery short variability time scales. For this reason, new
models have been developed which are able to explain thevdastbilities without in-
creasing the Doppler factor. All of them introdus®ving laminar shock fronts inside
the jet instead of a spherical emission region. Thimeets’ of shock fronts move in-
side the jet towards the observer. Typical source dimesdianeradii of approximately
R = 10" m ~ 0.01 pc andthicknessesof d = 7 - 10" m ~ 5 - 10~° pc. These so-called
shock-in-jet models provide a natural explanation for very short valitds [Mas99] (a
more detailed discussion can be found in [Sal98]).

When looking at the recorded flares of Mkn 421 (intra day \alitg, lightcurves for
each night) one gets the impression thdarge flare (several days duration) is mainly a
superposition of manysmall flares. This image was used asbasis for the flare model
that was fitted to the intraday lightcurves (last chaptamijtof flare times): The flux of a

single flare isF'(t) = a + (2(t_t0)/c+b2_(t_to)/d . In this model aconstant background’a’

(the pile-up of many flares), agxponential rise time’'c’ (the acceleration inside laminar
shocks-in-jet) and aaxponential cooling time’d’ (the cooling via synchrotron radiation
and inverse Compton scattering) was assumed. This picatoeally emerges from shock-
in-jet models because there one expects many shogkarailel which cross the jet at the
same time.

In addition, the measurementsAECA in the x-ray energy region (last chapter, corre-
lation measurements between x-rays amays) seem to showslow flare component and
fast overlapping flares. The slow component covering several (about seves)rdéers to
the emerging of a bloband the fast short flares refer to thkeocks-in-jetthat traverse the
blob. This would explain why the correlation seems to insegithe slow component (in
the x-ray) is subtracted from the total before calculatimg¢orrelation.

Potential timelag of the x-rays

In the analysis of the Mkn 421 flares in 2001 we have observedtdHhat the x-rays may
be delayedwith respect tay-rays by approximatel#0 hours.

The observed timelagof the x-rays had only an estimated significancéwée sigma
since the mentioned systematical error is large. Howeveotential timelag can originate
from four possible situations:
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. Asymmetric x-ray flare shape: A significantly shorter rise time thanfall time of

the x-ray flares could result in an effect as seen in the |agiteln. The resulting shape
of the discrete correlation function would also &gymmetric [Bad98, Jor01] and
the observed effect thus cannot be interpreted@s/aical timelag. This means that
a non-linear and complicategdansfer function of the x-ray flux to v-flux could
result in anasymmetry of the discrete correlation function around zero time lag.
Unfortunately, the ASM data does not allow to give answeisuakthe shape of x-
rays flares and the transfer function.

. Opacity effects: Different optical opacities of the jet for x-rays andy-rays can

have the effect that x-rays arrive later. The x-raystaapped and scattered inside
the jet and can only escape the jet when it is sufficiently @edalown whereas the
~’s escape immediateljjMagCom].

. Cooling effects: Another explanation could involveooling of the high energy elec-

trons. The=Tin the jet are cooled down via synchrotron radiation andrise€omp-
ton scattering. A natural consequence of electron coosiragiine lag of soft x-rays
with respect to hard x-rays. The argument is the followinghigh state the x-ray
spectrum ishard and becomesofter as it cools down. The more energetic x-rays
appear first and later (after cooling¥oft x-rays dominatethe spectrum. This in-
troduces the time lag. Since the inverse Compton peak iso$artirror of the
synchrotron peak, a time lag between soft x-ray angys is also observed. The
estimated order of magnitude of the time lag between softand x-rays is (i.e. the
decay time of electron energy) is given by [Dar97]:

—3/2 4—1/2
HJ_/ E, / 5—1/2
Gauss keV

H is the magnetic field in Gausg,, id the energy of the electron in keV ands the
Lorentz factor. Common electronic jet models [Dar97](with a spherical emission
region) havdifficulties to explain the fast cooling times of electrons that are at the
same timeefficiently acceleratedto ultra high (TeV ranges) energies. Shock-in-jet
modelsavoid these problems because acceleration and cooling are ts=parsd
happen adifferent positions in the jet [Sal98]. It should be mentioned thatrsho
fall times that have been measured {eray flares don't imply that x-ray flares also
have short fall times (cooling). It is probable that x-raydhave a different shape
than~-flares.

trag ~ 10 ~ a few hours (C.49)

. Quantum gravity: The timelag could be &rst sign of quantum gravity effects

where theoreticians expect changes indpeed of lightfor photons with energies
close to the Planck mass. The time lag of x-rays would poi@intcreaseof the
speed of light for increasing photon energies [Ame00, ArheRgen that the energy
of TeV photons is far away from the Planck scale, the longadist from Mkn 421
to earth could help to amplify even tiny effects.

As a conclusion we can only give an upper limit on the time laglhmut13 + 3 hours.

Future multiwavelength observations with advanced imsémts will clarify these ques-
tions in greater detail. Larger, future Cherenkov telessapcord with higher statistics and
will provide the possibility to find time lags within GeV/Tedata only.

Fast variability and the mass of the black hole

The variability time scale is approximately 15 to 20 minut&se appearance of the fast
flares isentirely random. Therefore, they are not a result of helical jets or objelttsecto
the innermost stable orbit of the black hole but rather amotfbf the jet dynamics itself. A
very plausible explanation for this are tleninar shock fronts inside the jets, which was
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just discussed. The jet hast a direct relation to the size of the central black hole. This
implies that an estimate of the mass of the black lealenot be found here.

Generally, it is assumed that the nucleus of Mkn 501 has a ofak¥ solar masses.
Mkn 421 is considered to be smaller than Mkn 501 by 2 orders afmitude, with an
estimated mass &f x 10° solar masses because of the shorter variability. The make of
black hole is generally presumed to scale withx ¢,,,,- because the circling time around
the black hole scales linearly with mass.

C.2 Outlook

Future Cherenkov telescopess MAGIC on the island of La Palma, HESS in Namibia or
VERITAS havelower energy thresholds higher sensitivitiesand muchhigher effective
detection areas.They record with a much higher event rate and achisster statistics
and abetter separability of vs and hadrons. It will be possible to clarify to a higher level
the following questions which have been touched in this work

1. It might be possible to directly observe teaergy of the peak luminosity with
lower energy thresholds or at least to give precise estmigtéitting the SSC model.
It will be for sure possible to significantly clarify the quies whethermpeak moves
with varying luminosity or not. This gives an answer to thestion of theorigin of
the cutoff.

2. Preciser data might allow to see if the observed spectantamscontributions of
gamma photons fromr° -decayand will therefore detedtadronic componentsin
the jet and confirm whether the jet is purely electronic or iNgutrino experiments
like Amanda and Ice Cube at the South Pole and Antares in thditdanian Sea
will help answering the question about hadronic contrifmsiin jets (the detection
of neutrinos prove the existence of hadrons). The detectidradrons would help
to solve one of the most urgent questions in cosmic ray phy¥ithere do the high
energy hadrons come from ?

3. Since the threshold of the new instrumentiger, more objectsbehind the actual
gamma ray horizon will be seen. This gives information altbeiexact positionof
the gamma ray horizon and therefore aboutehelution of star formation during
the history of the universe (cosmic infrared background) also about cosmic pa-
rameters as for example tlv@smological constan{Bla01]. The determination of
the position of the gamma ray horizon will also clarify tbggin of the cutoff in
the spectra.

4. Measurements over two to three orders of magnitude ofigihedmergy scale (30 GeV
to 30 TeV) with high statistics will open the possibility tetéctpossible time lags
of fluxes in lower energy regions (<100 GeV) to fluxes in highaergy regions
(>1 TeV) within the same-y-ray datasetonly.

5. With higher statisticsise times (acceleration) anéall times (cooling) of the flares
can be measured in a more accurate way. It will be possiblbgeree whether long
flares are asuperposition of many small flaresor if other components come into
play. This will gives us a better understanding of the jet gi@hd the mechanisms
that are active in jets.

Simultaneous multiwavelengthcampaigns with precise x-ray measurements are manda-
tory for the following reasons:

1. It will be possible to determine the exacansfer function of x-ray flux toy-flux,
the acceleration time and the cooling time of the high engrayicles in the jet.
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This will tell us which processes take place in jets, whethere ardaminal shock
fronts or not and howy-rays are produced.

2. When the transfer function is known, the question aboetithe lag of x-rays to
~-rays will be solved in a more accurate way. It might be pdesit detect signals
of quantum gravitation.
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Summary

Today astroparticle Physics is one of the most booming fieldsodern physics. Gamma
ray astronomy is anajor tool to analyze and understand thagin of cosmic rays. The
BL LAC object, Mkn 421, belongs to a class of objects thathits cosmic rays, the so-
calledactive galactic nuclei(AGN). In a stochastic but regular manner it switches from a
quiescentstate to a state dfigh activity in which it starts to emit photons in the x-ray and
TeV energy range. Froebruary 2001 until April 2001 it exhibited especially large and
long flares, which have been observed by many telescopes in the TeV erargg as well
as by the CT1 telescope of the HEGRA collaboration at La Palntbin the x-ray energy
range by theAll Sky Monitor (ASM) of the RXTE satellite. Another flare happened in
April 1998which has been observed by tA&CA x-ray satellite and simultaneously by
several Cherenkov telescopes includifipple. | present here an analysis of theda
gamma flares of 2001and also of the short flare in April 1998.

Theclassicalanalysis and gamma/hadron separation methods of Cherézlkegopes
have been improved by severaw techniques which have been tried and tested for the
first time here. A complete analysis package of approxinpd8l000 lines of code has
been developed iROOT/C++ which contains, apart from the items of a standard analysis
for Cherenkov telescopes, the followingw features:

e A modified linear discriminant analysis to enhance thgamma/hadron separa-
tion. It is also used as a tool wuantify the separation capability of differeaets
of (new) image parameters and new image cleaning algorithathave been tested
and studied in detail.

¢ Different algorithms that perform so-calléshage cleaning,a technique which is
widely used to remove noise background in the image, have vzl and tested
with respect tamprovement of gamma/hadron separation.

e Introduction ofnewimage parameters that improgamma/hadron separationand
the

¢ Introduction ofweights in the calculation of themage parameters the so-called
'Hillas’ parameters, which improsgamma/hadron separation

e A systematic algorithm that tests virtually all possiblentmnations of parameters
and image cleaning to find the one with optingalmma/hadron separation.

e A new method to correct theispointing of the telescope. This ensures zenith angle
independent integrated flux measurements.

e Unlike the usual case, the characteristic parameters and features of thesiemi
spectrum have not only been deduced fromuahéolded flux spectrum but rather,

159
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vice-versa, by fittingaw excess event energy distribution.n this way an unsat-
isfactory and potentially unreliablenfolding processis avoided and the fit results
(i.e. the spectrum parameters) have less errors and areroburst.

In addition to these improvements, thiandard itemshave also been implemented. They

are:

A program toestimate the energyon the basis of théeast squaresmethod. It
achieves an average energy resolution of approximately.24 %

A program to calculateffective areas.

A program to calculate thepectrum by unfolding the energy resolutionobtained
from MC generators. This not only solves th@ill-over problem from higher energy
bins to lower energy bins, but it also corrects for systeotaitises introduced by an
energy estimate that isot completelylinear.

A program to calculate the time dependent integrated flight curve) in various
energy ranges. The According effective areas have beemuatl from the actual
shape of the spectrum, which was previously calculated.

A program to calculate thbardness ratio of the lightcurve.
A program to calculate theorrelation between x-ray lightcurves andray lightcurves.

A program thasimulates the night sky backgroundin the MC gamma data sample.

The improved analysis has beepplied to the measurements of tiferge gamma flares
in 2001 of Mkn 421. 249 hours of observation time have beenractated, which allows
several detailed studies with good statistics:

A detailed lightcurve with 20 minute bin size granularityyieh reveals the extremely
fast flares of this object. The minimal doubling and halving times and thpical
FWHM duration of fast flares were estimated.

The flux dependence of therdness ratiowas examined for different energy inter-
vals. Evidence of a change in spectral index below 2 TeV froamto high fluxes
has been observed.

The correlation between the/-TeV-flux and the x-ray light flux as measured by the
ASM/RXTE (0.5 keV to 10 keV) has been calculated.

The average spectrumand it characteristics have been calculated and determined

The spectral behaviour of the source duringlifferent flare states has been care-
fully analyzed in order to see if the effect observed, ushrghardness ratio, could
also have been observed directly from the spectrum.

In brief, thefinal results are the following:

The spectrum of the Crab nebula was calculated and yieldesleagmwerlaw with

a spectral index oft = 2.5 + 0.1 + 0.1 and a flux constant ofy = 3.0 +£ 0.33 +

0.5 TeV tem 25! which is in good agreement with the measurements of other
Cherenkov telescopes.

A pure power law fit to the averaged spectrum of Mkn 421 wggcted by a
chisquare of¢2/NDF=74/9. Apower law fit with exponential cutoff was accepted
by a chisquare of?/NDF=6.3/8. The spectral indexis= 1.88 + 0.15 + 0.1. The
cutoffwas found afl. = 3.1 + 0.5+ 1.0 TeV.
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e The spectrum foffive different flux levels were calculated and it was possible to
show that the spectrum changes significantly with increp8in: It getsharder.
The hardening of the spectrum in the region below 2 TeV coelddrified by an
independent analysis using the hardness ratio.

e Three different hypothesis were fitted to the five spectra. Foristteal reasons
only functions withtwo free parameters were used. All three hypothesis yielded
acceptablechisquare values. The hypothesis were:

— A power law hypothesis witlfixed cutoff at E. = 3.2TeV and free slope:
The spectral indedecreasedsignificantly with increasing flux (a fixed spectral
index with fixed cutoff was rejected at the 3.8 sigma level).

— A power law hypothesis witlixed slopea = 2.0 and free cutoff: The cutoff
moved significantly from 1.9 TeV up to 4.3 TeV.

— A power law with aparabolic (quadratic) term: The peak (luminosity) of the
parabolanovedsignificantly from 13 TeV up to 78 TeV (a fixed parabola peak
was rejected at the 3.5 sigma level) indicating that the ghaf the spectrum
is compatible with a moving inverse Compton peak. The peak of the parabola
is only avery rough estimateof the real luminosity peak. Still, theovement
wassignificant.

e The TeV lightcurve has been examinedsatgle night basis. The rise and fall time
were estimated ithree independent different manners.

— A fit of a simple flare model allowed to determine some flare petars as
rise time, fall time and average duration (FWHM). The model assumes a
constant backgroundandexponentialrise and fall times. Thaverage short
flare duration (FWHM) is of the order ofl to 3 hours. The model shows
that most of the fast flares hadeubling rise times andhalving fall times of
about25 minutes No significantdifference between rise and fall times could
be found.

— The doubling rise time and halving fall time were calculatdusing a4-
point/three-straight-line fit. The fit values show that the fastest flares have
doubling times ofat most 15 to 25 minutes.

— The doubling rise time and halving fall time were calculabgdonly measur-
ing the rise and fall betweetwo points. Since this method isensitiveto
fluctuations in the flux data points and therefore can resuiiderestimated
rise/fall times, the slope of the straight line connectietween the two points
was calculated bygubtracting/adding one sigma on each beforehandofst
case scenarip. The fastest flares showed rise and fall timeatahost 15 min-
utes.

e The x-ray flux measured with ASM/RXTE showsckear and significant correla-
tion to the TeV data of approximately 74+-0.12for one day bins).

¢ Both correlation studies, with CT1/ASM data and ASCA/TeVealgielded dinear
relation between x-ray flux and-ray flux.

¢ A hint of a potential time lag (about 10 h+-2 h) of the x-rays to therays showed
up. It appears that the hypothesis of a x-ray time lag of sg\eyurs compared to
~-rays couldnot be significantly proven because of the uncertainty in #stima-
tion of the systematic error. However, every correlation curve shows a systematic
time lag for the complete range of time-bin widths, from 1 diayvn to 0.5 h. The
apparent time lag could be a result of asymmetric shapeof the x-ray flares with
a shortrise time and a very long fall time. Therefore onlyaper limit on the time
lag of 13 £ 3 hours is given here.
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e Aflare of Mkn 421 in April 1998 as measured by the ASCA x-rayeiaié was ana-
lyzed and the correlation tg-ray measurements of several telescopes was calculated.
A significant correlation was found. The x-ray data was splitted intslaw flare
component (seven days duration) anfdst flare component (several hour duration).
The correlation of the TeV flux to the total x-ray flux was3+-0.18and increased
to 0.70+-0.16when theslow component wasubtracted from the lightcurve. The
increase is not significant enough to give further conchssio
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Appendix A: Theory and
calculations

E.1 Verification of the NSB distribution function

In the introduction chapter thexcess noise factor fas been introduced with the follow-
ing general definition:
2 _ Signalz?nput/ (Uzznput - CTgl)
Signalgutput/ (Ugutput - Ugl)
The noise at the input and at the output is understood as witiseut electronic noise
from the amplifies? ;. = 2., — 0%.
The output distribution of a PMT (Gain normalized to Gains#jen exposed to dif-
fuse night sky background (NSB) has been described aBdliigson distributed sum of
Gaussian normal distributions.
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with a variance of
or= n(F?-1)+0? (E-3)

A is theaverageamount of photoelectrons that hit the first dynodés the number of pho-
toelectronsg? is the variance of the individual photoelectron peak apds thevariance
of the pedestalwhich is equal to thelectronic noisecontributionsg = ¢2,.

Now we want tacross checkif the proposed output distribution (Equ. E.2ki@nsistent
with the definition of the excess noise factor.

1) We calculate thaverageof f) (z):
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2) We calculate theariance of f (z):

vary (f (z)) = «x—mﬁ (E.6)
(z=n)2
B oo [ X oA \n 26_ 202
= [m 2 " (=) 7071\/%
With (z —A)?> = (2 —n)> +2(n — \) (z — n) + (n — \)* we get
N L
var (@) = 3= {72+ =27} (E7)
= AF?—1)+0+X =2\ + X+
= MNF?403

3) We introduceSignalinput = Signalouput = X, Tprpyy = A @A 000 = AF? +
o2 in Equ. E.1:

~ = F” OK. (E.8)
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E.2 The synchrotron self Compton (SSC) model

In the SSC modéithe gamma-ray photons are produced by the inverse Comptiesog
of soft photons. These soft photons are generated by the skatteons stemming from
the synchrotron emission (see Fig 1.6). The model discussegihas been described in
[In096, Blo96]. It is based on the following assumptions:

1. A spherical emissionzone which is stationary and has a parameter R that describes
all length scales.

2. An electron distribution N () which is parameterized astaioken power law (K
is a normalization constanty is the spectral index of the shock acceleration (eg.
a = 2.2), v is the electron lorentz factor ang is the breaking energy)

N(y) =Ky~ <1 + %) - (E.9)

3. The soft photorfsneeded for the inverse Compton scatteringsymechrotron pho-
tons.

4. All particle and photon distributions argotropic in the jet frame.

The electron spectrum has the shape dfr@eken power law because afooling effects
during the shock acceleration process. The high energyrefexare continously cooled
by synchrotron radiation and inverse Compton scatterirtge Greaking energy results to
be

3mc?

= E.10
T 4(ub —l—usoft) orR ( )
with magnetic field density
2
up = 5 (E.11)
8

The electron energy is given in terms of the Lorentz-fagtoB is the magnetic field in
Gauss K is a normalization constanty is the Thompson cross section ands the mass
of the electron in EGS unitsy, breaks the spectrum by one power in the index.

Synchrotron radiation
The basic formulasfor the synchrotron radiation are described in the following.

1. The spectral densityis )
L=22 (1R (E.12)

Qy

2. wherej, andq, are theemissionand absorption coefficientfor the synchrotron
radiation, which are calculated in the following way:

’Ymam U
=B dyN () F [ —2— E.13
Ju = ¢ - YN (7) <C1 Bv"’) (E.13)
and 1 [ 0 [N (v)
, = —c;B— Ay — | =L P (— E.14
el S 37{ 7y } <cle2> (E14)

INote: The two expressions 'hard photons’ and 'high energgtys’ denote the same objects.
2Note: In general soft photons are (soft) x-ray photons ordhdV photons
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with -

F(x) = x/ Ks (=")dx' (E.15)
Ks (z) is the incomplete Bessel function of fractional ort%emd the constants are
c = ﬁ, cy = % andecs = % The electron densityV () was shown
in Equ. E.9.

Inverse Compton scattering

The emission coefficient of the inverse Compton scatterngbitained from the energy
spectrum of the electrons Equ. E.9 as follows [In096]:

1. Theemission coefficient

. h
Jv= e (e) (E.16)
m
and 5
v = m;f e (E.17)

can be calculated from the

2. Differential hard photon production rate shown in Equ. E.18 (number of hard
photonse produced per energy interval per unit volume per unit timéjch is a
convolution of the electron distribution and the soft photlistribution (where the
photon density is: (g9), the soft photon energy is), the final photon energy is
and the electron energy1s, and everything is in units of electron masses)

q(e) = /daon (e0) /dny (7) C (eveo) (E.18)

The probability for a soft photon to be up-scattered is citte
3. Compton kernel C and is given by:

2rrie
C = £ E.19
(5,77 50) ’)/280 X ( )

(4507n)2 (1- )

[2mlnm+ (1+2x) (1 —k) + 301 + 4207R)

where -
k= —— E.20
deoy (v —¢) (520
The allowed kinetic energy rangefor the up-scattered photon energy is
degy
<e<yer—o— E.21
©22T 0 4507) (E2D)

The hard photons can interact with the soft photons(and also with soft external
thermal photons from the accretion disc) by creating edecpositron pairs, if their CM
energy exceeds 1024 eV. This results ireét@nuation of the hard photons and introduces
an upper limit for the energy of the hard photons that canpes@@m the source. This
gives ahard limit on thesize of the emission regionopacity condition). For simplicity,
we will neglect this effect here.



E.3. ERROR CALCULATION OF THE CORRELATION FUNCTION 167

E.3 Error calculation of the correlation function

The empirical correlation function that has been used todordelations between the x-ray
flux and they-flux has been defined as:

P oY U0 ki)l ) B i NP

VS (F7 (6 =t + At — (F7) 5, (F= (1) — (F))?
(zy) — (=) (y)

00y

with the shortcuts x,y :

r; = 7 (tk = ti + At) (E23)
yi = F"(t) (E.24)
ox; = OFY (tp=t; +At) (E.25)
dyi = Ope(t) (E.26)
(z) = %Zx (E.27)
(y)y = %Zyi (E.28)
(zy) = % Z TiYi (E.29)
7= Y- @) (E.30)
7 i ) (E.31)

p = p(At) is the empirical correlation coefficienE” (t) is the~-flux at timety,
F7 (t;) is the x-ray flux at time;, At is the time lag between the two datasets apd and
or- are the errors on the individual time bin measurement.

The error of the correlation has two components. One @a .., comes directly
from Gaussian error propagation of the errors on the fluxeégJuvh] and the second one
0,,stat 1S Of Statistical nature [Bro90, WitCom] of the correlatiddoth of them have to be
added. The uncertainty of the correlation coefficient whiomes from the errors in the
flux measurements are given in terms of the shortcuts abowsg§ace reasons).

Ui,tot = Uiflux + Uistat (E.32)
oy 2
T flua = % ; <(yi W) _U:_;y(wi — (=) p> ox7 + (E.33)
_ %Z ((m ~ () ;;(y - <y>>p>2 y
O-;istat = }V—_,D; (E.34)

N is the number of samples that is being summed up. It is at ttheraf 80 (for the
whole lightcurve in one day bins). The second terfn,, is in this case smaller than the
first one but has to taken into account as well.
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E.4 Re-binning and averaging of flux bins

For several reasons the flux bins must be re-binned or avdmge larger time periods (for
correlation calculations or comparisons with other tedess, for example see Fig. A.41)
or flux level bins (for the hardness studies). The averagagylieen done by weighting
with the observation time of the corresponding run bin.

BT,
Bin —t
g2 T2 g2 T2
U%F) — ZanUFi Zz — ZanUFi 12 (E36)
(ZBin Ti) Neq ZBin Tz
(Cpin T’
N., = in (E.37)
! EBin Ti2

F is understood a$’ = [ (dF/dE)dE. Herea<2F> is variance of the mean amyl., is
the so-called equivalent number of events. It can be obddigesrror propagation and it is
needed to obtain the correct variance of the mean in the dageighted averages.
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Figure F.1: Lightcurve of the nights 51928, 51929

F.1 The complete daily lightcurve

The following pages present the daily lightcurves of Mkn 4@th more than 7 runs per
night from February 2001 until June 2001 as recorded witlChi& telescope in La Palma,
altogether 259 hours of observation. As explained befosenale flare model

b

Ft)y=a+ (Q(tfto)/c + 27(t7to)/d)

(F.1)

has been fitted to each night, if a simple straight line fit gaveducedy?/NDF worse
than 1.5. As starting values have been chosen: a=the cotestamfrom the line fit, b=8.0,
c=d=25 minutesty=the highest flux point in the curve. The fastest flares arecaetred
by the fit. Some nights like 51966 contain flares that are vasy &nd are significantly
outside the flare model.
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F.2 The estimation of the background for the spectrum

For completeness the plots for the background estimatiothéspectrum calculation are
shown here. For each energy bin a ALPHA plot has been madeharithckground from
zero up to 18 is estimated by means of a polynomial fit with two free pararein the
ALPHA region without signal. The fit regions have been chaseergy dependent and are:
30°-80° for energies below 1 TeV, 257/0° for energies from 1 TeV to 5 TeV and 3:G0°
for energies above 5 TeV. These values have been chosen ttehaade to the width of
the ALPHA distribution of the signal (which becomes wider fmver energies) and to the
shape of the background (which becomes more curved for hegtexgies).
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