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Abstract

Several major achievements are detailed in this thesis. Large numbers of antipro-
tons are captured and cooled to 4 Kelvin in a Penning trap. Antiprotons are provided
by the Antiproton Decellerator at CERN, and the accumulation of cold, trapped an-
tiprotons is found to increase in proportion to the number delivered by CERN. As
many antiprotons as possible are required to achieve the goal of antihydrogen pro-
duction.

The physical properties of positron and antiproton plasmas are measured for the
first time in the ATRAP apparatus. These findings are essential for interpreting the
results of antihydrogen experiments, for accurate calculations of recombination rates,
and for the design of future experiments.

The interaction of antiprotons and positrons is induced by the application of
radio-frequency drives. During the interaction large numbers of antihydrogen atoms
are created and detected with a newly-devised background-free detection technique.
A total of 718 atoms are directly detected in a 1 hour trial.

A series of experiments are performed to measure how tightly bound the atoms
are, and a theoretical investigation is made of the dynamics of an atom under the
experimental conditions. This infers a positron - antiproton separation of ~ 0.2 um,
which indicates that the atoms are formed in a three body recombination process,

and then collisionally de-excited while inside the positron plasma.
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Chapter 1

Introduction

This thesis reports the detection of slow antihydrogen atoms [1, 2]. These atoms,
and those observed by another team [3], were produced during the positron cooling of
antiprotons in a nested Penning trap, a technique which we proposed long ago [4], and
were the first to demonstrate [5]. The atoms that our ATRAP collaboration observed
are produced in large numbers and detected by field ionization - a technique which
avoids all backgrounds. The first investigation of the internal structure of the atoms
is made, and theoretical analysis of these experiments [6] determines a positron - an-
tiproton separation of ~ 0.2 ym. This indicates that the atoms are initially formed in
a three body recombination process, and then collisionally de-excited while traveling
through the positron plasma. The antihydrogen detection experiments are discussed
in Ch. 6, and the technique used to bring about the antiproton - positron interaction
which leads to antihydrogen, is described in Ch. 5.

The production and subsequent investigation of the antihydrogen internal struc-

ture was made possible by a number of advances in antiproton and positron trapping,



Chapter 1: Introduction 6

manipulation, and diagnostics. An intricate cryogenic Penning trap is used to capture
and cool antiprotons and positrons, and then combine them to create antihydrogen.
Detectors surrounding the trap detect the products of antiproton and positron anni-
hilations, and form an integral part of the apparatus described in Ch. 2.

The simultaneous accumulation of 3 x 10% antiprotons and 1 million positrons
for antihydrogen production, both cooled to 4.2 K, is now routine. The positron
accumulation technique is the most efficient method of trapping large numbers of
positrons directly into a cryogenic UHV environment [7]. The loading rate is as high
as 3.5 x 10* positrons hr *mCi™!, or 1 million positrons in 25 minutes with a 70 mCi
source. From a pulse of 3x 107 antiprotons delivered by the CERN particle accelerator,
2 x 10 are trapped in flight [8] and cooled to 4 K by Coulomb collisions with cold
electrons [9]. Another antiproton pulse from CERN can then be trapped and cooled
along with the first. This process, known as antiproton stacking [10, 11, 12], is the only
way to accumulate more antiprotons for antihydrogen studies. The techniques used to
repeatedly trap and cool antiprotons were developed by the TRAP collaboration [13

14, 15, 16], and a review of the techniques is given in Ref. [10]. Nearly half a million
cold antiprotons have been accumulated in 1 hour using the stacking technique, and
given the linearity of the number of trapped, cold antiprotons with the number of
pulses delivered by CERN, this record number could be increased.

A new diagnostic determines the physical parameters of the antiproton and positron
plasmas confined in the Penning trap [17]. The knowledge of these parameters is

essential for interpreting the results of antihydrogen experiments, for accurate calcu-

lations of recombination rates, and for the design of future experiments. This is the
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first determination of antiproton cloud shapes, and the only technique which can be
applied to the moderately sized positron plasmas we employ. Numerical modelling
of the antiproton plasmas reveals that they are not the spheroid shapes commonly
assumed, and these studies are detailed in Ch. 4.

This work is done as part of the ATRAP collaboration. As a result I worked
closely with a number of other scientists, most notably another graduate student,
Nathaniel Bowden. We operated, maintained and upgraded the cryogenic Penning
trap apparatus, devised and interpreted experiments, and took charge of the million-
and-one other responsibilities involved with these challenging experiments. This thesis
focusses upon parts of the experiments in which I played a leading role: in the studies
of antiproton and positron plasmas detailed in Ch. 4, the driving of antiprotons in
the nested well discussed in Ch. 5, and the antihydrogen production experiments and
analysis included in Ch. 6. Nathaniel’s thesis [18] details advances made in positron
loading, studies of positron cooling of antiprotons, and production of antihydrogen
during this cooling, and should be read to complete the story of the work at CERN

in 2001-2002.

1.1 Theoretical Motivation

The theoretical motivation for the production of antihydrogen is to test the CPT
theorem [19]. This states that the combined C, P, and T transformation is a ba-
sic invariance of nature. C is the charge conjugation transformation (replacing a
particle by its antiparticle), P is the parity transformation (the inversion of spatial

3

coordinates), and T is the time reversal symmetry (reversing the direction of motion).
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CPT symmetry requires that a particle and antiparticle have identical masses and
mean lifetimes, and equal magnitude, but opposite sign, values of electric charge and
magnetic moment. As a consequence atoms and anti-atoms should have identical
atomic structure - a test of this prediction being the ultimate goal of our ATRAP
collaboration.

In 1956 it was noted [20] that the widely held belief that nature was invariant
under the P transformation alone had not been tested experimentally. The following
year an experiment by Wu et al [21] found that positrons emitted in beta decay of ®*Co
were preferentially emitted in one direction relative to the cobalt nuclear spin. This
violates P symmetry since the P transformation reverses the direction of the positron
motion but leaves the (pseudovector) nuclear spin unchanged. The P transformed
result is never observed in nature. and so the process is a violation of P symmetry.

After this experiment it was assumed that the combined CP transformation was a
symmetry of nature, but in 1964 Christenson et al [22] found that K mesons in a CP
eigenstate of +1 could decay into two pions with a CP eigenstate of -1, thus violating
CP symmetry.

Current belief is that the CPT transformation is an invariant of nature. CPT
symmetry is on a firmer footing that either P, or CP symmetry since it is a fun-
damental consequence of all local, Lorentz-invariant quantum field theories of point
particles [25], such as the standard model and quantum electrodynamics (QED). How-
ever, a more fundamental theory, such as string theory, allows CPT violation, and
even within the frameworks of the standard model and QED, CPT violating effects

are proposed [23, 24] which are not currently excluded by experiment. The funda-
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mental status of CPT invariance and the active theoretical work being done on the
subject make experimental tests of CPT symmetry extremely important.

Another motivation for antihydrogen production is testing the weak equivalence
principle for antimatter. Being electrically neutral, antihydrogen atoms avoid the
main difficulty involved with gravity studies on charged antimatter particles, which
is sensitivity to stray electric fields. Possible tests of the gravitational force on anti-
hydrogen [26] require very cold atoms (~ 1 mK) but such a temperature could nearly

be achieved by laser cooling the atoms to the Doppler cooling limit of 2.5 mK.

1.2 Current CPT Tests

Numerous experiments test CPT symmetry. Tests have been made on baryons,
leptons, and mesons, and so far none of these have found a violation of CPT symmetry,
to the accuracies denoted in Fig. 1.1.

Tests with baryons have come a long way in the last 15 years since antiprotons
were first captured in a Penning trap by the TRAP collaboration [8]. A set of three
measurements [14, 15, 16] comparing the charge to mass ratio of an antiproton and
a proton culminated in a 90 ppt measurement in 1999 [16]. The lepton test is a
comparison of the positron and electron magnetic moments [27], while the meson
experiment deduced and compared the mass difference of neutral K mesons [28, 29].

The current best measurement of the atomic structure of hydrogen is the 1S-2S
transition [30]. This interval has been measured to 46 Hz for an accuracy (Av/v) of

1.8 x 107!, If this result can be replicated with antihydrogen confined in a magnetic

trap then this would provide an extremely accurate test of CPT symmetry in a
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antihydrogen trapped

1S - 28 natural antihydrogen
|

linewidth | |
I I baryon CPT
: : test (TRAP)
-

meson : lepton baryon CPT test
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: best
| hydrogen TRAP improvement
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|

1077 10 108 10" 10° 107 10°
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Figure 1.1: Antihydrogen spectroscopy to the level now attained in hydrogen is highly
competitive with the most accurate CPT tests in the baryon, lepton and meson
systems.

different system (a baryon-lepton system) to those which have been studied before.
It has also been proposed [31] that certain 1S hyperfine Zeeman transitions are very

sensitive to CPT violating effects, and a measurement of these transitions would

provide an additional test of CPT symmetry.

1.3 Antihydrogen Production Methods

Before the production of slow antihydrogen described here, fast antihydrogen was
produced by two collaborations [32, 33]. In these experiments a high energy beam
of antiprotons within a storage ring strikes a gas target and in the collision process
electron - positron pairs are produced. Occasionally a positron will form a bound
state with a passing antiproton to make an antihydrogen atom. Unfortunately, the

atoms created move with the speed of the incident antiproton, which in this case is
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relativistic - far too fast to be trapped for precise studies.

Antiprotons and positrons can be trapped and cooled to 0.36 meV (4.2 K) in
a cryogenic Penning trap. This allows the possibility to create antihydrogen atoms
with the same low energy. A number of different ways to compel a positron and an
antiproton to form a bound state have been investigated theoretically [34, 35, 36,
37, 38, 39, 40|, and some recombination experiments have been tried with matter
particles [41, 42, 43, 44]. Here I will only summarize the two techniques easiest to
implement in our apparatus.

Three body recombination occurs when two positrons and an antiproton collide

to form an antihydrogen atom and the spare positron carries away the excess energy

and momentum from the collision. The process is described by:
ptete— Hte, (1.1)

and occurs with a rate per antiproton [34] of:

2
Ty (2, T) = 4 % 10—9% s =600 571, (1.2)

for a positron density, nz = 107 cm™3, at a temperature, T = 4.2 K. This is an
extremely high rate which for 2 x 10% antiprotons corresponds to 1 atom every 9 ns.
The above rate pertains to a case with no magnetic field present; the application of a
strong field reduces the rate by a factor of 10 [35]. The strong temperature dependence
has yet to be experimentally verified at very low temperatures. Experiments on cold
electron-ion plasmas at 7' ~ 1 K [45] are not fully understood, and suffered from
imperfect knowledge of the electron temperature. Recent calculations (not including
a strong magnetic field) suggest that the strong temperature scaling is valid down to

at least T' ~ 10 K [46], and that large deviations are not expected at 4 K.

b
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The disadvantage of the three body recombination method is that the atoms are
created in states bound by an energy only a few times kT below the ionization limit,
since this is the average energy the additional positron can remove while conserving
energy and momentum. This means that the atoms are in highly excited atomic
states (principal quantum number > 100) which are easily ionized by the fields used
to confine the positrons and antiprotons. Sufficient collisional de-excitation of the
atom as it continues through the positron plasma [35, 37, 46] is needed to make it
deeply enough bound to survive the trap fields.

The radiative recombination process:
p+e— H+u, (1.3)

occurs at a much lower rate [34]

3

To(ne, T) = 6x 107122 gL =310 4571, (1.4)

2

for nz = 107 ecm™3, T = 4.2 K. This low rate is only 1 atom every 16 ms for 2 x 10°
antiprotons. However, the cross section for recombination is inversely proportional
to the principal quantum number of the recombined state [47], and so atoms are

preferentially created in the ground state. They are therefore stable and ready to be

confined in a magnetic trap for laser spectroscopy.
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Apparatus

The ingredients of antihydrogen — antiprotons and positrons, are confined and
cooled in a cryogenic Penning trap. Positrons are detected non-destructively, via the
image charge they induce in the electrodes of the trap, while antiprotons are detected

by their annihilation products. The apparatus used is described in this chapter.

2.1 Penning Traps

Penning traps are devices for trapping charged particles. They have been used
for decades to make precision measurements of particle properties, such as charge to
mass ratios [16], and for studies of plasmas containing a single sign of charge [48,
49, 50, 51, 52]. A thorough review of Penning trap theory is given by Brown and
Gabrielse [53].

For the experiments detailed in this thesis the Penning trap is cooled to 4.2 K

and the resulting vacuum is less than 5 x 10717 Torr, as measured in a similar appa-

13
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ratus [14]. Antimatter particles can be confined for months in such an environment
without colliding with a background gas molecule and annihilating. Trapped particles
come into thermal equilibrium with the 4.2 K environment resulting in a particle en-
ergy of only 0.36 meV. Positrons and electrons cool to this temperature in a fraction
of a second by emission of synchrotron radiation, while the much heavier antiprotons
cool via Coulomb collisions with a cold electron plasma. Such cold antiprotons and
positrons are the required ingredients for making cold antihydrogen, and a cryogenic

Penning trap is therefore an ideal apparatus for such an endeavor.

2.1.1 Penning Trap Theory

A perfect Penning trap consists of a uniform applied magnetic field (along a di-
rection defined to be the z axis) and an electric potential which varies quadratically
in the z and p directions (p = z& + yg, is the radial coordinate in a cylindrical

coordinate system). The magnetic and electric fields, and electric potential are given

by,

" Vo, . Pa 22— p?/2
B:Boz, E:ﬁ(zz—§p), V:%(T s (21)

where d is a characteristic dimension of the trap. Charged particles are confined
radially by the magnetic field and axially by the electric field. This leads to three
independent particle oscillations: an oscillation along the z axis (axial motion) and
two oscillations in the z — y plane (magnetron and modified cyclotron motions). The
axial oscillation at frequency w, depends upon the electric field and the particle charge
to mass ratio (Eq. 2.4 in Sec. 2.1.3). The modified cyclotron motion (w,) is a fast

oscillation about the magnetic field direction, modified slightly from the free space
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cyclotron motion (w.) by the trap electric field. The magnetron motion (wy,) is a slow

E x B drift oscillation. These frequencies are related by:

w
m 2.2
wm R o (2.2)
w; = We — Wip- (2.3)

The motions and their corresponding oscillation frequencies for typical trap parame-

ters are shown in Fig. 2.1.

cyclotron

magnetron .
motion

motion
eande” P andp
cyclotron oscillation, v, : 151 GHz 82.2 MHz
axial oscillation, v, : 304 MHz  1.59 MHz
magnetron oscillation, v, : 3.06 kHz 15.4 kHz

Figure 2.1: Particle motion in a Penning trap can be decomposed into three inde-
pendent oscillations. For typical trap parameters: By = 5.4 T, V; = 10 (—10) V, for
electrons (positrons), and Vg = 50 (—50) V, for antiprotons (protons), the frequencies
are as shown.
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2.1.2 Penning Trap Apparatus

The magnetic field is provided by an NMR grade superconducting solenoid. It
can provide a field of up to 6 T (5.4 T is used in these experiments) and has a liquid-
nitrogen-cooled 10 cm diameter bore, into which the trap apparatus is lowered. The
bore is evacuated to ~ 107 Torr to thermally isolate the separate vacuum container
for the trap. The ideal quadratic potential is approximated to high accuracy by a
careful choice of geometry and voltage applied to a set of five hollow cylindrical gold-
plated copper electrodes. These are stacked one on top of the other and are separated
by macor spacers which provide a gap of 0.18 mm between adjacent electrodes. The
choice of a cylindrical electrode geometry allows particles to be introduced easily from
both ends of the trap.

Two entirely separate Penning trap apparatuses are used, which, for the purposes
of the experiments detailed in this thesis, are identical. They are referred to as hbarl
and hbar2. Here I describe the hbarl apparatus (Fig. 2.2) which was most often
used during these studies. A total of 29 cylindrical electrodes with a 1.2 ¢m inner
diameter make up the whole hbarl trap. The majority of the electrodes are needed for
particle manipulation, antiproton and positron trapping and antihydrogen production
experiments. The careful spacing of three sets of electrodes allow the potential to be
made exceedingly quadratic in these regions which are used for particle detection
(Sec. 2.1.3). The electrostatics of a cylindrical Penning trap are reviewed in detail in
Ref. [54]. In addition, there are two tungsten crystals which are used to load positrons
(TMOD and RMOD discussed in Sec. 3.2.2), two electrodes which can accommodate

a high voltage for antiproton trapping (UPHV and DEG discussed in Sec. 3.3.4), and
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a set of three special electrodes which make up what is called the ball valve.

The ball valve separates the electrode stack into two parts: the upper part is
used to load positrons while the lower part is for antiproton loading. The ball valve
is a gold-plated copper sphere with a hole drilled through the center, sandwiched
between two copper plates with similar holes. Many turns of copper wire are wound
around and then glued onto the ball. A 200 mA current is passed through these
wires creating a torque on the wire when it is situated in the 5.4 T field of the
superconducting solenoid. Depending on the current direction the torque will either
align the hole in the ball with the trap axis (the open position) or at 90° to the
axis (the closed position). When the ball valve is open particles can be transferred
between the positron and antiproton loading regions of the trap, and when closed
the two parts of the trap are divorced from one another. In earlier experiments
performed at CERN no ball valve was present. High energy antiprotons from the
CERN accelerator could therefore strike the TMOD crystal while antiproton loading
was underway. This removed adsorbed gas cryopumped onto the crystal surface, and
arrested the positron loading [55] (more details of this effect are given in Sec. 3.2.2).
The normal loading rate did not return until the apparatus was thermally cycled.
The ball valve prevents antiprotons striking TMOD during antiproton loading.

The RMOD tungsten moderator and a field emission point (FEP described in
Sec. 3.1.1) for loading electrons into the lower trap are also situated on the ball but
are electrically isolated from each other and the ball itself. When the ball valve is
in the closed position the FEP points down the axis of the lower trap and RMOD

is aligned along the same axis but in the upper trap. A detailed explanation of the
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Figure 2.2: The electrodes of the hbarl trap.
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design, construction and operation of the ball valve is presented in [56].

The stack of electrodes is clamped to a copper plate called the pinbase, situated
directly above the electrode stack (Fig. 2.3). Into the pinbase are welded a total of 53
cryogenic electrical feedthrough pins which connect on the underside of the pinbase
to gold-plated copper straps. The other end of each strap is soldered to an electrode.
Surrounding the electrode stack is placed a copper can (the trapcan) which mates
with an indium vacuum seal to the pinbase. The trapcan is evacuated and then
sealed. There is a 10 pm thick titanium window in the center of the pinbase through
which positrons pass to enter the trap. Roughly one third of the incident positrons
are absorbed in this window [59]. To enter the trap antiprotons pass, without any
significant absorbtion, though an identical window located on the bottom of the
trapcan.

Bolted to the top side of the pinbase is a 13 c¢m tall three-legged copper structure
called the tripod, the other end of which is bolted to the bottom of a liquid helium
dewar. The three copper legs provide the thermal path to cool the trap to 4.2 K.
All electrical circuits for d.c. biassing, d.c. filtering, and radio-frequency drive and
detection are soldered to the feedthroughs on the top side of the pinbase. This dense
array of circuits covers the entire pinbase area, apart from the central part where
the window for positrons is located, and extends upward within the tripod volume.
The entire trapcan, tripod, and helium dewar are thermally isolated from the 77 K
magnet bore (and detectors of Sec. 2.2) by an aluminium shield.

Above the helium dewar is a thermal isolation stage constructed from G10. The

midpoint of this stage contacts with the 77 K magnet bore, while the top of the stage
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Figure 2.3: The hbarl trap (for clarity the electrode support structure is not shown).
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is at room temperature. More than 100 electrical leads from the cold electronics at
the tripod region run up through sealed tubes in the dewar and holes in the isolation
stage before emerging at the top of the apparatus from a number of room tempera-
ture feedthroughs. These feedthroughs separate the bore vacuum from atmospheric
pressure outside the bore. There is also a continuous path along the axis of the dewar
and isolation stage to allow access for the positron source described in Sec. 3.2.1.

Figure 2.4 shows the apparatus (including parts of the detector system of Sec. 2.2).

2.1.3 Electronics and Non-Destructive Particle Detection

The electrical circuits used to manipulate and detect particles in the trap are
described in detail by Estrada [57] and Yesley [56] and will be only briefly summarized
here.

Voltage supplies designed by MacArthur [58] provide the d.c. potentials for each
electrode. These are carried on double-shielded BNC cables to either an RC or an LC
low pass filter before connecting to the room temperature feedthroughs. Constantan
wires, 0.1 mm diameter, are soldered to the vacuum side of the feedthroughs, extend
down to the tripod region and connect to 1 ms low pass RC filters. The small cross
section and poor thermal conductivity of the constantan wires reduces the heat load
on the 4.2 K apparatus. The far side of the 1 ms filters solder to the cryogenic pinbase
feedthroughs which connect inside the trapcan to copper straps going down to the
electrodes.

Radio-frequency signal lines are a.c. coupled at the room temperature feedthrough

and proceed to the pinbase as one of a twisted pair of constantan wires. Twisting the
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signal line around another wire, grounded at both ends, provides some attenuation
to electrical pick-up and broadcasting of the signal. At the pinbase the signal line is
a.c. coupled to a cryogenic feedthrough. These lines are used to drive and detect the
axial and magnetron oscillations of the particles confined in the trap.

Many electrodes also have a “pulse line” connection between the room temperature
feedthroughs and the pinbase. This is a small diameter (0.89 mm) stainless steel
coaxial cable which allows the transmission of nanosecond pulses without substantial
dispersion. At the pinbase a 50 {2 resistor to ground prevents unwanted reflections as
the pulse leaves the coax and arrives at a cryogenic feedthrough. The setup and use of
these pulse lines is explained in more detail in Sec. 4.1.1. One change to the apparatus
described by Estrada and Yesley is an increase from 3 to 10 in the number of pulse
lines. This provides for much more flexibility when manipulating particles. The high
voltage for the degrader and upper high voltage electrodes use similar coaxial cables
as they are high voltage compatible and a very fast change of the degrader potential
is required for antiproton trapping. Figure 2.5 shows the typical electrode circuits.

The set of electrodes used to produce a quadratic potential variation along the z
axis [54] consists of a “ring” electrode (1.75 mm long) in between two “compensation”
electrodes (each 4.72 mm long). An “endcap” electrode (10.08 mm long) next to
each compensation electrode completes the set. If a voltage, Vj, is applied to the ring
electrode and 0.881V} is applied to the two compensation electrodes, while the endcaps
are held at 0 V, then the particles oscillate in the axial direction at a frequency w,

given by:
026%
md?

W, =

. (2.4)
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Figure 2.5: Typical circuits for d.c. biassing an electrode and for connecting either a
pulse line OR a twisted pair for radio-frequency signals. The symbol used to represent
a room temperature feedthrough is noted.

Cy is a (unitless) geometry-dependent factor, d is the characteristic trap size (Cy =
0.545 and d = 5.1 mm for the electrodes used here), and e and m are the particle
charge and mass.

Attached across the ring and a compensation electrode is a parallel LC tuned
circuit (Fig. 2.6(a)). The inductor has some unavoidable series resistive loss (r) which
is a source of thermal noise (Vjperm) at a temperature of 4.2 K - the temperature of
the inductor. The signal voltage, V,,;, taken from a tap on the inductor, modulates
the gate of a cryogenic FET (not shown). The FET drain source current passes
through a radio-frequency transformer circuit to match the output impedance of the
FET (~ 5 kQ) to a 50 2 coaxial transmission line which carries the radio-frequency
signal up to the room temperature feedthroughs. The signal is then amplified further
before being measured on a spectrum analyzer (Fig. 2.6(b)).

When no particles are present the frequency response of V,,,; is simply the tuned

circuit response driven by the thermal noise in the resistor, r. When particles are
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Figure 2.6: a) The electrodes and circuit used to detect the axial oscillation of the N
charges confined in a highly quadratic potential. b) The frequency response measured
with no particles and with 3 million positrons confined in the trap.
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confined on the ring electrode the particle center of mass axial oscillation drives image
charges in the electrodes. These image charges couple the particle oscillation to the
tuned circuit oscillator. The result is a pair of coupled oscillators and two normal
mode frequencies. The difference between the normal mode frequencies is a function
of the coupling between the two oscillators and hence is a measure of the number of
particles in the trap. A large number of trapped particles drives a large number of
image charges which corresponds to a large coupling and a large difference between the
normal mode frequencies. This is seen in Fig. 2.6(b) where first no particles and then
3 million positrons are confined in the trap. This particle detection technique works

for any charged particle species and is sensitive enough to detect a single particle [59].

2.2 Detectors and Data Acquisition

2.2.1 Outer Scintillator Paddles

A set of 18 rectangular plastic scintillator “paddles” surround the magnet (Fig. 2.7).
These are used for detecting charged pions from antiproton annihilations. When a
pion deposits energy passing through a paddle a light pulse is produced which is de-
tected by a photomultiplier attached to the paddle. To reduce the background count
rate due to electrical noise it is required that two paddles in line with each other and
the magnet center (where antiprotons from the Penning trap annihilate) register a
pion within 50 ns of each other for an event to be counted. This is called a singles
count. The maximum measurable count rate is 2 x 107 s7! (1/(50 ns)) and the back-

ground count rate from cosmic rays is 60 s71. On average an antiproton annihilation
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results in 3.5 charged pions. This, coupled with the fact that the paddles only cover
part of the solid angle and do not have a 100% inherent detection efficiency, gives

them an effective antiproton detection efficiency of 47% [60].

addlae ~ | | L\ maanet
AU IO Illvlul [ A2

dewar

magnet bore

antiproton /@\

annihilation
on an electrode

Figure 2.7: Plan view of the scintillator paddles for antiproton annihilation detection.
The paddles surround the magnet and each is as tall as the magnet.

2.2.2 Fiber Detector

There are two detectors situated inside the 10 cm diameter magnet bore. Both
of these are inserted into the bore from below the magnet and are cooled to 77 K by

contact to the bore.
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The first is the fiber detector consisting of three layers of 128 scintillating fibers.
These are made of the same plastic scintillator used for the paddles and also detect
antiproton annihilations. The fibers exit the bore at the bottom of the magnet where
they couple to a number of photomultipliers. Since the fibers are much closer to the
trap than the paddles they have a much higher detection efficiency, roughly 70%.
However, given the relative positions of the fiber detector and the trap electrodes
(Fig. 2.8), the solid angle efficiency depends upon where in the trap an antiproton
annihilates. If only events which register in at least two of the three fiber layers within

a 50 ns window are counted, the background count rate is 20 s7*.

2.2.3 BGO Dctector

Also situated in the magnet bore, but at a smaller diameter than the fiber detector,
is a set of 12 BGO (BiyGesO14) crystals. These are 12 cm long and have a trapezoidal
cross section so that they can be arranged in a circle with minimal gaps. When the
trap is inserted into the magnet bore the lower stack of electrodes sits within the
crystals.

A gamma ray passing through a BGO crystal can deposit some of its energy,
producing a blue light pulse from the crystal. This pulse is transmitted by plexiglass
lightguides to photomultipliers situated at the bottom of the magnet. The energy
of the gamma ray will determine the amount of energy deposited in a crystal, which
is the measured quantity for each BGO crystal. When a positron and an electron
annihilate two back-to-back 511 keV gamma rays are produced and the signature of

positron annihilations is therefore a peak in the BGO energy spectrum at 511 keV
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from two crystals opposite each other.

The light pulse in a crystal is typically integrated for 10 ps to measure the full
energy deposited in the crystal. This gives the BGO detector a maximum count rate
of 10° s~ which is substantially less than that of the paddles and fiber detector. The
BGO can itself be used to count antiproton annihilations as is explained in Sec. 5.4.
The positions of both the BGO and the fiber detector, relative to the electrodes and

to each other are shown in Fig. 2.8.

2.2.4 Trigger Counting and the Data Acquisition System

Very low background counting of antiproton annihilations is achieved if one re-
quires a temporal coincidence of an event in two or more layers of the fiber detector
and a singles count. This combination has a background of 1.2 s~! which is entirely
due to cosmic rays passing through both the outer paddles and the fiber detector. The
combination of a fiber and a singles event is called a trigger count because it is used
to trigger a more extensive data acquisition system. Whenever this data acquisition
is triggered the status of all the detector elements is measured. That is, each of the
18 outer scintillators, all 384 (3*128) fibers, and the 12 BGO crystals. This process
takes 1 ms to complete and so the data acquisition system is limited to operating at

trigger count rates of 1 kHz or less.
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Figure 2.8: a) Top and b) side view of the fiber and BGO detectors surrounding the
trapcan and electrodes.
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Particle Loading

In order to produce cold antihydrogen large quantities of cold antiprotons [10, 11]
and positrons [7] are needed. Positrons are created in the radioactive decay of the
unstable sodium isotope, ??Na, while antiprotons are provided by the Antiproton
Decelerator at CERN. Cold antiprotons in our Penning trap have an energy more
than 10'° times lower than that of the antiprotons delivered by CERN. Cold electron
clouds, loaded into the trap prior to the arrival of the antiprotons, play a vital role
in this energy reduction and so large quantities of cold electrons are also required.
This chapter describes the techniques used to capture and cool these three types of

particles.

31
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3.1 Electron Loading

3.1.1 FEP Loading

Electrons can be loaded from a field emission point (FEP) which is mounted on
the ball valve, but is electrically isolated from the ball. When the ball valve is closed
the FEP is pointing vertically down the axis of the lower trap. The FEP is a 0.5 mm
diameter tungsten wire which is etched to a fine point at one end. The sharpness of
this point is such that if negative a few hundred volts is applied to the FEP relative
to the ball, the electric field at the point is high enough that electrons can tunnel
out of the tungsten surface. Once emitted they are confined by the strong magnetic
field and form a beam less than 40 pym in diameter which travels down the trap axis
and strikes the degrader. A layer of atoms are necessarily frozen onto the degrader
surface when the trap is initially cooled. These are liberated by the FEP electron
beam, along with many secondary electrons. Collisions with the liberated gas can
deposit a secondary electron into one or more potential wells, as shown in Fig. 3.1.
Typically 5 million electrons are loaded in 10 s.

The figure also illustrates the “spilling” technique used to reduce the number of
electrons in the wells after the FEP beam has been turned off. Clouds containing
a large number of electrons are often found to be unstable. This is presumed to be
due to collective oscillations triggered by trap imperfections or noise leaking into the
trap. Also, during electron cooling of antiprotons, the energy added to the electrons
by the energetic antiprotons may trigger instabilities. Large electron clouds approach

the electrode where trap imperfections have the greatest effect, and in addition, the
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Figure 3.1: a) Electrodes, b) potentials while firing the FEP to load electrons into
two wells, ¢) the number of electrons is reduced by making a ramp to the ends of the
trap and shallowing the potentials to the dashed line for 2 s, and then returning to
the solid line. d) Ramps removed and two moderate clouds of electrons remain, ready

to cool antiprotons.
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larger the electron cloud the greater the number of collective modes it can support.
An unstable electron cloud has a detrimental effect on the stability of antiprotons
loaded into the electron wells, and, especially with large antiproton clouds, can cause

antiprotons to be lost from the trap.

3.1.2 Source Loading

A different electron loading technique uses the positron source to dislodge frozen
gas and secondary electrons from the degrader. The loading rate with this method is
much lower than when using the FEP, but this makes it more controllable. Overload-
ing the well with electrons is not a concern and no spilling is necessary. The electron
clouds are more stable and tend to be of a smaller diameter than those loaded from
the FEP and then spilled. It typically takes 8 minutes to load 5 million electrons
using this technique.

The procedure for electron loading via the positron source is explained in Fig. 3.2,
with reference to the hbar2 trap. As many wells as possible are made in the trap
but electrons load predominantly onto the TBE electrode since it is closest to the
degrader. The degrader is biased slightly negative to repel secondary electrons, and
the UPHYV electrode is set to the same potential. This forces low energy electrons to
repeatedly oscillate the length of the trap giving them a greater chance of a collision
which can deposit them in a well.

It is likely that positive ions, created by bombarding the degrader with high
energy positrons from the source, will be loaded onto the electrodes between the

electron wells. When the electrons are grouped into one well (Fig. 3.2(c)) no well for
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Figure 3.2: a) Electrodes of the hbar2 trap, b) potentials to load electrons onto the
TBE electrode, ¢) all wells are joined to make a single well on T8, d) ramps are made
to the ends of the trap to be certain to expel any ions in the trap, e) ramps removed
and a potential well is made on T6 ready for dividing the electron cloud in two, f)
potentials changed to collect all electrons on T7, before, g) the cloud is divided by
returning the voltage on T7 to zero.
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ions remains and they should therefore be lost from the trap. However, because of
patch effects and small voltage offsets on the power supplies, there can exist small wells
where ions can linger. A ramp of several volts per electrode ensures the comprehensive
cjection of all ions (Fig. 3.2(d)).

Figure 3.2(d)-(g) shows how a cloud is divided. All the electrons are initially in a
12 V well on T8, and 12 V is applied to T6. The potential on electrode T7 is then set
to 16 V forcing the particles onto T7. When T7 is returned to 0 V several seconds
later the particles spill onto the T6 and T8 wells. This dividing technique is usually
lossless and results in roughly equal numbers of particles in the two final wells. It can
be repeated to divide a cloud into any number of smaller clouds and the technique
works equally well for positrons and antiprotons.

Interestingly, if a cloud of electrons is loaded onto the TBE electrode, moved
to, say, Etrap and then the loading potentials shown in Fig. 3.2(b) are reapplied,
the majority of electrons will now load on Etrap and not TBE. This indicates that
collisions with electrons already trapped in a well are most effective in capturing
more electrons into that well. Figure 3.3 shows how the number of electrons loaded
on Etrap grows, given that 1.6 million are initially confined there.

After the degrader is exposed to the positron source for ~ 10 hours the electron
loading rate diminishes substantially. This also occurs when using the FEP, but is
less of a problem since the FEP is fired for only about 10 s each time. The loading
rate reduces because, over time, the frozen gas layer on the degrader is removed by
the impact of high energy positrons from the positron source, or electrons from the

FEP. If there are no gas atoms to collide with then fewer secondary electrons will
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Figure 3.3: Electron loading directly onto Etrap from the radioactive source.

be trapped. However, the electron loading does recover after the trap is warmed to
300 K and then cooled back to 4.2 K and the gas layer is redeposited.

As mentioned in Sec. 2.1 electrons (and positrons) cool to 4.2 K by the emission of
synchrotron radiation. In fact, only the cyclotron motion cools to this temperature,
but collisions between electrons will transfer energy from the axial to the cyclotron
oscillation, cooling the axial motion as well. Direct cooling of the axial motion can
be achieved by coupling an electron cloud to a tuned circuit as shown in Fig. 2.6(a).

The cloud will come into thermal equilibrium with the 4.2 K resistor, r.

3.1.3 Electron Loading Summary

Electrons are loaded by two different, but complimentary techniques. Loading

from the FEP takes only a few seconds but can result in unstable clouds. These
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can have a detrimental effect on the stability of antiprotons cooled by the electrons,
especially when loading large numbers of antiprotons. This electron loading technique
is therefore best used for short experiments when small numbers of antiprotons are
required. If larger numbers of antiprotons are needed then loading electrons from the
radioactive source is more reliable. This takes 5-10 minutes. However, an experiment
using many antiprotons takes ~ 45 minutes and the electron loading time is therefore

an acceptable fraction of the total.

3.2 Positron Loading

The trapping of positrons for precision experiments [61, 62, 63|, plasma physics
studies [64, 65, 66], and for antihydrogen production [67, 68, 69, 70, 71, 72] has a long
history. The technique described here is the most efficient method of trapping large
numbers of positrons directly into a cryogenic UHV environment [7]. The loading
rate is as high as 3.5 x 10* positrons hr~! mCi~!, or 1 million positrons in 25 minutes

with a 70 mCi source.

3.2.1 Radioactive Source Delivery

The #2Na source used in these experiments was purchased in October 1999, and at
that time had a strength of 150 mCi. The half life of ??Na is 2.6 years and so by the
summer of 2002, when these experiments were performed, its strength had reduced
to 70 mCi. It remains, however, an extreme health hazard which has necessitated
extensive thought and effort to build a system which will enable the source to be used

safely. This is described in detail by Estrada [57] and I will only briefly describe it
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here.

The radioactive source is a paste of 2?Na, contained within a tungsten capsule
mounted on the bottom of a rod 19 cm long and 1.54 cm diameter. The rod is made
from the dense material Elkonite (90% tungsten, 10% copper) to absorb radiation
emitted in the upwards direction. The source rod can be safely contained within
a 1300 kg lead enclosure, situated above the Penning trap apparatus. A nearby
experimenter then suffers no radiation dose above the background rate. While inside
the enclosure the positron and antiproton annihilation detectors are shielded from
the source, preventing them from exposure to ionizing radiation. The enclosure also
supports a small liquid nitrogen dewar to cool the source. To load positrons a remotely
controlled motor lowers the source on a long string until it rests at the pinbase, just
above the trap vacuum enclosure. The pre-cooling of the source in the lead enclosure
drastically reduces the heat load imparted to the trap when this is done. Once
outl of the lead enclosure access to the experiment is prohibited and the detector
photomultipliers are turned off to prevent damage from over exposure to the source
radiation. The tension of the string is continuously monitored and two cameras are
used to observe the progress of the source rod as it is being lowered and raised. A
switch indicates when the rod has reached the safety of the lead enclosure and a
Geiger counter monitors the radiation at all times. These diagnostics have allowed
years of safe positron experiments at CERN. Figure 3.4 illustrates the source delivery

system.
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3.2.2 Rydberg Positronium Loading Technique

Positrons are emitted by the ?2Na source with a continuous range of energies
between 0 and 545 keV. After emerging from the source capsule they are guided by
the magnetic field and pass through the 10 gm thick titanium foil window in the
pinbase which separates the trap vacuum enclosure from the vacuum of the magnet
bore. They then encounter a 2 pm thick single crystal tungsten foil (TMOD). Such
foils are used as transmission moderators for high energy positrons [73] and ~ 0.05%
of the incident positrons emerge from the moderator with an energy of ~ 2 eV [7].

When exiting the foil a slow positron can be followed by a secondary electron
and the two become bound together as a highly excited, or Rydberg, positronium
atom. These atoms have a typical inter-particle separation of a few microns. Both
particles are tightly confined in the radial direction by the strong magnetic field, while
their axial positions can be influenced by applying an electric field at the moderator
surface. This field is used to minimize the axial separation of the particles thereby
increasing the likelihood of forming a bound state. The positronium atom is still
guided by the magnetic field as it progresses down the trap where it is ionized by
carefully constructed electric fields, which also trap the liberated positron. This is
shown in Fig. 3.5. By reversing the potentials in the trapping region electrons are
trapped at the same rate, confirming the role of positronium in the loading process.

Also shown in this figure is an additional moderator (RMOD) mounted on the ball
valve but electrically isolated from the ball. This moderator is a thick tungsten crys-
tal which works as a reflection moderator, i.e., slow positrons exit the crystal in the

opposite direction to the incident positron beam. Since the majority of positrons pass
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straight through the transmission moderator they impinge upon RMOD. About 0.25%
of these re-emerge as slow positrons and are accelerated back towards the transmis-
sion moderator by a large positive potential applied to RMOD. They diffuse a short
distance into the surface of TMOD and can return back down the trap accompanied
by an electron, as described above. The use of RMOD increases the positron loading
rate by a factor of ~ 2.5. Figure 3.6 shows how the positron loading rate depends
upon the voltage applied to TMOD, which is used to tune the positronium forma-
tion, and RMOD which accelerates positrons back towards TMOD. As can be seen
the positron loading rate is strongly dependent on the voltage applied to the moder-
ators. Accelerating positrons from RMOD back towards TMOD clearly increases the
loading rate. This increase tails off as positrons are returned to TMOD with enough
energy to implant deeply into the crystal, reducing the chance of re-emerging from
the surface. The maximum loading rate occurs at a transmission moderator voltage
of -1.25 V and a reflection moderator voltage of 500 V.

As with electron loading the positron loading rate diminishes over time as frozen
gas atoms are removed from TMOD by the impact of high energy positrons. Unlike
during electron loading, collisions with gas atoms do not play a role in positron
loading. However, the gas can provide secondary electrons which are essential for
positronium formation. The removal of the frozen gas layer on TMOD arrests the
positron loading rate by roughly 6 positrons s=! for each hour of exposure. Again,

warming and then cooling the trap returns the loading rate to its initial high value.
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3.3 Antiproton Loading

Antiproton capture in a Penning trap was first demonstrated in 1986 [8], a high
voltage switching system used for this first experiment is explained in Ref. [13], while
electron cooling of antiprotons is considered [74], and was demonstrated [9] in 1989.
A thorough review of these experiments is given in [60]. The system used in the
experiments detailed here was described by Estrada [57] and Yesley [56] based on the

earlier design, and the techniques used to trap and cool large numbers of antiprotons

are explained, investigated, and extended here.

3.3.1 AD Delivery of Antiprotons to ATRAP

Currently the only source of low energy antiprotons is at CERN in Switzerland.
There are several stages involved in the eventual production of these particles. First
protons produced by ionizing hydrogen gas are accelerated in a linear accelerator and
injected into a synchrotron. There they are accelerated further, up to a momentum
of 26 GeV /c. Approximately 10'3 protons at this energy then strike an Iridium target
and 3.57 GeV/c antiprotons produced in this process are guided to the Antiproton
Decelerator (AD) shown in Fig. 3.7. Stochastic cooling [75] is used to reduce the
antiproton bunch momentum spread and also the spatial emittance of the beam at
3.57 GeV/c. Radio-frequency deceleration to 2 GeV is then performed, followed by
further stochastic cooling. While deceleration is underway the magnetic field in the
bending magnets of the AD ring is ramped down to maintain the antiproton bunch
trajectory in the center of the beamline. The antiprotons are then decelerated further,

to 300 MeV /c, and electron cooling is employed to reduce the bunch spreading while at
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this energy. The final step is a deceleration to a momentum of 100 MeV /c followed by
more electron cooling. At each cooling stage the number of antiprotons is monitored
as a diagnostic for the cooling efficiency. About 100 s is required to complete all
the deceleration and cooling steps which result in up to 3 x 107 antiprotons with an
energy of 5.3 MeV compressed into an 80 ns bunch. After the final cooling stage the
antiproton bunch is diverted to the ATRAP beamline before being bent upwards to

enter the vertical ATRAP apparatus (Fig. 3.8).

3.3.2 Antiproton Beam Monitoring

Before the antiproton bunch enters the trap it passes through a parallel plate
avalanche counter (PPAC) [76] which is used to monitor the position and intensity
of the beam. This consists of two anode-cathode pairs orientated in the x — y plane,
perpendicular to the beam. Both cathodes are thin sheets of aluminized mylar. The
two anodes are similar mylar sheets that have had some of the aluminum removed to
leave five parallel conducting strips, one set is aligned in the x, and the other in the
y direction. The strips are 2 mm wide with a gap of 0.5 mm between adjacent strips.

Between each anode-cathode pair 200 mbar of argon gas is flowed continuously
and 200 V is maintained across each pair. When an antiproton passing through the
PPAC strikes an argon atom it can ionize the atom. The resulting electron and ion are
accelerated towards the anode and the cathode where they are collected. The electron
will not move appreciably in the £ —y plane during this acceleration and so the anode
strip which it strikes indicates the x or y position of the ionizing antiproton. The

electron current on each strip flows through a series resistor and the voltage it develops
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is amplified and then measured on a scope. Integrating this voltage determines the
charge collected by each anode strip and allows the position of the antiproton beam
to be determined.

The PPAC is mainly used as a diagnostic for positioning and focusing the antipro-
ton beam. Steering the beam in the y direction is achieved by changing the current
in the magnets DE3.BVT10 and DE3.BVT25 in Fig. 3.8, and in the z direction by
tuning the DE0.DHZ45 magnet which is located further upstream. Focusing is per-
formed using DE3.QN20 in the y direction and DE0.QNb0 in the z direction. In this
way the beam can be positioned and focused almost entirely onto the central 2 mm
wide anode strip in each direction.

The total thickness of the PPAC is kept as low as possible to avoid blow up
(straggling) of the antiproton beam. The SRIM software package [77] is used to
calculate the energy loss of 5.3 Mev antiprotons passing through the PPAC material
and argon gas. This shows that the energy loss is 0.48 MeV, or equivalently 33 um
of aluminium, which will produce little straggling with such energetic antiprotons.

Under typical operating conditions the voltage between the anode and cathode is
too low to cause an electron avalanche. Instead, the PPAC operates in a linear mode,
where each electron is unlikely to ionize further argon atoms. The integrated charge,
which is measured by the scope, is therefore proportional to the number of antipro-
tons passing through the PPAC. However, if, as is often the case, the antiproton beam
overlaps with a gap between two anode strips then the integrated electron charge will
not fully represent the total number of antiprotons in the bunch. Because of this a

different detector is normally used to monitor the intensity of the antiproton bunches
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arriving at the trap. This beam intensity monitor is a 7 cm square of plastic scin-
tillator positioned on the concrete wall used for radiation shielding. In this position
it sits ~ 2 m above the magnet and trap. As the bunch enters the trap, pions from
antiproton annihilations strike the scintillator producing light which is detected by a
photomultiplier. The output current from the photomultiplier is integrated to give a
charge (@) proportional to the number of incident ionizing particles and therefore
to the number of antiprotons. This monitor provides a reliable indication of the rel-
ative strength of each antiproton bunch. Figure 3.9 shows one month of antiproton
bunches measured by the beam intensity monitor. Also shown in the figure is the
number of particles in the AD after the electron cooling at 100 MeV/c (Nap), and
the correlation between these two measurements.

The beam intensity steadily decreased through the course of the month due to
a reduction in the number of antiprotons in the AD. The dashed line in Fig. 3.9(c)
indicates an upper bound on the efficiency with which antiprotons can be ejected
from the AD and steered successfully to the ATRAP apparatus. As can be seen from
the clustered points at about 25 million antiprotons in the AD and -300 pC from
the intensity monitor this ideal transfer is not usually reached. Plots such as these
allow monitoring of the beam intensity, cjection and steering, and the AD staff can

be informed if there is a problem.

3.3.3 Antiproton Energy Tuning

Antiprotons arrive from the AD with an energy of 5.3 MeV, far too high to be

trapped with the modest potentials supported by our Penning trap. The antiprotons
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Figure 3.9: a) Variation of the beam intensity arriving at the ATRAP apparatus for
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the AD just prior to ejection to the ATRAP beamline, and c¢) the correlation between
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these two measurements. The AD beam monitor was not always working and so some
bunches were not measured in the AD.
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are therefore slowed by passing through material on the way to the trap. Some of
this material is necessary to monitor the beam, to keep the various vacuum spaces
separate, and to provide thermal shielding, but the degrader and the energy tuning
cell are used specifically for antiproton energy reduction. The degrader is a beryllium
foil 125 pm thick, positioned directly underneath the electrode stack, while the energy
tuning cell is a gas space filled with a variable mixture of sulfur hexafluorine (SF¢)
and helium, and is located above the PPAC.

When the 15 mm long energy tuning cell is filled with helium the antiprotons are
hardly slowed at all, but when only the much heavier SFg gas is present, substantial
energy loss occurs. Controlling the relative amounts of the two gases in the cell
therefore enables the energy of the emerging antiproton beam to be tuned to maximize
the number of particles trapped. The total tuning range is 0.6 MeV, or equivalently
40 pm of aluminium.

The optimum SF4:He ratio can, however, change from one cooldown to the next.
This is due to inadequate evacuation of the magnet bore. When the trap is cooled
any residual gas in the bore will freeze onto the cold surfaces through which the
antiprotons pass. Different thicknesses of the frozen layer will occur for each cooldown,
resulting in a shifting of the optimum SFg:He ratio. After discovering this effect care
is taken to fully evacuate the magnet bore before cooling the trap. In Fig. 3.10 the
optimum ratio is determined by maximizing the number of antiprotons captured in

the Penning trap.
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Figure 3.10: Varying the fraction of SFg in the energy tuning cell to optimize the
number of trapped antiprotons. The efficiency is normalized to the strength of the
antiproton bunches as measured by the beam intensity monitor.

3.3.4 Antiproton Trapping

After passing through the energy tuning cell an antiproton bunch enters the trap
through the 10 pgm thick window on the bottom of the trapcan. It then encounters
the 125 pm thick beryllium degrader which provides the final energy reduction: from
3.5 MeV to ~ 0 MeV. Prior to the arrival of the antiproton bunch a static -3 kV
potential is applied to the upper high voltage electrode (Fig. 3.11). Antiprotons
emerging from the degrader with an energy less than 3 keV will therefore be reflected
at the top of the trap and return towards the degrader. Higher energy particles simply
strike the ball valve and annihilate. Before the reflected antiprotons can return to the
degrader its potential is switched to -3 kV in ~ 50 ns, and the particles are trapped
in a high voltage well.

Figure 3.12 shows the results of a numerical calculation of the time it takes an
antiproton of a given energy to return to the degrader. The highest energy antiprotons

return in 530 ns, while those with the average energy of 900 eV take 850 ns. A typical
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antiproton bunch length, as measured by the PPAC detector, is 80 ns. The optimum
time to switch the degrader voltage is just after all of the antiproton bunch has
entered the trap and a switching time of 50 ns is clearly sufficient to prevent even
3 keV antiprotons at the front of the bunch from returning to the degrader before it
is switched to -3 kV.

After 30 s the degrader voltage is ramped slowly to 0 V and the antiproton anni-
hilations are detected as the particles strike the degrader. Monitoring the voltage at
which annihilations occur enables the energy distribution (number of antiprotons per
volt, or dN/dV) to be measured. This is shown in Fig. 3.13(d). Also seen in this fig-
ure (3.13(a) and (c)) is the variation of the trapping efficiency with the time at which
the degrader voltage is switched to -3 kV and the high voltage well is established. If
the degrader voltage is switched before the antiprotons arrive none will be caught.
As the switching delay is increased a fraction of the antiproton bunch will enter the
trap and be caught. This is evident in the the rapid increase in trapping efficiency at
t = 0. This edge should therefore be the integral of the time profile of the antiproton
bunch measured by the PPAC, and the comparison is made in Fig. 3.13(c). It is seen
that the efficiency falls as the switch time is increased above ~ 800 ns (the round-trip
time of a 900 eV antiproton) in agreement with the numerical calculation shown in
Fig. 3.12.

The correlation between the beam intensity and the number of trapped antiprotons
can be measured. This is shown in Fig. 3.14(a) and indicates the efficiency with which
a given antiproton bunch is trapped. This efficiency will be affected by small changes

in the beam steering, the time at which the degrader voltage is switched, and the
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Chapter 3: Particle Loading a7

energy tuning. For this particular data set there is seen to be two upper bounds to
the efficiency with which antiprotons are trapped. The lowest of these two is from
bunches trapped before 8% October 2001, while the higher efficiency is for dates after
8% QOctober. The difference between the two is because on 9% October the trap was
warmed and then cooled back to 4 K but with more efficient pumping of gas from
the magnet bore. This prevented an uneven layer of frozen gas being deposited on
the bottom of the trap radiation shield, through which the antiproton beam must
pass. An uneven layer of frozen gas present before 8* October would mean that
antiprotons at different z — y positions pass through different amounts of matter,
thus broadening the energy distribution and reducing the trapping efficiency. The
effects of inadequate pumping have been seen on a number of occasions and care is
now taken to avoid this problem

The data points in Fig. 3.14 showing a small number of antiprotons trapped are
simply because normally one does not simply catch and spill the antiprotons from the
high voltage well, but uses them for different experiments. Figure 3.14(b) indicates
the efficiency with which antiprotons are captured. When fully optimized ~ 2 x 10*
antiprotons are trapped per bunch delivered by the AD, for an efficiency of 7.4 x 1074,

This is a little higher than the efficiency of 5x 10~ achieved previously at CERN [55].

The number of antiprotons captured varies with the trapping voltage applied and
with the time that the antiprotons remain in the high voltage well before being spilt
to the degrader. Figure 3.15(a) indicates that the variation with trapping voltage

is not linear up to the maximum trapping voltage of -3 kV, but instead saturates.
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The energy distribution of antiprotons emerging from the degrader is expected to be
constant in the range 0-3 keV and the degrader voltage is switched rapidly enough to
trap a 3 keV antiproton in the axial direction. The saturation of the trapping efficiency
must therefore be due to antiprotons leaving the trap radially. This is consistent with
the fact that few high energy particles are found in the energy spectrum when the
antiprotons are released from a 3 kV long well as shown in Fig. 3.13(d). Presumably
antiprotons with a lot of axial energy also have considerable transverse energy and
so have large radius cyclotron orbits. They are therefore the most likely to strike
an electrode and annihilate after a collision with another antiproton. A trap with a
larger electrode radius should produce a trapping efficiency which remains linear up
to higher voltages than the current trap. Also worth noting is that the 1/e energy
given in Fig. 3.13(d) is roughly the same as that found in Fig. 3.15(a), as should be
the case since varying the trapping voltage is just another way to measure dN/dV.
The initial reduction in the number of trapped antiprotons with hold time (see
Fig. 3.15(b)) is due to collisions between antiprotons which nudge the outermost
particles onto the electrodes. This loss indicates that the antiprotons, at least initially,
cover the full diameter of the trap. After 100 s the number of trapped particles remains
constant indicating that the trap vacuum is good, that there is no excessive noise to
disturb the antiprotons, and that, basically, the trap is working to the high standards

required of it.
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3.4 Antiproton Cooling and Stacking

3.4.1 Electron Cooling of Antiprotons

Despite having an energy of order 10° times lower than that provided by the AD
the antiprotons trapped in the high voltage well are still rather hot. If one were to
define a temperature for them then it would be 10 million Kelvin. Electron cooling
reduces this to 4.2 K, with little antiproton loss.

Electrons loaded in the trap prior to the arrival of the antiprotons quickly cool to
4.2 K. Typically 3 million electrons are loaded into a 12 V well (Fig. 3.16). When
the antiprotons enter and are caught in the high voltage well they are forced to make
multiple passes through the electrons. Coulomb collisions between the hot antiprotons
and the cold electrons serve to reduce the antiproton energy until it is low enough for
one final collision to deposit an antiproton in the electron well [9]. It takes ~ 50 s to

achieve this for the majority of the antiprotons.
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Figure 3.16: Electron cooling of antiprotons.
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After the electron cooling time is over the electrons can be ejected. The technique
to remove the electrons makes use of the fact that antiprotons move much slower in
response to an applied field than do electrons. To remove the electrons a potential
ramp is made towards the degrader and then the well containing both electrons and
antiprotons is opened for 100 ns. The electrons stream out to the degrader during
this time while the antiprotons hardly move, and so remain trapped when the well
is restored. In some antihydrogen experiments it is better to allow the electrons to
remain as a cooling source (see Ch. 5), and in others it is better to eject the electrons
(see Ch. 6).

Figure 3.17 shows the energy distribution of a single trapped antiproton bunch
after electron cooling for 80 s. The width of the distribution is narrow, but still

appreciably larger than that of a 4 K thermal distribution. However, numerical
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Figure 3.17: Electron cooled antiprotons show a very narrow energy distribution
determined by the particles’ space charge. The absolute energy scale is not given due
to small uncalibrated offsets.

calculations confirm that the width is consistent with the space charge potential of
25 000 antiprotons.

It is illustrative to observe the energy distribution of antiprotons released from
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the high voltage well after different electron cooling times. These are the antiprotons
which have not been cooled sufficiently to become trapped in the electron well. The
observed spectrum shifts down in energy as the cooling time is increased and also
fewer antiprotons are released at the end of the cooling time as more are cooled into

the electron well. Figure 3.18 shows the results. Even after 85 s of cooling some

40 | | | I cooling |
_ .{"""-\m 1 s of electron cooling |
20 : MM
O . W
40 r . 10 s of electron cooling |
; g
20 - -‘%ﬂ:ﬂrg 7
0 . .= S
— 40 Ty 22 s of electron cooling |
I> 20 i #M _
\>/ 0 - : '
o 38 [ 30 s of electron cooling 7
> i ]
© 0 = *\N:
40 ¢ ~ 50 s of electron cooling
20 i3 |
s
O ‘-p_‘}#‘
gg . 85 s of electron cooling |
y |
0 lk

0 500 1000 1500 2000 2500 3000
degrader voltage (V)

Figure 3.18: As the electron cooling time increases so the antiproton energy distri-
bution shifts to lower energies and fewer antiprotons are released, as more are cooled
into the electron well.

antiprotons have still not cooled into the electron well. These are presumed to be
antiprotons loaded far off axis, or with large cyclotron radii, which therefore do not

have a significant overlap with the electron cloud.
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During electron cooling the antiproton loss from the trap is continuously moni-
tored. This loss, shown in Fig. 3.19, is virtually the same as when no electrons are
present. Since the electron cloud does not cover the entire 12 mm diameter of the
electrode but, at least initially, the antiprotons do, there will be a number of antipro-
tons at large radii which do not interact with the electrons. Antiproton loss which
is insensitive to the presence of electrons is therefore likely due to these far off-axis

antiprotons confirming the previous assertion.
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Figure 3.19: Antiproton loss from the high voltage well is insensitive to the presence
of electrons.

The antiprotons entering the trap follow one of three paths: a fraction f. are
cooled into the electron well, a fraction f; are lost from the trap during cooling, and

a fraction f, are uncooled and released from the trap when the degrader voltage
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is lowered after the electron cooling time is over. The annihilation detectors are
turned off for 10 s when the antiproton bunch arrives at the trap so that they do not
saturate and it is therefore not possible to measure the particle loss during this time.

A complete account of the relative fractions, f., f;, and f, is shown in Fig. 3.20. As the
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Figure 3.20: Antiprotons are either cooled into the electron well, lost from the trap
during cooling, or uncooled and released from the trap at the end of the cooling time.
The relative fractions change with the duration of the electron cooling.

cooling time is increased the fraction of cooled antiprotons increases and the uncooled
fraction decreases. The accumulated loss also increases. Increasing the cooling time
from 50 s to 85 s does not appreciably increase the fraction of cold antiprotons but
simply allows more time for loss from the trap and a corresponding reduction in the
fraction released at the end of the cooling. After 85 s the relative fractions of cooled,
uncooled and lost antiprotons have all roughly reached a constant level. The total
number of antiprotons used in each experiment remained approximately constant for

the duration of this study. The cooling efficiency at time 7, is defined as the ratio
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of the fraction of antiprotons cooled into the electron well at time 7, to the fraction
of antiprotons that would be trapped in the high voltage well after a time 7., with
no electrons present. Since the loss from the trap is insensitive to the presence of

electrons the cooling efficiency, €., is simply the ratio:

e fC
fe+ fu’

(3.1)

€c

and is shown in Fig. 3.21. The cooling efficiency is seen to have an exponential
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Figure 3.21: Electron cooling becomes more efficient as the cooling time increases.

time constant of 34 s, and an efficiency of 80% after 85 s. Electron cooling is often
a delicate balance between having enough electrons for effective cooling but not so
many that instabilities in the electron cloud can perturb the antiprotons. As such,
higher efficiencies (up to nearly 100%) have been achieved, but were not evident at

the time of this systematic study.
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3.4.2 Antiproton Stacking

As many cold antiprotons as possible are needed for antihydrogen experiments
and so the ability to load and cool multiple antiproton bunches is crucial [9, 10, 11,
12]. After a single bunch has been cooled into an electron well as described above
the degrader potential can be lowered to admit another bunch of antiprotons. Any
antiprotons not cooled into the electron well will be lost at this time. This procedure
can be repeated many times and is know as antiproton stacking. It is the only way
to capture more than 2 x 10* antiprotons for use in antihydrogen experiments. The
energy distribution of a total of nine antiproton bunches stacked one on top of the
other is shown in Fig. 3.22. Again, the width of the distribution is determined by the

antiproton space charge.
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Figure 3.22: The energy distribution of nine antiproton bunches stacked together.
The width of the distribution is determined by the particles’ space charge.

Figure 3.23 shows a series of experiments where increasing numbers of bunches
are stacked in the trap which is pre-loaded with 4 million electrons loaded from the
radioactive source. After the required number of bunches have been stacked the

electron well is spilt towards the degrader and the number of cold antiprotons is
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measured. A total of 4.4 x 10° antiprotons are trapped and cooled from 32 bunches,
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Figure 3.23: The number of cold antiprotons increases linearly with the number of
bunches stacked in the trap.

an average of 13 600 per bunch. This is the largest number of cold antiprotons
accumulated using the stacking technique. The AD was not operating at maximum
intensity during this study and therefore larger antiproton numbers per bunch can be
expected. Importantly, the number of cooled antiprotons increases linearly with the
number of bunches delivered, indicating that more antiprotons can be trapped.

A careful account is kept of the number of antiprotons which are cooled, uncooled,
and lost from the trap during stacking and is shown in Fig. 3.24. The fractional loss
from the trap during cooling remains constant, however many bunches are stacked.
This is because a constant fraction of each bunch are loaded far off axis and are colli-
sionally ejected from the trap. However, the fraction of uncooled antiprotons reduces

from 25% of the total after 5 bunches to 20% after 32 bunches. The fraction cooled
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Figure 3.24: Analysis of the electron cooling and stacking capabilities.

rises from 65% to 70%. The same trend is observed in all the stacking studies made

and is attributed to an enhanced cooling of hot antiprotons by antiprotons from pre-

vious bunches which have already cooled into the electron well. As more bunches are

stacked this form of cooling becomes more efficient and the average cooling efficiency

increases, as observed. Being of the same mass, antiproton - antiproton collisions can

be highly efficient at transferring energy and clearly have a noticeable effect.

This effect is also observed by measuring the number of uncooled antiprotons

released from the trap while a long stack is in progress. The reduction in this number

due to increasing antiproton - antiproton cooling is clearly seen in Fig. 3.25.



Chapter 3: Particle Loading 70

o 6 . . R . .

S5 |

88 °

22 4}

2o 3t

- L !

®90 2¢

O Q i

SE 1¢ ]

C @®© F

> 0 P T TR S RS SN N
0 5 10 15 20 25 30

bunches stacked

Figure 3.25: The number of uncooled antiprotons decreases linearly with the number
of cooled antiprotons already in the trap.

3.5 Conclusions

Two methods are used to load electrons: the standard technique of loading from
a field emission point and a new method using the positron source. This second
technique is preferred for cooling large numbers of antiprotons since the electron
clouds loaded in this way are more stable. The relative slowness of this method
means that for short experiments with few antiprotons, electrons loaded with the
FEP are more suitable. Robust and efficient positron loading is demonstrated and
clouds of more than 1 million particles are routinely trapped. A loading rate of
3.5 x 10* positrons hr~' mCi~! is the most efficient method of trapping large numbers
of positrons directly into a cryogenic UHV environment. Antiproton trapping, cooling
to 4 K, and stacking are demonstrated. A fraction 7.4 x 10~* of the high energy

antiprotons delivered by the AD are trapped, the majority of which are electron-cooled
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to 4 K in 85 s. A careful analysis is made of the losses during the stacking process
and it is observed that the accumulation of cold antiprotons increases linearly with
the number of high energy antiprotons delivered to the trap. This stacking technique
is vital to antihydrogen experiments where large numbers of cold antiprotons are

required.
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Particle Cloud Shapes

Knowledge of the physical properties of antiproton and positron plasmas confined
in our Penning trap is important for accurate calculations of recombination rates, for
the interpretation of antihydrogen experiments, and to guide the design of future ex-
periments. In the experiments described below, both positron and antiproton clouds
are made to pass from one part of a Penning trap to another through the ball valve
aperture. The efficiency with which the plasmas are transferred provides information
about the radial extent of the plasma. A numerical code written by Spencer et al [78]
solves Poisson’s equation self-consistently for charged particles confined in a Penning
trap, and is used to accurately determine the plasma cloud shapes from the transfer

efficiency.

72
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4.1 Pulse Transfer of Particles

It is well known that particles can be moved adiabatically from one standard
Penning trap electrode to another [59]. For example, positrons held in a -10 V well
on one electrode (T1, say) can be moved to the adjacent electrode (T2) by applying
-15 V to T2 and then 0 V to T1. The voltage on T2 is then set to -10 V and the
positrons have been successfully transferred one electrode distance. Typically this
procedure takes several seconds. By repeating this process with electrodes T2 and
T3 the particles are moved one further electrode, and so on. In this way particles can
be moved anywhere within the trap without loss.

It has also been observed [9] that loss will occur if particles are held in a well formed
by applying the same potential to two adjacent electrodes. In such “long” wells, as
they are called, there is a significant volume within the well where the confining
electric fields are small. Field inhomogeneities due to patch effects and electrode
machining imperfections can then be of the same order as the confining fields which
disturbs the normally excellent radial confinement. The magnetron motion of the
particles is perturbed, leading to a radial expansion of the cloud and subsequent
particle loss.

A similar problem arises if particles are confined in a potential well created by
the ball valve electrode. The ball valve is longer and has a smaller diameter than
a single standard electrode and hence also generates small confining fields. Trans-
ferring positrons through the ball valve using the standard adiabatic technique was
unsuccessful [56] due to the loss when particles are confined within the ball valve.

Successful transfer of positrons was achieved by speeding up the adiabatic technique
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to roughly 30 ms for the whole transfer. The quicker the transfer the less loss was
observed [56], the limiting factors were then the filters on the DC lines and the power
supplies.

The natural progression is to reduce still further the time particles spend within
the ball valve. This can be done by “pulsing” them rapidly through. The pulsing
technique is, however, qualitatively different to the adiabatic method since the par-
ticles are not confined on adjacent electrodes in turn, but travel rapidly through a
field-free region from a well in the upper trap to one in the lower trap. In this way
they are never confined on the ball valve at all, but simply pass through it in only
about 20 ns, for positrons, and 1 us for antiprotons. Figure 4.1 shows the transfer of
positrons from electrode P2 to electrode T7 using this decidedly non-adiabatic tech-
nique. Initially, positrons are held on electrode P2 by applying 6 V to P1 and P3,
and 3 V to P2 (similarly, T6, T7, and T8 have 6 V, 3 V, and 6 V applied to them).
The voltage on P3 is then rapidly pulsed to 0 V allowing the positrons to escape to
the right, accelerated by the sloping potential upon which they find themselves. At
the same time the voltage on T6 is also changed to 0 V. The positrons move freely
into the lower trap until they start to slow down as they climb the potential ramp
provided by T7 and T8. When they have slowed to rest on this ramp the voltage on
T6 returns to its initial value and the positrons are caught on T7. The voltage on P2
also returns to 6 V at this time. The transfer time, ¢;, is 180 ns and so this procedure
is accomplished by applying a -6 V pulse of duration 180 ns to the electrodes P3 and
T6.

An additional benefit derived from this transfer technique is that any positive ions
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which are trapped with the positrons will have a different ¢, and therefore will not
be caught in the lower trap. In fact, due to their great mass, the ions will not even
have left P2 in 180 ns. They can then be safely ejected from P2 onto the transmission
moderator. The problem of ions within a positron cloud is a great concern as they
can collide with antiprotons during an antihydrogen experiment leading to antipro-
ton loss. In some experiments (although not those described in Ch. 6) there is the
possibility that these annihilations could be confused with annihilations from neu-
tral antihydrogen escaping the trap, resulting in an incorrect claim of antihydrogen

production.

4.1.1 Pulsing Hardware

A great deal of care is taken to use voltage pulsers which are low enough noise and
have the necessary pulse amplitude and voltage rise and fall times. In addition, the
voltage pulses must arrive at the electrodes with minimal attenuation and relative
delay, and without suffering from reflections caused by impedance mismatching be-
tween different parts of the transmission line. The hardware setup is shown in Fig. 4.2.
An externally triggerable SRS DG535 pulse generator is used to provide the initial

matching circuit
at room temperature

1
feedthroughs |

| saturated 300 K : 4K
pulse switch I
generator AV-144B1 :

| — 1nF
390
SRS DG535H— e [dB fe—— S E—
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Figure 4.2: Setup used to provide fast voltage pulses to an electrode.
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voltage pulse. These generators have rise and fall times of 2-3 ns and timing jitter
of 60 ps. They are, however, limited to a pulse amplitude of only 4 V across 50 2.
This pulse is therefore used to trigger a saturated switch (AV-144B1), the output of
which has a fixed amplitude of +20 V and rise/fall times of 2-3 ns. Attenuators are
placed on the output of the switch to vary the amplitude of the pulse. If a negative
voltage pulse is required a toroid is added at the switch output. After the attenuator
a short BNC cable carries the pulse to a matching circuit at the room temperature
feedthrough. This reduces reflections as the pulse enters a 50 {2 microcoax transmis-
sion line traveling down to the pinbase. There, a 50 €2 resistor to ground provides
further impedance matching before the pulse is a.c. coupled to the electrode.

Pulses applied to different electrodes can be arranged to have a relative delay of
as little as 500 ps and rise/fall times of 3-4 ns at the pinbase. The maximum pulse
amplitude at the pinbase is 8.5 V when the matching circuit at the room temperature
feedthrough is used, and 12 V without this circuit. The pulse at the electrode itself

will have very similar properties.

4.1.2 Pulse Transfer Capabilities

The transit time for pulsing a particle from one position (A) to another (B) in
the trap is calculated using a Runge Kutta numerical integration technique (if A = B
the particles are re-caught on the starting electrode). The transit time calculation
is tested by experiment as follows. A number of similar particle clouds are loaded
and pulsed from A to B in the manner described above. Using slightly different

pulse durations for each cloud allows the transfer efficiency as a function of the pulse
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duration to be measured. The calculated transit time is usually about 5 ns too short.
This is because the effect of space charge is neglected in the calculation. The outer
particles in the cloud screen the inner ones from the accelerating trap fields, thus
slowing the launch of the inner particles, and giving a longer transit time for the
cloud as a whole [18].

Figure 4.3 shows an example of the capabilities of pulsing and re-catching particles.
In this particular example the particles are launched and caught on the electrode
which is pulsed, rather than the adjacent electrode as shown in Fig. 4.1. The positrons
start on P3 and are launched towards the ball valve when it is pulsed from -3 V to
+3 V (from the solid to the dashed lines). They are reflected by a static potential
ramp on Xtrap and XEB and return to P3 at the same time as the pulse returns
the potential to -3 V. In this way the particles are re-caught on P3. As can be seen
(Fig. 4.3(c)) it is possible to pulse and catch particles without loss. Although this
example shows pulsing and catching positrons, the procedure works just as well for
antiprotons, the only difference being the transit time is a factor m ~ 40 times
longer.

For the experiment of Fig. 4.3 the positron round-trip time is 114 ns. If the 6 V
pulse is applied to P3 for a duration of 228 ns then the positrons will make two round-
trips before being re-caught, a duration of 342 ns re-catches after three round-trips,
and so on. Figure 4.4 shows the results when the positrons are allowed to make 1,
51 and 100 round-trips. The data indicates that the re-catch efficiency reduces and
the timing curve broadens for a larger number of round-trips. However, one can still

catch 80% of the positrons after 100 round-trips.
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Figure 4.3: a) Electrodes, b) potentials used to pulse and re-catch positrons in the
upper trap (dashed line is the pulsed potential), and c) the re-catch efficiency as a
function of the pulse duration.
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Figure 4.4: Re-catching positrons after multiple bounces. Each re-catch efficiency
curve is centered on 0 ns to allow comparison.
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Pulsing and catching particles within either the upper or the lower traps can
always be achieved with 100% efficiency, but transferring between the traps is only
100% efficient when the number of particles is very small (< 5 x 10 for positrons).
Positrons at radii greater than 2.5 mm are striking the ball valve and so not passing
through to the other trap. This effect is currently limiting the number positrons that

can be transferred, as can be seen in Fig. 4.5. This figure illustrates that increasing the
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Figure 4.5: Number of positrons transferred to the lower trap as a function of the
initial number in the upper trap. The dashed line is a linear fit to the first four data
points.

number of positrons does not proportionately increase the number transferred through
the ball valve. There must be a corresponding increase in the radial dimension of the
cloud which prevents proportionality. The exponential fit to the data places a limit

on the maximum number of particles that can be transferred, that limit being about
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0.85 million.

This clearly undesirable feature of the ball valve can, however, be used to advan-
tage. It enables, for the first time, the physical parameters of the particle clouds
to be measured. By physical parameters I mean the density, diameter, axial extent
and angular momentum of the clouds. This will require an understanding of how the

clouds can be treated as (non-neutral) plasmas of interacting particles.

4.2 Plasmas in Ideal Penning Trap Fields

Plasmas are collections of charged particles which exhibit collective effects, for
example, density and shape perturbations which propagate through the plasma as
waves. A particle cloud with density n and temperature 7T is considered a plasma
when the dimensions of the cloud (d.) are much larger than both the inter-particle

spacing (as) and the Debye wavelength, Ap, where,

€0 kT

\p =

. (4.1)

In this case a mean field approach can be used to describe the system. The Debye
length is the distance over which the electric field of any individual charge is screened
out by other charges in the plasma. This is easiest to understand in terms of a neutral
plasma with equal numbers of positive and negative charges. Here, a positive charge
will attract negative charges to surround it, and over a distance of Ap these negative
charges will screen the effect of the positive charge on the other, more distant, particles
in the plasma.

Experiments detailed later in this chapter and summarized in Table 4.1 show that
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clouds of 1 million positrons and 1.5 x 10® antiprotons satisfy the requirements to be

treated as plasmas. A comprehensive review of the properties of non-neutral plasmas

Plasma Ap (um) | as (pm) | d. (pm)
1 x 10°® positrons 45 25 4000
1.5 x 10® antiprotons | 70 40 440

Table 4.1: Length scales for plasmas of 1 million positrons and 1.5 x 10° antiprotons.

confined in Penning traps is given by Dubin and O’Neil [79].

In an ideal Penning trap the electrostatic potentials vary quadratically in the axial
(z) and radial (p) directions as seen in Eq. 2.1. If the plasma remains distant from
the electrodes producing this potential the presence of image charges induced in the
electrodes can be ignored. If, in addition, the plasma temperature is low enough (and
hence Ap small enough) the equilibrium plasma shape is a constant density spheroid
which rotates as a rigid body with frequency w,. For a single particle w, is equal to
the magnetron frequency but this is not the case for many particles since space charge
modifies the rotation. The rotation, and the corresponding qv x B force, provides
radial confinement. The spheroidal plasma has a diameter 2a and an axial extent 2b
as shown in Fig. 4.6.

In the interior of an isolated charged spheroid the electric potential varies quadrat-
ically with the z and p coordinates. When a spheroidal cloud is confined by Penning
trap fields the interior potential retains its quadratic dependence on p but is indepen-

dent of z [80]

3

Vi(p) = 2 1, — ). (4.2)
The z independence shows that there is no resistance to particle motion along the

magnetic field lines within a cold plasma. Inserting Eq. 4.2 into Poisson’s equation
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Figure 4.6: A cold spheroidal plasma confined in an ideal Penning trap.
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results in a relationship between the density and rotation frequency of the plasma,

2
2 _ g _
wp = eo—m = QWT(UJC — UJT), (43)

where w,, is the plasma frequency (the frequency at which density perturbations travel
through the plasma). One can relate the plasma’s axial oscillation frequency, the

plasma frequency, and the plasma aspect ratio, «, by [81]

b

2 1 1—a?2 b
i _ { « tanl(iva)_l], o=l (4.4)
Wy a?—1 [+/1—a2 o a

Along with the straightforward relationship between density, volume, and particle

number, N,

4
N = gaan, (4.5)

Eqgs. 4.3 and 4.4 relate all the physical parameters of a cloud. The frequency w, is
easily measured by non-destructive radio-frequency techniques or calculated (Eq. 2.4).
For positrons N is also found non-destructively, while for antiprotons it has to be
found by destructive techniques, as explained below. Once N and w, are known
the above equations allow the determination of all cloud parameters if any one other
parameter is known. Measuring the efficiency with which particles are pulsed through

the ball valve aperture allows this to be done.

4.2.1 Spheroidal Clouds Cropped by an Aperture

If the radius of the ball valve aperture is denoted by ap, and the particle clouds
are assumed to be constant density spheroids, then the number of particles which are

successfully transferred to the lower trap, Ny, is given by,

47h 2
N; = n% <a2 + (ai, —a®)4/1 — %> . (4.6)

a?
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This is simply the number of particles in the initial spheroid which are at a radius
less than ap,. An assumption implicit in this relationship is that the particles do
not move radially during the transfer. The diffusion coefficient for particle transport
across a strong magnetic field has been measured for magnesium ions [82]. Scaling
this measurement to apply to positrons and antiprotons in the current experiment
leads to a diffusion timescale ~ 1 — 10 s for both species. This is much longer than
even the antiproton transfer time of 107° s and so no radial expansion of the cloud is
expected during transfer.

The procedure for determining the positron cloud shapes is to load and count
positrons in the upper trap, then pulse them to the lower trap and count again.
Equations 4.3 to 4.6 can then be used to determine the values of n, a, b, and w,
for the initial cloud. Positrons are held on electrode P2 in a well made by biasing
P2 to +V and biasing P1 and P3 to +2 x V. They are pulsed to the lower trap
with a —2V pulse on P3, where they are caught in an identical well structure made
by electrodes T6, T7 and T8. This is shown in Fig. 4.1 with V = 3 V. A total
of three different values of V' are used to find how the cloud shapes vary with well
depth. These values are 1.5, 3, and 4.25 V, and the well structures are referred to
as 3-1.5-3 V, 6-3-6 V and 8.5-4.25-8.5 V well structures. Deeper wells are not used
as they cannot be pulsed open using the limited amplitude saturated switches, while
much shallower wells cannot hold large numbers of particles. The transit times for
the three well structures are different and so a preliminary experiment is performed
to determine these times experimentally. The potentials can be seen in Fig. 4.9(b).

As a first step, however, it is necessary that the radio-frequency detection of
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positrons in the upper and in the lowers traps give identical measurements of particle
number for identical clouds. This is achieved by loading a cloud which is small
enough to pass through the ball valve without loss and comparing the particle numbers
measured in each trap. A single cloud of ~ 18 000 positrons is loaded into the upper
trap and counted. It is then pulsed between the two traps a total of 15 times,
measuring the particle number after each pulse. The round-trip transfer efficiencies
can then be calculated. If these ratios are 1 then the transfer is lossless, the number
of positrons constant, and the calibration between the traps can be found. Figure 4.7

shows the results of this test. The transfer is not entirely lossless, the data showing
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Figure 4.7: Re-catching a small positron cloud after multiple transfers through the
ball valve.

an efficiency of 0.989 (= 1/0.978) per transfer, averaged over the 15 transfers. This
enables the two traps to be calibrated to ~ 1%. The actual number of positrons

counted in each trap determines that a correction factor of 1.15 is needed to give
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identical number measurements in both traps for identical clouds:

N+ (lower trap) = 1.15 x N+ (upper trap). (4.7)

Difficulties measuring the number of antiprotons in the trap using the standard
radio-frequency techniques mean that the transfer efficiency for antiprotons is calcu-
lated in a different manner. First, a specific number of antiproton shots are stacked
in the lower trap. The antiprotons are then simply ejected and counted using the an-
nihilation detectors. Next, the same number of shots are stacked, the antiprotons are
pulsed from the lower trap through the ball valve, where they reflect from a potential
ramp on electrodes P4 and XET, and are re-caught in the lower trap (Fig 4.9(c)).
The antiprotons are then ejected and counted. The transfer efficiency is the ratio of
the two ejected clouds, normalized to the strength of the antiproton shots. It is nec-
essary to cject both antiproton clouds from the lower trap since the trigger counting
has different, and relatively uncalibrated, solid-angle efficiencies in the upper and the
lower traps.

To investigate the effect of passing the antiprotons twice through the ball valve,
rather than just catching them on the other side, an additional set of experiments are
performed. In these experiments the antiprotons are re-caught after a total of four
passes (three reflections) through the ball valve. The results are shown in Fig. 4.8. It
can be seen that there is some loss, in addition to the initial clipping of the antiproton
cloud, due to further passes through the ball valve. This is presumably due to a small
shape change of the cloud upon reflection from the potential barrier in the upper
trap which allows antiprotons that just passed through the ball valve on one pass to

be clipped on the next pass. The timescale on which the cloud shape relaxes from
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Figure 4.8: Re-catching antiprotons after two and four passes (one and two round-
trips) through the ball valve.



Chapter 4: Particle Cloud Shapes 90

a non-equilibrium shape, such as that created by pulsing through the ball valve, is
determined by the plasma frequency. This is compared to the time it takes for a
cloud to reflect from the potential barrier. If the reflection time is very much less
than 1/w, then the cloud will not have time to react and the plasma shape will remain
unchanged. For these experiments the reflection time and 1/w, are both of order 1 s,
S0 it is not surprising that some further clipping occurs. Assuming that, after the first
pass, a constant fraction of antiprotons are lost per pass through the ball valve, then
the results in Fig. 4.8 determine this fraction to be 0.095. The subsequent analysis
takes this into account.

The antiproton cloud shapes are only measured using one well depth, V = -3 V,
and are reflected from a barrier in the upper trap by biasing P4 to -6 V and XET
to -3 V. Figure 4.9 illustrates the potentials used for the studies of both the positron
and the antiproton cloud shapes.

The transfer efficiency for positron clouds containing between 5x 10* and 1.5 x 108
positrons, in each of the three well depths is measured. As is the efficiency for
antiproton clouds of between 10* and 1.4 x 10° particles. Analysis of this data using
Eqgs. 4.3 to 4.7 shows that the cloud diameters can be as large as 9 mm for positrons
and 11 mm for antiprotons. Such a large diameter is cause to question the validity
of the assumptions that the particles are confined in exactly quadratic potentials
imposed by distant electrodes. The electrodes (inner diameter of 12 mm) are clearly
not distant, nor are the potentials purely quadratic as far off axis as the radius of
the particles clouds. This simple analysis, having given an estimate of the cloud

parameters, now has to be refined in order to more accurately describe the particle



Chapter 4: Particle Cloud Shapes 91

potential (V)

e

Figure 4.9: a) Electrodes, b) potentials used for pulsing positrons, and c¢) antiprotons
through the ball valve. The dashed lines are the pulsed potentials.

clouds.

4.3 Refined Analysis of Cropped Particle Clouds

4.3.1 Numerical Code to Analyze Cropped Particle Clouds

A numerical code called Equilsor2 has been written by Spencer et al [78] which
solves Poisson’s equation self-consistently for charged particles confined in electro-
static fields produced by cylindrically symmectric electrodes. Parrott [83] adapted
this code for our purposes. The essential new features are that the electric potential
is not now assumed to be perfectly quadratic everywhere but is calculated numeri-
cally for a given set of electrode voltages, and the presence of image charges is also

included.
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The code can be run in a number of different modes, two of which are used in
the following calculations. The first, called “thermalN” mode, has the number of
particles and the radial extent of the plasma as two fixed input parameters. The
density, aspect ratio, and angular momentum of the cloud are found self-consistently,
while the particle number and radius in the code output are the same as the input
values. The second mode is called “thrmcnsv” which fixes the particle number and the
momentum of inertia, I, of the cloud, ({ is proportional to the angular momentum)
and solves for the density, radius and aspect ratio.

An input “*.run” file is used to define the electrode potentials, the number of
radial and axial grid points used in the calculation, the spatial extent of the compu-
tation region, the input density, radial and axial extents of the cloud, and also the
temperature of the plasma. For both species a temperature of 4.2 K is appropriate.
To fix N is not quite as simple as defining it directly in the run file, since n, a, and
b are the input variables. The code is written such that one utilizes the relationship

between density, volume, and number for a spheroid in order to define NNV,

4
N = ?ﬂaan. (4.8)

From the above equation it is seen that fixing N and a only fixes the product nxb. To
test the code it was run in thermalN mode with a number of different values of n and
b, while keeping n % b fixed. Reassuringly, the code output was identical for all these
combinations. The code was also tested by comparing its output for small values of
N and a to the predictions using Eqs. 4.3 to 4.5. The results were the same, as should
be the case for small N and a where image charges and non-ideal Penning fields are

negligible. For the calculation of the positron cloud parameters radial grid points are
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separated by 50 pm and axial grid points by 75 pym. The antiproton clouds have the
same number of radial grid points but twice as many axial points, since these clouds
are rather thin and so require higher axial resolution. Doubling the number of grid
points does not alter the code output for either species, neither does varying the size

of the computation region.

4.3.2 Positron Clouds

The thermalN mode is used to determine the equilibrium positron cloud shapes.
The particle number is measured using the non-destructive radio-frequency techniques
described in Ch. 2, and the radial extent is used as a variable input parameter. The
procedure is as follows: for a particular known particle number guess a possible
radial extent. Run the code using these two values as input parameters. Repeat for a
number of other possible radii. In this way one builds up a set of output clouds, each
with a different density, radius, aspect ratio and angular momentum, but with the
same particle number. Then, for each cloud, integrate the number of particles which
are at a radius less than that of the ball valve. This is the number of particles which
would pass through the ball valve and hence determines what the transfer efficiency
would be for each particular output cloud. These efficiencies can then be compared
to the experimentally measured efficiency in order to determine the actual radius of
the cloud. This is illustrated in Fig. 4.10 for a cloud of 1.4 million positrons in a
6-3-6 V well. In this case, the experimental transfer efficiency, fe.pr = 0.436, gives a
cloud radius of, @e,, = 4.17 mm. Running the code once more with an input radius

of 4.17 mm gives the correct cloud shape for 1.4 million positrons in a 6-3-6 V well,
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Figure 4.10: Numerical calculation of the transfer efficiency for a cloud of 1.4 mil-
lion positrons with a given radius. Each point on the graph represents a numerical
calculation of the transfer efficiency through the ball valve.
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which is shown in Fig. 4.11.

a)

-6 -4 -2 0 2 4 6
radial position (mm)

Figure 4.11: a) Contour plot showing the density of 1.4 million positrons held in a
6-3-6 V well and the cloud shape calculated from Eqs. 4.3 to 4.7 (dashed line), b)

midplane density profile from the numerical calculation (solid line) and Egs. 4.3 to
4.7 (dashed line).

As can be seen the actual positron cloud shape is slightly different to that which
is calculated using Eqgs. 4.3 to 4.7. The main difference is that the outer edge of
the plasma is flattened in comparison with the spheroidal cloud. This is because the

confining axial electric field this far off axis is weak so the cloud shape tends to follow

the rather “flat” potential variation close to the electrode. Image charges induced on
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the electrode surface will provide an attractive force on the trapped positrons which
is stronger for particles closer to the electrode. This will have the effect of attracting
the closer particles closer still, and elongating the plasma radially. Clearly the effect
of the flat confining potentials dominates the space charge effect. In Fig. 4.11(b) the
density variation along the midplane of the cloud (the z = 0 plane) is constant with
an abrupt fall to zero at the edge. The density falls to zero over a distance of order
the Debye length, which is 50 pm in this case. The distribution for a cold spheroidal
plasma is shown as the dashed line. In the 7" = 0 limit the Debye length is zero and
hence the density discontinuously becomes zero at the plasma edge.

In addition to the self-consistent solution of Poisson’s equation for the positron
cloud shown in Fig. 4.11, other clouds with different numbers of positrons confined in
three different depth wells are pulsed through the ball valve and analyzed numerically.
An error bar of £10% on the transfer efficiency is used in the data to account for
the uncertainty in the measured particle numbers. The results are summarized in
Figs. 4.12, 4.13, and 4.14 and the fits to the data guide the eye.

For any one well depth, as the number of positrons increases, so do the dimensions
of the cloud due to the repulsive Coulomb interaction between the particles. The
density also increases. The variation of the cloud parameters with well depth is
understood in the following way. First, consider the angular momentum of the cloud,

L. There are two contributions, one from the particles and one from the fields:

N 4B N
L:mwerf%—?pr. (4.9)
i=1 i=1

The first term is the mechanical angular momentum of the particles’ rotation about

the trap axis at frequency w,. The second term is the angular momentum in the
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Figure 4.12: Variation of positron density with particle number for three different
well depths.
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Figure 4.13: Variation of positron cloud diameter with particle number for three
different well depths. Only one curve is fit to the entire data set.
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Figure 4.14: Variation of positron cloud axial extent with particle number for three
different well depths.
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electromagnetic fields, and is greater than the first term by the factor,

> 1. (4.10)

Hence
N
La=2) pi=""Np,. (4.11)
The self-consistent code defines the diameter of a cloud as twice the distance from
the cloud center to the point where the density is half the central density. Diameter
is therefore not quite equal to twice p,,,s. In the absence of machining errors, trap
misalignment, background gas atoms etc., the angular momentum of the cloud does
not change in time — if some particles drift outwards, others must move inwards.
The angular momentum also stays constant if the well depth is changed, due to the
cylindrical symmetry of the electric field. Therefore, when the well depth is increased
Prms 1s unchanged but the axial extent of the plasma will reduce due to the larger
axial electric field. The density will then increase. These effects are seen in the
Figs. 4.12, 4.13, and 4.14.
In the limit of an infinitesimally thin “pancake” cloud the rotation frequency is

equal to the single particle magnetron frequency, w,,. Then, from Egs. 4.3, 2.2, and
2.3,
_ 2€gmWm €M o

From Figs. 4.13 and 4.14 one can see that as the number of particles approaches zero
the axial extent also approaches zero, while the diameter remains finite. Therefore the
aspect ratio, &« — 0, and the cloud is pancake shaped. Extrapolating the fits of the

density data to zero particles therefore gives three values of n which can be compared
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with Eq. 4.12. Figure 4.15 shows that the measured values for the minimum density

of a plasma in the three well depths agree with the theoretical prediction.

e measured minimum density
6 | —— theoretical minimum density

0 5000 10000 15000 20000

trap axial frequency? (MHz?2)

0>...

Figure 4.15: The experimentally determined minimum cloud densities agree well
with the theoretical prediction, confirming our understanding and calculations of
thin plasmas.

4.3.3 Antiproton Clouds

The procedure for determining the antiproton cloud shapes given an experimental
transfer efficiency through the ball valve is exactly the same as that used for the
positron clouds. The density distribution and cloud shape for 1.4 x 10° electron-
cooled antiprotons (a 12 bunch stack) is shown in Fig. 4.16. The antiproton cloud is
not at all spheroidal. The outer edge of the plasma is flattened because the confining

axial potential is weak so close to the electrode. This also allows the cloud to spread
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Figure 4.16: a) Contour plot showing the density of 1.4 x 10° antiprotons held in a 6-3-
6 V well and the cloud shape calculated from Egs. 4.3 to 4.6 (dashed line), b) midplane
density profile from the numerical calculation (solid line) and from Egs. 4.3 to 4.6

(dashed line).
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out giving it a slightly “dog bone” shape - a shape similar to that found theoretically
by Prasad and O’Neil [84]. It is unlikely that the image charges have a substantial
effect since the number of antiprotons in the cloud is rather small, and hence the
number of image charges is also rather small.

The particular cloud shown in Fig. 4.16 was cooled by 4.5 million electrons loaded
from the radioactive source. Measurements of the transfer efficiency through the ball
valve have been made with electrons loaded from the source. These show that the
electrons have densities, diameters and axial extents which are virtually the same as
those of the positrons in Figs. 4.12 to 4.14. Extrapolating the diameter fit in Fig. 4.13
to 4.5 million particles gives an electron cloud diameter of 10.1 +1.9 -1.8 mm. This
is compared to the antiproton cloud diameter of 8.8 = 0.2 mm. When high energy
antiprotons first enter the trap after being slowed in the degrader material, they will
cover the entire diameter of the electrodes. However, only those particles which are at
a radius less than that of the electron cloud become cooled into the electron well and
the calculated electron and antiproton diameters are consistent with this assertion.
Once the antiproton cloud diameter is fixed by the size of the electron plasma all
other parameters follow from the number of antiprotons in the cloud.

Several other clouds, containing different numbers of antiprotons were pulsed
through the ball valve and analyzed using the Equilsor2 code. These antiprotons
were cooled by electrons loaded from the field emission point and the results are
summarized in Figs. 4.17, 4.18, and 4.19. The error bars reflect a £10% uncertainty
in the transfer efficiency due, primarily, to loading and stacking repeatability, and

uncertainties in normalizing the antiproton shot strength. The data is fit to a linear
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Figure 4.17: Variation of antiproton mean density with particle number. Filled points
are results from the Equilsor2 code, hollow points are calculated from Eqs. 4.3 to 4.6.
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Figure 4.18: Variation of antiproton cloud diameter with particle number. Filled

points are results from the Equilsor2 code, hollow points are calculated from
Egs. 4.3 to 4.6.
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Figure 4.19: Variation of antiproton cloud axial extent with particle number.
Filled points are results from the Equilsor2 code, hollow points are calculated from
Egs. 4.3 to 4.6.

variation with particle number. Also shown in these figures are the cloud parameters
determined by the analytical approach of Eqs. 4.3 to 4.6 which assume the antiprotons
are cold and confined by exact quadratic potentials. The £10% uncertainty in the
transfer efficiency can be seen in Fig. 4.18 to give a significantly larger uncertainty
in the diameters of clouds analyzed according to Eqs. 4.3 to 4.6, when compared to
the numerical analysis. This is because the antiproton clouds analyzed numerically
have more particles concentrated at larger radii (see Fig. 4.16 and Fig. 4.20), while
a spheroid has more particles at small radii. A 10% change in the transfer efficiency
is therefore accounted for by a smaller change in the diameter of the numerically

analyzed clouds than the spheroidal clouds.

One can see that even the smallest clouds have large diameters (=~ 7.5 mm)

3
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supporting the claim that the electron cloud size determines the antiproton cloud
size. As the number of antiprotons in the cloud increases so the axial extent of the
cloud also increases due to space charge repulsion between particles. The density
also grows with particle number. There is a significant difference between the results
determined by the numerical code and by the simplifying of a cold plasma confined
by perfect quadratic potentials. This is mainly because the clouds are always loaded
with a large diameter and so experience non-ideal Penning fields.

One should be cautious drawing too many conclusions from this data since for the
smallest clouds the axial extent of the plasma actually falls slightly below the Debye
length and becomes comparable to the inter-particle spacing. The Equilsor2 code
does not require the plasma size to be much greater than the Debye length, but it
does assume that the cloud can be treated using a mean field approach [85]. When
a cloud is only a few particles thick it is difficult to imagine how this is possible.
The thermal energy of the particles will, however, smear the particle distribution,
returning it towards a situation where a mean field approach is imaginable. Similar
numerical calculations used to calculate the frequency of drumhead modes in equally
thin plasmas have been able to reproduce the experimentally determined frequen-
cies to within ~ 10% [86]. This gives confidence that the numerical calculation of
antiproton cloud shapes presented here is satisfactory.

A feature of the antiproton clouds is that the midplane density is lower on axis
than off-axis, as seen in Fig. 4.20. Due to the thermal energy of the antiprotons the
thickness of a cloud cannot fall much below Ap [87]. For fewer and fewer particles

this lower limit on the axial extent means that the central density must decrease. A
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Figure 4.20: Variation of density across the midplane of a cloud of 4 x 10* antiprotons.

lower density at the center of thin clouds is also seen in other simulations [86].

4.3.4 One Million Positrons

Due to the limited amplitude of the voltage pulsers the deepest well that can
be pulsed open, and in which the positron physical parameters can be measured, is
produced by applying 8.5 V, 4.25 V and 8.5 V to three adjacent electrodes. Unfortu-
nately, for most antihydrogen experiments (see Sec. 6.1.2 and Ref. [18]) the positrons
are confined in much deeper wells. However, as noted above, the angular momentum
of a cloud is independent of the depth of the potential well in which it is confined.
This is confirmed in Fig. 4.21 where the angular momentum of positron clouds in all
three well depths are shown to lie on a single smooth curve.

The Equilsor2 code can be run in thrmensv mode which keeps the cloud angular

momentum fixed. It can therefore calculate the parameters of positron clouds confined
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Figure 4.21: Angular momentum dependence on positron number for all three well
depths.
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in deeper wells, such as those used in the antihydrogen experiments. Plotted in
Fig. 4.21 is the angular momentum, while the thrmcnsv mode uses values of the

moment of inertia, I. The two are related by,

B
L= ‘%1. (4.13)

The fit in Fig. 4.21 gives the value of I, which for a given number of positrons, will
not change as the well depth is changed. The code can be run in thrmcnsv mode to
find the cloud parameters in other well depths if one uses input parameters in the

* run file given by,

2
I = gNa2 = —0.01946 +3.395 x 107N +2.976 x 10712 N?
4
and N = ga?bn. (4.14)

Using the above equations and running the code for 1 million positrons gives the

dependencies shown in Fig. 4.22.
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Driving Antiprotons in a Nested

Penning Trap

5.1 The Nested Penning Trap

In order to make antihydrogen a method is needed that will allow the oppositely
charged positrons and antiprotons to interact with each other. This is not straight-
forward, since an electrostatic well to confine, say, positrons, will be anti-confining
for antiprotons. A solution to this problem is a nested well configuration [4], illus-
trated in Fig. 5.1. Here the positrons are held in an inverted central well while the
antiprotons are confined in an outer well with enough energy to move through the
positrons and form antihydrogen. The nested Penning trap configuration is easy to
implement and can be used for experiments favorable to antihydrogen production by
both radiative recombination and three body recombination.

The axial confinement of oppositely charged particles is assured in the nested well
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Figure 5.1: The nested Penning trap. a) Electrodes, b) nested well potentials,
and, schematically, two techniques used to make the antiprotons interact with the
positrons.

structure, but the question remains as to how to provide the antiprotons with sufficient
energy to pass over the positron well in the center. There are two techniques to do
this. The first is to inject the antiprotons into the nested well at an energy greater
than the potential of the central positron well. Once injected, the antiprotons oscillate
back and forth in the well formed by potentials on electrodes T5 and EET. They lose
energy through Coulomb collisions with the positrons (which cool by radiating to the
4 K surroundings) until they have only just enough energy to pass over the top of
the positron well. At this point the probability of recombination is the highest due
to the low antiproton - positron relative velocity. Any antihydrogen produced will be
immediately lost from the trap as the neutral atom is not confined by the Penning

fields. This interaction technique is reported in detail elsewhere [5, 18].
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The second technique is to start with the antiprotons in the side of the nested well
(T6 in Fig. 5.1). Since the antiprotons are at a temperature of 4 K (0.36 meV) after
electron cooling, they have insufficient energy to interact with the positrons sitting
in the adjacent well several volts deep. However, a radio-frequency drive applied to
the T6 electrode can resonantly increase the energy of the antiprotons’ axial motion,
allowing them to climb over the central well and interact with the positrons. This is

also shown in Fig. 5.1, and the technique is the topic of this chapter.

5.2 Driving Antiprotons in a Nested Penning Trap

5.2.1 Calculation of Bounce Frequencies

In order to drive the axial motion of antiprotons in the sides of the nested well the
frequency of this motion must first be determined. This is calculated using a Runge
Kutta numerical integration technique. The calculation is performed for particles on
the trap axis and 4 mm off axis (the latter is approximately the radial extent of the
antiproton clouds). In this way one can determine an appropriate drive frequency.
Figure 5.2 shows the results of such a calculation for typical nested well potentials
used in the experiments. The potentials are also shown in the figure.

It can be seen that the oscillation frequency changes discontinuously as the an-
tiprotons are excited out of the side well and begin to oscillate in the wider region of
the nested well. Antiprotons 4 mm off axis have some double-valued oscillation fre-
quencies. This is because particles with higher energies in the side well have a larger

distance to travel, so some frequencies result from two different antiproton energies.
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Figure 5.2: a) The axial oscillation frequency of antiprotons in the side of the nested
well depends upon the antiproton energy and radial position. The energy is calculated
with respect to the potential energy on axis at the center of the nested well. b) Nested
well potentials on, and 4 mm off axis.
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As noted in Fig. 5.2(a) a drive frequency of 700 kHz will be resonant with antiprotons
oscillating close to the bottom of the nested side well.

The radio-frequency drive is applied to the electrode upon which the antiprotons
are confined. If the equilibrium position of the antiprotons were at the axial mid-
plane of the electrode, the drive would just modulate the well depth slightly and not
drive the particle’s axial motion. However, the nested well potentials are such that
antiprotons do not sit at this midplane but are offset slightly. This allows them to be

driven effectively.

5.2.2 Driving Hardware

Considering the variation of axial frequency with antiproton energy in Fig. 5.2(a)
two driving techniques seem viable. The first is to use a drive at a single frequency
close to resonance with antiprotons at the bottom of the side well, and rely on col-
lisions between antiprotons to transfer the drive energy to non-resonant particles,
thereby increasing the axial energy of all antiprotons. A typical single frequency drive
for antiprotons is 700 kHz, provided by a PTS 250 synthesizer. The second technique
is to apply a drive at frequencies resonant with all antiprotons in the nested side well.
A drive at many frequencies, i.e., a noise drive, is available from an SRS DG535. This
can behave as an arbitrary waveform generator, which is programmed to give a very
tightly spaced comb of lines (200 Hz apart) in the bandwidth 500-1000 kHz, thus
approximating a noise drive in this range.

It is of course important that the Jilich detector system is informed when the

drive is on and antihydrogen could be produced, and when it is off and antihydrogen
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cannot be produced. To this end a hardware switch is set up as shown in Fig. 5.3.

During an experiment the synthesizer is remotely switched either to the trap via a

square law

: isolation detector
synthesizer 51Q to detector

o - 2
N 3 Viins #.6&1[: = electronics

[ -
O > to trap
attenuator

Figure 5.3: Hardware setup to communicate the drive state to the Jilich detector
system.

variable attenuator, or to the detector system via electronics which provide a high
d.c. voltage when the drive is not applied to the trap, and zero voltage when the
drive is applied to the trap. The isolator is required to keep separate the electrical
grounds of the detector system and the trap. At the trap the drive is transmitted to

the electrode via a high frequency microcoax transmission line (a pulse line).

5.2.3 Single Frequency Drive Capabilities

To illustrate the various processes involved when driving antiprotons across the
nested well, I summarize the results of two experiments. In the first, 1.1 x 10°
antiprotons are placed in a nested side well and 2 x 10% positrons are contained
in the central well, so that the experiment will follow as closely as possible a real
recombination experiment. A total of 2.5 million electrons are confined with the
antiprotons. Figure 5.4(a) and (b) shows the arrangement. The antiprotons are

driven with a power of 7 dBm at 700 kHz for 4 minutes, after which the T8 end



Chapter 5: Driving Antiprotons in o Nested Penning Trap 117

of the nested well is ramped open to energy analyze the antiprotons driven out of
the T6 electrode at his time (Fig. 5.4(c)). With the drive still applied, the T6 side
of the nested well is then ramped open to determine the energy distribution of the
antiprotons which remain on T6. This distribution is shown in Fig. 5.4(d) along with
the distribution found in a similar experiment. but without the radio-frequency drive
applied.

From Fig. 5.4(c), one can see that the energy distribution of antiprotons excited
out of the T6 well is heavily peaked at low energies. i.e., at the bottom of the T8 side
well, with a long tail extending beyond the potential at the center of the nested well.
No antiprotons or electrons started on the T8 side, and no electrons will be driven
over to T8. The fact that the bulk of the antiprotons are at low energies is a result of
antiproton - antiproton collisions which decrease the energy of some antiprotons and
increase the energy of others. The antiproton which loses energy remains in the T8
side well, but at this reduced energy. The heated antiproton oscillates the length of
the nested well and can be cooled by the positrons on electrode T7, and electrons on
T6. After many antiproton - antiproton collisions the net effect is that antiprotons
will collect at the bottom of the T8 well, as seen.

The energy distribution of antiprotons on the T6 side of the nested well (Fig. 5.4(d))
indicates that the drive excites all the antiprotons from the bottom of the well, leav-
ing no particles with low energies. This is exactly as one would hope, since, as can
be seen from Fig. 5.2(a), a drive frequency of 700 kHz is resonant with low energy
antiprotons in the side of the nested well, whether on or off axis. The distribution

stops at the potential of the center of the nested well since all antiprotons with higher
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antiprotons on the T6 side of the nested well after driving (grey bars), and the energy
distribution from a separate experiment without the radio-frequency drive (unfilled

bars).
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energies were allowed to escape to the degrader when the T8 side of the nested well
was investigated earlier.

Since the drive is only resonant with antiprotons at low energies, collisions between
antiprotons play an important role in transferring particles over the center of the
nested well. The picture to have in mind is of the drive energy percolating up through
the antiproton energy distribution via collisions. In this way the highest energy
antiprotons are jostled over the top of the central well.

In an experiment to determine an appropriate drive strength, antiprotons are
contained on the T6 side of the nested well (as in Fig. 5.4(a) and (b)) and the drive
strength is periodically increased while the T8 end of the well is ramped open and
closed every 10 s. The drive is strong enough to transfer particles when a 10 s periodic
variation in the loss from the trap appears: high loss when the T8 end of the nested
well is open and antiprotons driven out of T6 can escape to the degrader, and low
loss when the nested well is closed. This is shown in Fig. 5.5. A drive strength
of 8 dBm is seen to stimulate substantial transfer. After nearly 700 s of driving
at 8 dBm the transfer has reduced dramatically. This is because the total number
of antiprotons remaining on T6 is significantly reduced, and because the drive has
specifically depopulated the low energy part of the antiproton distribution. This
second point is confirmed by turning off the drive for 5 minutes. When the drive is
restarted the transfer also restarts, but at a higher rate than it left off, indicating a
repopulation of low energies.

A closer look at the loss at early times in Fig. 5.5 reveals that, before the periodic

structure appears, the loss rate has increased substantially above background. This
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Figure 5.5: The observed antiproton loss rate as the drive strength is increased from
-17dBm at t = 0 s to 8 dBm at t = 600 s, while the end of the nested well is cycled
open and closed. The re-population of resonant antiproton energies is shown by the
increased loss at t = 1620 s

loss must be in the radial, rather than the axial, direction. If the loss were axially
directed then more would certainly occur when the nested well is open than when
it is closed, and the periodic loss pattern would be evident. High loss such as this
occurs in all experiments when the drive strength is increased over many minutes. A
cleaner technique is to immediately apply a drive which is strong enough to stimulate
transfer.

These experiments demonstrate the effective transfer of radio-frequency drive en-
ergy to antiprotons forcing them to pass over the center of the nested well. The
antiproton energy distributions are measured and understood in terms of the applied

drive frequency and the collisional processes involved.
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5.2.4 Alternative Driving Techniques

The above driving technique and a number of variations on it have been tried
with no positrons present in the nested well. This enables a comparison between
experiments of the antiproton transfer and antiproton loss (the latter without the
possibility of loss due to antihydrogen). The results are summarized in Table 5.1.

There was insufficient time to investigate in detail all of the different possibilities

Noise broadened drive (500 - | Effective transfer, but, in general, higher
1000 kHz). antiproton loss observed than with a single
frequency drive.

Single frequency drive ap- | Ineffective transfer even at maximum syn-
plied to the electrode (T5) | thesizer power (13 dBm).

adjacent to the antiprotons.
Electrons removed before | Higher loss rate than when electrons are

driving. present.
Drive at twice the axial fre- | Large, sudden, and uncontrollable losses
quency (parametric drive). | can occur. Transfer is very sensitive to

drive strength.

Table 5.1: Summary of alternative driving techniques.

and to optimize each for drive strength, drive frequency, and drive duration. Most
time was invested in the single frequency drive and the noise broadened drive, and,
as noted in Table 5.1, the noise drive tends to suffer from a higher loss rate. As the
experiments with a single drive frequency show, collisions redistribute drive energy,
making it unnecessary to have a drive resonant with every antiproton energy. The
many frequencies present in the noise drive may just serve to trigger instabilities in
the cooling electrons (see Sec. 5.3) resulting in additional antiproton loss.

A single frequency drive applied to the electrode upon which antiprotons and

electrons are held is concluded to be the best driving technique, and experiments
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progressed swiftly to testing the efficiency of this method, as described in the next

section.

5.2.5 Efficient Transfer of Antiprotons Across a Nested Well

The number of antihydrogen atoms that will be produced is proportional to the
number of antiprotons that can be made to interact with the positrons. However,
adding energy to the antiprotons to induce this interaction can cause antiproton loss
that is not associated with antihydrogen and should, in general, be kept as low as
possible. The aim, therefore, is to maximize the number of antiprotons transferred
over the center of the nested well, while keeping to a minimum antiproton losses
which are not due to antihydrogen. To this end two figures of merit are considered:
the antiproton loss rate above the cosmic ray background (L,.;), and the ratio, R,
of the number of antiprotons transferred over the center of the nested well, to the
loss incurred while transferring. The loss rate, L,.;, is normalized to the number of
antiprotons when comparing experiments using different particle numbers.

Cycling the nested well open and closed, as was done in the previous experiment,
rapidly reduces the number of antiprotons, making it impossible to gauge the transfer
and loss rates for many cycles. Also, to produce as much antihydrogen as possible, it
is necessary to apply drives to both sides of the nested well so that the antiprotons
are driven back and forth many times through the positrons. To address both of
these issues a set of experiments is performed with particles and drives present on
both of the nested side wells. During the driving, antiproton loss is continuously

monitored and the nested well is only opened after the driving has ceased to discover
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the effectiveness of the transfer. In this way one can obtain values for L,.; and R,.;.
As a first step of this set of experiments a total of 1.8 x 10® antiprotons are loaded
and cooled into two wells by two clouds of ~ 2 million electrons. The antiprotons
are then simply ejected and counted to determine the ratio of the number in each
of the two wells. This ratio is confirmed by repeating the experiment. Antiprotons
are then loaded as before and set up in the nested well, on electrodes T6 and T8
(Fig. 5.6(a) and (b)). T6 is driven with a power of 7 dBm at 700 kHz for 10 s, after
which both ends of the nested well are consecutively ramped open to discover the
number of antiprotons on each side. The experiment is repeated, but driving T6 for
10 s, waiting for 10 s with no drive on, and then applying the drive for 10 s to T8.
The number of antiprotons on each side of the nested well is then measured. This
procedure is continued, increasing the number of drive iterations each time.
Initially, 42% of the antiprotons start on T6, while 58% start on T8. After one
iteration, driving T6 for 10 s, only 4% remain on T6. The fraction of antiprotons in
each side well after 1, 2, 3, 4, 9, 20, and 49 iterations is shown in Fig. 5.6, indicating
that repeatable transfer of roughly 1.7 x 10° antiprotons is possible. The 49 iteration
experiment is therefore equivalent to a total of nearly 10 million antiprotons excited
over the center of the nested well. As can be seen in Fig. 5.6(c) for each experiment the
majority of antiprotons finish on the opposite side of the nested well from the previous
experiment. A measure of whether or not the transfer is becoming less efficient as the
number of iterations increases is therefore the difference in the fraction of antiprotons
on say, the T8 side, between one experiment and the next. This is shown to decrease

linearly in Fig. 5.7(a), although only reducing to 80% after a total of 49 iterations.
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The loss rate above background (L) during the periods when either drive is on
is seen in Fig. 5.7(b) from an experiment when the antiprotons are transferred back
and forth 49 times. For the first 15 iterations the loss rate above background is as
low as 0.5 counts s~* (1 antiproton s™!). Later iterations show an increased loss each
time T8 is driven, indicating that the T8 drive is a little too strong.

The number of antiprotons transferred at each iteration can be deduced from the
linear fit in Fig. 5.7(a) and is used to find the ratio of the antiproton transfer to the
loss above background, as seen in Fig. 5.7(c) (when the net loss is zero R, is taken
to be the number of antiprotons transferred). This ratio of transfer to net loss, when
averaged over the whole experiment (R,.;), is equal to 5600, indicating very efficient
transfer of antiprotons.

R,.: is measured for an identical experiment with the same number of antiprotons,
but with a drive frequency of 650 kHz, instead of 700 kHz. The results are shown
in Fig. 5.8. Only 3% of the antiprotons remain on the side of the nested well driven
last, indicating that effective transfer has taken place. The measured values of R,
are comparable to those obtained using the higher frequency drive. The transfer is
not, therefore, highly sensitive to the frequency of the drive used.

In summary, highly efficient transfer of antiprotons across a nested well is stimu-
lated by a single frequency drive. Approximately 95% of antiprotons are transferred
when the drive is first applied, and the transfer is repeated up to 50 times, with only
a small reduction in efficiency. The loss of antiprotons during the transfer is very low:
as little as 1 antiproton s~!. This efficient and repeatable transfer makes the driven

nested well a very promising environment for antihydrogen production.
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5.3 Anomalous Driving Loss

Occasionally large losses occur while driving antiprotons across the nested well.

Preliminary studies suggest that this is related to the number of electrons mixed

in with the antiprotons. Figure 5.9 shows the antiproton loss incurred during two

consecutive experiments where the antiprotons are again driven back and forth 49

times between the sides of the nested well. The number of electrons is halved in the

second experiment which is seen to have a very beneficial

effect.

Large electron clouds can be unstable and stimulate instabilities in the antiproton

cloud, as noted in Sec. 3.1.1. If excessive antiproton losses are observed during driving,

the first thing to check is the number of electrons and whether or not the electron

cloud is anomalously hot.

techniques described in Ch. 2.

This can be done using the radio-frequency detection
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5.4 Loss Analysis

One of the experiments described above indicates that antiproton loss from the
nested well occurs in the radial, not the axial, direction. This can be confirmed by a
more general technique which relies on using the BGO detector to detect antiproton
annihilations (rather than positron annihilations for which it was designed).

Antiprotons exiting the trap annihilate on the gold plated copper electrodes, cre-
ating on average 3.5 charged pions and many high energy gamma rays. When the
pions and gamma rays pass through a BGO crystal they can deposit a large amount
of energy. Unfortunately, such events blind the detector to the small amount of en-
ergy (from a 511 keV gamma ray) produced by a positron - electron annihilation.
Fortunately, however, if one measures only events where a large amount of energy is
absorbed, then one has a measure of the number of antiproton annihilations.

Every time a trigger count (a temporal coincidence between an antiproton event in
the fiber detector and one in the outer scintillators) occurs, the Jiilich data acquisition
system is triggered. The energy deposited in each of the 12 BGO crystals is then
measured, along with the state of all other detector elements. A quantity of interest
for antiproton detection is the number of crystals in which a large amount of energy
is deposited at the time of a trigger. This is called the multiplicity (1) and can be
any number from 0 (no crystals show a count) to 12 (all crystals show counts).

The main background for this measurement is due to cosmic rays, since these
also deposit a large amount of energy in BGO. However, since cosmic rays come
from above, and given that the BGO detector is physically much smaller than the

fiber detector and outer scintillators, the chances of a cosmic ray striking all three
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detectors is reasonably small. This means that if a cosmic ray causes a trigger then
it is unlikely to also hit the BGO and will therefore have a multiplicity of zero. In
contrast, antiprotons leaving the trap annihilate much closer to, and often within,
the BGO detector and so the majority of these annihilations produce p > 0 events.
Therefore, an effective technique to eliminate cosmic rays is to reject (or cut) all
trigger counts associated with x = 0 events. If this cut is made, 92% of the cosmic
rays are rejected at the expense of ~ 20% of real antiproton annihilations.

The lower trap where all driving experiments take place is 19 cm long, while the
BGO crystals are 12 cm long and centered on the Ftrap electrodes. This can be seen
in Fig. 2.8(b). The BGO detector therefore has different solid angle efficiencies (and
therefore different multiplicities) for antiproton annihilations which occur at different
positions in the trap. For example, antiproton annihilations on the ball valve are
detected with a much smaller solid angle than, say, those on the inner surface of
electrode T7. The multiplicity of ball valve annihilations is therefore peaked at a
lower value than that of annihilations on T7.

In order to determine the direction of loss in a nested well driving experiment, it is
necessary to have as a reference the multiplicity spectrum for antiprotons annihilating
on the ball valve and on the inner surface of electrodes T6, T7, and T8. The spectrum
for annihilations on the ball valve is found by simply ejecting a cloud of antiprotons
to this end of the trap with the ball valve closed. The spectrum for radial loss from
T6 and T7 is found by placing antiprotons in a well formed by applying the same
potential to T6 and T7. Such a well is radially unstable as described in Sec. 4.1.

The procedure is repeated for antiprotons on T7 and T8, and the two multiplicities
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are averaged to find the spectrum for loss on T6, T7, and T8. These spectra are
shown in Fig. 5.10(a) and (b) after the cosmic background has been reduced by the

cut x> 0. As expected the spectrum for annihilations on the ball valve has more low
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Figure 5.10: The multiplicity spectrum for antiprotons annihilating, a) on the ball
valve, b) radially from T6, T7. and T8, and c¢) during a nested well driving experiment.
A > 0 cut has been applied.

multiplicity counts than that of annihilations on T6, T7. and T8.

Figure 5.10(c) shows the spectrum observed during a nested well driving experi-
ment using the potentials shown in Fig. 5.4(b). It can be seen that the potential of
the end of the nested well closest to the degrader is higher than the end closest to
the ball valve. A potential 5 V more negative is applied to electrodes Etrap than to

T4 to achieve this, and is to ensure that any antiproton loss in the axial direction
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results in annihilations on the ball valve. It is easy to see from Fig. 5.10 that the loss
in the driving experiment much more closely resembles radial loss from T6, T7, and
T8, than it does axial loss at the ball valve. Quantitatively, the driving loss observed
is 92 + 8, —10% radial, confirming the previous conclusions.

This example illustrates the use of the BGO detector to measure antiproton an-
nihilations, and shows a technique to determine their spatial distribution. In order
to do this effectively the cosmic ray trigger count rate of 1.2 counts s™! is reduced by
an order of magnitude. It can be reduced further by extending the multiplicity cut

to u > 1, but at the expense of cutting more real antiproton events.



Chapter 6

Antihydrogen Experiments in a

Driven Nested Penning Trap

The previous chapter gives examples of efficiently driving antiprotons across the
nested well with minimal loss. Transferring large numbers of antiprotons is essential to
maximize the number of atoms created. Maintaining a low antiproton loss during the
transfer is always desirable but will not be essential if the loss does not interfere with
antihydrogen detection. This chapter describes such a detection technique, where
antihydrogen is identified long after all driving and associated antiproton loss have

ceased.

133
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6.1 Background-Free Antihydrogen Detection

6.1.1 Nested Well With Antihydrogen Detection

A modification to the experiments detailed above is now made which provides for
background-free antihydrogen detection. Again, antiprotons and electrons are con-
fined in the sides of a nested well with positrons in the center, and the antiprotons are
repeatedly driven through the positrons. Now, however, an “ionization well” (or “de-
tection well”) is added, outside the nested well region. An antihydrogen atom formed
in the nested well will move in the initial direction of its antiproton. Those which
pass through the detection well, and are weakly bound enough, will be field ionized,
depositing their antiproton in the well. The ionization well can be investigated after
the driving and all related particle loss have ceased. As shown below this is done with
effectively zero background. With the ionization fields applied, however, this tech-
nique is only sensitive to a subset of possible antihydrogen atoms, those which are
ionized by fields between ~ 20 Vem ™! and up to ~ 150 Vem™!. Fields of ~ 20 Vem™!
exist inside the nested well itself, ionizing the most weakly bound atoms before they
can reach the detection well, and ~ 150 Vem ™! is the maximum ionization field used
in these studies.

Radiatively recombined atoms are preferentially formed in the ground and first
excited state, since the cross-section for this process is inversely proportional to the
principal quantum number of the recombined state [47]. The ground and first excited
states require enormous fields to ionize — 1 x 10° and 3 x 108 Vem™, and as a

consequence any antiprotons in the ionization well cannot have come from radiatively
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recombined atoms. These atoms can only be detected during the driving process, as
they leave the nested well and annihilate on the electrodes. In this case low antiproton
loss is essential, and the experiments demonstrated in the previous chapter can be
used to maximum effect.

An atom formed by three body recombination is, initially so loosely bound that
it will be ionized by the fields which exist in the nested well. However, collisions
between the atomic positron and positrons in the positron plasma will de-excite the
atom as it continues through the plasma. If sufficient de-excitation occurs then the
atom may escape the nested well intact, to be ionized and detected in the ionization
well.

The potential structure of the nested well with the adjoining ionization well is
shown in Fig. 6.1. The potentials are carefully designed to prevent any antiproton
not bound in an antihydrogen atom from becoming trapped in the ionization well.
The on-axis voltage of the left side of the nested well (T2) is lower by approximately
4 V than that on the right (T8). Any antiproton with enough energy to escape the
nested well will therefore leave to the left, and annihilate on the ball valve. Even
if an antiproton were able to escape to the ionization well it would have to lose
energy while in the well in order to become trapped. The only mechanism for such
energy loss is a strong collision between two antiprotons passing through the ionization
well simultaneously, the probability of which is vanishingly small. Additionally, all
experiments are performed twice, once with, and once without positrons. When
positrons are present they will cool the antiprotons, reducing the likelihood that any

antiproton will acquire enough energy to climb out of the nested well. Therefore, the
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Figure 6.1: a) Electrodes, b) potential (solid line) and negative magnitude of the
electric field (dashed line) of the nested well, and ¢) potentials in more detail.

chances of finding an antiproton not from antihydrogen in the ionization well will be

lower when positrons are present. A careful study of Fig. 6.1 shows that the largest

field an antihydrogen atom can experience and deposit its antiproton in the ionization

well, is 73 Vem ™. While in the nested well the electric field on axis has a maximum

value of 20 Vem 1.
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6.1.2 Background-free Observations

A total of 3 x 10% positrons are contained in the center of the nested well and a
mixture of 2 x 10% antiprotons with 4 x 10¢ electrons are divided between the side
wells. A single frequency drive at 650 KHz and a power of 7 dBm is applied alternately
to each side of the nested well for a total of 50, 10 s iterations. This is the driving
procedure which achieved a high transfer to loss ratio in the experiments of Ch. 5.
After 50 iterations, the ionization well is deepened to 15 V in order to safely store
any captured antiprotons while a ramp is made to the degrader. In the final step the
potential of the ionization well is swept from 15 V to -35 V in 10 ms, and any trapped
antiprotons are expelled towards the degrader. There is essentially no background
in this measurement since during the 10 ms ramp there will be on average only 0.01
cosmic ray background counts. The procedure is shown in Fig. 6.2.

Unfortunately, no antiprotons were detected in the ionization well, indicating that
antihydrogen which could be ionized by fields between 20 Vem ™ and 73 Vem ™! was
not produced.

The above scheme is repeated with two important, and several minor, changes.
Firstly, the positron well is deepened from -5 V to -9 V. This increases the positron
density from 9x 102 m 3 to 15x 102 m 3. Since the recombination rate for three body
recombination scales quadratically with density the increase should have a significant
effect. Secondly, the electrons are ejected prior to the experiment since without
them as a cooling source the antiprotons can be driven more easily over the deeper
positron well. Without electron cooling, the antiprotons will also be lost more easily

from the nested well. However, this is not a great concern since the ionization well is
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Figure 6.2: a) Electrodes, b) nested well potentials while driving, ¢) potentials just
prior to ramping the ionization well (solid line) and potentials which ramp out any
antiprotons caught in the ionization well (dashed line).
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investigated after the radio-frequency drives are turned off and this loss has stopped.

The deeper positron well increases the resonant frequency of an antiproton in
the side of the nested well. For this experiment a drive frequency of 825 kHz is
appropriate. A lower drive strength (4 dBm) is used and all the antiprotons start
on one side of the nested well. These minor changes should have little effect on the
experiment. The drive is applied alternately to each side of the nested well for a
total of 50, 10 s iterations, pausing for 5 s between each iteration. The ionization
well is then investigated as described above, as are the sides of the nested well. The
experiment is performed with 1.9 x 10° antiprotons and 3.3 x 10° positrons. It is
repeated, but with no positrons present, and slightly fewer antiprotons (1.3 x 10°)
due to a stoppage in the AD.

Figure 6.3 shows the antiproton loss observed during the driving. It is immedi-
ately clear that the loss is far greater than that during the driving experiments of
Ch. 5. This is because a strong drive is still used but no cooling electrons are present.
The loss rate is high when the drive is on and falls abruptly when the drive is turned
off. It maximizes on the second cycle, rather than the first, as not enough energy is
introduced in the first 10 s to reach maximum transfer (and therefore maximum loss).
After the second cycle the amplitude of the loss peaks falls approximately exponen-
tially as the number of antiprotons is depleted. By the end of the 50** cycle the loss
and transfer have virtually stopped. The amplitude of alternate peaks is not the same.
All the antiprotons started on one side of the nested well so the amplitude difference
indicates that there is not 100% transfer of antiprotons. Other than the lower loss

amplitude due to fewer antiprotons the spectrum without positrons shows the same
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characteristics. Figure 6.3(c) shows how the antiproton losses in the experiments

a)|  EmT4—-T6
: i - —T6—T4
—~ 2000 [ with positrons ;
&
2 1000
o
3
S 0
S | . ;
© 2000 | without positrons :
2
c
T 1000
O
0] 200 400 600
0 2
Q=
X B
(o)
-
c s
g5
g2 |
H_Q-0.8_""""""“""""‘""""'

0 5 10 15 20 25 30 35 40
iteration

Figure 6.3: Antiproton loss from the nested well, a) with, and b) without positrons
(fewer antiprotons are used in the experiment without positrons, hence the reduced
amplitude of the loss). c¢) Excess loss when positrons are present in the center of the
nested well, per driving iteration, and normalized to the same number of antiprotons.

with and without positrons compare for each driving iteration, normalized to the

same number of antiprotons. During the first three drive cycles there is substantially
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more loss observed when positrons are present, than when they are not. The reverse
is true for later cycles. The loss with positrons present could have two components
- normal antiproton loss from the nested well and loss due to antihydrogen striking
the trap electrodes. The loss without positrons can of course only have the first com-
ponent. If antihydrogen is being produced it is presumably contributing more to the
loss observed during the first few cycles that the later cycles. No stronger conclusion
can be drawn, however, since positrons can modify the normal antiproton loss from
the nested well making it impossible to separate this from any loss via antihydrogen.

When the driving is finished the contents of the two sides of the nested well are
analyzed separately. For the experiment with positrons contained in the T5 electrode,
no antiprotons are found in the T6 side of the nested well but 3.5 x 104, or 19%,
of the initial number are discovered on T4. Since the loss had virtually stopped
after 50 iterations it is likely that these represent a fraction of the antiprotons which
are never transferred by the drive. This is probably due to the fact that the drive
frequency is 825 kHz, while antiprotons at the very bottom of the side well have a
resonant frequency of 875 kHz and are therefore not strongly driven. Similarly, for
the experiment without positrons in T5, no antiprotons are found on T6 but 15% of
the initial number remained on T4.

The contents of the ionization well are then investigated by quickly ramping it
towards the degrader as described above. The results of these fast ramps for the
two experiments, along with the potentials used during the driving, are shown in
Fig. 6.4. The results are clear: a total of 183 antiprotons from antihydrogen are caught

in the ionization well when positrons are present, while the test with no positrons
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Figure 6.4: a) Electrodes, b) nested well potentials, ¢) ionization well contents with

positrons, d) ionization well contents without positrons.
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reassuringly showed no antiprotons captured. Further experiments are done, both
with and without positrons. Antiprotons are always observed in the ionization well
when positrons are present and none have ever been found without positrons. Even
without these additional experiments the potential structure guarantees that any
antiproton in the ionization well must be from antihydrogen. This one demonstration

therefore already unambiguously demonstrates antihydrogen production.

6.1.3 Recombination Rate Dependencies

The number of atoms detected cannot simply be proportional to n? * b, as might
be predicted for a three body recombination rate which scales as the square of the
positron density (n), and an interaction time proportional to thickness of the plasma
(b). Analysis similar to that in Sec. 4.3.4 shows that n? x b increases in proportion
to n (n * b is approximately constant), meaning that in the initial experiment with
a 5 V positron well, a total of 110 antiprotons would have been expected in the
ionization well. It must be the case that in this initial experiment only antihydrogen
atoms which ionize at fields of 20 Vem™! or less are created, and so all atoms quickly
ionize in the nested well. The number of de-exciting collisions between the atomic
positron and a plasma positron is, on average, proportional to both the positron
plasma density and its thickness. Since this is approximately constant. the number
of de-exciting collisions should not change as the well depth is increased. Despite
this prediction a change in the collisional dynamics is still a likely candidate for
the dramatic change in the number of atoms detected using the deeper positron

well. Limited time prevented further investigation of the well depth dependency of
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recombination. Only one additional experiment was performed before our attention
turned to investigating the atomic states of the antihydrogen produced.

This additional experiment retains the same potential structure and driving tech-
nique — the number of positrons is simply increased from 3.3 x 10% to 8.6 x 10%. A
total of 2.1 x 10° antiprotons are used. In this experiment as many as 718 atoms
deposited an antiproton in the ionization well, or equivalently, 1 detected atom for
every 290 antiprotons used. Again, no antiprotons were discovered when the exper-
iment is repeated with no positrons present. The distribution of antiprotons in the

ionization well is shown in Fig. 6.5.
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Figure 6.5: Ionization well contents with, a) 8.6 x 10°, and b) 0 positrons in a 9 V
well.

The numerical code for calculating equilibrium cloud shapes described in Ch. 4 is
used to find the density, diameter, and axial extent of clouds of 3.3 x 10° and 8.6 x 10°
positrons in the nested well. This is shown in Table 6.1. The higher density, axial
extent and diameter of the 8.6 x 10% positron cloud will increase the antihydrogen

production rate (recall that the antiproton cloud radius is approximately 4 mm —
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N x10° | n (102m™3) | a (mm) | b (mm)
3.3 15.4 3.2 0.45
8.6 17.0 3.7 0.79

Table 6.1: Cloud parameters for 3.3 x 10° and 8.6 x 10% positrons in a 9 V well.

larger than either of the positron clouds). Given the same energy input from the
driven antiprotons a larger number of positrons will retain a lower temperature which
will also translate into a higher recombination rate. All these effects will come into
play, making for a complex dependence of the antihydrogen production rate on the

physical parameters of the positron plasma.

6.1.4 Atom Spatial Distribution

In order to estimate the total number of atoms produced, not just the number
which are caught in the ionization well, the spatial distribution of the antihydrogen
must be known. If the antihydrogen were moving isotropically, then, since the ion-
ization well covers roughly 1/260 of the solid angle, a total of 47 000 and 187 000
atoms were created in the two experiments. This second number is equivalent to cre-
ating 1 antihydrogen atom for every 1.14 antiprotons. Although technically possible,
this figure strongly suggests that the antihydrogen distribution is peaked in the axial
direction. This is perfectly reasonable since the radio-frequency drives increase the
axial energy of the antiprotons which could preferentially direct the created atoms
along the axis.

The spatial distribution of atoms is probed in an experiment described by Bow-

den [18] using a different method to induce antiproton - positron interaction. In these
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experiments the ionization well is moved progressively further from the nested well,
resulting in a reduction in the number of antihydrogen atoms detected. This reduc-
tion is consistent with an isotropic distribution of atoms, and with an axial beam,
which at the position of the ionization well is considerably larger than the electrode
diameter.

Whatever the exact spatial distribution, the atoms detected are only those which

are ionized by fields between 20 and 73 Vem ™.

Other atoms, both more tightly,
and more loosely bound, will have undoubtedly been created. The actual number of
atoms produced is therefore rather uncertain. What is certain is that this was, at the

time, by far the largest number of antihydrogen atoms directly detected in a 1 hour

trial.

6.1.5 Estimated Limit on Atom Temperature

One can attempt to place a limit on the temperature of the recombined atom
given that it must have been de-excited from an initial three body recombined state

by collisions with plasma positrons. The time between these collisions (7..) is given

by,
Teoll = (néﬂ r%)_l (61)
= 05us (T=42K)

= 15 us (T'=42 K)

where U is the average velocity of positrons in the plasma and rr is the initial capture

radius of the atom, the Thompson radius. The collision time does not depend strongly

on temperature and so a value 7.; = 1 us is a reasonable estimate. Numerical
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calculations of the positron cloud parameters (as described in Ch. 4) shows that it
has a thickness of about 1 mm. In order to escape the nested well and be detected, the
atom must have at least one de-exciting collision, and so on average remain within the
positron plasma for 1 us. The atomic velocity along the trap axis is therefore less than
1000 ms™, or equivalently, a temperature of 60 K. There is, however, the possibility
that the atoms are predominantly created from antiprotons which, by chance, suffer a
collision after much less than the average time between collisions. This would increase

the limiting temperature above 60 K.

6.2 Electric Field Ionization Experiments

Attention is now turned to investigating the type of atoms that are being created.
The high production rates observed in the previous experiments allow the ionization
well to be moved further from the nested well and still collect an appreciable number of
antiprotons from antihydrogen. This increased separation allows space for a variable
“state-analysis” electric field. This field is used to pre-ionize atoms as they move from
the nested well to the ionization well, thereby reducing the number of atoms which
reach the ionization well and deposit their antiproton. Varying the state-analysis field
and measuring the number of antiprotons in the ionization well determines the fraction
of atoms that are pre-ionized by a given state-analysis field. The state-analysis field
is directed along the z axis and is created by biasing several electrodes. In this way
it varies by less than £10% on and off the axis. In addition, a normalization well is
included which acts very much like the ionization well in that it ionizes atoms and

captures their antiprotons. The number of antiprotons from antihydrogen in this well



Chapter 6: Antihydrogen Experiments in a Driven Nested Penning Trap 148

provides a normalization for the number collected in the ionization well. Figure 6.6

shows the electrodes, potentials, and two examples of the state-analysis field.
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Figure 6.6: a) Electrodes, b) two values of the potential, and c) electric field magni-
tude on axis.

In this set of experiments the positrons are again contained in a 9 V well and
825 kHz drives are applied to the sides of the nested well just as in the experiments
of the previous section. The only difference is that the antiprotons are divided evenly
between the two sides of the nested well in order to be sure that as much antihydrogen
moves towards the ionization well as towards the normalization well. In this case the
loss observed from the nested well during driving does not have alternate loss peaks

of very different amplitude, as was seen in Fig. 6.3.
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The ratio, r, of the number of antiprotons in the ionization well (N;,,) to the
number in the normalization well (N, ) is plotted as a function of the state-analysis

electric field (F') in Fig. 6.7. The measured values of r are consistent with a linear

15| 3.5x10° positrons |

000
0 20 40 60 80

state-analysis electric field, F (ch'1)

Figure 6.7: a) Ratio of the number of antiprotons in the ionization well to the number
in the normalization well. The dashed line is the expected ratio for a state-analysis
field of 25 Vem ™. b) dr/dF dependency on state-analysis field.

dependence on F' up to a cut-off, and are zero at higher fields. This gives a constant
number of atoms ionized per unit electric field (Fig. 6.7(b)). For example, the number
of atoms which are ionized by fields between 30 and 40 Vem™! is equal to the number
ionized by fields of 50 to 60 Vem ™. No atoms are observed which require fields
greater than 62 Vem™ to ionize. This is seen in the distribution, dr/dF, which is
zero above this field. The cut-off at 62 Vem™! is presumably not a discontinuous drop

to zero as is shown in the figure, but the error bars on the data indicate that there is
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insufficient resolution to map out the edge.

Numerical modelling of antihydrogen trajectories from the nested well shows that
antiprotons in the ionization well come from atoms which are stripped by fields of
25 to 150 Vem ™!, while antiprotons in the normalization well are from atoms stripped
by fields of 35 to 140 Vem ™. The ionization well and the normalization well also have
different solid angle efficiencies for antihydrogen detection. When the state-analysis
field is reduced to less than 25 Vem ™! there is no pre-ionization of atoms. In this
case the number of antiprotons in the ionization well should equal the number in
the normalization well, once the different solid angles and ionization fields in the two
wells have been taken into account. This is shown by the dashed line in Fig. 6.7(a).

Indeed, the value of r for the lowest state-analysis field is consistent with this.

6.3 Ionization Theory for a Stationary Atom

Having measured the electric field which will ionize an antihydrogen atom one
would like to parameterize the atom by its atomic state, the antiproton - positron
separation, or the positron binding energy. This topic is addressed in a recent

manuscript [6], and the remainder of the chapter is devoted to this end.

6.3.1 Guiding Center Atoms

The fact that a field as small as 60 Vem ™! will ionize the atom indicates that it is
rather loosely bound. Such highly excited atoms, when in a strong magnetic field, can
be approximated as “guiding center” atoms [35], and described classically. Figure 6.8

3

shows the trajectory of the positron in such an atom with no external applied electric
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field. The positron performs fast cyclotron oscillations about the magnetic field,

Figure 6.8: In a circular guiding center atom the positron oscillates axially in the
Coulomb field of the antiproton, and the guided center of the cyclotron orbit drifts
around the antiproton at a radius p.

oscillates in the z direction in the Coulomb potential well of the antiproton, and drifts
around the antiproton with a velocity p = (E x B2)/B?, where E is the Coulomb
electric field. If the cyclotron motion is much faster than all other motions, and its
radius much smaller than the drift radius, then the cyclotron motion can be averaged
out. The positron trajectory then follows the guided center of the cyclotron orbit.
The conditions for neglecting the cyclotron motion place limits on the minimum size
of atom which is adequately described under the guiding center approximation. For

a cyclotron frequency much greater than the drift frequency,

s (0 R R 0 S YA R (6.2)
We="—>>wg=|— | —= — | =| =0.06 pm, :
m ¢ dmey ) p3B P Amey ) B2 il
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for a magnetic field of 5.4 T. While for a drift radius much greater than the cyclotron

radius,

vV 2mkT

p>r.= By

= 0.01 pm, (6.3)

for a positron temperature of 4.2 K, and field of 5.4 T. These limits will be found
to (just) apply to the atoms created in the experiments detailed above. At smaller
radii the guiding center approximation is not valid and, in addition, the orbits are

chaotic [88].

6.3.2 Atomic Ionization of a Stationary Atom

A simple model of how a guiding center atom is ionized by an applied electric
field, FZ, is to assume a stationary antiproton (or at least one which does not have
any momentum perpendicular to BZ) and consider the axial potential well in which
the positron resides. Figure 6.9 shows how the potential in the z direction changes
with increasing atomic radius, p, for a fixed F. It can be seen that the axial well
disappears as the radial separation of the positron and the antiproton increases. An
alternative viewpoint is to consider an atom of fixed p and vary the applied field
(Fig. 6.10). As the field is increased the potential minimum is displaced slightly from
z = 0 as the atom is polarized by the field, and the depth of the Coulomb well is
reduced. For axial displacements much smaller than p the polarizability of the atom,

oy, is easily found to be:

o= (1), (6.4)

q

which is reasonable in the sense that a larger atom is more weakly bound, and there-

fore easier to polarize.
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Figure 6.9: In an applied electric field the axial well depth decreases and moves
towards positive z as the positron - antiproton radial separation increases. All plots
are for an applied field of 60 Vem ™.
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Figure 6.10: As the applied electric field increases the axial well depth decreases and
moves towards positive z. All plots are for an atomic radius of 0.3 um.

Clearly, once the axial well has disappeared the positron will escape and the atom
is ionized. If the positron has some axial energy then it can leave the axial well before
the well entirely disappears. In general this will be the case, since through collisions,
the axial motion of the atomic positron is expected to come into thermal equilibrium
with the positrons in the positron cloud [35]. Comparing the positron energy to
the depth of the axial well allows the calculation of the field at which a positron
at a given p will escape. This calculation is performed for the limiting positron
temperature, 0 K, and for 4.2 K and 42 K, since the temperature of the positron
plasma while antiprotons are being driven through is not known. Figure 6.11(a) shows
the results. A field of 60 Vem ™ is seen to ionize an atom with a positron - antiproton
separation of 0.26 pm, if the atomic positron has an energy of 0.36 meV (4.2 K).
At this temperature, this would be the smallest atom created experimentally, since

none survive larger pre-ionizing fields. A higher positron temperature would indicate
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Figure 6.11: a) An applied electric field will ionize atoms with radii above the value
shown. Equations 6.6 and 6.7 translate the atomic radius into, b) a binding energy,
and c¢) a value for the principal quantum number of the atom.
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a smaller atomic radius, while the limiting value of 7" = 0 indicates a slightly larger
atom. In the T' = 0 limit there is a simple relationship between the radius of the

atom and the field which ionizes it,

2.35

W pm (6.5)

p:

Also shown in Fig. 6.11 are the binding energy, F,, and a value for the principal
quantum number, n,, where Ej is given by,

q2

- dmegp’

136V
ng = B (6.7)

The relationship of Eq. 6.7 should be treated with caution since for such highly excited

Ey

and n, is given by,

atoms in a large magnetic field n, is not a good quantum number. Figure 6.11(c),
which uses this relationship, is included only to give an estimate of this commonly
used atomic parameter.

The relationship between p and F' displayed in Fig. 6.11(a) allows the results of
Fig. 6.7(a) to be interpreted in terms of the atomic radius, rather than the ionizing
electric field. This is shown in Fig. 6.12. The calculated atomic radii are seen to
depend substantially on the energy of the atomic positron. For a positron temperature
of T' = 42 K, no atoms smaller than 0.15 pm are created, while none larger than

0.21 pm can escape the nested well intact to be detected. For T' = 0 the corresponding

limits on the atomic size are 0.30 pm and 0.52 pm.
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Figure 6.12: The range of atomic radii detected in the experiments of Sec. 6.2, as
determined by the analysis of a stationary atom in an applied electric field. The
ordinate is a measure of the number of atoms more tightly bound than the given p.

6.4 Ionization Theory for a Moving Atom

The analysis presented in the previous section requires that the antiproton is not
moving in the magnetic field. If this restriction is lifted then the problem becomes
significantly more difficult, since it is not possible to separate the center of mass
motion of the atom from the internal motion. The motion of the center of mass will

therefore affect the ionization process.

6.4.1 The Pseudomomentum

The problem is, however, simplified by the introduction of a pseudomomentum
(K) which is a conserved quantity for the system, and leads to a pseudoseparation of
the center of mass coordinate, R, and the relative coordinate, r [89, 90, 91, 6]. It is

called a pseudoseparation since the positron then moves in an effective potential which
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depends only on the relative coordinate and the eigenvalue of K. The Hamiltionian

for the atom in an applied magnetic and electric field is given by [90]:

H= i(p —qA(r))* + % + V(r) — ¢F.r, (6.8)

where p is the reduced mass, p the relative momentum vector, A(r) the vector po-
tential, M is the sum of the positron and antiproton masses, V(r) is the Coulomb
potential energy, and F' is the state-analysis field. The pseudomomentum is defined
by,

K=MR+¢Bxr, (6.9)

allowing the replacement of the center of mass part of Eq. 6.8, leaving only relative

coordinates:

H= i@ —A))? + 5 (K~ gB x 1?4 V() — gFox (6.10)

The last three terms on the right hand side are gauge independent (they do not contain

A(r)) and can therefore represent an effective potential energy for the positron, given

by,
1 2
Vers = W(K —¢Bxr)’+V(r)—qgF.r
2 2
- QK_M - %r'(K x B)+ 2q_M<B x1)?+V(r)—q¢Fr.  (6.11)

Without loss of generality, let K = K| ¢ and the effective potential energy becomes,

K} ¢K.B B*¢* 2 ¢ s 2 2y—1/2
— T+ + + — +y° 4+ —qF'z, 6.12
2M M T oM (z"+y) 4reg (2" +y"+27) aFz | )

Verr =

where all coordinates are those of the relative separation of the positron and the

antiproton. The first term in the potential is constant, the second corresponds to a
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motional electric field which acts to ionize the atom in the z direction, and the third
term is a confining potential which dominates at large distances.

An estimate of an upper limit for the value of K, of the atoms created can
be calculated. The spatial distribution of atoms is peaked to some degree in the
direction along the trap axis (Sec. 6.1.4). The center of mass velocity is therefore

smaller perpendicular to the axis, than along it,
MY <MZ <1 au., (6.13)

where the second inequality is from the requirement that the atom remain in the
positron plasma for long enough to be de-excited (Sec. 6.1.5). One atomic unit (a.u.)
of momentum is equal to 2 x 1072 Kgms™!, and only the Y component is considered,

since K is chosen to be entirely in the Y direction. The value of K| is given by,
K, = MY +¢Bu. (6.14)

The relative co-ordinate, x, is an oscillatory function with an amplitude ~ 0.25 pm,
as estimated above. The contribution to K| from the second term is < 0.1 a.u., and
a limiting value of K| is therefore 1 a.u.. Of the atoms created, those which reach
the ionization well have a tighter constraint on the value of K|, as discussed below

(Sec. 6.4.4).

6.4.2 Positron Trajectories in the Effective Potential

To demonstrate the full range of effects due to center of mass motion perpendicular
to the magnetic field, values of K| from 0 a.u. to twice the expected maximum

value, i.e., 2 a.u., are considered now. Figure 6.13 shows the effective potential in
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the x direction (y = z = 0) for values of K| in this range, with no external applied

electric field. For small x the Coulomb well dominates, but as x increases the motional
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Figure 6.13: As the value of K| increases so a well, in addition to the Coulomb well,
develops at large z.

electric field acts to lower the potential. For large x, the quadratic confining potential

dominates, and for intermediate values a potential well can develop. It is possible
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for the atomic positron to become trapped in this outer well, and such an atom is
referred to as a giant dipole. Depending upon the positron - antiproton separation
and value of K| the outer well can affect the positron orbit even when it is confined
in the Coulomb well at small .

The classical equations of motion, which dictate the guiding center positron tra-

jectory are,

. —1
p = ﬁ(v‘/@ff x B)
. 0
Hz = aveff. (6.15)

These are integrated numerically to solve for the trajectory of the positron with a
starting position, £ = y = 0.5 um, z = 0, and an initial velocity in the z direction
equivalent to an energy of 4.2 K. These initial z, y values are, by the analysis of
Sec. 6.3, somewhat larger than the atom sizes found experimentally, but are chosen
since they illustrate very well the range of possible trajectories. The equations are
integrated for 0.2 ps (equivalent to 35 radial orbits and 1000 axial oscillations, when
K| = 0) and the trajectory is unchanged if this time is doubled. Values of K| ranging
from O to 2 a.u. are used, and the trajectories are shown in Fig. 6.14. For K| =0
the positron orbit is simply circular (a “circular guiding center atom” of Ref. [6]),
but as K| is increased the outer potential well develops which perturbs the motion,
allowing the positron orbit to extend along the positive x axis. For K| = 2 a.u.
the positron no longer moves around the antiproton at all, but is entirely contained
within the outer well - this is a giant dipole atom mentioned above. Such atoms are,
however, ionized by an applied electric field of only 1 Vem™!, as confirmed by further

numerical modelling. They will therefore always be ionized by the fields in the nested
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Figure 6.14: The positron radial trajcctory starting at (0.5 gym, 0.5 ym) is influenced
greatly by the value of K.
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well.

The pseudomomentum also influences the motion in the z direction. For K| =0
the positron simply oscillates with a constant amplitude and frequency in the Coulomb
well of the antiproton. As K| is increased the positron - antiproton separation varies
in the z — y plane as seen in Fig. 6.14. This variation modulates the strength of the
Coulomb well, affecting the z motion: when the separation is small, the Coulomb
well is stiff and the positron oscillates at a high frequency and a small amplitude,
while for large separations, the Coulomb well is weak and the oscillation is much
slower, and with an increased amplitude. The variation of axial frequency with radial
separation is stated explicitly in Ref. [6], the relationship being w, ~ p~%/2. The effect

of non-zero K| is shown in Fig. 6.15.

2 '.K'='0|_8la'_u' ‘small b,llérgé ol)zl ]
O
2} AN

large p, small @,

0 2 4 6 8 10 12 14
t (ns)

Figure 6.15: The positron axial motion is influenced greatly by the value of K.

6.4.3 Atomic Ionization of a Moving Atom

Having illustrated the influence of the center of mass motion on the positron

trajectory the full experimental conditions can be modelled by including the applied
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electric field, F'. Increasing F' will polarize and eventually ionize the atom. This can
be seen by integrating the equations of motion (Eq. 6.15) and examining the relative
z coordinate to discover if ionization has occurred. Figure 6.16 shows the results
of two such calculations. Both model a positron with 4 K axial energy, initially at
(0, 0.2 pm, 0), with K, = 1.2 a.u., but with two different fields: 30 Vem™! and
60 Vem ™. No initial velocities are assumed in the z — y plane. Although the figure
shows only the first nanosecond of the z trajcctory, each calculation is run for at
least 200 ns. The maximum integration time used is 3 us and no trajectory has been

discovered which was stable after 200 ns, but not after 3 us. As can be seen a field

A
200 0T :

T 02¢pb) ]
S AATAVATETTAYAYAVAVEY
0.2 | | . F=30 va'1-f

00 02 04 06 08 10

t (ns)

Figure 6.16: The axial motion of an atomic positron in a field of, a) 60 Vem™, and
b) 30 Vem ™. The latter field clearly ionizes the atom.

of 60 Vem™ ionizes the atom after a fraction of a nanosecond (less than one radial
orbit), while 30 Vem ™! polarizes the atom (shifts the trajectory in the positive z

3

direction) without ionizing it.



Chapter 6: Antihydrogen Experiments in a Driven Nested Penning Trap 165

A series of similar calculations are made with fixed K| =1 a.u., F' =60 Vem ™,
but varying the initial position (zg, 3) of the atomic positron. In this way a region
of stability is found in the  — y plane, as shown in Fig. 6.17(a). Also shown in the
figure is the stability region in the case, K| = 0. The calculations are repeated for a
field of 30 Vem™ (Fig. 6.17(b)). One can see that for K| = 1 the region of stability is
diminished (relative to K| = 0) in all parts of the z—y plane except along the positive
x axis. The effective potential is weakest along this half axis which means that if a
trajectory starts at (pg, 0) then pg is the largest positron - antiproton separation at
any time during the orbit. By contrast, for any other starting position (with the same
initial separation, py) p will increase as the positron crosses the positive x axis. The
extremity of the orbit will therefore be larger, the potential in the 2z direction weaker,
and the likelihood of ionization greater. The co-incidence of the stability regions for
K, =0and K| =1 on the positive z axis is only approximate, and does not occur
for much larger values of K, or z, where the term eBK x/M in Eq. 6.12 has a
greater effect.

Given that, experimentally, no atom survives a field greater than 60 Vem™! the
boundary of the stable region in Fig. 6.17(a) represents the size of the most tightly
bound atom produced in the experiments. For the case K| = 0 this equates to an

atomic radius of 0.25 um, while for K| = 1 the atomic radius is, on average, 0.21 pym.

6.4.4 Center of Mass Motion

Since one can solve for the positron trajectory (x(¢), y(¢)) then the relationship,

Y(t) = — — ), (6.16)
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Figure 6.17: In an applied field of a) 60 Vem™, and b) 30 Vem ™!, the radial position
of the atomic positron determines whether or not the atom is stable. Three regions
are noted: for K| = 1 all atoms within the solid boundary are stable, for K| = 0 all
atoms within the dashed boundary are stable, while outside the dashed boundary all
atoms are unstable, irrespective of the value of K| .
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allows the calculation of the center of mass co-ordinate, Y. Since K, is a constant
of the motion, Y'(¢) will mirror changes in z(t), while K| remains constant. Equa-
tion 6.16 can be integrated numerically for a given K| to solve for the center of mass
motion, once z(t) is found from the equations of motion (Egs. 6.15).

The most tightly bound atoms observed are those which will just survive a field of
60 Vem ™. To calculate the center of mass motion of these atoms Eqs. 6.15 are solved
for z(t) with the positron starting at (0.25 pm, 0). This position is the intersection
of the boundary of the stability region with the positive z axis in Fig. 6.17(a). The

resulting trajectory is shown in Fig. 6.18 for K|, =1, F' = 0.

0.2 /\\

02 00 02
x (um)

Figure 6.18: The trajcctory of the positron in the most tightly bound atoms created
experimentally, if K| = 1.

The results of the numerical integration of Eq. 6.16, for K|, = 1, ' = 0 are
shown in Fig. 6.19. The center of mass motion deviates from that of a ballistic atom,
the trajectory of which is found by neglecting the second term on the right hand

side of Eq. 6.16. The internal motion is oscillatory, as seen in Fig. 6.18, and it is
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Figure 6.19: a) The center of mass (solid line) moves slightly slower than a ballistic
atom (dashed line). b) The deviation from a ballistic trajectory exhibits oscillations
due to the oscillatory internal motion.
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this oscillation which is imprinted onto Y (¢) (Fig. 6.19(b)). The center of the z(¢)
oscillation is offset from (0, 0) which reduces the average gradient of Y (¢) below that
of a ballistic trajectory. The dynamics of the center of mass are only slightly altered
when a field of 60 Vem ! is applied. The motion in the X direction is oscillatory
with a small amplitude and no offset.

One can see from Fig. 6.19(a) that the average Y velocity is about 1000 ms™t.
Since an estimate of the maximum velocity along the trap axis is Z = 1000 ms™*
(Sec. 6.1.5) the atom is not directed into the ionization well, which only accepts
atoms travelling at less than 7° to the trap axis. If the value of K, is reduced and
the calculation repeated, it is found that for K| < 0.1 a.u. an atom is within the
acceptance of the ionization well. Therefore, for the most tightly bound atoms created
experimentally, K|, = 0.1 a.u. represents the maximum value of pseudomomentum
that an atom can possess, and be detected in the ionization well. For a given K|,
an atom which ionizes in a field of 30 Vem™ has a ~ 10% smaller center of mass

velocity than the most tightly bound atoms. K|, = 0.1 a.u. therefore represents an

upper limit on the pseudomomentum for all atoms which reach the ionization well.

6.4.5 Summary

The analysis of the electric field ionization studies of antihydrogen presented here
provides a framework for calculating the atomic dimensions given a value of an ion-
izing field. The inclusion of center of mass motion perpendicular to the magnetic
field direction leads to a range of positron orbits which deviate from the circular or-

bits around a stationary antiproton. Experiments have placed limits on the value of
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pseudomomentum possible for all atoms created, and for those atoms which arrive at
the detection region. The most tightly bound atoms produced experimentally have
an atomic radius of 0.2 - 0.25 pm. This atomic size determines that the atoms are
initially created by three body recombination, and then collisionally de-excited while

passing through the positron plasma.



Chapter 7

Conclusions and Future Directions

ATRAP experiments at CERN have been extremely successful in the last two
years. Slow antihydrogen is produced during the positron cooling of antiprotons in a
nested Penning trap, a technique we first demonstrated during this time [5]. Large
numbers of atoms are created and detected in a background-free measurement [1].
Field ionization allows the first investigation of the internal structure of the atoms [2].
Theoretical analysis of these experiments determines a positron - antiproton separa-
tion of ~ 0.2 pm. This suggests that the atoms are initially formed in a three body
recombination process, and then collisionally de-excited while they travel through the
positron plasma.

The production and subsequent study of the antihydrogen internal structure rep-
resents the culmination of a number of advances in antiproton and positron trapping,
manipulation, and diagnostics. In 1 hour it is now routine to simultaneously accu-
mulate 3 x 10° antiprotons and 1 million positrons, both cooled to 4.2 K, for use

in antihydrogen studies. The positron accumulation technique is the most efficient
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method of trapping large numbers of positrons directly into a cryogenic UHV envi-
ronment [7]. The stacking technique used to accumulate antiprotons is the only way
to capture more that 20 000 antiprotons for antihydrogen studies [10, 11]. Nearly
half a million cold antiprotons have been accumulated in 1 hour using this technique.
Given the linearity of the number of trapped, cold antiprotons with the number of
bunches delivered by the CERN accelerator, this record number could be increased.

A new diagnostic establishes the physical parameters of the antiproton and positron
plasmas confined in our Penning trap [17]. This allows the first determination of the
antiproton plasma properties, and is the only applicable technique for measuring the
positron plasmas confined in our trap. The knowledge of these parameters is essential
for interpreting the results of antihydrogen experiments, for accurate calculations of
recombination rates, and for the design of future experiments. Standard assumptions
made when calculating plasma properties in a Penning trap do not accurately describe
the antiproton clouds, as demonstrated by our numerical calculation.

The next step for antihydrogen experiments is to find a method to de-excite the
highly excited atoms to the ground state. Two approaches are currently underway
at CERN. The first is to use much larger numbers of positrons which will provide
many more positron - atom collisions after the atom is first formed. With sufficient
de-excitation spontaneous decay to the ground state will be possible. The second
method is to resonantly transfer the excited atoms to a much lower state (n = 3) by
applying a laser field. This lower state will then spontaneously decay to the ground
state in a few nanoseconds.

Once ground state atoms have been produced, the hope is to trap them in the



Chapter 7: Conclusions and Future Directions 173

minimum of a magnetic gradient trap imposed upon the homogenous Penning trap
field. The consequences for charged particle trapping in such a combined trap have
been studied [92], and the results look favorable, at least for low particle densities.
The trapping will be aided by laser cooling the atoms using a continuous Lyman
alpha source [93]. The final step will be to measure the 1S-2S transition frequency

and compare it to that of hydrogen for an extremely accurate test of CPT symmetry.

Many challenges lie ahead but great progress has been made.
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