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which the inflaton is identified as the modulus field in a modular invariant theory. The dilaton
plays a crucial role in shaping the potential. Modular invariant gaugino condensation provides
the mechanism for the modulus stabilisation after inflation. The inflationary trajectory lies on
the lower boundary of the fundamental domain of the modulus field 7. Inflation starts near
the fixed point 7 =i, and ends at a point near 7 = w, which is the global de Sitter vacuum.
We investigate the allowed parameter space for successful modular invariant hilltop inflation.
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1 Introduction

Understanding the evolution of the early universe remains a big challenge. Regarding this,
inflation [1-8] provides us with an elegant framework to remedy several defects in the hot
big-bang cosmology, e.g., the horizon, flatness, entropy and primordial perturbation problems.
The basic idea of inflation is the hypothesis that the early universe underwent a phase of
accelerated superluminal expansion, which can be easily achieved in the slow-roll inflationary
paradigm [9, 10]. Despite lacking a direct method to detect inflation, there are still some
observables relevant to inflation from the measurements of the cosmic microwave background,
particularly the tensor-to-scalar ratio r and the spectral index ng. The joint constraints from
the Planck 2018 observation and the BICEP /Keck 2018 observing season [11, 12] indicate
that ngy = 0.9661 4+ 0.0040 at 68% CL and r < 0.036 at 95% CL. Among various inflation
scenarios, hilltop inflation [6, 7, 13-15] is a class of simple models described by the potential
V(g) = A1 — ¢P/uP + ---) of a real field ¢ (with A and u being two energy scales). For
p > 4, the hilltop inflation can still be compatible with current cosmological observations.
Within the framework of supergravity, the modulus field 7 may be the most natural
candidate for inflaton [16]. Such models could be “no-scale”, as the breaking scale of
supersymmetry is undetermined in a first approximation, and the energy scale of the effective
potential can thus be much smaller than the Planck scale [17-23]. Recently, it has been
suggested that the modulus field could also address the flavour puzzle in conjunction with
modular flavour symmetries [24-26]. The vacuum expectation value of the modulus field
determining the flavour structure may be dynamically fixed by various modulus stabilisation
approaches [27-39]. Modular invariance, if applied to inflation models, can impose constraints
on the corresponding scalar potential and observables [40, 41]. It has also been noticed that
modulus stabilisation and inflation can be compatible in a modular invariant framework
including one additional stabiliser field and a non-minimal Kéhler potential [42-44].



In this paper we show that it is possible to achieve successful hilltop inflation in which the
inflaton is identified as the modulus field in a modular invariant theory. We work explicitly
within the framework of modular invariant gaugino condensation [45-47], which can induce
the potential for modulus stabilisation [27-32]. It was proposed in ref. [31] that the inclusion
of non-trivial dilaton effects in this approach could uplift the potential, and thus lead to de
Sitter vacua. In our work, we illustrate that the dilaton field may also play a crucial role
in shaping the scalar potential and uplifting the point 7 =i to a saddle point, suitable for
hilltop inflation. This is different from the other approaches to modular invariant inflation
in refs. [42-44]. The inflationary trajectory is along the lower boundary of the fundamental
domain of 7, connecting two fixed points 7 = i and 7 = w = €2™/3, both of which are
phenomenologically interesting in generating the flavour mixing structure and fermion mass
hierarchy (see, e.g., [48-57]). Inflation starts at a point close to 7 = i, and ends before it
reaches 7 = w, which is the global de Sitter vacuum. We study the slow-roll behaviour of the
potential near 7 = i, and investigate the allowed parameter space for successful inflationary
scenario using both analytical and numerical methods.

The structure of this paper is as follows. In section 2, we briefly introduce the basic
formalism of modular symmetries and construct the modular invariant scalar potential. We
analyse the slow-roll behaviour of the potential near 7 = i in section 3. In section 4 we
discuss an extension of the minimal framework to include a non-minimal superpotential.
We summarise and conclude in section 5.

2 Modular invariant scalar potential

The modulus 7 can be treated as a complex field, whose value is within the upper-half
complex plane C, transforming under the element + of the modular group as
at +b

cr+d’

where a,b,c,d € Z and ad — bc = 1 is satisfied. There are two generators of the modular

yiT = (2.1)

group, namely, the duality transformation S: 7 — —1/7, and the shift transformation 7"
7 — 7+ 1. The action of all elements v on a given point in C; generates an orbit of 7.
Then one can find a region called fundamental domain

1 1 1
g:{T€C+I—2§ReT<2, |T|>1}U{TEC+:—2SR6T§O, \T|:1}, (2.2)

which intersects with each of these orbits in one and only one point. It provides us with the
minimal space to investigate modular transformations. In figure 1 we show the fundamental
domain of the modular group and the inflationary trajectory.

We work on the A/ = 1 supergravity model including one Kahler modulus 7, together with
one dilaton S. Modular invariance requires the Kihler function! G(r,7, S, S) = K(7,7,5,59) +
log |[W(r, 8)|* (with K(r,7,5,S) and W(r, S) being respectively the Kéhler potential and
superpotential) remains unchanged under the modular transformation. Then the modular
invariant scalar potential turns out to be [58]

V =< (K7 D,WDW - 3WP2) | (2.3)

Tn this paper we adopt the Planck units, i.e., the reduced Planck mass Mp; = 1.



Figure 1. Fundamental domain of the modular group, where blue dots label the fixed points. The
inflationary trajectory lies on the lower boundary of the fundamental domain from 7 =1ito 7 = w.

where the covariant derivatives D; = 9, + (0;K) are defined, and K is the inverse of the
Kaéhler metric ICZ; = 8ﬂ9j4€. Note that the subscripts ¢« and j should refer to 7 and S.

Assuming the Kéhler potential of 7 to be minimal, the entire Kéhler potential takes
the form

K(r,7,5,8) = K(S,S) —3log(2Im ), (2.4)

where the Kéhler potential for the dilaton K(S,S) = —1In (S + ?) + 0K (S, S) with 6K (S, S)
being additional corrections from some stringy effects, e.g., Shenker-like effects [59], which
would be necessary for the dilaton stabilisation [31].

In general, moduli originate from orbifold compactifications. In the simplest supersymmet-
ric compactification, the potential of moduli remains flat. The inclusion of non-perturbative
effects may uplift the potential and thus stabilise the moduli fields. Here we especially focus
on the gaugino condensation mechanism in the heterotic string [45-47]. The superpotential
can in general be parametrised as [27]

Q(S)H (T
W(r,S) = A%V(UG)(T)( ) ,

where Ay labels the energy scale (in units of Mp) of gaugino condensation, 2(.S) denotes

(2.5)

the contribution from dilaton sector, and 7(7) is the Dedekind n-function. The dependence
of W(r,S) on n7%(7) is induced by the one-loop threshold corrections [60-64]. As a result,
W — (et + d)73W under the modular transformation 7 — y7. Then one can identify
that the modular transformations of X and W compensate with each other, leading to
a modular-invariant G. In addition, H(7) is a dimensionless function that parametrises
higher-order corrections to the superpotential. To maintain the modular invariance and avoid



any singularity of H(7) inside the fundamental domain, H(7) should be a rational function
in terms of the modular invariant Klein j-function j(7). Then we have [27]

H(r) = (j(r) — 1728)™/2j(r)"*P(j(7)) , (2.6)

with m and n being non-negative integers, and P(j(7)) representing a polynomial of j(7).
The definitions of n(7) and j(7) are given in appendix A.

As a very simple scenario, we assume H(7) = 1, indicating only the one-loop threshold
corrections are taken into consideration. Then the scalar potential is explicitly expressed as [31]

3 - 2
%GQ (Ta ?)

_ ALEEES)|0(8)2 {(mmf)?

T RIm )3 ()2 3 + (.A(S, S) — 3)} , (2.7)

where the energy scale A}, = A%z and Gs is the non-holomorphic Eisenstein series of weight
2 (see appendix A for definition). A(S,S) depends on S and S in the form

o _ |9+ KgQ?

SS

where the subscripts represent the derivatives with respect to S or S. If K(S,S) takes the
minimal form, i.e, K(S,S) = In (S +§), Qg + K2 must be vanishing to guarantee the
scalar potential is also stable in the dilaton sector. Nevertheless, it was proposed in ref. [31]
that if additional terms §K (S, S) from Shenker-like effects are introduced into K(.9,9), it is
possible to stabilise the potential in the dilaton sector even if A(S, S) o [Qg + K¢Q|? # 0.

For the scalar potential in eq. (2.7), it is known 7 = w always corresponds to a de
Sitter minimum as long as A(S, S) > 3 [31, 32], while 7 = i can only be a minimum when
3 < A(S,S) <3.596. When A(S,S) > 3.596, T = i becomes a saddle point. In figure 2, we
plot the evolution of (V' — Vjuin) along the lower boundary (parametrised by #) with different
choices of A(S,S). The value of A(S,S) dramatically adjusts the shape of V. In particular,
the potential becomes fairly flat near 7 =i (or equivalently § = 7/2) when A(S, S) ~ 3.596.
Hence we expect the slow-roll inflation might occur, with the modulus 7 initialised at a point
close to 7 = i, and rolling down to another fixed point 7 = w, which is the true vacuum of the
potential. It is interesting to ask why the initial value of 7 can be close to 7 = i. One possible
way is to consider the dynamical evolution of A(S,S). Then the modulus may be at the
vacuum 7 = i at an earlier time, which is uplifted later as the potential in the vicinity of 7 =i
becomes flat. This process and the dilaton stabilisation may be carried out simultaneously,
the details of which are left for future work. Here we just assume the scalar potential has
already been stabilised in the dilaton sector due to the existence of §K(S,S), but do not
focus on its explicit form. Then A is treated as a free parameter, and eX(59)|Q($)|? in
eq. (2.7) is absorbed into the overall energy scale Ay.

On the other hand, the modulus field is a complex scalar with two degrees of freedom.
In figure 3, we show the contour plot of the potential V' in the Re 7 — Im 7 plane by choosing
A = 3.6, where we can observe that each point of the lower boundary is the local minimum in
the direction perpendicular to the #-direction. Then it is reasonable to consider only single-field
inflation if the modulus initially lies on the lower boundary of the fundamental domain.
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Figure 2. The evolution of (V — Vi) with Vi, being the minimum of the scalar potential along
the lower boundary of the fundamental domain parametrised by 7 = €. Blue, red and green curves
correspond to A = 3, 3.6 and 4.2, respectively. With the increase of A, the fixed point 7 = i transitions
from a local minimum to a local maximum in the #-direction.
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Figure 3. Contour plot of the potential V' in the Re 7—Im 7 plane in the case where A = 3.6. Numbers
on the contours correspond to the values of V' in units of A{,. The yellow lines outline the boundaries
of fundamental domain. The arrow labels the direction of the slowly-rolling inflaton trajectory.

3 Slow-roll behaviour near 7 =i

Now we start to investigate the slow-roll behaviour of the modulus field near 7 = i. It is
more convenient to divide 7 into the radial component ¢ and the angular component 6, i.e.,
7 = te'’. Then the kinetic Lagrangian of 7 can be expressed as

t=2 ort
Lyin = 3 (0t 9,0) wse2o) Long | - (3.1)

In order to make Ly;, canonical, we should convert ¢ and 0 to two new real fields p and z
by t = e ?/V3 and 6 = 2 arctan(e®/ \/3) As a result, the Lagrangian becomes £ = (0,p0"p +



Opxotx)/2 — V(p,x). Since we mainly care about the inflationary trajectory along the lower
boundary, p = 0 is fixed. We can implement the series expansion of the scalar potential
V(x) near z = 0 (which corresponds to 7 = i). Up to the fourth order of z, we have the
following form (see appendix B for the derivation)

V(z) 5127°(A—3) w(1927* —I'®(1/4))(192(A — 2)7* — r8(1/4))x2

Ay T12(1/4) * 288112(1/4)
128" Trd 7T4(1/4)
+ <9F12(1/4)  54T4(1/4) ST )A
1607 275 brl(1/4)  T'2(1/4)
- <9r12(1/4) T 2Tri(1/4) - bisd 737287r3> 2t +0(2%),  (3.2)

where one can recognise the terms with odd powers of x automatically vanish, which can
be understood since the V(z) is a symmetric function regarding the axis z = 0. One can
further allow the quadratic term of V' (z) to be zero by requiring

°(1/4)

=2
A + 19274

~ 3.596. (3.3)

It is interesting to mention that the elimination of the quadratic coupling also means the
vanishing of the Hessian. Therefore, eq. (3.3) indeed indicates where the fixed point 7 =i
transitions from a local minimum to a local maximum in the x direction, in accordance with
the results in refs. [31, 32]. Then the scalar potential approximates to

V(z) ~ A% [1 — 0.3065* + O(2°)], (3.4)

where /~\§1/ = 1.764A“1/. The above equation precisely indicates a p = 4 hilltop-like scalar
potential. However, with a large quartic coefficients, this simple potential does not agree
with the latest experimental observations [11].

There are two important dimensionless parameters that can describe the slow-roll inflation,

1 /V'\? v/

With the help of € and 7, the tensor-to-scalar ratio » and the spectral index ns; can be

namely,?

respectively estimated as
r~16e, mns=~1—6e+ 2. (3.6)

Apart from ng and r, there is another observable, which is the scalar amplitude A,. For
a certain scalar potential, A5 can be calculated by

1V

= . 3.7
27 e ( )

In fact, A; is the only observable that can determine the overall scale of the scalar potential.

2Following the commonly-used convention, we use 7 to denote the ratio of V" and V/, which should be
distinguished from the Dedekind n-function n(z) in the present paper.



The scale factor should be dramatically increasing during the inflation epoch, which
can be evaluated by the e-folds number

N.(z) = / " \/%dx, (3.9)

where x. denotes the field value at the end of inflation. Successful inflationary scenario
prefers 50 < N,
inflation. Then we can calculate ngs and r correspondingly.

< 60, with which we can determine the field value x; at the beginning of

~

Let us first make some analytical predictions using the approximate scalar potential. If
eq. (3.3) is not strictly satisfied, the scalar potential can be recast into

V(z) ~ A1 — 0.25az% — (0.306 — 0.697a)z?* + O(%)] (3.9)
where a = A — 3.596 is a small parameter. Using eq. (3.5), we arrive at

€ ~ 0.7502° 4 (0.6122% — 3.4132°%)a, (3.10)
n~ —(3.6742% — 11.685z%) — (0.5 — 8.3622%)a. (3.11)

Substituting eq. (3.10) into eq. (3.8), the e-folds number N.(x) can be evaluated as

Te

1
Ne(z) =~ 4 log (1

(3.12)

22

0.408 — 2.276x2 )
+ a

x

For the scalar potential of our interest, ¢ < |n| is always satisfied. Therefore the slow-roll
inflation should end when |7 &~ 1. On the other hand, the function in the right-hand side
of eq. (3.12) takes the limit 2.276 + 2.590a as x tends to 400, which can be regarded as
the e-folds number at the end of inflation. Therefore, from eq. (3.12) we can solve out z;
with a given e-folds number N, during inflation, namely,

. 0.082
Ne

Z;

0.093 -
+ ( T 1.237Ne> a+ 3.093n2a? (3.13)

e

where N, = /N /60 is of O(1) when 50 < N, < 60. Combining the above equation with
egs. (3.6), (3.10) and (3.11), we can establish the following relations among N, r and ns

r A (338 + s 8§1a2> x 1079, (3.14)
NG Ng o N
ng~1-— 095 1 50— 11.25N2a?. (3.15)
N

From eq. (3.14), one could recognise r ~ 1079 is negligibly small. On the other hand, if we
require N, <1 (or equivalently N, < 60), n, should be smaller than 0.950 + 0.5a — 11.25a2,

the maximal value of which turns out to be 0.956 at a = 0.022, i.e., A = 3.618.
In figure 4, we exhibit the distribution of ng with varying a and N., where we see that
ns can not be greater than 0.955 if 50 < N, < 60 is required. This is in agreement with
the analytical calculation. As a result, the model with H(7) = 1 in the first approximation

is slightly disfavoured by the experimental observations.
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Figure 4. Distribution of the spectral index ng with varying a and N,. The curves correspond to
ngs = 0.960, 0.955 and 0.950, respectively. The upper curve is slightly below the experimental 1o range
0.9621 < ng < 0.9701.

4 Modifications from non-minimal superpotential

The mild tension between our predictions and experimental measurements on inflationary
observables arises from the fact that changing the value of a does not make the quadratic
and quartic coefficients in eq. (3.9) sufficiently small. In order to provide a better fit to the
experimental observations, one may introduce modifications to H(7) without violating its
modular invariance. It is found that the appropriate form of H(7) that can realise successful
inflation should be H(7) = 1+ ad(7), where 6(7) = [j(7)/1728 — 1]?, and « is a small
parameter.? Then the scalar potential turns out to be

3(1 4+ ad) ~ 2
LUETL R S|

id +

Vir7) = AL [(2 Im 7)?

(2Im 7)?|n(7)|"? 3

(4.1)
After the field redefinition, in the vicinity of £ = 0 the potential approximates to
V(z) ~ A1 —0.25a2% — fy(a, @)zt + fo(a, 0)z® + O(=®)], (4.2)

where

fu(a, @) = (0.306 — 0.697a) + (138 — 308a)a

4.3
fs(a,a) = (0.389 — 0.702a) + (1231 — 2397a)ar + (56455 — 94656a)a? . (43)

3We can also find allowed parameter space for successful inflation with a linear modification §(7) =
[§(7)/1728 — 1]. However in such a case, we would need a < 0, indicating °V/8z* > 0 at z = 0 without
modification, i.e., the leading order potential with H(7) = 1 would correspond to a local minimum at 7 = i.
Moreover in such a case the magnitude of a would be larger. Instead, we prefer to consider the leading order
case with H(7) = 1 in the first approximation, which can already give qualitatively correct slow-roll behaviour.
Then only a small quadratic correction 6(7) = [§(7)/1728 — 1]? is required.
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Figure 5. The shape of scalar potential with different values of a. A negative o makes the potential
near 7 = i flatter.

The quadratic coefficient —0.25a is always negative as a > 0, while the coefficients — f,(a, )
and fg(a, @) could change their signs in the presence of a. Then it is possible to realise
successful inflation by making fg(a, a) negative, which leads us to the p = 6 hilltop inflation.
This requires « to be within the range —(21.5 — 0.60a) < a/1073 < —(3.21 + 0.49a), which
is around O(1072---1073) for small a. In figure 5, we illustrate the influence of different
values of a on the scalar potential. Negative oo indeed makes the potential even flatter around
x = 0. We can also check the validity of this scenario in a more precise way with the help of
analytical approximations. Here we choose a = 0.022 for illustration. Neglecting higher-order
terms of z, the expression for N, up to O(«) reads

Ne(z) = / o N/ {0 = jéj; a] o (4.4)

z? 193
= [45.410g (g(a:)) + g(x)al )

where g(z) = 2% + 0.00946. Meanwhile, the approximated expression for 1 becomes

~ —(0.011 4 3.492% — 11.7z%) — (15702% — 36920z )a + 169365222 (4.5)

which reduces to eq. (3.11) with a = 0.022 as « tends to 0. Since the field value z, at the
end of inflation should be large, the x*-terms in eq. (4.5) would dominate the value of .
If we further require a ~ O(1073), @, can be roughly evaluated via |n| ~ 36920x%|a| ~ 1,
leading to x, ~ 0.073|a|'/* ~ 0.4. Assuming the inflation starts at z; = 0.08, from eq. (4.4)
we arrive at o ~ —(6.82N, — 3.14) x 1073, Using egs. (3.6) and (4.5), one can obtain
ns ~14+2n= 0.876+0.08]V8+0.004]V62, which turns out to be 0.968 when Ne = 1. Hence the
inclusion of the ad(7) term in the superpotential indeed enhances the consistency between
our predictions and the observational results.
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Figure 6. The allowed parameter space in the log;; o — a plane that is consistent with the current
experimental constraint on n,, where N, = 55 is assumed. The light and dark green shaded regions
denote the 1o (68% CL) and 20 (95% CL) ranges, respectively. The pink curve corresponds to the
best-fit value of ng.

We perform a y2?-analysis to obtain the feasible parameter space of & and a. In our
analysis, we fix N, = 55. Then there are two inflationary observables that can determine the
allowed ranges of o and a, namely, r and n,. In our model, r ~ 1076 is considerably lower that
its experimental bound. Hence n, becomes the only observable relevant for the x2-function
(ny —ng")?

)(2((17 a) = , (4.6)

o2,
with nPf = 0.9661 and o,, = 0.0040. In figure 6, we show the 1o (68% CL) and 20 (95% CL)
ranges of o and a, with light and dark green shaded colours, respectively. In addition, the
best-fit values of model parameters are labelled by the pink curve in figure 6. The results
are in accordance with our analytical estimation.

Finally let us determine the overall energy scale of the potential. Substituting one
best-fit point with a = —2.73 x 1073 and a = 0.040 into eq. (3.7), and taking the best-fit
value of A, from the Planck 2018 TT+lowE result, namely, In(10'°A,) = 3.040, we can get
Ay =~ 5.7x107* Mp,, which means the gaugino condensation scale Ay, = A%//?’ ~ 6.9x 1073 Mp,.
This is a very interesting scale for gaugino condensation, as it may naturally solve the puzzles
of mass scales and hierarchies in physics [46]. On the other hand, it will give very large
contribution to the cosmological constant. which must be cancelled somehow after inflation.
This is the usual cosmological constant problem. Here we provide a possible way to resolve this
problem by introducing a “waterfall field”. Such a field adds another direction to the scalar
potential. If falling into this direction becomes preferred at a certain point of the inflationary
trajectory near 7 = w, the inflationary era will end immediately and the theory rapidly
reaches another minimum with a lower energy scale [65]. In this case, the fixed point 7 = w is
actually an unstable de Sitter vacuum. We speculate that the waterfall field could be another
modulus field in a multi-moduli scenario. An illustrative example is given in appendix C.

,10,



5 Summary and conclusion

In this paper we have shown that it is possible to achieve successful hilltop inflation where
the inflaton is identified as the modulus field in a modular invariant theory. We have seen
that the dilaton plays a crucial role in shaping the potential, and modular invariant gaugino
condensation provides the mechanism for the modulus stabilisation after inflation.

Our approach includes modular invariant gaugino condensation in the heterotic string,
associated with one Kéhler modulus together with one dilaton. Such a framework has been
extensively investigated for modulus stabilisation in previous literature. As we have briefly
reviewed in section 2, imposing modular invariance on gaugino condensation, one can derive
the superpotential as given in eq. (2.5), which together with the certain form of Ké&hler
potential, will finally lead to the non-trivial scalar potential [cf. eq. (2.7)]. In this work, we
point out that the above scalar potential may not only address the modulus stabilisation
problem, but also lead to successful inflation.

The key point is that the scalar potential depends non-trivially on the dilaton through
the term A(S, S). As A(S,S) gradually increases starting from 3, the fixed point 7 = i evolves
from a local minimum to a saddle point. Then the scalar potential near 7 = i becomes rather
flat, allowing hilltop inflation to occur. The inflationary trajectory lies on the lower boundary
of the fundamental domain of 7, where the inflation starts near the fixed point 7 = i, and
ends at a point near 7 = w, which is the global de Sitter vacuum. We have analysed the
slow-roll behaviour of the potential near 7 = i, and investigated the allowed parameter space
for successful modular invariant hilltop inflation. We find that the minimal case predicts
values for the spectral index just outside the 1o range of current experiments.

We have also considered a modification of H(7) by a[j(7)/1728—1]? to provide a perfect fit
to the spectral index. We have obtained approximate analytical relations among inflationary
observables, while adopting numerical calculations to obtain the allowed parameter space. It
is worth mentioning that we do not consider two-field inflation or the dynamical evolution
of the dilaton sector, which are beyond the scope of the present paper but could form the
basis of a future study.

Note added. We note that a related work ref. [66] appeared on the arXiv one day before
the present paper was submitted.
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A Dedekind n-function, Eisenstein series and Klein j-function

The Dedekind n-function is a modular form with a weight of —1/2 defined as
n(r)=q¢"# [ (1-q"), (A1)
n=1

where ¢ = 2. The Eisenstein series Gy (1) (k > 1) are holomorphic modular forms with
weights of 2k, the definitions of which are

-2
Gop(r)= Y. (n1+mner) ", (A.2)
n1,no€Z
(n1,m2)#(0,0)
Notice that one can still define the Eisenstein series G5(7) via a specific prescription on the
order of the above summation, which is however not a modular form. Instead, one can define

a non-holomorphic Eisenstein series of weight two as

Go(7) = Go(1) — —— (A.3)

Im7°

The Fourier expansions of Goi(7) are found to be

ng(T) = 2((2k’) (1 + Cok i ngl(n)qn> , (A4)

n=1

where co, = 2/((1 — 2k) with ((2) being the Riemann (-function. o4(n) is the divisor sum
function, and we have the following substitution relation

e o] 0 naqn
Z q"oq(n) = Z T (A.5)
n=1 n=1 q

With the help of n(7) and G,(7), one can define a modular-invariant function which
is called the Klein j-function as

3053 Gy(7)?
0= 77(47()2)4 '

(A.6)

B Series expansion of the scalar potential

In order to derive the series expansion of the scalar potential in the vicinity of = 0, we should
first calculate the derivatives of Ga(7) and n(7) in terms of 7. Ramanujan identities indicate
that the derivatives of Eisenstein series can be expressed as the linear combinations of the first
few Eisenstein series. Adopting an alternative notation Ea, = Gar/[2((2k)], it is found that

dE, B3 — B,

72 _onjZ2 4

a1

ABy _,  Baby — By B.1)
dr 3

dE; . E,Es— E?

Rl R P el R

dr m 2
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With the help of eq. (B.1), we can obtain derivatives of any order of Eisenstein series with

respect to 7. Here we pay particular attention to Go. At the fixed point 7 = i, we have

GQ‘T:i:ﬂ-7

AGy| [, T(1/4)

dr |,—; 6 64rt |’
PG| 7w 1_r8(1/4)

dr? | 2 64md |’ (B.2)
PGy mi 3_3r8(1/4) _ I'9(1/4)
drs | 4 32m 409678 |’
‘G| w . 5I%(1/4)  5I'%(1/4)
drt | 2 32m 40967 |’

where I'(z) = [5° t*"le7'dt denotes the Euler I'-function. G5 can be related to n(r) by

nr) _ %GQ(T). (B.3)

Given that n(i) = I'(1/4)/(27%/*), we can also evaluate the derivatives of n(7) at 7 =i as

dn

dr
&>y
dr?
&’y
dr3
d'n
dr

T=i

T=i

T=i

_ 5il(1/4)[967" — %(1/4)]

ir(1/4)

{3/4

['(1/4)[2887% — T'8(1/4)]
B 3072 19/4 ’

(B.4)

4096719/4 ’

I'(1/4)[3225607% — 67207418(1/4) — 111'16(1/4)]
1572864735/4

Using egs. (B.2) and (B.4), and keeping in mind that 7 = exp[2i arctan(ex/‘/g)] is satisfied
on the lower boundary of the fundamental domain, we can derive the Taylor expansion

of the scalar potential V(x) at = 0 up to the fourth order of z, which is just eq. (3.2)

in the main text.

C Evading the cosmological constant problem by introducing a waterfall

field

In this appendix, we provide a mechanism to eliminate the large vacuum energy at 7 = w

after inflation by introducing an additional “waterfall” field direction [65]. This direction may

originate from another modulus field in a multi-moduli scenario. We consider a toy model by

introducing a real scalar field o = yAy,, which leads to the contribution

AV(z,y) 1. 2, Ay
AL Tl @l gy (C.1)
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x

Figure 7. Contour plot of the two field toy model potential Vioy = V(z) + AV (z,y) in the x — y plane.
V (z) is obtained by substituting 7 = exp[2i arctan(e®/V3)] into eq. (4.1) and choosing a = 0.04 and
a=—2.73x1073. For AV (z,y), we assume i = 1.3, A = 0.32, and h(z) = 2.4(z%—0.925)2. Numbers
on the contours correspond to the values of Vo in units of A%,. The yellow dot denotes 7 = w.

where h(z) is a dimensionless function of the dimensionless inflaton field z (analogous to
the field x introduced in this the paper), and i1 and A are dimensionless coefficients. The
effective mass squared of o is then m2 = A} [—/i® + h(z)]. Then the entire potential becomes
Viot(z,y) = V(z) + AV (x,y). It is worth mentioning that the modular invariance of the
scalar potential should be preserved when additional moduli are included. Therefore, eq. (C.1)
should be regarded as the first few terms of the series expansion of the potential.

We can choose an appropriate form of h(z), so that m2 > 0 during the inflation phase.
Then y is stabilised at y = 0 as the inflaton rolls down. At the end of inflation, m2 becomes
negative, inducing an instability in the y-direction. Consequently, the waterfall field y will
rapidly fall along this direction and the complete potential will reach a minimum with lower
energy. As an illustrative example, we assume fi2 = 1.3, A = 0.32, and h(x) = 2.4(x> —0.925)2.
The shape of Vit is shown in figure 7, where we can observe that 7 = w is indeed no longer a
stable minimum. Instead, new vacua with lower energy appear in the y-direction. In such a
scenario one can evade the cosmological constant problem by introducing a waterfall field.
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