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In this thesis, several new aspects of asymptotic symmetries have been exploited.

Firstly, we have shown that the asymptotic symmetries can be enhanced to symplectic
symmetries in three dimensional asymptotically Anti-de Sitter (AdS) space-time with
Dirichlet boundary conditions. Such enhancement provides a natural connection be-
tween the asymptotic symmetries in the far region (i.e. close to the boundary) and the
near-horizon region, which leads to a consistent treatment for both cases. The second
investigation in three dimensional space-time is to study the Einstein-Maxwell theory
including asymptotic symmetries, solution space and surface charges with asymptot-
ically flat boundary conditions at null infinity. This model allows one to illustrate
several aspects of the four dimensional case in a simplified setting. Afterwards, we give
a parallel analysis of Einstein-Maxwell theory in the asymptotically AdS case.

Another new aspect consists in demonstrating a deep connection between certain asymp-
totic symmetry and soft theorem. Recently, a remarkable equivalence was found be-
tween the Ward identity of certain residual (large) U(1) gauge transformations and
the leading piece of the soft photon theorem. It is well known that the soft photon
theorem includes also a sub-leading piece. We have proven that the large U(1) gauge
transformation responsible for the leading soft factor can also explain the sub-leading
one.

In the last part of the thesis, we will investigate the asymptotic symmetries near the
inner boundary. As a null hypersurface, the black hole horizon can be considered as an
inner boundary. The near horizon symmetries create “soft” degrees of freedom. We have
generalised such argument to isolated horizon and have shown that those “soft” degrees
of freedom of an isolated horizon are equivalent to its electric multipole moments.



UNIVERSITE LIBRE DE BRUXELLES
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Chapter 1

Preface

One hundred years after the predictions of the existence of gravitational
waves by Einstein [1, 2], it has been directly detected by LIGO [3] recently.
This is definitely one of the most exciting discoveries of this year. The exis-
tence of gravitational waves was somewhat debatable up until 1960’s. The
main issue was that it was not clear if the radiation was just an artifact of lin-
earization considering that the non-linearity was the most significant prop-
erty of Einstein’s general relativity. Due to the extreme complexity of the
field equations of general relativity, certain methods of approximation are
still needed. To achieve this, Bondi, van der Burg, and Metzner established
an elegant framework of expansions for axi-symmetric isolated systems [4].
The basic idea of their treatment is that in a suitable coordinates system,
the fields can be expanded1 in inverse powers of a suitably defined radius.
Then the equations of motion can be solved order by order when proper
boundary conditions are set. Several important non-linear results have been
demonstrated in their framework: the radiation is characterized by a single
function of two variables called the news function; the mass of a system
always decreases when there is news. In the same year, Sachs extended this
framework to asymptotically flat spacetimes by removing the assumption of
axi-symmetry [6]. Apart from an improved understanding of gravitational
waves, a side-product of the analysis of [4,6] is fact that the asymptotic sym-
metry group which leaves invariant the boundary conditions for asymptotic
flatness is not the Poincaré group. Actually this asymptotic symmetry group
(the BMS group) is an infinite dimensional group and contains an infinite
dimensional Abelian normal subgroup whose factor group is homogeneous
orthochronous Lorentz group [7]. We refer to this Abelian normal subgroup
of the BMS group as supertranslations. This terminology comes from the
fact that the translations in Minkowski space are elements of this subgroup.
Historically the enhancement from translations to supertranslations was a
surprise and there were attempts to define consistent conditions to bring the
asymptotic symmetry group back to the standard Poincaré group.

1The problem of convergence of this expansion was fixed by Friedrich 20 years later [5].
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2 Chapter 1. Preface

Unlike in special relativity, defining local conserved quantities is a quite
subtle issue in general relativity. This is because the usual analysis that
the existence of a symmetry group preserving the numerical value of the
metric tensor is absent. A more reasonable question is how to make sense
of the concept of the system’s total mass (energy) and angular momentum.
The crucial step is to set suitable boundary condition to have an isolated
gravitational system. This was first achieved by Arnowitt, Deser, and Misner
(ADM) [8–10] at spatial infinity. In the ADM formalism, energy-momentum
and angular momentum of the gravitational system are well-defined because
the asymptotic symmetry group at spatial infinity is the Poincaré group
(see [11] for a comprehensive review) and the definition of the total charges
are associated to those asymptotic symmetries [12, 13]. The obstacle at
null infinity is that the asymptotic symmetry group, the BMS group, does
not have any physically preferred Poincaré subgroup, but rather an infinite-
dimensional family of them. This issue is often interpreted as an ambiguity
in defining a satisfactory space of origins with respect to which angular
momentum is to be measured [14].

In the past half centory, the BMS group has been studied intensively
[15–23]. However, it is still not, we believe, well understood. In contrast, the
asymptotic symmetry group of asymptotically Anti-de-Sitter (AdS) space-
time has a clear dual interpretation via the AdS/CFT correspondence [24–
26]. The asymptotic symmetry group of the bulk spacetime is the global
conformal group of the dual theory living on the boundary. A fascinating
example of AdS/CFT arises from three dimensional AdS spacetime. Al-
though three dimensional Einstein gravity admits no local degrees of free-
dom, it is shown to admit black hole solutions e.g. the BTZ black hole [27].
The asymptotic symmetry group of three dimensional AdS spacetime was
shown to be the conformal group in two dimensions [28]. Moreover, Brown
and Henneaux found a classical central charge in the canonical realization
of this asymptotic symmetry algebra which is known as Brown-Henneaux
central charge [28]. If one believes that there is a two dimensional CFT dual
to three dimensional gravity and identifies the central charge of the CFT
with the Brown-Henneaux central charge, the entropy of the CFT derived
from the Cardy’s formula [29] is in precise numerical agreement with the
Bekenstein-Hawking entropy of the BTZ black hole [30].

Recently there has been renewed interest at null infinity of asymptot-
ically flat spacetime. In the case of asymptotic flatness, the S-Matrix is
the most important observable. The S-Matrix for massless particles, di-
rectly relating the data living on the past null infinity to those on the future
null infinity, has recently received renewed attention and much progress
has been achieved without starting from a local Lagrangian [31, 32]. The
so-called on-shell method introduced in [31, 32] considerably simplifies the
tree-level amplitudes of massless particles. In particular, it makes the soft
theorem in Yang-Mills theory and gravitational theory transparent [33, 34].
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The universal properties of the soft theorems are suggesting that some sym-
metries might be responsible. Very recently, Strominger and collaborators
argued that the S-Matrix of massless particles should have BMS symme-
try [35] and have found a deep connection between BMS supertranslations
and Weinberg’s soft graviton theorem [36]. Since the supertranslations can
not preserve the Minkowski vacuum, they are spontaneously broken. It has
been shown precisely in [36] that the soft graviton theorem is nothing but
the Ward identity of supertranslations and the soft gravitons are just the
Goldstone particles of the supertranslations.

Apart from the remarkable perspectives in the understanding of the soft
theorem, the degenerate vacuum on a null boundary brings new physical
degrees of freedom which are related to the spontaneously broken symme-
tries i.e. the supertranslations. The inequivalent vacua differ from one
another by the creation or annihilation of soft gravitons. Interestingly the
null infinity is not the only null boundary when a black hole is formed in
the bulk spacetime. As a null hypersurface, the black hole horizon can serve
as an inner boundary. A straightforward question would be what are the
asymptotic symmetries of the near horizon region. Surprisingly, the near
horizon symmetries also include a supertranslation part as shown in [37].
Taking into account of the near horizon supertranslations, a highly mean-
ingful question arises that if stationary black holes are nearly bald due to
the no-hair theorem [38]. Since the no-hair theorem is a basic assumption in
the black hole information paradox issue, the emergence of new symmetries
in the near horizon region may shed new insights on the black hole physics.
Based on those facts, Hawking, Perry, and Strominger proposed that black
holes can carry a large amount of soft hairs which gives the effective soft de-
grees of freedom and the complete information about the quantum states of
those soft hairs are stored on a holographic plate [39]. Moreover, soft hairs
have a description as quantum pixels in a holographic plate which lives on
a two sphere at the future boundary of the horizon. They further argued
that the effective number of soft hairs should be proportional to the area of
the horizon in Planck units as it was the case in the string-theoretic black
hole [40].

The aim of the present thesis is to exploit new asymptotic symmetries
and new applications of asymptotic symmetries both at infinity and in the
near horizon region, especially for systems involving Maxwell fields.

Outline of the thesis

This thesis contains four main parts and a few appendices. In part one,
we review several methods to perform asymptotic analysis. Those are con-
formal compactification, Newman-Penrose formalism and metric formalism.
The point is to establish a complete framework of physics on the conformal
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boundary and set up our notations. The original contribution in this part is
deriving the surface charge in first order formalism, especially in Newman-
Penrose formalism by cohomological techniques [41–43], which allows one to
compute the surface charge directly from Newman-Penrose spin coefficients
and tetrads. To achieve this, we introduce a Lagrangian multiplier to recast
Newman-Penrose formalism in an action principle.

The second part of this thesis consists of three original results in 3 dimen-
sions. Firstly, the asymptotic symmetries of AdS3 with Dirichlet boundary
conditions can be defined everywhere into the bulk space-time. Thus the
asymptotic symmetries can be enhanced to sympletic symmetries in the bulk
space-time. Such enhancement provides a natural connection between the
symmetries in the far region (i.e. close to the boundary) and the near-
horizon region which leads to a consistent treatment for both cases. The
second investigation is to study three-dimensional Einstein-Maxwell theory
(including asymptotic symmetries, solution space and surface charges) with
asymptotically flat boundary conditions at null infinity. This model allows
one to illustrate several aspects of the four dimensional case in a simplified
setting. In the end of this part, we give a parallel analysis of Einstein-
Maxwell theory in the asymptotically AdS case.

Part three presents a new connection between asymptotic symmetries
and soft theorem. In [44], it was found that certain residual (large) gauge
transformations are responsible for the leading piece in the soft photon the-
orem. It was well understood that the soft photon theorem includes a next-
to-leading order. We notice that the fundamental ingredient to explain both
terms in the soft photon theorem was only gauge invariance. That may lead
one to think that the residual large gauge transformations responsible for
the leading soft factor can also explain the sub-leading one. This is precisely
what we will show in the third part of this thesis.

The last part is devoted to the original investigation of asymptotic sym-
metries near the inner boundary. As a null hypersurface, the black hole
horizon can be considered as an inner boundary. Recently, Hawking, Perry,
and Strominger argued that the near horizon symmetries create “soft” de-
gree of freedom on the horizon [39, 45]. We generalize their argument to
isolated horizon which is a more realistic resolution of black hole physics. It
is further shown that those “soft” degree of freedom of an isolated horizon
are equivalent to its electric multipole moments introduced in [46].

All these four parts of the thesis are supplemented by appendices show-
ing details on computation.

During the realization of this thesis, the following research papers have been
finished:

1. P. Mao, X. Wu, H. Zhang, “Soft hairs on isolated horizon implanted
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3. G. Compère, P. Mao, A. Seraj, M.M. Sheikh-Jabbari, “Symplectic and
Killing Symmetries of AdS3 Gravity: Holographic vs Boundary Gravi-
tons,” JHEP 01 (2016) 080, arXiv:1511.06079.

4. G. Barnich, P. -H. Lambert, P. Mao, “Three-dimensional asymptoti-
cally flat Einstein-Maxwell theory,” Class. Quantum Grav. 32 (2015)
245001, arXiv:1503.00856.

http://arxiv.org/abs/1606.03226
http://arxiv.org/abs/1605.09731
http://arxiv.org/abs/1511.06079
http://arxiv.org/abs/1503.00856




Chapter 2

Background material

2.1 Conformal boundary

Originally, infinity is not part of spacetime. However the causal structure of
spacetime is unchanged by a conformal transformation:

ds2 → ds̃2 = Ω2ds2. (2.1)

We can choose it in such a way that all points at infinity in the original
metric are at finite affine parameter in the new metric. To achieve this, we
must choose

Ω→ 0. (2.2)

In this case, infinity can be identified as those points for which Ω = 0. These
points are not part of the original spacetime but they can be added to it to
yield a conformal boundary of spacetime.

Example: Minkowski space [47]

ds2 = −dt2 + dr2 + r2(dθ2 + sin θ2dφ2). (2.3)

Let {
u = t− r
v = t+ r

}
→ ds2 = −du dv +

(u− v)2

4
(dθ2 + sin θ2dφ2). (2.4)

Now set{
u = tan Ũ −π/2 < Ũ < π/2

v = tan Ṽ −π/2 < Ṽ < π/2

}
with Ṽ ≥ Ũ
since r ≥ 0

(2.5)

In these coordinates,

ds2 =
(

2 cos Ũ cos Ṽ
)−2 [

−4dŨ dṼ + sin2
(
Ṽ − Ũ

)
(dθ2 + sin θ2dφ2)

]
(2.6)

7



8 Chapter 2. Background material

Figure 2.1: Each point represents a 2-sphere, except points on r = 0 and
i0, i±. Light rays travel at 45

0
from =− through r = 0 and then out to =+.

This picture is taken from [47] page 44.

To approach ∞ in this metric we must take
∣∣∣Ũ ∣∣∣→ π/2 or

∣∣∣Ṽ ∣∣∣→ π/2, so by

choosing

Ω = 2 cos Ũ cos Ṽ (2.7)

we bring these points to finite affine parameter in the new metric

ds̃2 = Ωds2 = −4dŨdṼ + sin2
(
Ṽ − Ũ

)
(dθ2 + sin θ2dφ2) (2.8)

We can now add the points at infinity. Taking the restriction Ṽ ≥ Ũ
into account, these are

Ũ = −π/2
Ṽ = π/2

}
⇔

{
r →∞
t finite

}
spatial infinity, i0

Ũ = ±π/2
Ṽ = ±π/2

}
⇔

{
t→ ±∞
r finite

}
past and future
temporal infinity, i±

Ũ = −π/2
|Ṽ | 6= π/2

}
⇔


r →∞
t→ −∞
r + t finite

 past null infinity
=−

|Ũ | 6= π/2

Ṽ = π/2

}
⇔


r →∞
t→∞

r − t finite

 future null infinity
=+
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Minkowski spacetime is conformally embedded in the new spacetime with
metric ds̃2 with boundary at Ω = 0. Figure 2.1 is the Carter-Penrose dia-
gram of Minkowski spacetime.

2.2 Asymptotic structure at null infinity

2.2.1 Asymptotic flatness at null infinity

We have introduced the conformal technique in general previously. Null
infinity will be analyzed in details here. At first, we give a general definition
of asymptote for a generic 4 dimensional manifoldM with smooth C∞ metric
of Lorentz signature gab following [11]. By asymptotes of (M, gab) we mean
a manifold M̃ with boundary I, together with a smooth Lorentz metric g̃ab
on M̃ , a smooth function Ω on M̃ , and a diffeomorphism from M to M̃ − I,
satisfying the following conditions:

1) On M , g̃ab = Ω2gab.

2) At I, Ω = 0, ∇̃aΩ 6= 0, and g̃ab∇̃aΩ∇̃bΩ = 0,where ∇̃a denotes the
gradient on M̃ .

This g̃ab is called the unphysical metric (to distinguish it from the physi-
cal metric gab) , while I is called the boundary at null infinity. Note that the
definition requires that the unphysical metric be defined and have Lorentz
signature also at points of the boundary.

The definition represents the intuitive idea of “the attachment to the
space-time manifold M of additional ideal points at null infinity”. The
additional points are of course those of I, while the diffeomorphism inserts
M in M̃ ; thus, M itself represents the physical space-time manifold. The
first condition from the definition states that the conformal factor rescales
the physical metric to the unphysical one. The first part of the second
condition, together with the requirement that the unphysical metric being
well-behaved on I, states that “infinity is far away in the physical space-
time”. The second part of the second condition fixes the asymptotic behavior

of Ω. Effectively, it states that Ω falls to zero as
1

r
. The third part of the

second condition states essentially that I is a null hypersurface. Hence,
we are working at null infinity. These remarks reflect the intuitive idea of
“asymptotic flatness at null infinity”. The conformal boundary of Minkowski
space we have discussed in the previous section is absolutely in consistent
with this intuitive idea.

Another aspect of this issue as pointed in [11] is the question of whether
or not the existence of a boundary at infinity is persistent. In other words,
we are wondering if asymptotic flatness is stable against disturbance in the
space-time, e.g. by emitting gravitational radiation. One would wish it to be
true that such a disturbance could not result in destruction of the boundary.
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Otherwise, the physically realistic space-time would not admit a non-trivial
(I 6= ∅) asymptote, since such disturbance presumably exists in our world.

However, there is no definite proof to the persistent conditions e.g. see
[11] for more discussions. Nevertheless, the evidence in favor of the present
definition consists of some examples and the fact that the definition leads
to quantities of apparent physical interest.

We next consider a somewhat different aspect of the definition. As
stressed in [11], the ultimate goal is to describe the asymptotic structure
of a physical space-time M , gab in terms of the local behavior at I of various
fields. One would like to have some guarantee that statements about fields
near I will actually say something about the physical space-time. What is
needed essentially is a proof that, given the physical space-time, its asymp-
tote is in some sense unique, for otherwise statements about I may refer only
to the choice of asymptote. However there are indeed two distinct senses
in which the asymptote is certainly not unique. Let M , gab be a space-
time, M̃ , g̃ab, Ω an asymptote, and ω a smooth positive scalar field on M.
Then M̃ , ω2g̃ab, ωΩ is clearly also an asymptote. [Note: ω-factors so chosen
that Ω−2g̃ab the physical metric, remains the same.] We call two asymp-
totes related in this way equivalent. Hence, one always has the freedom of
an additional conformal transformation. We would refer to such conformal
transformation as a gauge transformation from now on. The second non-
uniqueness is the following: For C any closed subset of I, M̃ − C, g̃ab, Ω
(the latter two fields now restricted to M̃ − C) is also an asymptote. We
call M̃ , g̃ab, Ω an extension of this one which means one can always remove
part of the boundary.

It turns out that these two are the only ambiguities, at least for suffi-
ciently well-behaved asymptotes. The sense in which equivalence and exten-
sion are the only ambiguities in selecting an asymptote is the following [11]:

Theorem 2. Let M , gab be a space-time. Then there exists a regular
asymptote, M̃ , g̃ab, Ω, unique up to equivalence, which is maximal: Any
other regular asymptote of M , gab is equivalent to one of which M̃ is an
extension.

2.2.2 Symmetries at null infinity

In this section, we will review the results in [11] about the symmetries at null
infinity. To investigate the symmetries at null infinity, one needs to introduce
the local geometry of null infinity first. Let M , gab be a space-time, and let
M̃ , g̃ab, Ω be an asymptote. Denote by ι a diffeomorphic copy of the three-
dimensional manifold I, and let ζ: ι → M̃ be the corresponding smooth
mapping, so ζ sends ι to I diffeomorphically. This manifold ι represents I,
detached from M̃ ; It will be convenient to describe the asymptotic structure
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in terms of it. We denote by ζ? the pullback: the operator, now to be
defined, which carries certain fields from M̃ to ι. Let na = ∇̃aΩ be the
normal vector of the null infinity. Then, ζ?na = 0. Set na = ζ?na and
g
ab

= ζ?g̃ab. These two fields on ι essentially describe the universal geometry

of this manifold. Furthermore, applying ζ? to g̃abn
b, one obtains g

ab
nb = 0.

Thus, g
ab

is not invertible; indeed, it is clear from the fact that I is a null
surface and g

ab
has the signature (0,+,+). A final consequence follows

from the Einstein’s equation. It is convenient to define a combination S b
a =

R b
a −

1

6
Rδ ba . Let L̃ab = g̃acS

c
b . The behavior of the Ricci tensor under

conformal transformation implies

ΩS̃ab + Lna g̃ab − fg̃ab = Ω−1L̃ab, (2.9)

where f = Ω−1nana. Let us now suppose that the stress-energy vanishes
asymptotically to order two which is a very weak supposition. Then, ap-
plying ζ? to (2.9), we obtain Lngcd = fg

cd
where we have used f = ζ?(f).

Thus, na is a conformal Killing field for g
ab

.

The gauge-function ω on M̃ is represented, in terms of ι, by the (positive)
function ω = ζ?ω on this manifold. Applying ζ? to g̃′ab = ω2g̃ab and to
n′a = ω−1na + ω−2Ω∇̃aω, we obtain

g′
ab

= ω2g
ab
, n′a = ω−1na. (2.10)

That is to say, g
ab

, na and g′
ab

, n′a, related by (2.10) for some positive
ω, are to represent the same geometrical situation. Applying ζ? to f ′ =
ω−1f + 2ω−2Lnω + ω−3Ω∇̃mω∇̃mω gives

f ′ = ω−1f + 2ω−2Lnω. (2.11)

Set Γab cd = nanbg
cd

. Then this tensor field Γab cd is gauge-invariant.

Its properties are the following: 1) Γab cd = Γ
(ab)

(cd) 6= 0 and Γ
a[b
cdΓ

e]f
gh =

0, 2) Γamcm = 0 (ensures that nag
ab

= 0), 3) whenever wcv
[aΓ

b]c
de 6= 0,

wawbv
cvdΓab cd is positive (signature of g

ab
) and 4) whenever v[aΓ

b]c
de = 0,

LvΓab cd is a multiple of Γab cd (ensures thet na is a g
ab

-conformal Killing

field). Thus, we may regard Γab cd as representing the complete universal
structure of ι in a gauge-invariant way. By an asymptotic geometry we shall
mean a three-dimensional manifold ι with a tensor field Γab cd satisfying the
four properties above.

Set f ′ = 0 in (2.11) to obtain −2Ln lnω = f . Clearly, there always
exists, at least locally, a positive ω satisfying this equation. That is to say,
by a gauge transformation we can always arrange locally to have Lngcd = 0.
Furthermore, f = 0 is preserved by (2.11) when and only when Lnω = 0,
i. e., when and only when ω is constant along the n-integral curves. For ι,
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Γab cd an asymptotic geometry, by a decomposition of Γab cd we mean fields
na and g

ab
such that Γab cd = nanbg

cd
and Lngcd = 0. What we have shown,

then, is that every asymptotic geometry possesses, locally, a decomposition,
and that it is unique up to a gauge transformation by ω which is constant
along the n-integral curves.

A symmetry on (ι, Γab cd) is a diffeomorphism from ι to ι which sends
Γab cd to itself. An infinitesimal symmetry on (ι, Γab cd) is a vector field
ξa on ι satisfying LξΓab cd = 0. Under the bracket of vector fields, the
infinitesimal symmetries, we denote by χ, have the structure of a Lie algebra.
An alternative statement that ξa is an infinitesimal symmetry will be

Lξgab = 2κg
ab
, Lξna = −κna. (2.12)

An infinitesimal symmetry ξa is called an infinitesimal supertranslation if
ξa is proportional to na. We denote the set of infinitesimal supertranslations
by ℘. The terminology is motivated by the fact that the translations in
Minkowski space give rise to elements of ℘. Let ξa = αna. Then Lξgab = 0,

and Lξna = −Lnαna. Thus, αna is in ℘ if and only if Lnα = 01. ℘ is a
vector subspace of the vector space χ and, an infinite-dimensional subspace.
One can further conclude that ℘ is even an abelian subalgebra and forms
an ideal in Lie algebra of χ. This can be checked by the bracket of an
infinitesimal symmetry ξa with an element of ℘

Lξ(αna) = Lξαna + αLξna = (Lξα− ακ)na. (2.13)

Now, we have “understood” the ℘-part of χ. What remains is to un-
derstand the rest of χ. This is accomplished as follows. Since ℘ is an ideal
in χ, one can form the quotient algebra, χ/℘. This quotient algebra just
represents the “rest” of χ; we wish, therefore, to understand its structure.
It turns out that χ/℘ can be represented explicitly within ι. Fix a decom-
position of Γab cd, let ξa be any infinitesimal symmetry, and set ξa = g

ab
ξb.

Then, this ξa satisfies

naξa = 0, D(aξb) = κg
ab
, Lnξa = 0, (2.14)

where D is the derivative compatible with g
ab

, i.e. Dagab = 0. We can

further claim, conversely, that any ξa satisfying (2.14) is of the form g
ab
ξb

for some infinitesimal symmetry ξb. Let such a ξa be given. Then the first
equation in (2.14) implies that ξa = g

ab
ηb for some ηb; set ξa = ηa + αna.

Then the second equation in (2.14) yields Lξgab = 2κg
ab

while the third
yields Lξna = −Lnαna. This ξa will therefore be an infinitesimal symmetry
if and only if α satisfies Lnα = κ. But, we can always find some α satisfying
this equation, i.e., we can always find some infinitesimal symmetry ξa such

1Without choosing the decomposition, a supertranslation will lead to different con-
straint on α.
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Figure 2.2: The base space is a two-sphere (circle in the figure). The map-
ping π acts vertically downward; the vertical lines in ι are integral curves of
na. This picture is taken from [11] page 27.

that ξa = g
ab
ηb is our original solution of (2.14). Finally, we note that

infinitesimal symmetries ξa and ρa differ by an infinitesimal supertranslation
if and only if g

ab
ξb = g

ab
ρb,i.e., if and only if ξa and ρa define the same

solution of (2.14). Thus, a solution of (2.14) determines an element of χ up
to addition of an arbitrary element of ℘ i.e., the solutions of (2.14) realize
the quotient algebra χ/℘.

We next introduce the base space B following [11] to have a better in-
terpretation of χ from the geometrical point of view. Let ι, Γab cd be an
asymptotic geometry. A maximally extended integral curve τ of na is said to
be almost closed if, for some point p of ι, τ reenters every sufficiently small
neighborhood of p. Suppose an asymptotic geometry having no almost-
closed integral curves of na. Denote by B the set of all maximally extended
integral curves of na, and let π: ι → B be the mapping which sends each
point of ι to the integral curve on which it lies in B. Now, given an open
set U in ι, such that no n-integral curve passes through U more than once,
and such that there are two of the coordinate functions which are constant
along the n-integral curves in U , after projecting these two coordinate func-
tions to B by the mapping π, we obtain a chart in B based on π[U ]. Thus,
B becomes a two-dimensional manifold. When B is Hausdorff, we call it
the base space of the asymptotic geometry. In this case, the mapping π is
smooth, and the manifold ι is just B ×R. One can define a cross section of
ι by a smooth mapping ε from B to ι, such that π ◦ ε is the identity on B.
We can consider a cross section of ι represents a “lifting” of B back into ι
such that each point p of B is sent to a point of the integral curve in ι which
defines p.
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With a base space, we are able to introduce the geometrical meaning of
χ. Let αna be a supertranslation on ι. Such α’s on ι are precisely those of
the form α = π?(β) for some scalar field β on the base space B. Thus, ℘
is essentially the same as the set of scalar fields on B. This representation
of an element of ℘ by a field α depends of course, on the particular choice
of decomposition of Γab cd. In order to have α′n′a = αna, i.e. (2.10), we
must set α′ = ωα. Hence, the set ℘ is in fact the same as the set of scalar
fields on B with dimension +1. The second equation in (2.14) is then just
π? applied to the conformal Killing equation for any vector µa on B with
metric hab. Finally, the solutions of (2.14) are precisely the pullbacks of
conformal Killing vectors on B. The Lie algebra χ/℘, then, is naturally
isomorphic to the Lie algebra of conformal Killing fields on the base space
B.

All of the remarks above complete the symmetries at null infinity. The
Lie algebra of infinitesimal symmetries discussed in this section reproduce
the BMS (Bondi-Metzner-Sachs) algebra originally derived in [4,6,7] where
metric language was used.

2.2.3 Physical fields at null infinity

We have so far studied two notions: that of an asymptote and of an asymp-
totic geometry. These two merely provide a geometrical framework. The
physics itself is to be characterized in terms of certain other fields which
arise on ι from the various physical fields in the physical space-time. In this
section, we will discuss such fields introduced in [11]. There are of course
numerous possibilities, for there are numerous physical fields in general rel-
ativity. Rather than attempt to give an exhaustive list, we shall largely
restrict consideration to the main one - the gravitational - and one other
example - Maxwell.

Let M , gab be a space-time. By a Maxwell field on M , gab, we mean an
antisymmetric tensor field Fab satisfying

∇[aFbc] = 0, ∇[a
?Fbc] = 0, (2.15)

where ? denotes the dual: ?Fab = 1
2εabcdF

cd. Since we only focus on physics
near the boundary, we may omit sources on the right hand side of (2.15),
provided they vanish in a neighborhood of the boundary (or, still more
generally, vanish to an appropriate asymptotic order).

Let M̃ , g̃ab, Ω be an asymptote of the physical space-time. We will call
the Maxwell field asymptotically regular, with respect to this asymptote, if
the fields F̃ab = Fab and ?F̃ab = ?Fab on M have smooth extension to I on
M̃ . We refer to Fab and ?Fab as the physical field; to F̃ab and ?F̃ab as the
unphysical ones.

Having now introduced Maxwell field which contribute to the stress-
energy, we may now return to the question of to what asymptotic order that
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stress-energy should vanish. The stress-energy of Maxwell field is given by

Tab = F m
a Fbm + ?F m

a
?Fbm. (2.16)

Replacing Tab by the L̃ab, and replacing physical fields everywhere by un-
physical ones, we have

L̃am = Ω4(F̃ b
a F̃bm + ?F̃ b

a
?F̃bm), (2.17)

with indices now raised and lowered with the unphysical metric. We con-
clude, therefore, that regular Maxwell field produces stress-energy vanishing
asymptotically to order four.

Since the Maxwell field on M has a smooth extension to M̃ , we can
introduce the corresponding fields on ι given by F ab = ζ?(F̃ab) and ?F̃ ab =
ζ?(?F̃ab) (Note that the two stars on the right in the second equation have
different meanings). We first note that, by definition of the dual, ?F̃amn

m =
1
2 g̃amε

mcdqnqF̃cd. Applying ζ? to this equation, and to the analogous one

obtained by interchange of F̃ab and ?F̃ab, we obtain

?F amn
m =

1

2
g
am
εmcdF cd, F amn

m = −1

2
g
am
εmcd?F cd. (2.18)

(2.18), then, reflects in ι the fact that F ab and ?F ab begin as mutual dual.
Further applying ζ? to Maxwell’s equations in terms of the unphysical fields
yields

D[aF bc] = 0, D[a
?F bc] = 0. (2.19)

Thus, a Maxwell field is described asymptotically by two fields, F ab and
?F ab on ι, satisfying (2.18) and (2.19).

We turn now to the gravitational field. It turns out that one obtains four
objects on ι in the gravitational case: a derivative operator, its curvature
tensor, and two other fields. One can consider the derivative operator as the
“potential” of the curvature tensor, and the curvature tensor as the potential
of the two remaining fields.

Again, let M , gab be a space-time, and M̃ , g̃ab, Ω an asymptote. We
start with the following observation. Let µb be a covariant vector field on ι.
Then µb = ζ?(νb) for some νb on M̃ , and this νb is uniquely determined up to
addition of terms of the form αnb+Ωτb. But, in M̃ , we have ∇̃a(αnb+Ωτb) =
∇̃aαnb+α∇̃anb+naτb+Ω∇̃aτb. Now choose the conformal factor such that
f = 0 on I, accordingly na and g̃ab lead to a decomposition of Γab cd. Then
ζ?[∇̃a(αnb+Ωτb)] = 0. Thus, ζ?(∇̃aνb) on ι depends only on the original field
µb on ι. We define this field as Daµb. In this way, we obtain a derivative
operator (on covariant vector fields, and hence on all tensor fields) on ι.
We have immediately that Dan

b = 0 from the fact that Lnagbc = 0. Thus,

DmΓab cd = 0. This derivative operator is the first object of our gravitational
fields.
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The second field is obtained from the Einstein equation. Contracting
(2.9) with nb, we have

S̃abn
b + ∇̃af = Ω−2L̃abn

b. (2.20)

Let the stress-energy vanish asymptotically to order three, and keep our
gauge-choice f = 0 on I. Then, at points of I, ∇̃af is proportional to na,
whence this gives that S̃ b

a nb will be proportional to na there. Set S b
a =

ζ?(S̃ b
a ). This is the second gravitational field, essentially the pullback of the

unphysical Ricci tensor. Since naS̃ b
a is a multiple of nb, we have, applying

ζ?, that naS b
a = σnb for some σ on ι. Set S = S m

m , and Sab = S m
a g

mb
.

Then Sabn
b = 0, and gabSab = S − σ. These are the algebraic properties of

Sab. A differential property follows from (2.20). Taking the curl of (2.9),
we obtain

Ω∇̃[aS̃b]c + n[aS̃b]c + 2∇̃[a∇̃b]nc − ∇̃[afg̃b]c = ∇̃[a(Ω
−1L̃b]c). (2.21)

The third term on the left hand side equals to R̃abcdn
d. Inserting R̃abcd =

C̃abcd + g̃a[cS̃d]b − g̃b[cS̃d]a, and using (2.20) to eliminate S̃abn
b term, we get

Ω∇̃[aS̃b]c + C̃abcdn
d = ∇̃[a(Ω

−1L̃b]c)− Ω−2g̃c[aL̃b]dn
d. (2.22)

Contracting the Bianchi identity ∇̃[aR̃bc]de = 0 once and eliminating the

Ricci tensor by S̃ab, one has

∇̃mC̃abcm + ∇̃[aS̃b]c = 0. (2.23)

Contracting this again, it will be reduced to

∇̃mS̃am − ∇̃aS̃mm = 0. (2.24)

Eliminating the second term in (2.23) via (2.22), (2.23) can be written as

∇̃m(Ω−1C̃abcm) = −Ω−2∇̃[a(Ω
−1L̃b]c) + Ω−4g̃c[aL̃b]dn

d. (2.25)

Finally, by inserting R̃abcd = C̃abcd+g̃a[cS̃d]b−g̃b[cS̃d]a to the Bianchi identity,
we obtain

∇̃[a(Ω
−1C̃ de

bc] ) = 2Ω−2δ
[d

[a ∇̃b(Ω
−1L̃

e]
c] )− 2Ω−4δ

[d
[a δ

e]
b L̃c]mn

m. (2.26)

These are the equations needed.
Assume the vanishing of the stress-energy to order four. We have ∇̃[a(S̃

c
b] nc) =

∇̃[a(S̃
c
b] )nc+ S̃ c

[b ∇̃a]nc. Evaluate on I. Then the left side vanishes by (2.21)
and vanishing of the stress-energy to order four, while the second term on
the right vanishes by (2.9). Hence, ∇̃[a(S̃

c
b] )nc = 0. Since ζ? of the contrac-

tion of ∇̃[a(S̃
c
b] ) equals the contraction of ζ?. But the former vanishes, by

(2.24). Hence,

Db(S
b
a − Sδ b

a ) = 0. (2.27)
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In particular, contracting this equation with na and using Dbn
a = 0 and

naS b
a = σnb, we obtain naDa(S − σ) = 0: That is, S − σ = gabSab is

constant along the n-integral curves.
The last two gravitational fields, as expected, come from the unphysical

Weyl tensor. We first have

Theorem 3: Let M , gab be a space-time, and M̃ , g̃ab, Ω an asymptote,
such that the stress-energy vanishes asymptotically to order four, and such
that the asymptotic geometry is Minkowskian. Then the unphysical Weyl
tensor, C̃abcd vanishes at I.

The complete proof is given in [11]. In order to obtain the remain-
ing two gravitational fields, we must restrict consideration to those cases
in which the unphysical Weyl tensor vanishes at I. Then, Ω−1C̃abcd is
smooth up to and including I. Set Kab = εcmnεdpqζ?(Ω−1C̃abcd) and ?Kab =
εcmnεdpqζ?(Ω−1?C̃abcd), where ?C̃abcd = 1

2εabmng̃
mpg̃nqC̃pqcd is the dual of the

Weyl tensor. These are the remaining two gravitational fields.
We will derive some properties of Kab and ?Kab. Since the Weyl tensor

and its dual are trace-free, we have that Kab and ?Kab are also trace-free.
Multiplying Ω−1 on the dual of Weyl tensor, applying ζ?, and expressing
the result in terms of the K’s, we obtain

g
am
Kmb = −εampnp?Kmb, g

am
?Kmb = −εampnpKmb. (2.28)

These equations are analogous to (2.18) in the electromagnetic case. These
are the only algebraic properties. Multiplying (2.22) by Ω−1 and applying
ζ? leads to

D[aS
c
b] =

1

4
εabm

?Kmc. (2.29)

The trace of this equation again gives (2.27). The final two differential
equations come from (2.25) and (2.26). Again, we suppose that the stress-
energy vanishes asymptotically to order four, and let L̃ab = Ω4L̃0ab, with
L̃0ab finite on I. Then (2.26) can be written as

∇̃[a(Ω
−1C̃bc]de) = 2Ωg̃d[a∇̃bL̃0c]e − 2g̃d[ag̃b|e|]L̃0c]mn

m + 6g̃d[anbL̃0c]e, (2.30)

where antisymmetrization over “de” is to be applied on the right. Now
apply ζ? to this equation. The first two terms on the right give zero. Setting
Lab = ζ?(L̃0ab), we then obtain

DmK
am = −4na(Lmnn

mnn). (2.31)

Proceeding in the same way on (2.25), we obtain

Dm
?Kam = 0. (2.32)
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Effectively, the asymptotic stress-energy, interpreted as the field Lab on ι, is
a source for the K’s. (2.31) and (2.32) are the gravitational analogue of the
electromagnetic wave equations (2.19).

There is, in fact, one more differential equation in this system which is
a consequence of the vanishing of the unphysical Weyl tensor on I. For any
kc in the unphysical space-time, we have ∇̃[a∇̃b]kc = 1

2R̃
d

abc kd. Substituting
the curvature tensor by the Weyl tensor, applying ζ?, and using the fact
that C̃abcd is vanishing on I, one gets

D[aDb]kc =
1

2
(g
c[a
S d
b] + Sc[aδ

d
b] )kd, (2.33)

where kc = ζ?(kc). This equation holds for all fields kc on ι. Hence, we
recover the curvature tensor R d

abc of the derivative operator Da on ι, which
is the tensor field in parentheses on the right hand side of (2.33).

2.3 Newman-Penrose formalism

The Newman-Penrose formalism [48] is a tetrad system with a null base
l, n,m,m satisfying the orthogonality conditions l · m = l · m = n · m =
n ·m = 0 and the normalization conditions l · n = −m ·m = 1. The various
Ricci rotation-coefficients, now called the spin coefficients, are designated
by special symbols as following

κ = ω311 = lνmµ∇ν lµ, π = −ω421 = −lνm̄µ∇νnµ,

ε =
1

2
(ω211 − ω431) =

1

2
(lνnµ∇ν lµ − lνm̄µ∇νmµ),

τ = ω312 = nνmµ∇ν lµ, ν = −ω422 = −nνm̄µ∇νnµ,

γ =
1

2
(ω212 − ω432) =

1

2
(nνnµ∇ν lµ − nνm̄µ∇νmµ),

σ = ω313 = mνmµ∇ν lµ, µ = −ω423 = −mνm̄µ∇νnµ,

β =
1

2
(ω213 − ω433) =

1

2
(mνnµ∇ν lµ −mνm̄µ∇νmµ),

ρ = ω314 = m̄νmµ∇ν lµ, λ = −ω424 = −m̄νm̄µ∇νnµ,

ε =
1

2
(ω214 − ω434) =

1

2
(m̄νnµ∇ν lµ − m̄νm̄µ∇νmµ),

In the Newman-Penrose formalism, derivative operators D, ∆, δ are
defined as lµ∂µ, nµ∂µ, mµ∂µ respectively. The ten independent components
of the Weyl tensor are represented by five complex scalars,

Ψ0 = −Cabcdlamblcmd,

Ψ1 = −Cabcdlanblcmd,

Ψ2 = −Cabcdlambmcnd, (2.34)

Ψ3 = −Cabcdlanbmcnd,

Ψ4 = −Cabcdnambncmd.



2.3. Newman-Penrose formalism 19

The Weyl tensor has the following form

Cabcd = −Ψ0{nambncmd} −Ψ1[{lanbncmd}+ {nambmcmd}]
+Ψ2[{lambncmd}+ {lanbmcmd} − {lanblcnd} − {mambmcmd}]
+Ψ3[{lanblcmd} − {lambmcmd}]−Ψ4{lamblcmd}
+complex conjugates, (2.35)

where {abcd} denotes

{abcd} = abcd− abdc− bacd+ badc+ cdab− cdba− dcab+ dcba.

Finally the ten components of the Ricci tensor are defined in terms of four
real and three complex scalars:

Φ00 = −1

2
R11, Φ22 = −1

2
R22, Φ02 = −1

2
R33, Φ20 = −1

2
R44,

Φ11 = −1

4
(R12 +R34), Φ01 = −1

2
R13, ,Φ12 = −1

2
R23

Λ =
1

24
R =

1

12
(R12 −R34), Φ10 = −1

2
R14, Φ21 = −1

2
R24,

while Λ is the cosmological constant.

When Maxwell field is coupled, the antisymmetric Maxwell-tensor is re-
placed by the three complex scalars

φ0 = Fabl
amb,

φ1 =
1

2
Fab(l

anb +mamb), (2.36)

φ2 = Fabm
anb.

Maxwell-tensor will be represented by

Fµν = φ0[mµnν − nµmν ] + φ1[nµlν − lµnν +mµmν −mµmν ]

+φ2[lµmν −mµlν ] + complex conjugates. (2.37)

The full Newman-Penrose equations for Einstein-Maxwell theory are
listed as following:
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• Hypersurface equations

δρ− δσ = ρ(α+ β)− σ(3α− β) + (ρ− ρ)τ + (µ− µ)κ−Ψ1 + Φ01,

δα− δβ = (µρ− λσ) + αα+ ββ − 2αβ + γ(ρ− ρ) + ε(µ− µ)−Ψ2

+Φ11 + Λ,

δλ− δµ = (ρ− ρ)ν + (µ− µ)π + µ(α+ β) + λ(α− 3β)−Ψ3 + Φ21,

∆λ− δν = −(µ+ µ)λ− (3γ − γ)λ+ (3α+ β + π − τ)ν −Ψ4, (2.38)

∆ρ− δτ = −(ρµ+ σλ) + (β − α− τ)τ + (γ + γ)ρ+ νκ−Ψ2 − 2Λ,

∆α− δγ = (ρ+ ε)ν − (τ + β)λ+ (γ − µ)α+ (β − τ)γ −Ψ3,

δν −∆µ = (µ2 + λλ) + (γ + γ)µ− νπ + (τ − 3β − α)ν + Φ22,

δγ −∆β = (τ − β − α)γ + µτ − σν − εν − β(γ − γ − µ) + αλ+ Φ12,

δτ −∆σ = (σµ+ ρλ) + (τ + β − α)τ − (3γ − γ)σ − κν + Φ02,

δ∆−∆δ = −νD + (τ − α− β)∆ + λδ + (µ− γ + γ)δ,

δδ − δδ = (µ− µ)D + (ρ− ρ)∆ + (β − α)δ + (α− β)δ,

• Radial equations

Dρ− δκ = (ρ2 + σσ) + (ε+ ε)ρ− κτ − κ(3α+ β − π) + Φ00,

Dσ − δκ = (ρ+ ρ)σ + (3ε− ε)σ − κ(τ + 3β + α− π) + Ψ0,

Dτ −∆κ = (τ + π)ρ+ (π + τ)σ + (ε− ε)τ − (3γ + γ)κ+ Ψ1 + Φ01,

Dα− δε = (ρ+ ε− 2ε)α+ βσ − βε− κλ− κγ + (ε+ ρ)π + Φ10,

Dβ − δε = (α+ π)σ + (ρ− ε)β − (µ+ γ)κ− (α− π)ε+ Ψ1, (2.39)

Dγ −∆ε = (τ + π)α+ (π + τ)β − (ε+ ε)γ − (γ + γ)ε+ τπ − νκ
+Ψ2 + Φ11 − Λ,

Dλ− δπ = (ρλ+ σµ) + π2 + (α− β)π − νκ− (3ε− ε)λ+ Φ20,

Dµ− δπ = (ρµ+ σλ) + ππ − µ(ε+ ε)− π(α− β)− νκ+ Ψ2 + 2Λ,

Dν −∆π = (π + τ)µ+ (τ + π)λ+ (γ − γ)π − (3ε+ ε)ν + Ψ3 + Φ21,

∆D −D∆ = (γ + γ)D + (ε+ ε)∆− (τ + π)δ − (τ + π)δ,

δD −Dδ = (β + α− π)D + κ∆− σδ − (ρ+ ε− ε)δ,

• Bianchi identities

DΨ1 − δΨ0 = −3κΨ2 + (2ε+ 4ρ)Ψ1 + (π − 4α)Ψ0 +DΦ01 − δΦ00

−2(ε+ ρ)Φ01 − 2σΦ10 + 2κΦ11 + κΦ02 − (π − 2α− 2β)Φ00, (2.40)

DΨ2 − δΨ1 = −2κΨ3 + 3ρΨ2 + (2π − 2α)Ψ1 − λΨ0 + δΦ01 −∆Φ00 − 2τΦ10

−2(α+ τ)Φ01 + 2ρΦ11 + σΦ02 − (µ− 2γ − 2γ)Φ00 − 2DΛ, (2.41)

DΨ3 − δΨ2 = −κΨ4 + (2ρ− 2ε)Ψ3 + 3πΨ2 − 2λΨ1 +DΦ21 − δΦ20

−2(ρ− ε)Φ21 + 2µΦ10 − 2πΦ11 + κΦ22 + (2α− 2β − π)Φ20 + 2δΛ, (2.42)
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DΨ4 − δΨ3 = (ρ− 4ε)Ψ4 + (4π + 2α)Ψ3 − 3λΨ2 −∆Φ20 + δΦ21

+2(α− τ)Φ21 + 2νΦ10 − 2λΦ11 + σΦ22 − (µ+ 2γ − 2γ)Φ20, (2.43)

∆Ψ0 − δΨ1 = (4γ − µ)Ψ0 − (4τ + 2β)Ψ1 + 3σΨ2 −DΦ02 + δΦ01

+2(π − β)Φ01 − 2κΦ12 − λΦ00 + 2σΦ11 + (ρ+ 2ε− 2ε)Φ02, (2.44)

∆Ψ1 − δΨ2 = νΨ0 + (2γ − 2µ)Ψ1 − 3τΨ2 + 2σΨ3 + ∆Φ01 − δΦ02

+2(µ− γ)Φ01 − 2ρΦ12 − νΦ00 + 2τΦ11 + (τ + 2α− 2β)Φ02 + 2δΛ, (2.45)

∆Ψ2 − δΨ3 = 2νΨ1 − 3µΨ2 + (2β − 2τ)Ψ3 + σΨ4 −DΦ22 + δΦ21

+2(π + β)Φ21 − 2µΦ11 − λΦ20 + 2πΦ12 + (ρ− 2ε− 2ε)Φ22 − 2∆Λ, (2.46)

∆Ψ3 − δΨ4 = 3νΨ2 − (2γ + 4µ)Ψ3 + (4β − τ)Ψ4 + ∆Φ21 − δΦ22

+2(µ+ γ)Φ21 − 2νΦ11 − νΦ20 + 2λΦ12 + (τ − 2α− 2β)Φ22. (2.47)

• Maxwell equations

Φab = φaφb, (2.48)

δφ1 −∆φ0 = (µ− 2γ)φ0 + 2τφ1 − σφ2, (2.49)

δφ2 −∆φ1 = −νφ0 + 2µφ1 + (τ − 2β)φ2, (2.50)

Dφ1 − δφ0 = (π − 2α)φ0 + 2ρφ1 − κφ2, (2.51)

Dφ2 − δφ1 = −λφ0 + 2πφ1 + (ρ− 2ε)φ2. (2.52)

The standard Newman-Penrose prescription can always make the follow-
ing choice:

κ = π = ε = 0, ρ = ρ̄, τ = ᾱ+ β.

The geometrical interpretation of such disposal is that l-vector forms a con-
gruence of null geodesics with affine parameter and all the rest basis vectors
n,m,m will be parallely propagated along l. Moreover, the congruence of
the null geodesics will be hyper-surface orthogonal and l will be equal to
the gradient of a scalar field. Thus let us choose a Bondi-like coordinate
(u, r, z, z̄) with l = du. This gives the tetrad system the following ansatz

lµ = [0, 1, 0, 0], nµ = [1, U,XA], mµ = [0, ω, LA].

lµ = [1, 0, 0, 0], nµ = [−U −XA(ωLA + ωL̄A), 1, ωL̄A + ωLA],

mµ = [−XALA, 0, LA],

where LALA = 0, LAL̄A = −1.

We will focus on the pure gravity case with the constraint made above
in this section. E. T. Newman and T. W. J. Unti have shown the gen-
eral solutions of Newman-Penrose equations in [49] with asymptotically flat
boundary condition. We present the solutions adapted to our convention as
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follows:

Ψ0 =
Ψ0

0

r5
+O(r−6),

Ψ1 =
Ψ0

1

r4
− ðΨ0

0

r5
+O(r−6),

Ψ2 =
Ψ0

2

r3
− ðΨ0

1

r4
+O(r−5),

Ψ3 =
Ψ0

3

r2
− ðΨ0

2

r3
+O(r−4),

Ψ4 =
Ψ0

4

r
− ðΨ0

3

r2
+O(r−3),

ρ = −1

r
− σ0σ0

r3
+O(r−5), σ =

σ0

r2
+O(r−4), τ = −Ψ0

1

r3
+O(r−4),

α =
α0

r
+
σ0α0

r2
+
σ0σ0α0

r3
+O(r−4), α0 =

1

2
P̄ ∂ lnP,

β = −α
0

r
− σ0α0

r2
−
σ0σ0α0 + 1

2Ψ0
1

r3
+O(r−4),

µ =
µ0

r
− σ0λ0 + Ψ0

2

r2
+O(r−3), µ0 = −1

2
PP̄∂∂ lnPP̄

λ =
λ0

r
− σ0µ0

r2
+O(r−3), λ0 = σ̇0 + σ0(3γ0 − γ0),

γ = γ0 − Ψ0
2

r2
+O(r−3), γ0 = −1

2
∂u ln P̄ ,

ν = ν0 − Ψ0
3

r
+

ðΨ0
2

r2
+O(r−3), ν0 = ð(γ0 + γ0) (2.53)

XA = O(r−3), ω =
ðσ0

r
−
σ0ðσ0 + 1

2Ψ0
2

r2
+O(r−3),

U = −r(γ0 + γ0) + µ0 − Ψ0
2 + Ψ

0
2

2r
+O(r−2),

Lz = −σ
0P̄

r2
+O(r−4), Lz̄ =

P

r
+
σ0σ0P

r3
+O(r−4),

Lz = − r
P̄

+O(r−2), Lz̄ = −σ
0

P
+O(r−2),

Ψ0
3 = ðµ0 − ðλ0, Ψ0

4 = ðν0 − ∂uλ0 − 4γ0λ0

Ψ0
2 −Ψ

0
2 = ð2

σ0 − ð2σ0 + σ0λ
0 − σ0λ0

∂uΨ0
0 + (γ0 + 5γ0)Ψ0

0 = ðΨ0
1 + 3σ0Ψ0

3

∂uΨ0
1 + 2(γ0 + 2γ0)Ψ0

1 = ðΨ0
2 + 2σ0Ψ0

3

∂uΨ0
2 + 3(γ0 + γ0)Ψ0

2 = ðΨ0
3 + σ0Ψ0

4

∂uΨ0
3 + 2(2γ0 + γ0)Ψ0

3 = ðΨ0
4

∂uµ
0 = −2(γ0 + γ0)µ0 + ðð(γ0 + γ0), ∂uα

0 = −2γ0α0 − ðγ0.
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Table 2.1: Spin and conformal weights

ð ∂u γ0 ν0 µ0 σ0 λ0 Ψ0
4 Ψ0

3 Ψ0
2 Ψ0

1 Ψ0
0 Y

s 1 0 0 −1 0 2 −2 −2 −1 0 1 2 −1

w −1 −1 −1 −2 −2 −1 −2 −3 −3 −3 −3 −3 1

The “eth” operator is given by

ðη = PP̄−s∂̄(P̄ sη) = P ∂̄ηs + sP ∂̄ ln P̄ η = P ∂̄η + 2sα0η,

ðη = P̄P s∂(P−sη) = P̄ ∂ηs − sP̄ ∂ lnPη = P̄ ∂η − 2sα0η.

where s is the spin weights of the field η.
Szekeres gave an interpretation of the different Weyl scalars at large

distances in [50]: Ψ0
2 is a “Coulomb” term, representing the gravitational

monopole of the source; Ψ0
1 and Ψ0

3 are ingoing and outgoing “longitudinal”
radiation terms; Ψ0

0 and Ψ0
4 are ingoing and outgoing “transverse” radia-

tion terms. This can be understood as a translation in Newman-Penrose
formalism of the physical fields at null infinity in the previous section. The
electromagnetic analogue will be: φ0

1 is a “Coulomb” term, representing the
electromagnetic monopole of the source; φ0

0 and φ0
2 are ingoing and outgoing

radiation terms.
As a first order formalism, the system has both diffeomorphism and local

Lorentz rotation invariant. The infinitesimal transformation on the tetrad
vectors and spin coefficients are given by

δeµa = ξρ∂ρe
µ
a − eρa∂ρξµ − Λ b

a e
µ
b , (2.54)

δωabc = ξρ∂ρωabc + eµc ∂µΛab − ωdbcΛ d
a − ωadcΛ d

b − ωabdΛ d
c , (2.55)

where ξµ is a spacetime vector generating the infinitesimal diffeomorphism
transformation while Λ b

a ’s are the components of Lorentz group elements.
The transformations preserving this solution space are specified by

ξu = f, ∂uf =
1

2
(ðY + ðY) + f(γ0 + γ0) +

1

2
(Ω + Ω̄),

ξz = Y − P̄ðf
r

+
σ0P̄ðf
r2

+O(r−3), ξz̄ = Ȳ − Pðf
r

+
σ0Pðf
r2

+O(r−3),

ξr = −r∂uf +
1

2
∆̄f − ðσ0ðf + ðσ0ðf

r
+O(r−2),

Λ21 = ∂uf +O(r−3),

Λ32 =
ðf
r
− σ0ðf

r2
+
σ0σ0ðf
r3

+O(r−4),

Λ42 =
ðf
r
− σ0ðf

r2
+
σ0σ0ðf
r3

+O(r−4),



24 Chapter 2. Background material

Λ31 = (γ0 + γ0)ðf − ð∂uf +
λ0ðf + µ0ðf

r

−σ
0µ0ðf + σ0λ0ðf

r2
− Ψ0

2ðf
2r2

+O(r−3),

Λ41 = (γ0 + γ0)ðf − ð∂uf +
λ

0ðf + µ0ðf
r

−σ
0µ0ðf + σ0λ

0ðf
r2

− Ψ
0
2ðf

2r2
+O(r−3),

Λ43 =
1

2
(ðY − ðY) + Ȳ ∂̄ ln P̄ − Y ∂ lnP + f(γ0 − γ0) +

1

2
(Ω− Ω̄)

+
2α0ðf − 2α0ðf

r
+

2σ0α0ðf − 2σ0α0ðf
r2

+O(r−3),

(2.56)

where Y =
Ȳ

P
. The components of the Lorentz rotation are determined

by the asymptotic Killing vector completely. Thus the whole asymptotic
symmetry is characterized by the asymptotic Killing vector who forms the
extended BMS algebra including Weyl transformation introduced in [21].

The transformation properties of the fields can be worked out directly

δP = ΩP, δµ0 = µ0(Ω + Ω̄)− 1

2
ðð(Ω + Ω̄),

δν0 = ν0Ω̄− 1

2
ð∂u(Ω + Ω̄), δγ0 =

1

2
∂uΩ,

δσ0 = [Y ∂ + Ȳ ∂̄ + f∂u + ∂uf + 2Λ43
0 ]σ0 − ð2f,

δλ0 = [Y ∂ + Ȳ ∂̄ + f∂u + ∂uf − 2Λ43
0 ]λ0 − ∂uð

2
f + (γ0 − 3γ0)ð2

f,

δΨ0
0 = [Y ∂ + Ȳ ∂̄ + f∂u + 3∂uf + 2Λ43

0 ]Ψ0
0 + 4Ψ0

1ðf,
δΨ0

1 = [Y ∂ + Ȳ ∂̄ + f∂u + 3∂uf + Λ43
0 ]Ψ0

1 + 3Ψ0
2ðf,

δΨ0
2 = [Y ∂ + Ȳ ∂̄ + f∂u + 3∂uf ]Ψ0

2 + 2Ψ0
3ðf,

δΨ0
3 = [Y ∂ + Ȳ ∂̄ + f∂u + 3∂uf − Λ43

0 ]Ψ0
3 + Ψ0

4ðf,
δΨ0

4 = [Y ∂ + Ȳ ∂̄ + f∂u + 3∂uf − 2Λ43
0 ]Ψ0

4,

with the help of

∂uðY = 2Yν0, ∂uðY = 2Yν0, ðν0 = ðν0, ððY = 2µ0Y,
[ð, ∂u]ηs = 2(γ0ðηs + sðγ0ηs), [ð, ∂u]ηs = 2(γ0ðηs − sðγ0ηs),

[ð, ð]ηs = −2sµ0ηs, ð2f = P ∂̄ðf + 2α0ðf,

∂2
uf = Yν0 + Yν0 + ∂u(fγ0 + fγ0) +

1

2
∂u(Ω + Ω̄)

Y ∂ηs + Ȳ ∂̄ηs + sΛ43
0 η

s = Yðηs + Yðηs +
1

2
(ðY − ðY)ηs

+f(γ0 − γ0)ηs +
1

2
(Ω− Ω̄)ηs.
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One can see directly Λ43
0 shows the spin weight and −∂uf shows the confor-

mal weight.

2.4 Charges in the first order formalism

We start with the Cartan action

S[eµa , ω
bc
ν ] =

1

16πG

∫
d4xe(Rabµνe

µ
ae
ν
b ) (2.57)

Since, the cosmological constant will not contribute to the charge, we neglect
it for simplicity.

Let ∇ be the spacetime covariant derivative and D be the Lorentz co-
variant derivative defined by

DµA
a = ∂µA

a + ωabµAb (2.58)

The covariant derivative of the tetrad will be given as Dµe
ν
a = −Γνµρe

ρ
a.

Where Γνµρ is a metric connection satisfying ∇gµν = 0 and ωabµ = eaν∇µebν .
The curvature two form is given by

Rabµν = ∂µω
ab
ν + ωacµω

cb
ν − (µ↔ ν) (2.59)

The variation of the action is

16πGδS =

∫
d4x
{
e[Dµδω

ab
ν − (µ↔ ν)]eµae

ν
b + e[2Raµ − eaµR]δeµa

}
=

∫
d4x
{
∂µ[δωabνe(e

µ
ae
ν
b − e

µ
b e
ν
a)]

+δωabνDρ(ee
ν
ae
ρ
b − ee

ν
b e
ρ
a) + e[2Raµ − eaµR]δeµa

}
. (2.60)

By dropping the total derivative, one gets the equation of motion as

16πG
δL
δeµa

= e[2Raµ − eaµR], (2.61)

16πG
δL
δωabν

= Dρ(ee
ν
ae
ρ
b − ee

ν
b e
ρ
a). (2.62)

The second EOM can be adapted to

e
[
eρbe

τ
a(Γνρτ − Γντρ) + (Γρτρ − Γρρτ )(eτb e

ν
a − eνb eτa)

]
, (2.63)

which is equivalent to Γνρτ − Γντρ = 0 on-shell, where the fact ∂ρe = eΓ̃ττρ
has been used. And Γ̃νµρ = 1

2g
ντ [∂µgτρ+∂ρgτµ−∂τgµρ] is the Christoffel and

it is related to metric connection by Γνµρ = Γ̃νµρ+ 1
2(T ν

ρ µ+T ν
µ ρ+T νµρ) and

T νµρ = Γνµρ − Γνρµ is the torsion.
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We continue to derive the surface charge. The gauge transformation of
the fields are given by

δeµa = ξρ∂ρe
µ
a − eρa∂ρξµ − Λ b

a e
µ
b (2.64)

δωabµ = ξρ∂ρω
ab
µ + ωabρ∂µξ

ρ + ∂µΛab − ωacµΛbc − ωcb µΛac.(2.65)

According to the cohomological techniques [41–43], the n − 1 current is
defined by

Sµ =
1

16πG

[
eξµR− 2eξρRµρ + 2(ξρωabρ + Λab)Dτ (eeµae

τ
b )
]

(2.66)

Acting with the homotopy operator defined in [41–43] on the n− 1 cur-
rent, we get the n− 2 current as

k
[µν]
ξΛ =

1

2
δeσc

∂

∂∂νeσc
Sµ +

1

2
δωcdσ

∂

∂∂νωcdσ
Sµ − (µ↔ ν). (2.67)

Using

∂

∂∂νωcdσ
Rabλρ = δac δ

b
d(δ

ν
λδ
σ
ρ − δνρδσλ), (2.68)

one gets

∂

∂∂νωcdσ
Rµρ = eµc (eσdδ

ν
ρ − eνdδσρ )

∂

∂∂νωcdσ
R = eνce

σ
d − eσc eνd. (2.69)

Finally the n− 2 current will be given as

k
[µν]
ξΛ =

e

16πG

{
δωabρ[e

µ
ae
ν
b ξ
ρ + 2ξµeρbe

ν
a]

+(2δeµae
ν
b − eµaeνb ecτδeτc )(ξρωabρ + Λab)

}
− (µ↔ ν). (2.70)

It can be written in the integrable and non-integrable part

k
[µν]
ξΛ = δKµν

ξ,Λ −K
µν
δξ,δΛ

+ Θµν − (µ↔ ν). (2.71)

where

Kµν
ξ,Λ =

e

16πG
eµae

ν
b (ξρωabρ + Λab)

Θµν =
e

8πG
ξµeνae

ρ
bδω

ab
ρ.

As shown in Appendix A.1, the n − 2 current derived from first order for-
malism is completely equivalent to metric formalism formulated in [41].
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To recast Newman-Penrose formalism in an action principle, one needs
to include a Lagrangian multiplier. The action is formulated as

S[eµa , ωabc, Rabcd, λ
abcd] =

1

16πG

∫
d4x e

[1
2
Rabcd(η

acηbd − ηadηbc)−Rabcdλabcd

+(λabcd − λabdc)(eµc ∂µωabd + ωafcω
f
bd + ωabfe

µ
c e
ν
d∂µe

f
ν )
]
. (2.72)

The variation of the action is

16πGδS =

∫
d4x
{
e[

1

2
(ηacηbd − ηadηbc)− λabcd]δRabcd

−e[Rabcd − (eµc ∂µωabd + ωafcω
f
bd + ωabfe

µ
c e
ν
d∂µe

f
ν − e

µ
d∂µωabc

−ωafdωfbc − ωabfe
µ
de
ν
c∂µe

f
ν )]δλabcd

[e(λabcd − λabdc)(eµc eνd∂µefν + ω f
c d)−Dµ

(
eeµc (λabcf − λabfc)

)
]δωabf

+{e(λabhc − λabch)[∂τωabc + ωabfe
ν
c (∂τe

f
ν − ∂νefτ )] + ehνe

f
τ∂µ[e(λabcd − λabdc)eµc eνd]

−eehτ [R−Rabcdλabcd + (λabcd − λabdc)(eµc ∂µωabd + ωafcω
f
bd + ωabfe

µ
c e
ν
d∂µe

f
ν )]}δeτh

+∂µ[e(λabch − λabhc)(eµc δωabh − ωabfeµc efτ δeτh)]
}
.

(2.73)

Dropping the total derivative, one gets the equation of motion as

16πG
δL

δRabcd
= e[

1

2
(ηacηbd − ηadηbc)− λabcd],

16πG
δL

δλabcd
= −e[Rabcd − (eµc ∂µωabd + ωafcω

f
bd + ωabfe

µ
c e
ν
d∂µe

f
ν − (c↔ d))],

16πG
δL
δωabf

= e(λabcd − λabdc)(eµc eνd∂µefν + ω f
c d)−Dµ[eeµc (λabcf − λabfc)],

16πG
δL
δeτh

= e(λabhc − λabch)[∂τωabc + ωabfe
ν
c (∂τe

f
ν − ∂νefτ )]

+ehνe
f
τ∂µ[e(λabcd − λabdc)eµc eνd]

−eehτ [R−Rabcdλabcd + (λabcd − λabdc)
×(eµc ∂µωabd + ωafcω

f
bd + ωabfe

µ
c e
ν
d∂µe

f
ν )]

On-shell those equations are totally equivalent to Cartan formalism.

The gauge transformation on ω, R and λ are given by

δωabc = ξρ∂ρωabc + eµc ∂µΛab − ωdbcΛ d
a − ωadcΛ d

b − ωabdΛ d
c ,

δλabcd = ξρ∂ρλ
abcd − λfbcdΛaf − λafcdΛbf − λabfdΛcf − λabcfΛdf

δRabcd = ξρ∂ρRabcd −RfbcdΛ f
a −RafcdΛ

f
b −RabfdΛ

f
c −RabcfΛ f

d .

(2.74)
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Via those gauge transformations, the n− 1 current is given by

Sµ = Λab∂ν [e(λabcf − λabfc)eµc eνf ] + ξτ∂ν [e(λabcf − λabfc)ωabdeµc eνfedτ ]

+e(λabcf − λabfc)eτf (ξµeνc − ξνeµc )∂ν(ωabde
d
τ ) + non-derivative terms.

(2.75)

Acting the homotopy operator, the n− 2 current can be computed as

k
[µν]
ξΛ = δKµν

ξ,Λ −K
µν
δξ,δΛ

+ Θµν − (µ↔ ν). (2.76)

where

Kµν
ξ,Λ =

e

32πG
(λabfc − λabcf )eµf e

ν
c (ξρωabde

d
ρ + Λab)

Θµν =
e

16πG
ξµ(λabcf − λabfc)ξµeνceτfδ(ωabdedτ ).

Inserting the EOM λabcd = 1
2(ηacηbd − ηadηbc), we find the n − 2 current is

exactly the same as Cartan formalism (2.71).

Insert the solution (2.53) and the symmetry parameters(2.56) in (2.76),
the n−2 current in the Newman-Penrose formalism can be computed easily
as

8πGkur = δ
{ 1

PP̄
[f(Ψ0

2 + σ0λ0)− 1

2
(Ω + Ω̄)σ0σ0 + Y(σ0ðσ0 +

1

2
ð(σ0σ0)

+Ψ0
1)]
}

+
1

PP̄

{1

2
σ0σ0δðY − (Ψ0

2 + λ0σ0)δf + ðσ0ðfδ lnP

−fλ0δσ0 + fλ0σ0δ lnP − fΨ0
2δ lnP − fPðσ0δ∂̄ ln P̄

}
+ c.c.,

(2.77)

8πGkzr = −δ
{ 1

P
[YΨ

0
2 + fΨ

0
3 +

1

2
Y(λ0σ0 − λ0

σ0)

+
1

2
ðσ0(ðY − ðY + Ω̄− Ω)

−1

2
σ0ð(ðY − ðY + Ω̄ + Ω) + λ

0ðf ]
}

+
1

P

{
2ðfµ0δ ln P̄ − ðfδµ0 + Ψ

0
3δf + λ

0
δðf

−ðσ0[δΛ43
0 − (γ0 − γ0)δf ]− σ0δð∂uf + σ0δ[ðf(γ0 + γ0)]

+σ0(γ0 + γ0)ðfδ lnP + (σ0ðf − Yσ0σ0)δ(γ0 + γ0)

−σ0ðf(γ0 + γ0)δ lnPP̄ − 2µ0ðfδ lnPP̄ +
1

2
P∆fδ∂̄ ln P̄

+Y
[
λ0σ0δ lnP + λ

0
σ0δ ln P̄ − λ0δσ0 − λ0

δσ0

−Ψ0
2δ lnP −Ψ

0
2δ ln P̄ − Pðσ0δ∂̄ ln P̄ − Pðσ0δ∂ lnP

]}
. (2.78)
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A n− 3 current

ηurz = r[δ(
Yσ0

P
) +

1

2
∂̄fδ lnPP̄ − 1

2
fδ∂̄ lnP ∂̄] + δ(

Yσ0σ0

2P
), (2.79)

ηzrz̄ = 0, (2.80)

has been dropped.

2.5 Metric formalism

The metric in (+,−,−,−) signature is defined via gab = lana+nala−mamb−
mamb from the Newman-Penrose formalism. The ansatz we have taken for
the tetrad l, n,m,m leads to the Newman-Unti gauge [49, 51] in the metric
formalism as

gµν =

0 1 0
1 W V B

0 V B gAB

 . (2.81)

Under this gauge, the solution of Einstein equation is related to (2.53) by

W = 2(U − ωω) = −2r∂uϕ̃+ 2e−2ϕ∂∂̄ϕ̃− Ψ0
2 + Ψ

0
2

r
+O(r−2),

V z = Xz − ωL̄z − ωLz = − P̄ðσ
0

r2
+O(r−3),

gzz = −LzL̄z − L̄zLz =
2P̄ 2σ0

r3
+O(r−4),

gzz̄ = −LzL̄z̄ − L̄zLz̄ = −PP̄
r2

+O(r−4),

(2.82)

where ϕ̃ = −1
2 lnPP̄ . As fully discussed in [51], the Newman-Unti coordi-

nate is related to the BMS one by the changing of the radial coordinate

rBMS = r − σ0σ0

2r
+O(r−2). (2.83)

Thus the solution (2.82) is connected to the one derived in BMS gauge [21]
by such a transformation.

The transformations preserving the solution space (2.82) asymptotically
was derived in [51,52]. We list them as following

ξu = f, ∂uf =
1

2
(ðY + ðY) + f(γ0 + γ0) +

1

2
(Ω + Ω̄),

ξz = Y − P̄ðf
r

+
σ0P̄ðf
r2

+O(r−3),

ξz̄ = Ȳ − Pðf
r

+
σ0Pðf
r2

+O(r−3),

ξr = −r∂uf +
1

2
∆̄f − ðσ0ðf + ðσ0ðf

r
+O(r−2).

(2.84)
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This is in consistent with (2.56) by turning off the Lorentz rotation.
Lastly, we come to the would-be conserved current associated to the

asymptotic Killing vector (2.84). When restraining ourself by turning off
the Weyl transformation (i.e. Ω = 0), the current can be computed from
the metric formalism as

kur =
1

PP̄

{
δ[f(Ψ0

2 + σ0λ0) + Y(σ0ðσ0 +
1

2
ð(σ0σ0) + Ψ0

1)]− fλ0δσ0

+ δ[f(Ψ
0
2 + σ0λ

0
) + Y(σ0ðσ0 +

1

2
ð(σ0σ0) + Ψ

0
1)]− fλ0

δσ0
}
,

kzr =− 1

P

{
δ[YΨ

0
2 + fΨ

0
3 +

1

2
Y(λ0σ0 − λ0

σ0) +
1

2
ðσ0(ðY − ðY)

− 1

2
σ0ð(ðY − ðY) + λ

0ðf ] + Y
[
λ0δσ0 + λ

0
δσ0
]}
.

(2.85)

If we only focus on the case of u-independent P and P̄ , the current (2.85)
just reproduces the one obtained in [51,53] explicitly.
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Applications in 3
dimensional space-time

Although it admits no propagating degrees of freedom (“bulk gravitons”),
three dimensional Einstein gravity is known to admit black holes [27, 54],
particles [55, 56], wormholes [57–59] and boundary dynamics [28, 60, 61].
Moreover, it can arise as a consistent subsector of higher dimensional matter-
gravity theories, see e.g. [62, 63]. Therefore, three-dimensional gravity in
the last three decades has been viewed as a simplified and fruitful setup to
analyze and address issues related to the physics of black holes and quantum
gravity.

In three dimensions the Riemann tensor is completely specified in terms
of the Ricci tensor, except at possible defects, and hence all Einstein so-
lutions with generic cosmological constant are locally maximally symmet-
ric. The fact that AdS3 Einstein gravity can still have a nontrivial dy-
namical content was first discussed in the seminal work of Brown and Hen-
neaux [28, 64]. There, it was pointed out that one may associate nontriv-
ial conserved charges, defined at the AdS3 boundary, to diffeomorphisms
which preserve prescribed (Brown-Henneaux) boundary conditions. These
diffeomorphisms and the corresponding surface charges obey two copies of
the Virasoro algebra and the related bracket structure may be viewed as
a Dirac bracket defining (or arising from) a symplectic structure for these
“boundary degrees of freedom” or “boundary gravitons”. It was realized
that the Virasoro algebra should be interpreted in terms of a holographic
dictionary with a conformal field theory [30]. These ideas found a more pre-
cise and explicit formulation within the celebrated AdS3/CFT2 dualities in
string theory [65]. Many other important results in this context have been
obtained [63,66–78].

31
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3.1 Symplectic symmetries

A recent proposal in [79] has shown that the asymptotic symmetries of dS3

with Dirichlet boundary conditions defined as an analytic continuation of the
Brown-Henneaux symmetries to the case of positive cosmological constant
[80] can be defined everywhere into the bulk spacetime. A similar result is
expected to follow for AdS3 geometries by analytical continuation, however,
few details were given in [79] (see also [81, 82] for related observations). In
this work, we revisit the Brown-Henneaux analysis from the first principles
and show that the surface charges and the associated algebra and dynamics
can be defined not only on the circle at spatial infinity, but also on any circle
inside of the bulk obtained by a smooth deformation which does not cross
any geometric defect or topological obstruction. This result is consistent
with the expectation that if a dual 2d CFT exists, it is not only “defined at
the boundary”, but it is defined in a larger sense from the AdS bulk.

Our derivation starts with the set of Bañados geometries [70] which
constitute all locally AdS3 geometries with Brown-Henneaux boundary con-
ditions. We show that the invariant presymplectic form [83] (but not the
Lee-Wald presymplectic form [84]) vanishes in the entire bulk spacetime.
The charges defined from the presymplectic form are hence conserved ev-
erywhere, i.e. they define sympletic symmetries, and they obey an algebra
through a Dirac bracket, which is isomorphic to two copies of the Virasoro
algebra. In turn, this Dirac bracket defines a lower dimensional non-trivial
symplectic form, the Kirillov-Kostant symplectic form for coadjoint orbits
of the Virasoro group [85]. In that sense the boundary gravitons may be
viewed as holographic gravitons: they define a lower dimensional dynamics
inside of the bulk. Similar features were also observed in the near-horizon
region of extremal black holes [86,87].

Furthermore, we will study in more detail the extremal sector of the
phase space. Boundary conditions are known in the decoupled near-horizon
region of the extremal BTZ black hole which admit a chiral copy of the
Virasoro algebra [73]. Here, we extend the notion of decoupling limit to
more general extremal metrics in the Bañados family and show that one
can obtain this (chiral) Virasoro algebra as a limit of the bulk symplectic
symmetries, which are defined from the asymptotic AdS3 region all the way
to the near-horizon region. We discuss two distinct ways to take the near-
horizon limit: at finite coordinate radius (in Fefferman-Graham coordinates)
and at wiggling coordinate radius (in Gaussian null coordinates), depending
upon the holographic graviton profile at the horizon. We will show that
these two coordinate systems lead to the same conserved charges and are
therefore equivalent up to a gauge choice. Quite interestingly, the vector
fields defining the Virasoro symmetries take a qualitatively different form in
both coordinate systems which are also distinct from all previous ansatzes
for near-horizon symmetries [73,79,86–89].
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In [76] it was noted that Bañados geometries in general have (at least)
two global U(1) Killing vectors (defined over the whole range of the Bañados
coordinate system). We will study the conserved charges J± associated with
these two Killing vectors. We will show that these charges commute with
the surface charges associated with symplectic symmetries (the Virasoro
generators). We then discuss how the elements of the phase space may
be labeled using the J± charges. This naturally brings us to the question
of how the holographic gravitons may be labeled through representations of
Virasoro group, the Virasoro coadjoint orbits, e.g. see [85,90]. The existence
of Killing horizons in the set of Bañados geometries was studied in [76]. We
discuss briefly that if the Killing horizon exists, its area defines an entropy
which together with J±, satisfies the first law of thermodynamics.

3.1.1 Symplectic symmetries in Fefferman-Graham coordi-
nates

The AdS3 Einstein gravity is described by the action and equations of mo-
tion,

S =
1

16πG

∫
d3x
√
−g(R+

2

`2
), Rµν = − 2

`2
gµν . (3.1)

As discussed in the introduction, all solutions are locally AdS3 with radius
`. To represent the set of these solutions, we adopt the Fefferman-Graham
coordinate system1 [67, 91,92],

grr =
`2

r2
, gra = 0, a = 1, 2, (3.2)

where the metric reads

ds2 = `2
dr2

r2
+ γab(r, x

c) dxa dxb. (3.3)

Being asymptotically locally AdS3, close to the boundary r → ∞ one has

the expansion γab = r2g
(0)
ab (xc) +O(r0) [67]. A variational principle is then

defined for a subset of these solutions which are constrained by a boundary
condition. Dirichlet boundary conditions amount to fixing the boundary

metric g
(0)
ab . The Brown-Henneaux boundary conditions [28] are Dirichlet

boundary conditions with a fixed flat boundary metric,

g
(0)
ab dx

adxb = −dx+dx−, (3.4)

1We will purposely avoid to use the terminology of Fefferman-Graham gauge which
would otherwise presume that leaving the coordinate system by any infinitesimal dif-
feomorphism would be physically equivalent in the sense that the associated canonical
generators to this diffeomorphism would admit zero Dirac brackets with all other physical
generators. Since this coordinate choice precedes the definitions of boundary conditions,
and therefore the definition of canonical charges, the gauge terminology is not appropriate.



34 Chapter 3. Applications in 3 dimensional space-time

together with the periodic identifications (x+, x−) ∼ (x+ + 2π, x− − 2π)
which identify the boundary metric with a flat cylinder (the identification
reads φ ∼ φ + 2π upon defining x± = t/` ± φ). Other relevant Dirichlet
boundary conditions include the flat boundary metric with no identification
(the resulting solutions are usually called “Asymptotically Poincaré AdS3”),
and the flat boundary metric with null orbifold identification (x+, x−) ∼
(x+ + 2π, x−) which is relevant to describing near-horizon geometries [73,
76,93].2

The set of all solutions to AdS3 Einstein gravity with flat boundary met-
ric was given by Bañados [70] in the Fefferman-Graham coordinate system.
The metric takes the form

ds2 = `2
dr2

r2
−
(
rdx+ − `2L−(x−)dx−

r

)(
rdx− − `2L+(x+)dx+

r

)
(3.5)

where L± are two single-valued arbitrary functions of their argument. The
determinant of the metric is

√
−g = `

2r3 (r4 − `4L+L−) and the coordinate
patch covers the radial range r4 > `4L+L−. These coordinates are particu-
larly useful in stating the universal sector of all AdS3/CFT2 correspondences
since the expectation values of holomorphic and anti-holomorphic compo-
nents of the energy-momentum tensor of the CFT can be directly related to
L± [28, 66].

The constant L± cases correspond to better known geometries [27,54,56]:
L+ = L− = −1/4 corresponds to AdS3 in global coordinates, −1/4 <
L± < 0 correspond to conical defects (particles on AdS3), L− = L+ = 0
correspond to massless BTZ and generic positive values of L± correspond to
generic BTZ geometry of mass and angular momentum respectively equal
to (L+ +L−)/(4G) and `(L+−L−)/(4G). The selfdual orbifold of AdS3 [93]
belongs to the phase space with null orbifold identification and L− = 0, L+ 6=
0.

We would now like to establish that the set of Bañados metrics (3.5)
together with a choice of periodic identifications of x± forms a well-defined
on-shell phase space. To this end, we need to take two steps: specify the
elements in the tangent space of the on-shell phase space and then define
the presymplectic structure over this phase space. Given that the set of all
solutions are of the form (3.5), the on-shell tangent space is clearly given by
metric variations of the form

δg = g(L+ δL)− g(L) , (3.6)

where δL± are arbitrary single-valued functions. The vector space of all
on-shell perturbations δg can be written as the direct sum of two types
of perturbations: those which are generated by diffeomorphisms and those
which are not, and that we will refer to as parametric perturbations.

2Other boundary conditions which lead to different symmetries were discussed in [94–
96].
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As for the presymplectic form, there are two known definitions for Ein-
stein gravity: the one ωLW by Lee-Wald [84] (see also Crnkovic and Wit-
ten [97]) and invariant presymplectic form ωinv as defined in [83].3 The
invariant presymplectic form is determined from Einstein’s equations only,
while the Lee-Wald presymplectic form is determined from the Einstein-
Hilbert action, see [98] for details. Upon explicit evaluation, we obtain that
the invariant presympletic form exactly vanishes on-shell on the phase space
determined by the set of metrics (3.5), that is,

ωinv[δg, δg; g] ≈ 0. (3.7)

On the contrary, the Lee-Wald presymplectic form is equal to a boundary
term

ωLW [δg, δg; g] ≈ −dE[δg, δg; g],

?E[δg, δg; g] =
1

32πG
δgµαg

αβδgνβdx
µ ∧ dxν (3.8)

Indeed, the two presymplectic forms are precisely related by this boundary
term [83], as reviewed in appendix.

As mentioned earlier, the most general form of on-shell perturbations
preserving Fefferman-Graham coordinates is of the form (3.6). Among them
there are perturbations generated by an infinitesimal diffeomorphism along
a vector field χ. The components of such vector field are of the form

χr = r σ(xa), χa = εa(xb)− `2∂b σ
∫ ∞
r

dr′

r′
γab(r′, xa) (3.9)

where σ(xa) and εa(xb) are constrained by the requirement δg
(0)
ab ≡ L~ε g

(0)
ab +

2σg
(0)
ab = 0. That is, ~ε ≡ (ε+(x+), ε−(x−)) is restricted to be a conformal

Killing vector of the flat boundary metric and σ is defined as the Weyl factor
in terms of ~ε.

One can in fact explicitly perform the above integral for a given Bañados
metric and solve for σ(x) to arrive at

χ =− r

2
(ε′+ + ε′−)∂r +

(
ε+ +

`2r2ε′′− + `4L−ε
′′
+

2(r4 − `4L+L−)

)
∂+

+
(
ε− +

`2r2ε′′+ + `4L+ε
′′
−

2(r4 − `4L+L−)

)
∂−, (3.10)

where ε± are two arbitrary single-valued periodic functions of x± and pos-
sibly of the fields L+(x+), L−(x−), and the prime denotes derivative w.r.t.
the argument. As we see,

3More precisely, ω is a (2; 2) form i.e. a two-form on the manifold and a two-form in
field space. For short we call ω a presymplectic form, and given any spacelike surface Σ,
Ω =

∫
Σ
ω the associated presymplectic structure, which is the (possibly degenerate) (0; 2)

form. A non-degenerate (0; 2) form defines a symplectic structure. We also refer to ω as
a bulk presymplectic form.
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1. χ is a field-dependent vector field. That is, even if the two arbitrary
functions ε± are field independent, it has explicit dependence upon
L±: χ = χ(ε±;L±).

2. The vector field χ is defined in the entire coordinate patch spanned by
the Bañados metric, not only asymptotically.

3. Close to the boundary, at large r, χ reduces to the Brown-Henneaux
asymptotic symmetries [28]. Also, importantly, at large r the field-
dependence of χ drops out if one also takes ε± field-independent.

The above points bring interesting conceptual and technical subtleties, as
compared with the better known Brown-Henneaux case, that we will fully
address.

The above vector field can be used to define a class of on-shell pertur-
bations, δχgµν ≡ Lχgµν . It can be shown that

δχgµν = gµν(L+ + δχL+, L− + δχL−)− gµν(L+, L−), (3.11)

where

δχL+ = ε+∂+L+ + 2L+∂+ε+ −
1

2
∂3

+ε+,

δχL− = ε−∂−L− + 2L−∂−ε− −
1

2
∂3
−ε−.

(3.12)

As it is well-known in the context of AdS3/CFT2 correspondence [62,65] the
variation of L± under diffeomorphisms generated by χ is the same as the
variation of a 2d CFT energy-momentum tensor under generic infinitesimal
conformal transformations. Notably, the last term related to the central
extension of the Virasoro algebra is a quantum anomalous effect in a 2d
CFT while in the dual AdS3 gravity it appears classically.

The vector field χ determines symplectic symmetries as defined in [86]
(they were defined as asymptotic symmetries everywhere in [79]). The reason
is that the invariant presymplectic form contracted with the Lie derivative
of the metric with respect to the vector vanishes on-shell,

ωinv[g; δg,Lχg] ≈ 0, (3.13)

which is obviously a direct consequence of (3.7), while Lχg does not vanish.
Then according to (A.33), the charges associated to symplectic symmetries
can be defined over any closed codimension two surface S (circles in 3d)
anywhere in the bulk. Moreover, as we will show next, the surface charge
associated to χ is non-vanishing and integrable. That is, the concept of
“symplectic symmetry” extends the notion of “asymptotic symmetry” inside
the bulk.
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A direct computation gives the formula for the infinitesimal charge one-
forms as defined by Barnich-Brandt [41], see appendix, as

kBBχ [δg; g] = k̂χ[δg; g] + dBχ[δg; g], (3.14)

where

k̂χ[δg; g] =
`

8πG

[
ε+(x+, L+(x+))δL+(x+)dx+

−ε−(x−, L−(x−))δL−(x−)dx−
]
, (3.15)

is the expected result and

Bχ =
`(ε′+ + ε′−)(L+δL− − L−δL+)

32πG(r4 − L+L−)
,

is an uninteresting boundary term which vanishes close to the boundary and
which drops after integration on a circle.

Now, since the Lee-Wald presymplectic form does not vanish, the Iyer-
Wald [99] surface charge one-form is not conserved in the bulk. From the
general theory, it differs from the Barnich-Brandt charge by the supplemen-
tary termE[δg,Lχg; g], see (3.8). In Fefferman-Graham coordinates we have
Lχgrµ = 0 therefore E+ = E− = 0 and only Er is non-vanishing. In fact
we find Er = O(r−6) which depends upon L±(x±). Since E is clearly not a
total derivative, the Iyer-Wald charge is explicitly radially dependent which
is expected since χ does not define a symplectic symmetry for the Lee-Wald
presymplectic form.

We shall therefore only consider the invariant presymplectic form and
Barnich-Brandt charges here. The standard charges are obtained by con-
sidering ε± to be field-independent. In that case the charges are directly
integrable, see also the general analysis of appendix A.2. We define the left
and right-moving stress-tensors as T = c

6L+(x+) and T̄ = c
6L−(x−) where

c = 3`
2G is the Brown-Henneaux central charge. The finite surface charge

one-form then reads

Qχ[g] ≡
∫ g

ḡ
kχ[δg; g] =

1

2π
(ε+(x+)T (x+)dx+ − ε−(x−)T̄ (x−)dx−). (3.16)

Here we chose to normalize the charges to zero for the zero mass BTZ
black hole ḡ for which L± = 0.4 In AdS3/CFT2, the functions T, T̄ are
interpreted as components of the dual stress-energy tensor. In the case
of periodic identifications leading to the boundary cylinder (asymptotically
global AdS3), we are led to the standard Virasoro charges

Qχ[g] =

∫
S
Qχ[g] =

`

8πG

∫ 2π

0
dφ
(
ε+(x+)L+(x+) + ε−(x−)L−(x−)

)
,(3.17)

4As we will discuss in section 3.1.4, the zero mass BTZ can only be used as a reference
to define charges over a patch of phase space connected to it. For other disconnected
patches, one should choose other reference points.
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where φ ∼ φ + 2π labels the periodic circle S. The charges are manifestly
defined everywhere in the bulk in the range of the Bañados coordinates.

Let us finally extend the Bañados geometries beyond the coordinate
patch covered by Fefferman-Graham coordinates and comment on the exis-
tence of singularities. In the globally asymptotically AdS case, the charges
(3.17) are defined by integration on a circle. Since the charges are conserved
in the bulk, one can arbitrarily smoothly deform the integration circle and
the charge will keep its value, as long as we do not reach a physical sin-
gularity or a topological obstruction. Now, if one could deform the circle
in the bulk to a single point, the charge would vanish which would be a
contradiction. Therefore, the geometries with non-trivial charges, or “hair”,
are singular in the bulk or contain non-trivial topology which would prevent
the circle at infinity to shrink to zero. In the case of global AdS3 equipped
with Virasoro hair, the singularities would be located at defects, where the
geometry would not be well-defined. Such defects are just generalizations
of other well known defects. For example, in the case of conical defects we
have an orbifold-type singularity (deficit angle) and for the BTZ black hole,
the singularities arise from closed time-like curves (CTC) which are located
behind the locus r = 0 in BTZ coordinates [54]. Removal of the CTC’s
creates a topological obstruction which is hidden behind the inner horizon
of the BTZ geometry.

The algebra of conserved charges is defined from the Dirac bracket

{Qχ1 , Qχ2} = −δχ1Qχ2 , (3.18)

where the charges have been defined in appendix.
Let us denote the charge associated with the vector χ+

n = χ(ε+ =
einx

+
, ε− = 0) by Ln and the charge associated with the vector χ−n =

χ(ε+ = 0, ε− = einx
−

) by L̄n. From the definition of charges (3.17) and
the transformation rules (3.12), we directly obtain the charge algebra

{Lm, Ln} = (m− n)Lm+n +
c

12
m3δm+n,0,

{L̄m, Ln} = 0, (3.19)

{L̄m, L̄n} = (m− n)L̄m+n +
c

12
m3δm+n,0,

where

c =
3`

2G
, (3.20)

is the Brown-Henneaux central charge. These are the famous two copies of
the Virasoro algebra. In the central term there is no contribution propor-
tional to m as a consequence of the choice of normalization of the charges
to zero for the massless BTZ black hole.

In fact, the algebra represents, up to a central extension, the algebra
of symplectic symmetries. There is however one subtlety. The symplectic
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symmetry generators χ are field dependent and hence in computing their
bracket we need to “adjust” the Lie bracket by subtracting off the terms
coming from the variations of fields within the χ vectors [21,100]. Explicitly,[
χ(ε1;L), χ(ε2;L)

]
∗ =

[
χ(ε1;L), χ(ε2;L)

]
L.B
−
(
δLε1χ(ε2;L)− δLε2χ(ε1;L)

)
,

(3.21)

where the variations δLε are defined as

δLε1χ(ε2;L) = δε1L
∂

∂L
χ(ε2;L). (3.22)

This is precisely the bracket which lead to the representation of the algebra
by conserved charges in the case of field-dependent vector fields. We call [, ]∗
the adjusted bracket. Here the field dependence is stressed by the notation
χ(ε;L). We also avoided notational clutter by merging the left and right
sectors into a compressed notation, ε = (ε+, ε−) and L = (L+, L−).

Using the adjusted bracket, one can show that symplectic symmetry
generators form a closed algebra[

χ(ε1;L), χ(ε2;L)
]
∗ = χ(ε1ε

′
2 − ε′1ε2;L). (3.23)

Upon expanding in modes χ±n , one obtains two copies of the Witt algebra[
χ+
m, χ

+
n

]
∗ = (m− n)χ+

m+n,[
χ+
m, χ

−
n

]
∗ = 0, (3.24)[

χ−m, χ
−
n

]
∗ = (m− n)χ−m+n,

which is then represented by the conserved charges as the centrally extended
algebra (3.19).

We discussed in the previous subsections that the phase space of Bañados
geometries admits a set of non-trivial tangent perturbations generated by
the vector fields χ. Then, there exists finite coordinate transformations
(obtained by “exponentiating the χ’s”) which map a Bañados metric to
another one. That is, there are coordinate transformations

x± → X± = X±(x±, r) , r → R = R(x±, r), (3.25)

with X±, R such that the metric g̃µν = gαβ
∂xα

∂Xµ
∂xβ

∂Xν is a Bañados geometry
with appropriately transformed L±. Such transformations change the phys-
ical charges. They are not gauge transformations but are instead solution
or charge generating transformations.

Here, we use the approach of Rooman-Spindel [71]. We start by noting
that the technical difficulty in “exponentiating” the χ’s arise from the fact
that χ’s are field dependent and hence their form changes as we change the
functions L±, therefore the method discussed in section 3.3 of [87] cannot
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be employed here. However, this feature disappears in the large r regime.
Therefore, if we can find the form of (3.25) at large r we can read how the
L± functions of the two transformed metrics should be related. Then, the
subleading terms in r are fixed such that the form of the Bañados metric
is preserved. This is guaranteed to work as a consequence of Fefferman-
Graham’s theorem [91]. From the input of the (flat) boundary metric and
first subleading piece (the boundary stress-tensor), one can in principle re-
contruct the entire metric.

It can be shown that the finite coordinate transformation preserving
(3.2) is

x+ → X+ = h+(x+) +
`2

2r2

h′′−
h′−

h′+
h+

+O(r−4),

r → R =
r√
h′+h

′
−

+O(r−1), (3.26)

x− → X− = h−(x−) +
`2

2r2

h′′+
h′+

h′−
h−

+O(r−4),

where h±(x± + 2π) = h±(x±)± 2π, h± are monotonic (h′± > 0) so that the
coordinate change is a bijection. At leading order (in r), the functions h±
parametrize a generic conformal transformation of the boundary metric.

Acting upon the metric by the above transformation one can read how
the functions L± transform:

L+(x+) → L̃+ = h′+
2L+ −

1

2
S[h+;x+], (3.27)

L−(x−) → L̃− = h′−
2L− −

1

2
S[h−;x−], (3.28)

where S[h;x] is the Schwarz derivative

S[h(x);x] =
h′′′

h′
− 3h′′2

2h′2
. (3.29)

It is readily seen that in the infinitesimal form, where h±(x) = x± + ε±(x),
the above reduced to (3.12). It is also illuminating to explicitly implement
the positivity of h′± through

h′± = eΨ± , (3.30)

where Ψ± are two real single-valued functions. In terms of Ψ fields the
Schwarz derivative takes a simple form and the expressions for L̃± become

L̃+[Ψ+, L+] = e2Ψ+L+(x+) +
1

4
Ψ′2+ −

1

2
Ψ′′+,

L̃−[Ψ−, L−] = e2Ψ−L−(x−) +
1

4
Ψ′2− −

1

2
Ψ′′−.

(3.31)
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This reminds the form of a Liouville stress-tensor and dovetails with the
fact that AdS3 gravity with Brown-Henneaux boundary conditions may be
viewed as a Liouville theory [93] (see also [78] for a recent discussion).

We finally note that not all functions h± generate new solutions. The
solutions to L̃+ = L+, L̃− = L− are coordinate transformations which leave
the fields invariant: they are finite transformations whose infinitesimal ver-
sions are generated by the isometries. There are therefore some linear com-
binations of symplectic symmetries which do not generate any new charges.
These “missing” symplectic charges are exactly compensated by the charges
associated with the Killing vectors that we will discuss in section 3.1.3.

3.1.2 Symplectic symmetries in Gaussian null coordinates

In working out the symplectic symmetry generators, their charges and their
algebra we used Fefferman-Graham coordinates which are very well adapted
to the holographic description. One may wonder if similar results may be
obtained using different coordinate systems. This question is of interest be-
cause the symplectic symmetries (3.10) were obtained as the set of infinitesi-
mal diffeomorphisms which preserved the Fefferman-Graham condition (3.2)
and one may wonder whether the whole phase space and symplectic sym-
metry setup is dependent upon that particular choice.

Another coordinate frame of interest may be defined a Gaussian null
coordinate system,

grr = 0, gru = −1, grφ = 0, (3.32)

in which ∂r is an everywhere null vector field. We note along the way that
the `→∞ limit can be made well-defined in this coordinate system after a
careful choice of the scaling of other quantities [74]. This leads to the BMS3

group and phase space.
The set of all locally AdS3 geometries subject to Dirichlet boundary

conditions with flat cylindrical boundary metric in such coordinate system
takes the form

ds2 =

(
−r

2

`2
+ 2`M(u+, u−)

)
du2 − 2dudr + 2`J(u+, u−)dudφ+ r2dφ2,

(3.33)

where u± = u/` ± φ. Requiring (3.33) to be solutions to AdS3 Einstein’s
equations (3.1) implies

`M(u+, u−) = L+(u+) + L−(u−), J(u+, u−) = L+(u+)− L−(u−). (3.34)

As in the Fefferman-Graham coordinates, one may then view the set of
metrics g in (3.33) and generic metric perturbations within the same class
δg (i.e. metrics with L± → L± + δL±) as members of an on-shell phase
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space and its tangent space. Since the coordinate change between the two
Fefferman-Graham and Gaussian null coordinate systems is field dependent,
the presymplectic form cannot be directly compared between the two. After
direct evaluation, we note here that both the Lee-Wald and the invariant
presymplectic forms vanish on-shell

ωLW [δg, δg; g] ≈ 0, ωinv[δg, δg; g] ≈ 0, (3.35)

since the boundary term which relates them vanishes off-shell, E[δg, δg; g] =
0. This implies in particular that the conserved charges defined from either
presymplectic form (either Iyer-Wald or Barnich-Brandt charges) will auto-
matically agree.

The phase space of metrics in Gaussian null coordinate system (3.33) is
preserved under the action of the vector field ξ

ξ =
1

2

{
`(Y+ + Y−)∂u +

(
(Y+ − Y−)− `

r
(Y ′+ − Y ′−)

)
∂φ

+

(
−r(Y ′+ + Y ′−) + `(Y ′′+ + Y ′′−)− `2

r
(L+ − L−)(Y ′+ − Y ′−)

)
∂r

}
,

(3.36)

where Y+ = Y+(u+), Y− = Y−(u−). More precisely, we have

δξg = Lξgµν(L+, L−) = gµν(L+ + δξL+, L− + δξL−)− gµν(L+, L−),(3.37)

where

δξL± = Y±∂±L± + 2L±Y
′
± −

1

2
Y ′′′± , (3.38)

stating that (Fourier modes of) L± are related to generators of a Virasoro
algebra.

It is easy to show that the surface charge one-forms are integrable kξ[δg; g] =
δ(Qξ[g]) in the phase space. The surface charge one-forms are determined
up to boundary terms. It is then convenient to subtract the following sub-
leading boundary term at infinity,

Bξ =
`2

32πG

(
1

r
(L+ − L−)(Y+ + Y−)

)
(3.39)

so that the total charge Q′ξ is given by the radius independent expression

Q′ξ ≡ Qξ − dBξ =
`

8πG
(L+Y+du

+ − L−Y−du−). (3.40)

The two sets of Virasoro charges can then be obtained by integration on
the circle spanned by φ. They obey the centrally extended Virasoro algebra
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under the Dirac bracket as usual, as a consequence of (3.38). Since the result
is exact, the Virasoro charges and their algebra is defined everywhere in the
bulk. The symplectic symmetry generators ξ are field dependent (i.e. they
explicitly depend on L±), and hence their algebra is closed once we use the
adjusted bracket defined in subsection 3.1.1. Also note that in the reasoning
above we did not use the fact that φ is periodic until the very last step where
the Virasoro charges are defined as an integral over the circle. If instead the
coordinate φ is not periodic, as it is relevant to describe AdS3 with a planar
boundary, the Virasoro charge can be replaced by charge densities, defined
as the one-forms (3.40).

We conclude this section with the fact that both phase spaces constructed
above in Fefferman-Graham coordinates and Gaussian null coordinates are
spanned by two holomorphic functions and their symmetry algebra and cen-
tral extension are the same. This implies that there is a one-to-one map
between the two phase spaces, and therefore the corresponding holographic
dynamics (induced by the Dirac bracket) is not dependent upon choosing
either of these coordinate systems. We shall return to this point in the
discussion section.

3.1.3 The two Killing symmetries and their charges

So far we discussed the symplectic symmetries of the phase space. These
are associated with non-vanishing metric perturbations which are degener-
ate directions of the on-shell presymplectic form. A second important class
of symmetries are the Killing vectors which are associated with vanishing
metric perturbations. In this section we analyze these vector fields, their
charges and their commutation relations with the symplectic symmetries.
We will restrict our analysis to the case of asymptotically globally AdS3

where φ is 2π-periodic. We use Fefferman-Graham coordinates for definite-
ness but since Killing vectors are geometrical invariants, nothing will depend
upon this specific choice.

Killing vectors are vector fields along which the metric does not change.
All diffeomorphisms preserving the Fefferman-Graham coordinate system
are generated by the vector fields given in (3.10). Therefore, Killing vectors
have the same form as χ’s, but with the extra requirement that δL± given
by (3.12) should vanish. Let us denote the functions ε± with this property
by K± and the corresponding Killing vector by ζ (instead of χ). Then, ζ is
a Killing vector if and only if

K ′′′+ − 4L+K
′
+ − 2K+L

′
+ = 0, K ′′′− − 4L−K

′
− − 2K−L

′
− = 0. (3.41)

These equations were thoroughly analyzed in [76] and we only provide a
summary of the results relevant for our study here. The above linear third
order differential equations have three linearly independent solutions and
hence Bañados geometries in general have six (local) Killing vectors which
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form an sl(2,R)×sl(2,R) algebra, as expected. The three solutions take the
form K+ = ψiψj , i, j = 1, 2 where ψ1,2 are the two independent solutions to
the second order Hill’s equations

ψ′′ = L+(x+)ψ (3.42)

where L+(x+ + 2π) = L+(x+). Therefore, the function K+ functionally
depends upon L+ but not on L′+, i.e. K+ = K+(L+). This last point will be
crucial for computing the commutation relations and checking integrability
as we will shortly see. The same holds for the right moving sector. In general,
ψi are not periodic functions under φ ∼ φ + 2π and therefore not all six
vectors described above are global Killing vectors of the geometry. However,
Floquet’s theorem [101] implies that the combination ψ1ψ2 is necessarily
periodic. This implies that Bañados geometries have at least two global
Killing vectors. Let us denote these two global Killing vectors by ζ±,

ζ+ = χ(K+,K− = 0;L±), ζ− = χ(K+ = 0,K−;L±), (3.43)

where χ is the vector field given in (3.10). These two vectors define two
global U(1) isometries of Bañados geometries.

The important fact about these global U(1) isometry generators is that
they commute with each symplectic symmetry generator χ (3.10): Since
the vectors are field-dependent, one should use the adjusted bracket (3.21)
which reads explicitly as[
χ(ε;L), ζ(K;L)

]
∗ =

[
χ(ε;L), ζ(K;L)

]
L.B.
−
(
δLε ζ(K;L)− δLKχ(ε;L)

)
,

where the first term on the right-hand side is the usual Lie bracket. Since
K = K(L), the adjustment term reads as

δLε ζ(K(L);L) = δεL
∂

∂L
ζ(K;L) + ζ(δLεK;L), (3.44)

δLKχ(ε;L) = δKL
∂

∂L
χ(ε;L) = 0 (3.45)

where we used the fact that ζ, χ are linear in their first argument as one can
see from (3.10) and we used Killing’s equation. We observe that we will get
only one additional term with respect to the previous computation (3.23)
due to the last term in (3.44). Therefore,[

χ(ε;L), ζ(K(L);L)
]
∗ = ζ(εK ′ − ε′K;L)− ζ(δLεK;L). (3.46)

Now the variation of Killing’s condition (3.41) implies that

(δK)′′′ − 4L(δK)′ − 2L′δK = 4δLK ′ + 2(δL)′K.

Then, recalling (3.12) and using again (3.41) we arrive at

δLεK = εK ′ − ε′K, (3.47)
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and therefore [
χ(ε;L), ζ(K(L);L)

]
∗ = 0. (3.48)

The above may be intuitively understood as follows. ζ being a Killing vector
field does not transform L, while a generic χ transforms L. Now the function
K is a specific function of the metric, K = K(L). The adjusted bracket is
defined such that it removes the change in the metric and only keeps the
part which comes from Lie bracket of the corresponding vectors as if L did
not change.

It is interesting to compare the global Killing symmetries and the sym-
plectic symmetries. The symplectic symmetries are given by (3.10) and
determined by functions ε±. The functions ε± are field independent, so that
they are not transformed by moving in the phase space. On the other hand,
although the Killing vectors have the same form (3.10), their corresponding
functions ε± which are now denoted by K±, are field dependent as a result
of (3.41). Therefore the Killing vectors differ from one geometry to another.
Accordingly if we want to write the Killing vectors in terms of the symplectic
symmetry Virasoro modes χ±n (3.24), we have

ζ+ =
∑
n

c+
n (L+)χ+

n , ζ− =
∑
n

c−n (L−)χ−n . (3.49)

For example for a BTZ black hole, one can show using (3.41) that the global
Killing vectors are ζ± = χ±0 while for a BTZ black hole with Virasoro hair or
“BTZ Virasoro descendant”, which is generated by the coordinate transfor-
mations in section 3.1.1, it is a complicated combination of Virasoro modes.
For the case of global AdS3 with L± = −1

4 (but not for its descendents),
(3.41) implies that there are six global Killing vectors which coincide with
the subalgebras {χ+

1,0,−1} and {χ−1,0,−1} of symplectic symmetries.
We close this part by noting the fact that although we focused on single-

valued K functions, one may readily check that this analysis and in particu-
lar (3.48) is true for any K which solves (3.41). Therefore, all six generators
of local sl(2,R) × sl(2,R) isometries commute with symplectic symmetry
generators χ (3.10). This is of course expected as all geometries (3.5) are
locally sl(2,R) × sl(2,R) invariant. We shall discuss this point further in
section 3.1.7.

Similarly to the Virasoro charges (3.15), the infinitesimal charges asso-
ciated to Killing vectors can be computed using (A.32), leading to

δJ+ =
`

8πG

∫ 2π

0
dφ K+(L+)δL+, δJ− =

`

8πG

∫ 2π

0
dφ K−(L−)δL−.(3.50)

Integrability of Killing charges. Given the field dependence of the K-
functions, one may inquire about the integrability of the charges J± over
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the phase space. In appendix A.2.2, we find the necessary and sufficient
condition for the integrability of charges associated with field dependent
vectors. However, in the present case, the integrability of J± can be directly
checked as follows

δ1(δ2J) =
`

8πG

∮
δ1K(L) δ2L =

`

8πG

∮
∂K

∂L
δ1L δ2L, (3.51)

and therefore δ1(δ2J)− δ2(δ1J) = 0.
Having checked the integrability, we can now proceed with finding the

explicit form of charges through an integral along a suitable path over the
phase space connecting a reference field configuration to the configuration of
interest. However, as we will see in section 3.1.4, the Bañados phase space is
not simply connected and therefore one cannot reach any field configuration
through a path from a reference field configuration. As a result, the charges
should be defined independently over each connected patch of the phase
space. In section 3.1.4 we will give the explicit form of charges over a patch
of great interest, i.e. the one containing BTZ black hole and its descendants.
We then find a first law relating the variation of entropy to the variation of
these charges.

Algebra of Killing and symplectic charges. We have already shown
in the beginning of this section that the adjusted bracket between generators
of respectively symplectic and Killing symmetries vanish. If the charges are
correctly represented, it should automatically follow that the corresponding
charges Ln, J+ (and L̄n, J−) also commute:

{J±, Ln} = {J±, L̄n} = 0. (3.52)

Let us check (3.52). By definition we have

{J+, Ln} = −δKLn, (3.53)

where one varies the dynamical fields in the definition of Ln with respect
to the Killing vector K. Since K leaves the metric unchanged, we have
δKL+(x+) = 0 and therefore directly δKLn = 0. Now, let us also check that
the bracket is anti-symmetric by also showing

{Ln, J+} ≡ −δLnJ+ = 0. (3.54)

This is easily shown as follows:

δLnJ+ =
`

8πG

∫ 2π

0
dφ K+δε+nL

=
`

8πG

∫ 2π

0
dφ K+(ε+

nL
′
+ + 2L+ε

+
n
′ − 1

2
ε+
n
′′′)

=
`

8πG

∫ 2π

0
dφ (−L′+K+ − 2L+K

′
+ +

1

2
K ′′′+ )ε+,n = 0 (3.55)
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after using (3.12), integrating by parts and then using (3.41). The same
reasoning holds for J− and L̄n.

In general, the Bañados phase space only admits two Killing vectors. An
exception is the descendants of the vacuum AdS3 which admit six globally
defined Killing vectors. In that case, the two U(1) Killing charges are J± =

−1
4 and the other four SL(2,R)

U(1) ×
SL(2,R)
U(1) charges are identically zero. In the

case of the decoupled near-horizon extremal phase space defined in section
3.1.5 we will have four global Killing vectors with the left-moving U(1)+

charge J+ arbitrary, but the SL(2,R)− charges all vanishing Ja− = 0, a =
+1, 0,−1.

3.1.4 Phase space as Virasoro coadjoint orbits

As discussed in the previous sections, one can label each element of the phase
space in either Fefferman-Graham coordinates or Gaussian null coordinates,
described respectively by (3.5) and (3.33), by its symplectic charges Ln, L̄n
and its global commuting Killing charges J±. Moreover, the phase space
functions L± transform under the coadjoint action of the Virasoro algebra,
see (3.12). Hence, we are led to the conclusion that the phase space forms a
reducible representation of the Virasoro group composed of distinct Virasoro
coadjoint orbits.

Construction of Virasoro coadjoint orbits has a long and well-established
literature, see e.g. [90] and references therein. In this literature the δL± = 0
(i.e. (3.41)) equation is called the stabilizer equation [85] and specifies the
set of transformations which keeps one in the same orbit. The stabilizer
equation and classification of its solutions is hence the key to the classifi-
cation of Virasoro coadjoint orbits. Since an orbit is representation of the
Virasoro group it might as well be called a conformal multiplet. The ele-
ments in the same orbit/conformal multiplet may be mapped to each other
upon the action of coordinate transformations (3.27). Explicitly, a generic
element/geometry in the same orbit (specified by L̃±) is related to a single
element/geometry with L± given as (3.31) for arbitrary periodic functions
Ψ±. One can hence classify the orbits by the set of periodic functions L±(x±)
which may not be mapped to each other through (3.31). One may also find
a specific L±, the representative of the orbit, from which one can generate
the entire orbit by conformal transformations (3.31). In the language of
a dual 2d CFT, each orbit may be viewed as a primary operator together
with its conformal descendants. Each geometry is associated with (one or
many) primary operators or descendants thereof, in the dual 2d CFT. From
this discussion it also follows that there is no regular coordinate transfor-
mation respecting the chosen boundary conditions, which moves us among
the orbits.

Let us quickly summarize some key results from [90]. In order to avoid
notation clutter we focus on a single sector, say the + sector (which we refer
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to as left-movers). One may in general distinguish two classes of orbits:
those where a constant representative exists and those where it doesn’t. The
constant L+ representatives correspond to the better studied geometries, e.g.
see [76,102] for a review. They fall into four categories:

• Exceptional orbits En with representative L = −n2/4, n = 1, 2, 3, · · · .
The E1×E1 orbit admits global AdS3 as a representative and therefore
corresponds to the vacuum Verma module in the language of a 2d CFT
on the cylinder. For n ≥ 2, En × En is represented by an n-fold cover
of global AdS3.

• Elliptic orbits C(ν), with representative L = −ν2/4, 0 < ν < 1.
The geometries with elliptic orbit representatives correspond to conic
spaces, particles on AdS3 [56] and geometries in this orbit may be
viewed as “excitations” (descendants) of particles on AdS3.

• Hyperbolic orbits B0(b), with representative L = b2/4, where b is
generic real number b > 0. The geometries with both L± = b2±/4
are BTZ black holes.

• Parabolic orbit P+
0 , with representative L = 0. The geometries asso-

ciated with P+
0 × B0(b) orbits correspond to the extremal BTZ. The

P+
0 ×P

+
0 orbit corresponds to AdS3 in the Poincaré patch and its de-

scendants, which in the dual 2d CFT corresponds to vacuum Verma
module of the CFT on 2d plane.

The non-constant representative orbits, come into three categories, the
generic hyperbolic orbits Bn(b) and two parabolic orbits P±n , n ∈ N. Ge-
ometries associated with these orbits are less clear and understood. This
question has been addressed in [103].

To summarize, if we only focus on the labels on the orbits, the En,P±n
orbits have only an integer label, the C(ν) is labeled by a real number be-
tween 0 and 1, and the hyperbolic ones Bn(b) with an integer and a real
positive number.

As shown in (3.55), all the geometries associated with the same orbit
have the same J± charges. In other words, J± do not vary as we make
coordinate transformations using χ diffeomorphisms (3.10); J± are “orbit
invariant” quantities. One may hence relate them with the labels on the
orbits, explicitly, J+ should be a function of b or ν for the hyperbolic or
elliptic orbits associated to the left-moving copy of the Virasoro group and
J− a similar function of labels on the right-moving copy of the Virasoro
group.

The Bañados phase space has a rich topological structure. It consists of
different disjoint patches. Some patches (labeled by only integers) consist
of only one orbit, while some consist of a set of orbits with a continuous



3.1. Symplectic symmetries 49

parameter. On the other hand, note that the conserved charges in covari-
ant phase space methods are defined through an integration of infinitesimal
charges along a path connecting a reference point of phase space to a point of
interest. Therefore, the charges can be defined only over the piece of phase
space simply connected to the reference configuration. For other patches,
one should use other reference points. In this work we just present explicit
analysis for the B0(b+)×B0(b−) sector of the phase space. Since this sector
corresponds to the family of BTZ black holes of various mass and angular
momentum and their descendants, we call it the BTZ sector. Note that there
is no regular coordinate transformation respecting the chosen boundary con-
ditions, which moves us among the orbits. In particular for the BTZ sector,
this means that there is no regular coordinate transformation which relates
BTZ black hole geometries with different mass and angular momentum, i.e.
geometries with different b±.

We now proceed with computing the charges J± for an arbitrary field
configuration in the BTZ sector of the phase space. Since the charges are
integrable, one can choose any path from a reference configuration to the
desired point. We fix the reference configuration to be the massless BTZ
with L± = 0. We choose the path to pass by the constant representative
L± of the desired solution of interest L̃±(x±). Let us discuss J+ (the other
sector follows the same logic). Then the charge is defined as

J+ =

∫
γ
δJ+ =

∫ L̃+

0
δJ+ =

∫ L+

0
δJ+ +

∫ L̃+

L+

δJ+. (3.56)

We decomposed the integral into two parts: first the path across the orbits,
between constant representatives L+ = 0 and L+ and second the path along
(within) a given orbit with representative L+. Since the path along the
orbit does not change the values J± (δχJ± = 0), the second integral is zero.
Accordingly, the charge is simply given by

J+ =
`

8πG

∫ L+

0

∮
dϕK+(L)δL (3.57)

where L+ is a constant over the spacetime. Solving (3.41) for constant L±
and assuming periodicity of φ, we find that K± = const. Therefore the
Killing vectors are ∂± up to a normalization constant, which we choose to
be 1. Hence K+(L) = 1, and

J+ =
`

4G
L+, J− =

`

4G
L−. (3.58)

Therefore the Killing charges are a multiple of the Virasoro zero mode of
the constant representative.

Since the BTZ descendants are obtained through a finite coordinate
transformation from the BTZ black hole, the descendants inherit the causal



50 Chapter 3. Applications in 3 dimensional space-time

structure and other geometrical properties of the BTZ black hole. We did
not prove that the finite coordinate transformation is non-singular away
from the black hole Killing horizon but the fact that the Virasoro charges
are defined all the way to the horizon gives us confidence that there is no
singularity between the horizon and the spatial boundary. The geometry of
the Killing horizon was discussed in more detail in [76].

The area of the outer horizon defines a geometrical quantity which is in-
variant under diffeomorphisms. Therefore the BTZ descendants admit the
same area along the entire orbit. The angular velocity and surface gravity
are defined geometrically as well, given a choice of normalization at infinity.
This choice is provided for example by the asymptotic Fefferman-Graham
coordinate system which is shared by all BTZ descendants. Therefore these
chemical potentials τ± are also orbit invariant and are identical for all de-
scendants and in particular are constant. This is the zeroth law for the BTZ
descendant geometries.

One may define more precisely τ± as the chemical potentials conjugate
to J± [103]. Upon varying the parameters of the solutions we obtain a
linearized solution which obeys the first law

δS = τ+δJ+ + τ−δJ−. (3.59)

This first law is an immediate consequence of the first law for the BTZ black
hole since all quantities are geometrical invariants and therefore independent
of the orbit representative. In terms of L±, the constant representatives of
the orbits in the BTZ sector, one has (3.58) and [65]

τ± =
π√
L±

(3.60)

and the entropy takes the usual Cardy form

S =
π

3
c(
√
L+ +

√
L−). (3.61)

One can also write the Smarr formula in terms of orbit invariants as

S = 2(τ+J+ + τ−J−). (3.62)

The only orbits which have a continuous label (necessary to write in-
finitesimal variations) and which admit a bifurcate Killing horizon are the
hyperbolic orbits [76,103]. The extension of the present discussion to generic
hyperbolic orbits (and not just for the BTZ sector) has been discussed
in [103].

3.1.5 Extremal phase space and decoupling limit in Fefferman-
Graham coordinates

We define the “extremal phase space” as the subspace of the set of all
Bañados geometries (equipped with the invariant presymplectic form) with
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the restriction that the right-moving function L− vanishes identically. The
Killing charge J− is therefore identically zero. Also, perturbations tangent to
the extremal phase space obey δL− = 0 but δL+ is an arbitrary left-moving
function.

A particular element in the extremal phase space is the extremal BTZ
geometry with M` = J . It is well-known that this geometry admits a
decoupled near-horizon limit which is given by the self-dual spacelike orbifold
of AdS3 [93]

ds2 =
`2

4

(
−r2dt2 +

dr2

r2
+

4|J |
k

(dφ− r

2
√
|J |/k

dt)2

)
, φ ∼ φ+ 2π, (3.63)

where k ≡ `
4G . A Virasoro algebra exists as asymptotic symmetry in the

near-horizon limit and this Virasoro algebra has been argued to be related to
the asymptotic Virasoro algebra defined close to the AdS3 spatial boundary
[73]. Since these asymptotic symmetries are defined at distinct locations
using boundary conditions it is not entirely obvious that they are uniquely
related. Now, using the concept of symplectic symmetries which extend the
asymptotic symmetries to the bulk spacetime, one deduces that the extremal
black holes are equipped with one copy of Virasoro hair. The Virasoro hair
transforms under the action of the Virasoro symplectic symmetries, which
are also defined everywhere outside of the black hole horizon.

One subtlety is that the near-horizon limit is a decoupling limit obtained
after changing coordinates to near-horizon comoving coordinates. We find
two interesting ways to take the near-horizon limit. In Fefferman-Graham
coordinates the horizon is sitting at r = 0 and it has a constant angular veloc-
ity 1/` independently of the Virasoro hair. Therefore taking a near-horizon
limit is straightforward and one readily obtains the near-horizon Virasoro
symmetry. It is amusing that the resulting vector field which generates the
symmetry differs from the ansatz in [73], as well as the original Kerr/CFT
ansatz [89] and the newer ansatz for generic extremal black holes [79, 87].
The difference is however a vector field which is pure gauge, i.e. charges
associated with it are zero.

A second interesting way to take the near-horizon limit consists in work-
ing with coordinates such that the horizon location depends upon the Vi-
rasoro hair. This happens in Gaussian null coordinates. Taking the near-
horizon limit then requires more care. This leads to a yet different Virasoro
ansatz for the vector field which is field dependent. After working out the
details, a chiral half of the Virasoro algebra is again obtained, which also
shows the equivalence with the previous limiting procedure.

The general metric of the extremal phase space of AdS3 Einstein gravity
with Brown-Henneaux boundary conditions and in the Fefferman-Graham
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coordinate system is given by

ds2 =
`2

r2
dr2 − r2dx+dx− + `2L(x+)dx+2

, x± = t/`± φ, φ ∼ φ+ 2π

(3.64)

where we dropped the + subscript, L+ = L. It admits two global Killing
vectors: ∂− and ζ+ defined in subsection 3.1.3. In the case of the extremal
BTZ orbit, the metrics (3.64) admit a Killing horizon at r = 0 which is
generated by the Killing vector ∂− [76].

One may readily see that a diffeomorphism χ(ε+, ε− = 0) defined from
(3.10) with arbitrary ε+(x+), namely

χext =
`2ε′′+
2r2

∂− + ε+∂+ −
1

2
rε′+∂r, (3.65)

is tangent to the phase space. Indeed, it preserves the form of the met-
ric (3.64). Remarkably, the field dependence, i.e. the dependence on L+,
completely drops out in χext. Note however that although χext is field inde-
pendent, the Killing vector ζ+ is still field dependent. From the discussions
of section 3.1.1 it immediately follows that χext generates symplectic sym-
metries.

One may then take the decoupling limit

t→ ` t̃

λ
, φ→ φ+ Ωext

` t̃

λ
, r2 → 2`2 λr̃, λ→ 0 (3.66)

where Ωext = −1/` is the constant angular velocity at extremality. As a

result x+ → φ and x− → 2 t̃λ − φ. Functions periodic in x+ are hence
well-defined in the decoupling limit while functions periodic in x− are not.
Therefore, the full Bañados phase space does not admit a decoupling limit.
Only the extremal part of the Bañados phase space does. Also, since t̃

λ
is dominant with respect to φ in the near-horizon limit, the coordinate x−

effectively decompactifies in the limit while x+ remains periodic.
In this limit the metric (3.64) and symplectic symmetry generators (3.65)

become

ds2

`2
=
dr̃2

4r̃2
− 4r̃dt̃dφ+ L(φ)dφ2 (3.67)

χext =
ε′′(φ)

8r̃
∂t̃ − r̃ε

′(φ)∂r̃ + ε(φ)∂φ, (3.68)

where we dropped again the + subscript, ε+ = ε. As it is standard in
such limits, this geometry acquires an enhanced global SL(2,R)− × U(1)+

isometry [75,76]. The sl(2,R)− Killing vectors are given as

ξ1 =
1

2
∂t̃, ξ2 = t̃∂t̃ − r̃∂r̃, ξ3 = [(2t̃2 +

L

8r̃2
)∂t̃ +

1

2r̃
∂φ − 4t̃r̃∂r̃]. (3.69)
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and obey the algebra

[ξ1, ξ2] = ξ1, [ξ1, ξ3] = 2ξ2, [ξ2, ξ3] = ξ3, (3.70)

The u(1)+ is still generated by ζ+.
As it is explicitly seen from the metric (3.67), absence of Closed Timelike

Curves (CTC) requires L(φ) ≥ 0. This restricts the possibilities for orbits
which admit a regular decoupling limit. The obvious example is the extremal
BTZ orbit for which the decoupling limit is a near-horizon limit. Representa-
tives of these orbits are the extremal BTZ black holes with L+ ≥ 0 constant
and the near-horizon metric (3.67) is precisely the self-dual orbifold (3.63)
after recognizing J = `

4GL = c
6L and setting t̃ =

√
L+t/4 and r̃ = r.5

From the analysis provided in [90] one can gather that all orbits other
than the hyperbolic B0(b) and the parabolic P+

0 orbits, admit a function L(φ)
which can take negative values. The corresponding geometries therefore con-
tain CTCs. The only regular decoupling limit is therefore the near-horizon
limit of generic extremal BTZ (including massless BTZ [104]). Therefore,
the near-horizon extremal phase space is precisely the three-dimensional ana-
logue of the phase space of more generic near-horizon extremal geometries
discussed in [86,87].

Under the action of χext above, one has

δχL(φ) = εL(φ)′ + 2L(φ)ε′ − 1

2
ε′′′ (3.71)

in the decoupling limit. With the mode expansion ε = einφ, one may define
the symplectic symmetry generators ln which satisfy the Witt algebra,

i[lm, ln] = (m− n)lm+n. (3.72)

The surface charge is integrable and given by

Hχ[Φ] =
`

8πG

∮
dφ ε(φ)L(φ). (3.73)

Moreover, one may show that the surface charges associated to the SL(2,R)−
Killing vectors, Ja−, vanish. Interestingly, we find that the t̃ and r̃ compo-
nents of χext (3.68) do not contribute to the surface charges. The various
ansatzes described in [73,79,87,89] which differ precisely by the ∂t̃ term are
therefore physically equivalent to the one in (3.68).

One may also work out the algebra of charges Hn associated with ε =
einφ:

{Hm, Hn} = (m− n)Hm+n +
c

12
m3δm+n,0, (3.74)

5For the case of the massless BTZ, one should note that there are two distinct near-
horizon limits; the first leads to null self-dual orbifold of AdS3 and the second to the
pinching AdS3 orbifold [104].
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where c is the usual Brown-Henneaux central charge.

The charge J+ associated with the Killing vector ζ+ commutes with
the Hn’s, as discussed in general in section 3.1.3. Following the analysis
of section 3.1.4, one may associate an entropy S and chemical potential τ+

which satisfy the first law and Smarr relation

δS = τ+δJ+ , S = 2τ+J+. (3.75)

These are the familiar laws of “near horizon extremal geometry (thermo)dynamics”
presented in [105,106].

3.1.6 Extremal phase space and and near horizon limit in
Gaussian null coordinates

Let us now consider the analogue extremal phase space but in Gaussian null
coordinates. It is defined from the complete phase space discussed in section
3.1.2 by setting the right-moving function L− = 0. The metric is

ds2 = (−r
2

`2
+ 2L+(u+))du2 − 2dudr + 2`L+(u+)dudφ+ r2dφ2, (3.76)

where u± = u/`±φ, φ ∼ φ+2π. It depends upon a single function L+(u+).
One may analyze the isometries of metrics (3.76). The Killing vectors are
within the family of ξ’s (3.36) with δξL± = 0 (cf. (3.38)). Since L− = 0
in this family, there are three local Killing vectors associated with solutions
of Y ′′′− = 0, i.e. Y− = 1, u−, (u−)2. The first Killing vector is ξ1 = ∂− =
1
2(`∂u−∂φ). The other two are not globally single-valued but we will display
them for future use,

ξ2 = u−∂− +
`

2r
∂φ −

1

2
(r − `2L+

r
)∂r,

ξ3 = (u−)2∂− + u−
`

r
∂φ +

[
`− u−(r − `2L+

r
)
]
∂r.

(3.77)

Together they form an sl(2,R) algebra (3.70). There is also a global U(1)+

associated with the Y+ functions, which is the periodic solution to δξL+ = 0.

The set of geometries (3.76) together with ξ(Y+, Y− = 0) (cf. (3.36))
form a phase space, elements of which fall into the Virasoro coadjoint orbits.
Orbits are labeled by J+. We consider for simplicity only the extremal BTZ
orbit. The above geometries then have a Killing horizon at variable radius
r = rH(u+), unlike the Fefferman-Graham coordinate system studied in the
previous section. The function rH(u+) is defined from the function L+(u+)
through

`
drH
du+

+ r2
H = `2L+(u+) . (3.78)
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This Killing horizon is generated by the Killing vector ∂−. Requiring the
function rH to be real imposes a constraint on the Virasoro zero mode∫ 2π

0 du+L+(u+) ≥ 0 which is obeyed in the case of the hyperbolic B0(b)

orbit. It is notable that upon replacing rH = `ψ
′

ψ , (3.78) exactly reduces to

Hill’s equation ψ′′ = L+ψ.

Let us now perform the following near-horizon limit,

r = rH(u+) + εr̂, u =
û

ε
, φ = φ̂+ Ωext

û

ε
, ε→ 0 (3.79)

where Ωext = −1
` is the extremal angular velocity. In this limit u+ = φ̂ is

kept finite. The metric takes the form

ds2 = −2dr̂dû− 4r̂
rH(φ̂)

`
dûdφ̂+ r2

H(φ̂)dφ̂2. (3.80)

Note also that rH(φ̂) is a function of L+(φ̂), as is given in (3.78). For
constant rH the metric (3.80) is the self-dual AdS3 metric. In general, it
admits a SL(2,R)−×U(1)+ global isometry. The explicit form of generators
of SL(2,R)− are obtained from (3.77) upon the limit (3.79) as

ξ1 =
`

2
∂û, ξ2 = û∂û − r̂∂r̂ +

`

2rH(φ̂)
∂φ̂,

ξ3 =
2û2

`
∂û + (`− 4ûr̂

`
)∂r̂ +

2û

rH(φ̂)
∂φ̂.

(3.81)

Let us now analyze the presymplectic form and the corresponding charges.
To this end, we first recall that we obtained in section 3.1.2 that both the
Lee-Wald and the invariant presymplectic form vanish on-shell for the gen-
eral case. Therefore, both presymplectic structures also vanish for the spe-
cial case L− = 0. All transformations that preserve the phase space are
therefore either symplectic symmetries or pure gauge transformations, de-
pending on whether or not they are associated with non-vanishing conserved
charges.

The symplectic symmetry vector field generators ξ̂ may naively be de-
fined from (3.36), where we set L− = Y− = 0 and take the above near
horizon limit. Doing so we obtain:

ξ̂ = (Y − `

2rH
Y ′)∂φ̂ −

1

ε

(
rHY −

`Y ′

2

)′
∂r̂,

where Y = Y (φ̂), rH = rH(φ̂) and primes denotes derivatives with respect to
φ̂. Since this vector field admits a diverging 1/ε term, it is not well-defined in
the near-horizon limit. Moreover, this vector field does not generate pertur-
bations tangent to the near-horizon phase space. In doing the near-horizon
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change of coordinates, it is required to change the generator of symplectic
symmetries. One may check that a term like f(φ̂)∂r̂ for both Barnich-Brandt
or Iyer-Wald charges is pure gauge since it does not contribute to the charges.
Therefore, the problematic 1/ε term may be dropped from ξ̂ to obtain

ξ̂ = (Y − `

2rH
Y ′)∂φ̂ . (3.82)

In fact, the vector field (3.82) is the correct vector field in the near-horizon
phase space since Lξgµν is tangent to the phase space (3.80) with the trans-
formation law

δξrH = rH∂φ̂Y + Y ∂φ̂rH −
`

2
∂2
φ̂
Y . (3.83)

This transformation law is consistent with the definition (3.78) and the Vi-
rasoro transformation law (3.38). It is tricking that the resulting symplectic
symmetry generator (3.82) takes a quite different form from (3.68) as well
as all other ansatzes in the literature [73,79,87,89].

Using the expansion in modes Y = einφ̂ we define the resulting vector
field ln. Since the vector field is field-dependent, we should use the “adjusted
bracket” defined in section 3.1.1. Doing so, we obtain the Witt algebra

i[lm, ln]∗ = (m− n)lm+n. (3.84)

One may then check that the surface charges associated with ξ̂ are in-
tegrable, using the integrability condition for general field dependent gen-
erators, cf. discussions of Appendix A.2.2. For the surface charges the
Barnich-Brandt and Iyer-Wald prescriptions totally agree since the invari-
ant and Lee-Wald presymplectic forms coincide off-shell. We then obtain

Qξ̂ =
1

8πG

∫ (
r2
H

`
Y − rHY ′

)
dφ̂. (3.85)

After adding a boundary term dBξ̂ where,

Bξ̂ =
1

8πG
rHY, (3.86)

to the integrand and after using (3.78), we find the standard Virasoro charge

Qξ̂ =
`

8πG

∫
L+(φ̂)Y (φ̂)dφ̂. (3.87)

We have therefore shown that the near-horizon Virasoro symplectic symme-
try can be directly mapped to the Brown-Henneaux asymptotic symmetry
at the boundary of AdS3.
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3.1.7 Discussion and outlook

We established that the set of all locally AdS3 geometries with Brown-
Henneaux boundary conditions form a phase space whose total symmetry
group is in general a direct product between the left and right sector and
between U(1) Killing and Virasoro symplectic symmetries quotiented by a
compact U(1):(

U(1)+ ×
V ir+

U(1)+

)
×
(
U(1)− ×

V ir−
U(1)−

)
. (3.88)

Elements of the phase space are solutions with two copies of “Virasoro hair”
which can have two different natures: either Killing symmetry charges or
symplectic symmetry charges. One special patch of the phase space consists
of the set of descendants of the global AdS3 vacuum, where the two compact
U(1)’s are replaced with two SL(2,R)’s with compact U(1) subgroup:(

SL(2,R)+ ×
V ir+

SL(2,R)+

)
×
(
SL(2,R)− ×

V ir−
SL(2,R)−

)
. (3.89)

In the case of the phase space with Poincaré AdS boundary conditions, the
U(1)’s are instead non-compact.

In the case of the decoupling (near-horizon) limit of extremal black holes,
the (let say) right sector is frozen to L− = 0 in order to be able to define the
decoupling limit. In the limit the U(1)− isometry is enhanced to SL(2,R)−
and the U(1)− subgroup decompactifies. The exact symmetry group of the
near-horizon phase space is a direct product of the left-moving Killing and
left-moving non-trivial symplectic symmetries, isomorphic to Virasoro group
quotiented by a compact U(1)+,

SL(2,R)− ×
(
U(1)+ ×

V ir+

U(1)+

)
. (3.90)

The global Killing SL(2,R)− charges are fixed to zero, and there is no right-
moving symplectic symmetry. We studied two particular decoupling limits
which realized this symmetry. Taking the decoupling limit in Fefferman-
Graham coordinates leads to zooming at fixed coordinate horizon radius
while taking the decoupling limit in Gaussian null coordinates amounts to
zooming on a wiggling horizon radius. We noticed that both decoupling
limits lead to the same charge algebra. In principle it should also be possible
to have geometries associated with(

SL(2,R)+ ×
V ir+

SL(2,R)+

)
×
(
U(1)− ×

V ir−
U(1)−

)
,

where the representative of the left-movers is fixed to have L+ = −1/4.
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Orbits and Killing charges. The above obviously parallels the construc-
tion of Virasoro coadjoint orbits where the group that quotients the Virasoro
group is the “stabilizer group” [85, 90]. The stabilizer group, as intuitively
expected, appears as the Killing isometry algebra of the locally AdS3 geome-
tries. Importantly for making connection with Virasoro orbits, the Killing
vectors commute with the Virasoro symmetries. Their associated conserved
charges J± therefore label individual orbits. There are, nonetheless, other
options for the stabilizer group besides compact U(1) and SL(2,R) which
are, in general, labeled by n-fold cover of these stabilizer groups. This will
lead to an extra integer label which being discrete, is not covered in the anal-
ysis of the type we presented here. This may be associated with a topological
charge [103].

Relationship with asymptotic symmetries. It is well-known that all
geometries with Brown-Henneaux boundary conditions admit two copies of
the Virasoro group as asymptotic symmetry group [28]:

V ir+ × V ir− . (3.91)

In the case of the vacuum AdS3 orbit, the global asymptotic SL(2,R)+ ×
SL(2,R)− subgroup of the Virasoro group exactly coincides with the SL(2,R)×
SL(2,R) isometries with constant charges and the asymptotic symmetries
reduce to (3.89). For generic orbits, only a U(1)+ × U(1)− subgroup of the
SL(2,R)+ × SL(2,R)− is an isometry while the remaining generators are
symplectic symmetries, which matches with (3.88). The novelty is that the
conserved charges are not defined at infinity only, they are defined at finite
radius.

Symplectic charges and the Gauss law. The electric charge of a set of
electrons can be computed as the integral of the electric flux on an enclosing
surface. It was observed some time ago that Killing symmetries lead to
the same property for gravity [107]. The total mass of a set of isolated
masses at equilibrium can be obtained by integrating the Killing surface
charge on an enclosing surface. This property arises after viewing gravity as
a gauge theory on the same footing as Maxwell theory. Here, we generalized
the result of [107] to symplectic symmetries. Given a configuration with
a symplectic symmetry and given a surface in a given homology class, one
can define associated symplectic charge which is conserved upon smoothly
deforming the surface.

On the presymplectic form. We reviewed the definition of the Lee-Wald
and the invariant presymplectic forms and noticed that only the invariant
one was vanishing on-shell in both Fefferman-Graham and Gaussian null
coordinates. This enabled us to define symplectic symmetries on any closed
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circle which encloses all geometrical and topological defects. Together with
the Killing symmetries, they extend the asymptotic symmetries of Brown-
Henneaux in the bulk spacetime with identical results in both coordinate
systems. However, the Lee-Wald presymplectic structure is equal on-shell
to a boundary term in Fefferman-Graham coordinates. A natural question
is whether a suitable boundary term can be added to the Lee-Wald presym-
plectic structure which fits among the known ambiguities in order that it
vanishes exactly on-shell. We expect that it would be possible, but for our
purposes the existence of an on-shell vanishing presymplectic structure was
sufficient.

Coordinate independence and gauge transformations. Every struc-
ture we could find in Fefferman-Graham coordinates could be mapped onto
the same structure in Gaussian null coordinates. We therefore expect that
there is a gauge transformation between these coordinate systems which
can be defined in the bulk spacetime. On general grounds, we expect that
one could enhance the set of metrics with additional gauge transformation
redundancy and incorporate more equivalent coordinate systems. Such a
procedure would however not add any physics classically since the physical
phase space and charges would be left invariant. The advantage of either
Fefferman-Graham or Gaussian null coordinates is that their only admissible
coordinate transformations (which preserve the coordinates) are the physi-
cal symplectic and Killing symmetries. In that sense, they allow to express
the phase space in a fixed gauge.

Generalization to other boundary conditions. Boundary conditions
alternative to Dirichlet boundary conditions exist for AdS3 Einstein grav-
ity [94–96]. Our considerations directly apply to these boundary conditions
as well. As an illustration, the semi-direct product of Virasoro and Kaç-
Moody asymptotic symmetries found for chiral boundary conditions [95] can
be extended to symplectic symmetries in the corresponding phase space. In-
deed, it is easy to check that both the Lee-Wald and the invariant symplectic
structures vanish for arbitrary elements in, and tangent to, the phase space.
The BTZ black holes equipped with Virasoro and Kaç-Moody charges can
be qualified as BTZ black holes with Virasoro and Kaç-Moody hair all the
way to the horizon.

3.2 Three-dimensional asymptotically flat Einstein-
Maxwell theory

The original studies of four-dimensional asymptotically flat spacetimes at
null infinity [4, 6, 108] and their extensions to include the electromagnetic
field [109,110] rely on an expansion in inverse powers of the radial coordinate
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r for the metric components or the spin and tetrad coefficients. In order to
guarantee a self-consistent solution space, some of these expansions need
well-chosen gaps so as to prevent the appearance of logarithmic terms in r.

In more recent investigations, this assumption has been relaxed. More
general consistent solution spaces have been proposed that involve double
series with inverse powers and logarithms in r from the very beginning.
Details on such “polyhomogeneous spacetimes” can be found for instance
in [111–113].

Another non trivial aspect of 4d spacetimes with non trivial asymptotics
at Scri is that charges associated to the asymptotic symmetry transforma-
tions, even though well-defined, are neither conserved nor integrable [114].
Furthermore, when considering a local version of the asymptotic symmetry
algebra [20, 21], the associated current algebra acquires a field dependent
central extension [22,53].

In contrast, three-dimensional asymptotically flat Einstein gravity at
null infinity is much easier, in the sense that the expansion in inverse pow-
ers of r of the general solution with non trivial asymptotics can be shown
not to admit logarithms and to truncate after the leading order terms [21].
The symmetry algebra [115] is bms3, the charges are conserved, integrable
(and also r independent [79]), while their algebra involves a constant central
extension [116], closely related to the one for asymptotically anti-de Sitter
spacetimes [28].

The purpose of the present section is to study three-dimensional Einstein-
Maxwell theory with asymptotically flat boundary conditions at null infinity.
This model allows one to illustrate several aspects of the four dimensional
case in a simplified setting. On the one hand, there is a clear physical reason
for the occurrence of logarithms as such a term is needed in the time com-
ponent of the gauge potential in order to generate electric charge. This term
leads to a self-consistent polyhomogeneous solution space that includes the
charged analog of particle [55] and cosmological solutions [74,117–119]. The
latter correspond to the flat space limit of the three-dimensional charged
rotating asymptotically anti-de Sitter black holes [120]. On the other hand,
the asymptotic symmetry algebra is a Virasoro-Kac-Moody type algebra
that extends the bms3 algebra of the purely gravitational case. The associ-
ated surface charges turn out to be neither conserved nor integrable due to
the presence of electromagnetic news. Furthermore the algebra of surface
charges now involves a field dependent central charge that persists when
switching off the news.

3.2.1 Asymptotic symmetries

To work out the asymptotic symmetries, we follow closely the original lit-
erature [7] and adapt it to the current context. More generally, for the
Einstein-Yang-Mills system in all dimensions greater than 3, this problem
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has been addressed recently in detail in a unified way both for flat and anti-
de Sitter backgrounds in [121]. In this approach, the gauge fixing condition
in the definition of asymptotic flat spacetimes fix the radial dependence of
gauge parameters completely, while the fall-off conditions fix the temporal
dependence. In the current set-up, the fall-off conditions on Au are more
relaxed as compared to those considered in section 5.5 of [121] in order to
account for non-vanishing electric charge. As a consequence, the time de-
pendence of the electromagnetic gauge parameter is no longer fixed, unless
one switches off the news.

In order to define asymptotic flatness of the three-dimensional Einstein-
Maxwell at future null infinity, coordinates u, r, φ are used together with the
gauge fixing ansatz

gµν =

V e2β + r2U2 −e2β −r2U
−e2β 0 0
−r2U 0 r2

 , Ar = 0, (3.92)

where U, β, V and Au, Aφ are functions of u, r, φ. Suitable fall-off conditions
that allow for non-vanishing electric charge are

U = o(r−1), V = o(r), β = o(r0),

Au = O(ln
r

r0
), Aφ = O(ln

r

r0
),

(3.93)

where r0 is a constant radial scale.

The gauge structure of Einstein-Maxwell theory can be described as
follows. Gauge parameters are pairs (ξµ, ε) consisting of a vector field ξµ∂µ
and a scalar ε. A generating set of gauge symmetries can be chosen as

− δ(ξ,ε)gµν = Lξgµν , −δ(ξ,ε)Aµ = LξAµ + ∂µε. (3.94)

When the gauge parameters are field dependent, as will be the case for
the parameters of asymptotic symmetries below, the commutator of gauge
transformations contains additional terms:[

δ(ξ1,ε1), δ(ξ2,ε2)

]
(gµν , Aµ) = δ[(ξ1,ε1),(ξ2,ε2)]M

(gµν , Aµ), (3.95)

where the Lie (algebroid) bracket for field dependent gauge parameters is
defined through

[(ξ1, ε1), (ξ2, ε2)]M = (ξ̂, ε̂),

ξ̂ = [ξ1, ξ2] + δ(ξ1,ε1)ξ2 − δ(ξ2,ε2)ξ1 , ε̂ = ξ1(ε2) + δ(ξ1,ε1)ε2 − (1↔ 2).
(3.96)

Gauge transformations preserving asymptotically flat configurations are
explicitly worked out in Appendix A.3.1. They are determined by gauge
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parameters depending linearly and homogeneously on arbitrary functions
T (φ), Y (φ), E(u, φ) according to

ξu = f = T + uY ′,

ξφ = Y − f ′
∫ ∞
r

e2β

r′2
dr′ = Y − f ′

r
+ o(r−2),

ξr = −r∂φξφ + rUf ′ = −rY ′ + f ′′ + o(1),

ε = E(u, φ) + f ′
∫ ∞
r

e2βAφ
r′2

dr′ = E(u, φ) +O(
ln r

r0

r
),

(3.97)

where dot and prime denote u and φ derivatives, respectively.
Consider then the “bms3/Maxwell” Lie algebra consisting of triples s =

(T, Y,E) with bracket

[s1, s2] =
(
T̂ , Ŷ , Ê

)
, (3.98)

where

T̂ = Y1T
′
2+T1Y

′
2−(1↔ 2), Ŷ = Y1Y

′
2−(1↔ 2), Ê = Y1E

′
2+f1Ė2−(1↔ 2).

(3.99)
This is the asymptotic symmetry algebra of the system in the following
sense:

When equipped with the modified bracket (3.96), the parameters (3.97)
of the residual gauge symmetries form a representation of the Lie algebra
(3.98).

The proof, following the one originally worked out in [21], is sketched in
Appendix A.3.2.

3.2.2 Solution space

In this section, we present the polyhomogeneous solution space for our
model, following mainly [6, 112,122].

We start from the Einstein-Maxwell Lagrangian density in three dimen-
sions

L =

√
−g

16πG
(R− F 2), (3.100)

with equations of motion

∂ν(
√
−gFµν) = 0, Lµν := Gµν − Tµν = 0, (3.101)

where Tµν = 2FµρF
ρ

ν − 1
2gµνF

2.
The detailed analysis in Appendix A.3.3 then yields the following re-

sults: given the ansatz

Aφ = α(u, φ) ln
r

r0
+A0

φ(u, φ) +
∞∑
m=1

m∑
n=0

Amn(u, φ)(ln r
r0

)n

rm
, (3.102)
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at a fixed time u0, the general solution to the Einstein-Maxwell system
in three dimensions with the prescribed asymptotics is completely deter-
mined in terms of the initial data A0

φ(u0, φ), Amn(u0, φ), the news functions

A0
u(u, φ) and integration functions ω(φ), λ(φ), θ(φ), χ(φ) according to

α = −ω − uλ′, N = χ+ uθ′

β = − α2

2r2 +
∞∑
m=1

m∑
n=0

βmn(ln r
r0

)n

rm+2 ,

U =
4λα ln r

r0
+2λα−N

2r2 +
∞∑
m=1

m∑
n=0

Umn(ln r
r0

)n

rm+2 ,

Au = −λ ln r
r0

+A0
u + α′

r +
∞∑
m=1

m∑
n=0

Bmn(ln r
r0

)n

rm+1 ,

V = 2λ2 ln r
r0

+ θ + 2αλ′−2λα′

r +
∞∑
m=1

m∑
n=0

Vmn(ln r
r0

)n

rm+1 ,

(3.103)

where the functions βmn, Umn, Bmn, Vmn are determined recursively in terms
of the initial data, the news, the integration functions and their φ derivatives.
In particular,

Ȧ0
φ = −λ′ + (A0

u)′. (3.104)

Furthermore, the leading parts of the metric and electromagnetic gauge
potentials are given by

ds2 = [2λ2 ln
r

r0
+ θ +O(r−1)]du2 − [2 +O(r−2)]dudr

−[4λα ln
r

r0
+ 2λα− χ− uθ′ +O(r−1 ln

r

r0
)]dudφ+ r2dφ2,(3.105)

Aφ = α ln
r

r0
+A0

φ +O(r−1 ln
r

r0
), Au = −λ ln

r

r0
+A0

u +O(r−1).(3.106)

Asymptotic symmetries transform solutions to solutions. This allows one
to work out the transformation properties of the functions characterising
asymptotic solution space:

Lξguu : − δθ = Y θ′ + 2(θ − λ2)Y ′ − 2Y ′′′,

− δλ = Y λ′ + λY ′,

Lξguφ : − δχ = Y χ′ + 2(χ− 2ωλ)Y ′ + Tθ′ + 2(θ − λ2)T ′ − 2T ′′′,

− δω = Y ω′ + ωY ′ + Tλ′ + λT ′,

LξAu + ε̇ : − δA0
u = Y (A0

u)′ + (A0
u + λ)Y ′ + fȦ0

u + Ė,

LξAφ + ε′ : − δA0
φ = Y (A0

φ)′ + (A0
φ − α)Y ′ + fȦ0

φ +A0
uf
′ + E′.

(3.107)

3.2.3 Surface charge algebra

Associating charges to asymptotic symmetries in general relativity is a no-
toriously subtle question. The approach followed here consists in deriving
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conserved co-dimension 2 forms in the linearized theory that can be shown to
be uniquely associated, up to standard amiguities, to the exact symmetries
of the background [41, 42, 123]. When using these expressions for asymp-
totic symmetries in the full theory, neither conservation nor integrability is
guaranteed [22,53,83,114].

More concretely, using the general expressions for the linearized Einstein-
Maxwell system derived in [124], the surface charge one form of the linearized
theory reduces to∮

S∞
δ/kξ,ε = −δ

∮
S∞

Kξ,ε +

∮
S∞

Kδξ,δε −
∮
S∞

ξ ·Θ, (3.108)

where

Kξ,ε = (dxn−2)µν

√
−g

16πG
[∇µξν −∇νξµ + 4Fµν(ξσAσ + ε)],

Θ = (dxn−1)µ

√
−g

16πG
[∇σδgµσ −∇µδgνν + 4F σµδAσ],

(3.109)

and S∞ is the circle at constant u = u0 and r = R→∞. At this stage, we
have used already that expressions in

∮
S∞ δ/kξ,ε that are proportional to the

exact generalized Killing equations vanish,

1

16πG

∮
S∞

δgνρ(∇µξρ +∇ρξµ)
√
−g(dn−2x)µν = 0,

1

4πG

∮
S∞

gµρδAν(LξAρ + ∂ρε)
√
−g(dn−2x)µν = 0,

(3.110)

when evaluated for solutions and asymptotic symmetry parameters (3.97).
As in four-dimensional asymptotically flat pure Einstein gravity [114], the
remaining expression then splits into an integrable part and a non-integrable
part proportional to the electromagnetic news,∮

S∞
δ/kξ,ε = δQs + Θs, (3.111)

with

Qs[g,A] =
1

16πG

∫ 2π

0
dφ
[
θT + Y (χ+ 4λA0

φ) + 4λE
]
,

Θs[δg, δA; g,A] =
1

4πG

∫ 2π

0
dφfA0

uδλ.

(3.112)

It follows that (8G)−1θ, (8G)−1(χ + 4λA0
φ), (2G)−1λ can be interpreted as

the mass, angular momentum and electric charge aspect, respectively.
Applying now the proposal of [22, 53] for the modified bracket of the

integrable part of the charges,

{Qs1 , Qs2} = −δs2Qs1 + Θs2 [−δs1g,−δs1A; g,A], (3.113)
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gives
{Qs1 , Qs2} = Q[s1,s2] +Ks1,s2 , (3.114)

where

Ks1,s2 =
1

8πG

∫ 2π

0
dφ

[
Y ′1T

′′
2 − 2λf1Ė2 − λ2T1Y

′
2 − (1↔ 2)

]
. (3.115)

It is then straightforward to check that the field dependent central extension
satisfies the generalised cocycle condition

K[s1,s2],s3 − δs3Ks1,s2 + cyclic (1, 2, 3) = 0. (3.116)

3.2.4 Switching off the news

In the analysis above, we are in an unusual situation where the asymptotic
symmetry algebra depends arbitrarily on time through the dependence of
E on u. This can be fixed by requiring the electromagnetic news function
to vanish, A0

u = 0. Since asymptotic symmetries need to preserve this
condition, we find from (3.107) that E = Ē −

∫ u
u0
du′λY ′. The asymptotic

symmetry algebra then becomes time independent, but field dependent since
the last of (3.99) gets replaced by

ˆ̄E = Y1Ē
′
2 − T1Y

′
2λ− (1↔ 2). (3.117)

Charges become integrable and conserved: the second, non integrable part
vanishes while in the first line of (3.112), E,A0

φ get replaced by Ē, Ā0
φ. In

order to see this, one has to go back to (3.108) where the second term now
contributes to remove the u-dependent terms when using that, on shell,
E = Ē(φ) − uλ(φ)Y ′, and A0

φ = Ā0
φ(φ) − uλ′. Finally, the field dependent

central charge becomes

Ks1,s2 =
1

8πG

∫ 2π

0
dφ

[
Y ′1T

′′
2 + λ2T1Y

′
2 − (1↔ 2)

]
. (3.118)

3.2.5 Discussion

Apart from its intrinsic interest, one might hope that the elaborate sym-
metry structure and the explicit solution of the three-dimensional Einstein-
Maxwell system with non trivial asymptotics at Scri presented here could
be suitably tuned so as to have applications in the context of holographic
condensed matter models in 1+1 dimensions. Indeed, the Einstein-Maxwell
system with various backgrounds, asymptotics, and additional scalar or form
fields is ubiquitous in this context, see for instance [125–127], and more
specifically [128–130] in three bulk dimensions. From the viewpoint of sym-
metries as well, this is quite reasonable since the bms3 algebra is isomorphic
to gca2, the Galilean conformal algebra in 2 dimensions [131,132].
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Independently of such speculations, let us compare the three-dimensional
results derived here to those of the four dimensional case. First, we note
that in the four dimensional Einstein-Maxwell system, one imposes the con-
ditions Ar = 0 and Au = O(r−1) (see e.g. [109] and [133] section II.C for a
detailed discussion of pure electromagnetism). As shown in [121], from the
viewpoint of asymptotic symmetries, the absence of a term in Au of order
zero in r−1 also guarantees a time independent symmetry algebra similar
to the one discussed here in three dimensions, but with an additional ar-
bitrary dependence on the supplementary polar angle. In four dimensions,
the electromagnetic news nevertheless persists since it is encoded in different
components of the vector potential.

Concerning the algebra of charges, there does not exist, to our knowledge,
a complete study of the Einstein-Maxwell system in the four-dimensional
case. That is the reason why we compare the rest of the results here to the
purely gravitational ones in four dimensions.

As recalled in the introduction, in four dimensions, self-consistent asymp-
totically flat solution spaces at Scri including charged black hole solutions
have been constructed in spaces involving integer powers of 1/r.

The simplest solution in three dimensions is the flat limit of the charged
BTZ black hole. It is characterized by ω = 0 = A0

φ = Amn = A0
u and

θ = 8GM , χ = 8GJ , λ = 2GQ, where M,J,Q are constants that, according
to (3.112), are interpreted as the mass, angular momentum and electric
charge of the solution. Let us recall that the uncharged solutions with
Q = 0 describe three dimensional cosmologies [74, 118, 119] when M ≥ 0
and spinning particles, i.e., the angular defects and excesses of [55], when
M < 0.

In both cases, it is the news, electromagnetic in the former and gravi-
tational in the latter, that is responsible for the non-integrability and non
conservation of the charges. In the latter case, there is no (field-dependent)
central extension, unless one admits singular symmetry generators at null
infinity and considers a local extension of the bms4 algebra including su-
perrotations [21, 22, 53]. It disappears when switching off the news, as this
reduces superrotations to standard Lorentz rotations. In the former case,
superrotations always exist and are globally well-defined at null infinity. The
field dependent central extension persists even after switching off the elec-
tromagnetic news. To our knowledge, this is the first example in the context
of asymptotic symmetries where there is a field dependent term in the sym-
metry algebra and in the central extension of the algebra of conserved and
integrable charges.

The first field independent term in (3.118) exists also for pure gravity in
three dimensions and is well understood from a cohomological point of view
[116,134]. It has also been used in an argument pertaining to the Bekenstein-
Hawking entropy of the three-dimensional cosmological solutions [135,136],
modeled on the one in [30] for the BTZ black holes.
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The second field dependent term involving the electric charge aspect, is
novel and much less understood. It certainly deserves further study, both
from the viewpoint of Lie algebroid cohomology and from a physical per-
spective.

A final comment will be given on the nature of the solutions considered
here. As in the majority of the papers on the subject since the pioneering
work by Bondi et al. [4], the solutions are constructed as formal power
series in the radial coordinate. In the polyhomogeneous case, there has
been an investigation of convergence and existence of such solutions for
linear massless higher spin fields on Minkowski spacetime as a preliminary
study for the gravitational problem [137]. Addressing this question is clearly
relevant in this set-up as well, but beyond the scope of the current work. We
just note that the asymptotic symmetry algebra itself is not very sensitive
to the details of solution space, as it is based solely on (3.119), (3.93) and
the absence of news in later considerations.

3.3 Three-dimensional asymptotically AdS Einstein-
Maxwell theory

As already pointed in the discussion previously, the Einstein-Maxwell system
is ubiquitous for the understanding of holographic condensed matter models
in 1+1 dimensions. Since the standard AdS/CFT dictionary [24–26] requires
an asymptotically AdS boundary, it is natural to expect the extension of the
analysis in the previous section to the AdS case. This is precisely what we
will show in the coming section. To achieve this, we will follow closely the
procedure of the previous section.

3.3.1 Asymptotic symmetries

We use coordinates (u, r, φ) and the gauge fixing ansatz

gµν =

V e2β + r2U2 −e2β −r2U
−e2β 0 0
−r2U 0 r2

 , Ar = 0, (3.119)

with U, β, V and Au, Aφ functions of u, r, φ. Suitable fall-off conditions that
allow for non-vanishing electric charge are

U = o(r−1), V = −r
2

l2
+ o(r), β = o(r0),

Au = O(ln
r

l
), Aφ = O(ln

r

l
).

(3.120)

The gauge structure of Einstein-Maxwell theory can be described as
follows. Gauge parameters are pairs (ξµ, ε) consisting of a vector field ξµ∂µ
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and a scalar ε. A generating set of gauge symmetries can be chosen as

− δ(ξ,ε)gµν = Lξgµν , −δ(ξ,ε)Aµ = LξAµ + ∂µε. (3.121)

When the gauge parameters are field dependent, one finds that[
δ(ξ1,ε1), δ(ξ2,ε2)

]
(gµν , Aµ) = δ[(ξ1,ε1),(ξ2,ε2)]M

(gµν , Aµ), (3.122)

where the Lie (algebroid) bracket for field dependent gauge parameters is
defined through

[(ξ1, ε1), (ξ2, ε2)]M = (ξ̂, ε̂),

ξ̂ = [ξ1, ξ2] + δ(ξ1,ε1)ξ2 − δ(ξ2,ε2)ξ1 , ε̂ = ξ1(ε2) + δ(ξ1,ε1)ε2 − (1↔ 2).

(3.123)

Gauge transformations preserving asymptotically flat configurations are
determined by gauge parameters depending linearily and homogeneously on
arbitary functions f(u, φ), Y (u, φ), E(u, φ) according to

ξu = f,

ξφ = Y − f ′
∫ ∞
r

e2β

r′2
dr′ = Y − f ′

r
+ o(r−2),

ξr = −r∂φξφ + rUf ′ = −rY ′ + f ′′ + o(1),

ε = E + f ′
∫ ∞
r

e2βAφ
r′2

dr′ = E +O(
ln r

l

r
),

(3.124)

with ḟ = Y ′ and f ′ = l2Ẏ , where dot and prime denote u and φ derivatives,
respectively. They are worked out precisely in Appendix A.4.1.

Consider the “/Maxwell” Lie algebra consisting of triples s = (f, Y,E)
with bracket

[s1, s2] =
(
f̂ , Ŷ , Ê

)
, (3.125)

with

f̂ = f1ḟ2+Y1f
′
2−(1↔ 2), Ŷ = f1Ẏ2+Y1Y

′
2−(1↔ 2), Ê = f1Ė2+Y1E

′
2−(1↔ 2).
(3.126)

This is the asymptotic symmetry algebra of the system in the following
sense:

When equipped with the modified bracket (3.123), the parameters (3.124)
of the residual gauge symmetries form a realization of the Lie algebra (3.125).
The asymptotic symmetry algebra is a Virasoro-Kac-Moody type algebra
that extends the two copies of Virasoro algebra of the purely gravitational
case.
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3.3.2 Solution space

We start from the Einstein-Maxwell Lagrangian density in three dimensions

L =

√
−g

16πG
(R+

2

l2
− F 2), (3.127)

with equations of motion

∂ν(
√
−gFµν) = 0, Lµν := Gµν −

gµν
l2
− Tµν = 0, (3.128)

where Tµν = 2FµρF
ρ

ν − 1
2gµνF

2.

Given the ansatz

Aφ = α(u, φ) ln
r

l
+A0

φ(u, φ) +
A1(u, φ)

r

+

∞∑
m=1

m∑
n=1

[
Ãφm(u, φ)

r2m
+
Āφm(u, φ)

r2m+1
+
Ãmn(ln r

l )
n

r2m
+
Āmn(ln r

l )
n

r2m+1

]
,

(3.129)

at a fixed time u0, the general solution to the Einstein-Maxwell system in
three dimensions with the prescribed asymptotics is calculated in Appendix
A.4.3. The solution space is completely determined in terms of the initial
data α(u0, φ), A0

φ(u0, φ), A1(u0, φ), Ãφm(u0, φ), Āφm(u0, φ) and integration

functions λ(u, φ), A0
u(u, φ), θ(u, φ), N(u, φ) as follows:



β = − α2

2r2 + 2αA1
3r3 +

∞∑
m=1

m∑
n=0

[
β̃mn(ln r

l
)n

r2m+2 +
β̄mn(ln r

l
)n

r2m+3

]
,

U =
4λα ln r

l
+2λα−N

2r2 + 4λA1+2αα′

3r3 +
∞∑
m=1

m∑
n=0

[
Ũmn(ln r

l
)n

r2m+2 +
Ūmn(ln r

l
)n

r2m+3

]
,

Au = −λ ln r
l +A0

u + α′

r +
∞∑
m=1

m∑
n=0

[
B̃mn(ln r

l
)n

r2m +
B̄mn(ln r

l
)n

r2m+1

]
,

V = − r2

l2
+ 2(λ2 + α2

l2
) ln r

l + θ + 2αλ′−2λα′

r + 8αA1
3rl2
− 4λ2α2(ln r

l
)2

r2

+
∞∑
m=1

m∑
n=0

[
Ṽmn(ln r

l
)n

r2m +
V̄mn(ln r

l
)n

r2m+1

]
,

(3.130)

where the functions Ãmn, Āmn, β̃mn, β̄mn, Ũmn, Ūmn, B̃mn, B̄mn, Ṽmn, V̄mn are
determined recursively in terms of the initial data, the integration functions
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and their φ derivatives. In particular,

α̇+ λ′ = 0,

λ̇+
α′

l2
= 0,

Ȧ0
φ + λ′ − (A0

u)′ +
A1

l2
= 0,

Ṅ = θ′ +
2αα′

l2
+

4λA1

l2

θ̇ =
1

l2
N ′ − 6αλ′

l2
− 4αA1

l2
.

Note that the logarithmic term leads to a self-consistent polyhomogeneous
solution space with a finely chosen logarithmic expansion. The series with
inverse of r split into even powers and odd powers and the series with loga-
rithms in r are completely determined by the series of the inverse powers of
r.

Furthermore, the leading parts of the metric and Maxwell fields are given
by

ds2 = [−r
2

l2
+ 2(λ2 +

α2

l2
) ln

r

l
+ θ +

α2

l2
+O(r−1)]du2

−2[1− α2

r2
+O(r−3)]dudr

−[4λα ln
r

l
+ 2λα−N +O(r−1)]dudφ+ r2dφ2, (3.131)

Aφ = α ln
r

r0
+A0

φ +O(r−1), Au = −λ ln
r

r0
+A0

u +O(r−1).(3.132)

Asymptotic symmetries transform solutions to solutions. This allows one
to work out the transformation properties of the functions characterising
asymptotic solution space.

LξAu + ε̇ : − δλ = fλ̇+ λḟ − Y α̇− αẎ ,
− δA0

u = fȦ0
u + Y (A0

u)′ +A0
uḟ +A0

φẎ + λY ′ + Ė,

LξAφ + ε′ : − δα = Y α′ + αY ′ − fλ′ − λf ′,
− δA0

φ = fȦ0
φ + Y (A0

φ)′ +A0
uf
′ +A0

φY
′ − αY ′ + E′,

Lξguu : − δθ = Y θ′ + 2(θ − λ2 − α2

l2
)Y ′ + fθ̇ + 2(N − λα)Ẏ − 2Y ′′′,

Lξguφ : − δN = Y N ′ + 2(N + 2αλ)Y ′ + fṄ + 2(θ − λ2)f ′ − 2f ′′′.

(3.133)
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3.3.3 Surface charge algebra

Using the general expressions derived in [41,123,124], the surface charge one
form reduces to∮

S∞
δ/kξ,ε = −δ

∮
S∞

Kξ,ε +

∮
S∞

Kδξ,δε −
∮
S∞

ξ ·Θ, (3.134)

where

Kξ,ε = (dxn−2)µν

√
−g

16πG
[∇µξν −∇νξµ + 4Fµν(ξσAσ + ε)],

Θ = (dxn−1)µ

√
−g

16πG
[∇σδgµσ −∇µδgνν + 4F σµδAσ],

(3.135)

and S∞ is the circle at constant u = u0 and r = R→∞. At this stage, we
have used already that expressions in

∮
S∞ δ/kξ,ε that are proportional to the

exact generalised Killing equations vanish,

1

16πG

∮
S∞

δgνρ(∇µξρ +∇ρξµ)
√
−g(dn−2x)µν = 0,

1

4πG

∮
S∞

gµρδAν(LξAρ + ∂ρε)
√
−g(dn−2x)µν = 0,

(3.136)

when evaluated for solutions and asymptotic symmetry parameters (3.124).
As in four-dimensional asymptotically flat pure Einstein gravity [114], the
remaining expression then splits into an integrable part and a non-integrable
part ∮

S∞
δ/kξ,ε = δQs + Θs, (3.137)

with

Qs[g,A] =
1

16πG

∫ 2π

0
dφ
[
f(θ − α2

l2
−
αA0

φ

l2
) + Y (N + 4λA0

φ) + 4λE
]
,

Θs[δg, δA; g,A] =
1

4πG

∫ 2π

0
dφ f

[
A0
uδλ+

A0
φδα

l2

]
.

(3.138)

The associated surface charges turn out to be neither conserved nor inte-
grable.

Applying the proposal of [22,53] for the modified bracket of the integrable
part of the charges,

{Qs1, Qs2} = −δs2Qs1 + Θs2[−δs1g,−δs1A; g,A], (3.139)

gives
{Qs1, Qs2} = Q[s1,s2] +Ks1,s2 , (3.140)
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where

Ks1,s2 =
1

8πG

∫ 2π

0
dφ
[
Y ′1f

′′
2 − 2λf1Ė2 − (λ2 +

α2

l2
)f1Y

′
2

+2(αA0
u − λA0

φ)
f1f
′
2

l2
− (1↔ 2)

]
. (3.141)

It is then straightforward to check that the field dependent central extension
satisfies the generalised cocycle condition

K[s1,s2],s3 − δs3Ks1,s2 + cyclic (1, 2, 3) = 0. (3.142)

3.3.4 Comparison with the asymptotically flat case

The interest of Einstein-Maxwell system in 3 dimensions has been well
stressed in the previous section. Here, we summarize promptly by com-
paring the main result between the asymptotically flat and asymptotically
AdS case. From (3.103) and (3.130), one can recognize immediately that
the solution space of the AdS case is much more complicated than the flat
case. The main difference between those two cases is the fact that there
is no natural analog of the news function to characterize electromagnetic
radiation in the AdS case. Thus a physical interpretation is missing for a
non-conserved nor integrable surface charges (3.138). An alternative ap-
proach was proposed in [138,139] with integrability condition a priori.

Nevertheless, with a time-like boundary, in any case, one needs an addi-
tional boundary condition to make the evolution well-defined and it turns out
that the natural choice would be the reflective boundary condition [140–142].
Such constraint leads a “no outgoing radiation condition”. It would be inter-
esting to investigate the consequence of the reflective boundary condition in
our prescription and its relation with the integrability condition of [138,139]
elsewhere.
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Applications in Quantum
ElectroDynamics amplitudes

Ordinary flat-space Quantum Field Theories without mass gap are peculiar
in the sense that the structure of null infinity is accessible to the massless ex-
citations of the theory. The perturbative S-matrix of many of these theories,
like gravity or Yang-Mills1 turns out to be simpler than expected. Since the
S-matrix is an object who inherently lives at the boundary of space-time, a
fair question to pose is whether this simplicity might be somehow connected
to the structure of null infinity.

A more down-to-earth question that we can pose in these theories is
whether something particular happens in the scattering of very low-energy
massless quanta, since this limit only makes sense for zero-mass particles.
That is actually an old subject of study to which many people contributed.

Although not the first in chronological order, Weinberg showed quite
generally in [143, 144] that, for theories with long-range interactions medi-
ated by a spin-s boson (s= 1, 2), when emitting one of these bosons with
very low frequency, the tree-level scattering amplitude develops a pole whose
residue is given by the universal formula:

Mn+1

(
p1, . . . , pn,

{
q; ε±s

} )
= S(0)(ε±s, pk, q)Mn(p1, . . . , pn) +O

(
ω0
)
,

(4.1)
where ω = q0 and ε±s are respectively the energy and polarization tensor of
the soft boson, and

S(0) =

n∑
k=1

gk
(pk · ε±)

s

pk · q
(4.2)

is called a soft factor, with gk being the cubic couplings controlling the
emission of the soft particle from the external legs. For the case of s = 2,
equation (4.1) has come to be known as Weinberg’s soft graviton theorem.

1Of course Yang-Mills is a confining theory, but the mass gap arises non-perturbatively.
It is the S-matrix of perturbative Yang-Mills the one that is simple.
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In reality, long before Weinberg; Low [145] and Gell-Mann and Gold-
berger [146] had realized that the scattering of light by arbitrary targets
displayed universal properties through the next-to-leading order in a low-
frequency expansion. Such a result was put in amplitude form by Low [147],
essentially predating the soft theorem (4.1) for photons with the formula:

Mn+1

(
p1, . . . , pn,

{
q; ε±

} )
=
(
S(0) + S(1)

)
Mn(p1, . . . , pn)+O

(
ω1
)
, (4.3)

where now there appears a sub-leading soft factor that involves the angular
momentum operator Jµν :

S(1) =

n∑
k=1

ek
qµε
±
ν J

µν
k

pk · q
. (4.4)

The original derivation by Low (typically referred to as Low’s theorem)
works for spinless sources, but it was later extended to Maxwell theory cou-
pled to generic sources by [148,149]2. While many other works investigated
in the past the issue of sub-leading, multiple as well as loop corrections to soft
limits of photons, gluons and gravitons, that line of research was somewhat
abandoned before a new spark reignited the field. That spark was provided
by the recent conjecture (or tree-level discovery) of a sub-sub-leading soft
theorem for gravitons by Cachazo and Strominger [34]. The main interest
of their work comes however not so much from the discovery of the sub-
sub-leading piece, but rather from the reasons that prompted them to look
for it. This connects with our initial question about the structure of null
infinity.

The relations (4.1) and (4.3) for tree-level amplitudes are maybe not too
spectacular – after all they are expected in the classical theory – and to
call them theorems sounds a bit excessive. What is exciting about them
is the fact that they can be argued not to get loop corrected (this is a
subtle issue, whose discussion is out of the scope of this note concerned
just with the tree level3). That may suggest that behind these relations
there is some symmetry which does not become anomalous at the quantum
level. This is precisely the idea that Strominger and collaborators have
been trying to put forward in a series of papers whose origins can be traced
back to 2013 [35,153]. The basic idea is that the soft theorems are nothing
but the Ward identities of asymptotic symmetries, that can be interpreted
as spontaneously broken symmetries whose Goldstone particle is the soft
boson. Let us sketch the reasoning behind this idea.

2An interesting revisiting of these old works in a more modern language can be found
in the initial sections of [150].

3For completeness, and restricting ourselves just to photons, we mention that loop
modifications do appear at the sub-leading level when massless sources are considered [151,
152]. The expectation though is that within a framework where IR divergencies can be
decoupled, the soft theorems will hold.
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In S-matrix language, a symmetry is just a relation between matrix el-
ements 〈out′|in′〉 = 〈out|in〉, where the in and out states have been trans-
formed as |in′/out′〉 = Uin/out|in/out〉. The operators implementing the

symmetry must verify Uout†U in = 1. If this symmetry is generated by a
charge Q (i.e. U in/out = eiθ Q

in/out
), the associated Ward identity reads as

〈out|Qout −Qin|in〉 = 0 . (4.5)

The charge for a spontaneously broken symmetry must act non-linearly on
the states – otherwise it would annihilate the vacuum – so it can be decom-
posed into linear and non-linear pieces Q = QL + QNL. The Ward identity
for a broken charge becomes

〈out|Qout
NL −Qin

NL|in〉 = −〈out|Qout
L −Qin

L |in〉 . (4.6)

Neglecting issues about a proper, non-divergent definition of a broken charge,
if QNL creates zero-momentum Goldstone bosons, equation (4.6) looks very
much like (4.1) or (4.3). To make a more precise identification, we need to
pinpoint which is the symmetry allegedly responsible for the soft theorem
and its associated charge.

From here on we restrict ourselves to the case of Maxwell theory mini-
mally coupled4 to a general source (for definiteness, one can think of scalar
Quantum ElectroDynamics). We know that in this theory the emission of
a soft photon is controlled by the two universal terms of (4.3), the leading
and sub-leading soft-photon factors. In [44] (see also [155–159]) it was found
that certain residual (large) gauge transformations, which become a global
symmetry at null infinity, are responsible for the leading soft factor, and
the authors showed how to translate the Ward identity for this asymptotic
symmetry into (4.1). Regarding the sub-leading order, the work [160] de-
rived from the known sub-leading soft factor (4.4) the form that the charge
of the asymptotic symmetry should have, although the origin and nature of
the symmetry could not be identified.

The purpose of this chapter is to shed light into the symmetry behind
the sub-leading soft photon factor. If we search for inspiration in the old
works on the soft photon theorem [145–149], we notice that the fundamental
ingredient to explain both terms in (4.3) was gauge invariance. That may
lead one to think that no new symmetry needs to be invoked. Or in other
words, that the residual large gauge transformations responsible for the
leading soft factor can also explain the sub-leading one.

Now, if one is to believe that no new symmetry needs to be invoked, the
only charge that we have is the one associated to the residual large gauge
transformations. Then the only place where the sub-leading (in ω) soft

4Soft theorems can be modified in the presence of non-minimal couplings, as it happens
for instance for the sub-sub-leading soft graviton theorem [154].
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theorem can come from seems to be the sub-leading (in the inverse radial
coordinate 1/r) term in the charge. This is precisely what we will show in
the next pages.

4.1 The solution space for Maxwell theory

Having a good control over the solution space of four-dimensional Maxwell
theory coupled to an external source theory will allow us to make a clearer
discussion of the asymptotic symmetries present in our system. The solution
space of source-free Maxwell equations has been discussed in [161,162] in the
Newman-Penrose formalism. Contrary to what these old works were doing,
here we will favour the use of the gauge field Aµ over the field strength Fµν ,
as gauge transformations will play an important role later on. Our analysis
is similar in spirit to that in [163], where the asymptotic structure at null
infinity of three-dimensional Einstein-Maxwell theory was worked out.

Our theory lives in Minkowski space-time, which has two null “bound-
aries”, past null infinity =−, and future null infinity =+. They are better
appreciated when adopting advanced or retarded coordinates respectively.
In what follows we concentrate on =+, although everything can be simi-
larly repeated on =−. We introduce retarded spherical coordinates with the
following change of coordinates:

u = t− r , r =
√
xixi , x1 + ix2 =

2rz

1 + zz̄
, x3 = r

1− zz̄
1 + zz̄

. (4.7)

Minkowski space-time becomes

ds2 = −du2 − 2dudr + 2r2γzz̄dzdz̄ , γzz̄ =
2

(1 + zz̄)2
. (4.8)

The piece 2r2γzz̄dzdz̄ is just the metric of the round sphere S2, and =+ is
precisely the submanifold r =∞ in the retarded spherical coordinates, with
topology S2 × R. The sphere at u = ±∞ is denoted by =+

±. In the bulk
we have a gauge field Aµ and matter. We will avoid talking about the kind
of matter we have (e.g. scalar, fermionic) by introducing just a conserved
current Jµ. As [44], we choose the following (radial) gauge and asymptotic
conditions for the gauge fields and the current

Ar = 0 , Au = O(r−1) , Az = O(1),

Jr = 0 , Ju = O(r−2) , Jz = O(r−2) . (4.9)

Notice that we have used the ambiguities of a conserved current5 to set the
radial component of the current to zero. This is consistent with working in

5When a conserved current is derived from a global symmetry, it is naturally defined
up to the equivalence Jµ ∼ Jµ +∇νk[µν], so it makes more sense to consider equivalence
classes of currents [Jµ] [41].
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the radial gauge. More specifically, let us assume the following ansatz for

the
1

r
-expansion of the gauge field

Au =
A0
u(u, z, z̄)

r
+O

( 1

r2

)
, Az(z̄) = A0

z(z̄)(u, z, z̄) +

∞∑
m=1

Amz(z̄)(u, z, z̄)

rm
,

(4.10)
and the current

Ju =
J0
u(u, z, z̄)

r2
+O

(
1

r3

)
, Jz(z̄) =

J0
z(z̄)(u, z, z̄)

r2
+
∞∑
m=1

Jmz(z̄)(u, z, z̄)

rm+2
.

(4.11)
The reason for not specifying further the expansions of the u-components of
Aµ and Jµ is that they are determined by the equations of motion. Actually,
let us be more precise about what boundary data we need to specify in order
to characterize a solution. For this purpose it is convenient to arrange all
Maxwell equations in Minkowski space-time (4.8) with a conserved source
Jµ as follows:

• One hypersurface equation:

∇µFµu = Ju , (4.12)

• Two standard equations:

∇µFµz = Jz , (4.13)

∇µFµz̄ = J z̄ , (4.14)

• The current conservation equa-
tion:

∇µJµ = 0 . (4.15)

• One supplementary equation:

∇µFµr = Jr . (4.16)

The reason for splitting equations in this way is that the hypersurface equa-
tion contains no derivative of the fields with respect to the retarded time
u while the standard equations contain ∂uAz, ∂uAz̄. When (4.12)-(4.15)
are satisfied, the electromagnetic Bianchi equation ∇ν [∇µFµν − Jν ] = 0 re-
duces to ∂r[

√
−g(∇µFµr − Jr)] = 0. This implies that we can just impose

∇µFµr = Jr at order O(r0), and all the sub-leading orders will automati-
cally vanish. Thus it is called the supplementary equation.

Let us start by solving for the u-components of the fields. From the
current conservation equation we get

Ju =
J0
u(u, z, z̄)

r2
− 1

r2

∫ +∞

r
dr′
[
γ−1
zz̄ (∂zJz̄ + ∂z̄Jz)

]
, (4.17)

while integrating the hypersurface equation yields

Au =
A0
u(u, z, z̄)

r
−
∫ +∞

r
dr′

1

r′2

∫ r′

−∞
dr′′

[
γ−1
zz̄ (∂z∂r′′Az̄ + ∂z̄∂r′′Az)

]
.

(4.18)
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The standard equations control the time evolution of the coefficients of
Amz(z̄)(u, z, z̄). We can see that (4.14) reduces to

2∂uA
1
z = ∂zA

0
u + ∂z[γ

−1
zz̄ (∂zA

0
z̄ − ∂z̄A0

z)] + J0
z , (4.19)

∂uA
m
z =

Jm−1
z

2m
− m− 1

2
Am−1
z − ∂z[γ

−1
zz̄ (∂z̄A

m−1
z )]

m
, (m ≥ 2) . (4.20)

Hence all the coefficients in the expansion of Az have uniquely determined
retarded time derivatives except the leading A0

z. We will refer to ∂uA
0
z as the

electromagnetic “news” since it reflects the propagation of electromagnetic
waves. The other standard equation (4.13) has an analogous structure (just
change z 
 z̄ above), giving another “news” ∂uA

0
z̄. Let us remark here

that the equation for the time evolution of A1
z is different from those for Amz

(m ≥ 2). We will come back to this point later on.
Finally, the supplementary equation (4.16) gives the time evolution of

the integration constant A0
u(u, z, z̄) as

∂uA
0
u = γ−1

zz̄ ∂u(∂zA
0
z̄ + ∂z̄A

0
z) + J0

u . (4.21)

To summarize, we have shown that the general solution to the Maxwell sys-
tem in four-dimensional Minkowski space-time (4.8) with the prescribed
asymptotics (4.9) is completely determined in terms of the initial data
A0
u(u0, z, z̄), A

m
z (u0, z, z̄), A

m
z̄ (u0, z, z̄) (m ≥ 1), the functions A0

z(u, z, z̄),
A0
z̄(u, z, z̄) and the current. The latter is characterized by the source func-

tions J0
u(u, z, z̄), Jmz (u, z, z̄), Jmz̄ (u, z, z̄) (m ≥ 0).

4.2 Charges

The radial gauge condition that we imposed in (4.9) leaves residual gauge
transformations of the form

δAz = ∂zε(z, z̄) , δAz̄ = ∂z̄ε(z, z̄) . (4.22)

It is clear from the analysis in the previous section that (4.22) does not spoil
the well-definition of the boundary problem . Therefore, since the equations
of motion are not affected, these transformations can be interpreted as sym-
metries at null infinity, or symmetries of the S-matrix following [44, 153].
The associated charge is [41,44,133]:

Qεout =

∫
=+
−

dzdz̄ γzz̄ ε(z, z̄) r
2 Fru = −

∫
=+

dzdz̄du γzz̄ ε(z, z̄) r
2 ∂uFru ,

(4.23)
where in the second equality we assumed A0

u|=+
+

= 0, meaning that in the far

future the system contains no bulk electric charge. This integration by parts
is convenient to later express everything in terms of the “news” functions
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∂uA
0
z, ∂uA

0
z̄ , which can be achieved using (4.21) and (4.19)-(4.20). Let us

plug the expansion (4.10) in (4.18), yielding:

r2∂uFru = −∂uA0
u+

γ−1
zz̄ ∂u(∂zA

1
z̄ + ∂z̄A

1
z)

r
+
∞∑
m=1

γ−1
zz̄ ∂u(∂zA

m+1
z̄ + ∂z̄A

m+1
z )

rm+1
,

(4.24)

This clearly gives a
1

r
-expansion of the charge (4.23):

Qεout = Q(0)
εout

+
Q

(1)
εout

r
+
∞∑
m=2

Q
(m)
εout

rm
. (4.25)

Using (4.21), we can see that the leading (constant in r) piece,

Q(0)
ε = −

∫
=+
−

dzdz̄ γzz̄ ε(z, z̄)A
0
u = −

∫
=+

dzdz̄du ε
[
∂u(∂zA

0
z̄ + ∂z̄A

0
z) + γzz̄J

0
u

]
,

(4.26)
gives the charge that was identified in [44] as responsible for the leading soft

photon theorem. We want to investigate here the sub-leading piece Q
(1)
ε .

Using (4.19) we can immediately write

Q(1)
εout

=

∫
=+

dzdz̄du ε ∂u
(
∂zA

1
z̄ + ∂z̄A

1
z

)
=

∫
=+

dzdz̄du ε

[
∂z∂z̄A

0
u +

1

2
(∂zJ

0
z̄ + ∂z̄J

0
z )

]
. (4.27)

In order to have everything in terms of “news”, we massage the integral as
follows:

Q(1)
εout

=

∫
=+

dzdz̄du

[
∂u
(
u ε ∂z∂z̄A

0
u

)
− u ε ∂z∂z̄∂uA0

u −
1

2

(
∂zε J

0
z̄ + ∂z̄ε J

0
z

)]
=

∫
=+

dzdz̄du

[
u
(
D2
zD

zε ∂uA
0
z̄ +D2

z̄D
z̄ε ∂uA

0
z

)
− 1

2
u (DzDz̄ε+Dz̄Dzε) J

0
u

−1

2

(
Dzε J

0
z̄ +Dz̄ε J

0
z

)]
,

(4.28)
where we have used again (4.21), and in the second step we have dropped the
boundary term

∫
=+ dzdz̄du ∂u

(
u ε ∂z∂z̄A

0
u

)
= − lim

u→−∞
u
∫
=+
−

dzdz̄ ∂z∂z̄εA
0
u =

0, which holds when bracketed between in and out states. This is simply

a consequence of 〈out|Q(0)
ε |in〉 = 0. The notation Dz(z̄) is for the two-

dimensional covariant derivative on the sphere. If one now calls

Y z = Dzε , Y z̄ = Dz̄ε , (4.29)

we see that the sub-leading charge Q
(1)
εout is exactly the one that was written

in [160]! This is the charge that one gets when translating the sub-leading
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soft photon theorem into an S-matrix Ward identity. Therefore, we reached
the announced conclusion that the sub-leading soft photon theorem is a
consequence of same symmetry responsible for the leading one.

4.3 Soft theorems

For completeness, we quickly review the results in [44] and [160], in order
to appreciate better the interplay between leading and sub-leading terms in
the present context. We just aim at sketching the physical picture without
getting into the more mathematical details, which have been already worked
out in the previous references.

We decompose the leading and sub-leading charges into a piece contain-
ing the “news” and the rest, containing the sources. These are respectively
the non-linear and linear pieces that we mentioned around equation (4.6).
For notational brevity, we momentarily suppress the out label.

Q
(0)
NL =

∫
=+

dud2z ε ∂u
(
∂zA

0
z̄ + ∂z̄A

0
z

)
, (4.30)

Q
(1)
NL =

∫
=+

dzdz̄du
[
u
(
D2
zD

zε ∂uA
0
z̄ +D2

z̄D
z̄ε ∂uA

0
z

)]
, (4.31)

Q
(0)
L =

∫
=+

dud2z γzz̄ ε J
0
u , (4.32)

Q
(1)
L = −1

2

∫
=+

dzdz̄du
[
u (DzDz̄ε+Dz̄Dzε) J

0
u +

(
Dzε J

0
z̄ +Dz̄ε J

0
z

)]
.

(4.33)

Let us now write a more convenient form of the soft-photon theorems. We
can parametrize null momenta by their energy and direction on the sphere
as

pk µ =
ωk

1 + wkw̄k
(1 + wkw̄k, wk + w̄k, i(w̄k − wk), 1− wkw̄k) , (4.34)

qµ =
ωq

1 + ww̄
(1 + ww̄,w + w̄, i(w̄ − w), 1− ww̄) . (4.35)

Similarly we parametrize polarization tensors in flat space-time indices as6

ε−µ (q) =
1√
2

(w̄, 1,−i,−w̄) , ε+µ (q) =
1√
2

(w, 1, i,−w) . (4.36)

Now we particularize to an outgoing negative(positive)-helicity soft photon
for the leading (sub-leading) soft theorem, for reasons that will become
apparent below. Other cases can be treated in a similar manner. We can

6When q = (1, 0, 0, 1), the polarization tensors are ε± = 1√
2
(0, 1,±i, 0). Just rotate

these to get them in a general frame.
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rewrite the corresponding leading and sub-leading pieces of the soft-photon
theorem (4.3) as

lim
ωq→0

〈out|ωq a+(q)|in〉 =
1 + |w|2√

2

n∑
k=1

ek
w − wk

〈out|in〉 , (4.37)

lim
ωq→0

∂ωq〈out|ωq a−(q)|in〉=

n∑
k=1

ek√
2

(
1 + w w̄k
w̄ − w̄k

∂ωk +
(1 + |wk|2)(w − wk)

ωk(w̄ − w̄k)
∂wk

)
〈out|in〉 , (4.38)

where ek is the electric charge of the k-th particle, and a+(−)(q) the an-
nihilation operator, which creates outgoing negative(positive)-helicity soft
photons with momentum q. Moreover, for simplicity and following [160],
we have assumed scalar matter so that the angular momentum operator is

simply Jµνk = −i
(
p µ
k

∂
∂pk ν

− p ν
k

∂
∂pk µ

)
, without extra helicity terms.

To see how (4.37) and (4.3) arise from (4.6), one just needs to plug in
there the (out) charges (4.30)-(4.33) (and their analogues for the in charges),
and make a concrete choice of ε(z, z̄). For the cases under consideration, a
convenient choice is

ε(z, z̄) =
1

w − z
. (4.39)

In order to obtain the proper action of the charges on the out states, one
has to define canonical commutation relations at infinity [133]. For the
“news” fields, it is enough to perform a stationary-phase approximation of
the gauge-field mode expansion:

A0
z(z̄)(x) = − i

8π2

√
2

1 + zz̄

∫ ∞
0

dωq

[
a+(−)(ωqx̂) e−iωqu − a†−(+)(ωqx̂) eiωqu

]
,

(4.40)
where the creation and annihilation operators satisfy the standard commu-
tation relations. Then, using the simple Fourier relations (defining F (u) =∫∞
−∞ dω eiωuF̃ (ω)):

∫ ∞
−∞

du ∂uF (u) = 2πi lim
ω→0

[
ωF̃ (ω)

]
,∫ ∞

−∞
duu ∂uF (u) = −2π lim

ω→0

[
∂ω

(
ωF̃ (ω)

)]
, (4.41)

and the special form that that ∂z̄ε = −2πδ2(z−w) takes for the choice (4.39),
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we obtain for the non-linear pieces of the charges7:

〈out|Q(0)
NL|in〉 =

1

2

√
2

1 + |w|2
lim
ωq→0

〈out|ωq a+(q)|in〉 , (4.42)

〈out|Q(1)
NL|in〉 = −

√
2 i

4γww̄
D2
w

[
1

1 + |w|2
lim
ωq→0

∂ωq〈out|ωq a−(q)|in〉
]
, (4.43)

where we are denoting γww̄ = 2
(1+|w|2)2 . Regarding the linear pieces, restrict-

ing ourselves to scalar charged (with chargeQe) matter: Φ =
∑∞

m=0
Φm(u,z,z̄)
rm+1

with current J0
µ = iQe(Φ̄

0∂µΦ0 − Φ0∂µΦ̄0) at leading order8, we just need
to use the boundary canonical commutation relation [160]:

[Φ̄0(u, z, z̄),Φ0(u′, w, w̄)] =
i

4
γww̄ Θ(u′ − u)δ2(z − w) , (4.44)

to see that

〈out|Q(0)
L |in〉 =

n∑
k=1

− ek
2(w − wk)

〈out|in〉 , (4.45)

〈out|Q(1)
L |in〉 =

n∑
k=1

−πi ek
2

(
∂w(γ−1

ww̄δ(w − wk))∂ωq + γ−1
ww̄ ω

−1
q δ(w − wk)∂wk

)
〈out|in〉 .

(4.46)

Assembling all these expressions, it is immediate to recover the leading soft
theorem (4.37) from (4.6). To also recover the sub-leading (4.3), we just
need to use the extra identity:

D2
w

[
1

1 + |w|2

(
1 + w w̄k
w̄ − w̄k

∂ωk +
(1 + |wk|2)(w − wk)

ωk(w̄ − w̄k)
∂wk

)]
= −2π γww̄

(
∂w
(
γ−1
ww̄δ(w − wk)

)
∂ωk + γ−1

ww̄ ω
−1
q δ(w − wk)∂wk

)
. (4.47)

We recall that we have only paid attention to the out part of (4.6). The
analysis of the in part can be carried out analogously, up to an anti-podal
identification. These details have been laid out in [44, 160], and are not
needed for our only-illustrative purposes of this section, which does not
contain new results.

7We are just keeping the anti-holomorphic parts of the the charges (4.30)-(4.33), mean-
ing those containing only ∂z̄ε. In particular one has to split (4.32) via J0

u → 1
2
J0
u + 1

2
J0
u,

which is essentially the same arbitrary separation we have for the first term in (4.33). Oth-
erwise one has to introduce some extra factors of 2, that arise from a proper treatment of
the radiative phase space [44,156].

8Recall from (4.9) we are taking the current to have zero radial component. This
can be done by adding a total derivative to the usual current as Jµ = iQe(Φ̄∇µΦ −
Φ∇µΦ̄) +∇νk[µν] , with an anti-symmetric two-tensor whose only non-zero component is

k[ur] =
1√
−g

∫
dr
√
−g(Φ∂rΦ− Φ∂rΦ) . Therefore J0

r = 0 .
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4.4 Brief summary and open questions

We hope to have convinced the reader familiar with the works [44] and [160]
that the connection between the leading soft photon theorem (4.1) and the
asymptotic symmetry associated to residual large gauge transformations of
the Maxwell system can be extended to the sub-leading order. In other
words, one does not need to invoke a new asymptotic symmetry for explain-
ing Low’s theorem.

By properly studying the asymptotic structure of Maxwell equations,
what we showed is that the charge associated to the asymptotic symme-
try (4.22) can be expanded in powers of 1

r . This induces a similar expansion
for the Ward identities of such charge. It was already established in [44] that
the O(r0) Ward identity was equivalent to the leading soft photon theorem.
Our finding here is that the O(r−1) Ward identity produces the sub-leading
soft-photon theorem. In particular, the O(r−1) term of the charge (4.23)
matches the one conjectured in [160].

The charge (4.23) actually contains an infinite number of charges, parametrised
by the function ε(z, z̄). A curious observation is that the function that natu-
rally gives the form of the leading soft theorem for an outgoing photon with
negative helicity, namely (4.39), gives the sub-leading soft theorem for an
outgoing photon with positive helicity (differentiated twice with respect to
the angular direction of the soft photon).

Two simple questions immediately come to mind. The first one is that,
in light of the procedure here, it seems one should get an infinite number
of soft theorems, by just considering the remaining O(r−n) (n ≥ 2) orders
of the charge. We can see from (4.24) and (4.20) that this is not the case.
There is no way to massage these sub-sub-leading charges the way we did
in (4.28) without running into infinities. It is amusing to see this way in
which the classical Maxwell conspires for the soft photon theorem to stop
at sub-leading order.

A more intuitive way to understand this is to notice that the boundary
fields, defined as those appearing at leading order in the different components
of the field-strength [44], are only A0

u, A0
z(z̄) and A1

z(z̄). We should interpret
that the other fields do not really “live at the boundary”. Therefore, as
soon as Amz (m ≥ 2) appears in the charge, which happens at sub-sub-
leading order, we cannot rewrite it in terms of only boundary fields. See the
appendix A.5 for yet another perspective on this.

The second question is to apply the line of reasoning presented in this
manuscript to the case of gravity, where the soft theorem stretches to sub-
sub-leading order. It was shown in [36] that the leading soft factor can be
understood as the Ward identity of BMS supertranslations [4,6]. While there
have been several works exploring the possibility of having new symmetries
(like superrotations [20–22,134]) explaining the sub-leading orders [164–167],
it would be very interesting to see to which degree only supertranslations
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can determine the behavior of soft gravitons.



Chapter 5

Four-dimensional near
horizon Einstein-Maxwell

theory

We have shown an explicit example in application of asymptotic symmetry
in scattering amplitudes in the previous chapter. Such a scenario has been
extended and succeeded in different gauge theories [44,153,155,157–160,168–
171] and gravity [35, 36, 164, 172, 173] recently, which gives the asymptotic
symmetry a new lease of life. Apart from the fruitful result, the application
in gravitational theory [35, 36] is highly sensitive to the existence of black
holes in the bulk. On the symmetry level, the asymptotic symmetry group
at future null infinity(BMS+) and the asymptotic symmetry group at past
null infinity(BMS−) are isomorphic to each other but they are independent
symmetries on different null infinities. To be a symmetry of the S-matrix,
a canonical relation between BMS+ and BMS− is required to act on both
incoming and outgoing state. Only in a finite neighborhood of the Minkowski
spacetime, a canonical identification between elements of BMS+ and BMS−

can be achieved [174]. The presence of black holes, though the spacetime is
still asymptotically flat, will definitely challenge this identification. At the
quantum level, the unitarity is not guaranteed due to black hole formation,
which is known as the information paradox [175].

Nevertheless, the obstacle of the black hole formation does not block
the progress of understanding the asymptotic symmetries, but sheds new
insights to black hole physics [37, 39, 45, 176–182]. As a null hypersurface,
the black hole horizon can be treated as an inner boundary. If one starts
to believe that the soft particles create new degrees of freedom at the null
infinity, one natural and interesting question arises immediately that if there
can be new degrees of freedom on the black hole horizon. However, the well-
known uniqueness theorem [38] tells us that the non-zero conserved charge
of a stationary black hole in Einstein-Maxwell theory should be only M , J
and Q. A stationary horizon seems insensitive to the possible new degrees
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of freedom. As also pointed in [39], the dynamical process such as black hole
formation/evaporation will cause the changing of vacuum state of gravity.
This means that one needs to investigate non-stationary process instead of
just considering stationary black hole. In order to do so, the isolated horizon
should be a better candidate for understanding the near horizon physics.
Isolated horizon was introduced in [183], which describes later state of black
holes. All dynamical processes in the neighborhood of the horizon have been
almost settled down, but the space-time far away from the horizon can be
still dynamical. Consequently, the isolated horizon framework serves as a
more realistic resolution of black hole physics and is playing an important
role in numerical simulations. Though the exact symmetry of an isolated
horizon is not rich enough [184], it was shown in [46] that the isolated
horizon structure has some ambiguity which is supposed to count for the
recently revealed near horizon supertranslation in [37]. The action of a
supertranslation on the isolated horizon can map one set of isolated horizon
structure into another one which is equivalent to a dynamical process e.g.
radiation crossing the horizon. This can be understood as a isolated horizon
analogue of memory effect at null infinity [185]. Hence, it would be highly
meaningful to have a fully asymptotic analysis of an isolated horizon.

In this chapter, the asymptotic structure of Einstein-Maxwell system
near the isolated horizon will be worked out explicitly. We will show a
tractable solution space and asymptotic symmetries of Einstein-Maxwell
theory near the isolated horizon H. The asymptotic symmetries consist of
supertranslation, superrotation, and the asymptotic U(1) symmetry which
is an expected enhancement of the new discovery in [37]. Those symme-
tries form a closed algebra. The local conserved current can be constructed
associated to the asymptotic symmetries. To have a concrete physical inter-
pretation, we would restrain ourself in a special class of the solution space
which is the approximation of a Schwarzschild black hole surrounded by elec-
tromagnetic fields. In such a physical specification, one can define an infinite
number of conserved charges with respect to the asymptotic U(1) symme-
try. According to the terminology of [39], apart from the electric charge, we
would call them as soft electric hairs. It’s further shown that those soft hairs
are equivalent to the electric multipole moments of isolated horizons defined
in [46]. The supertranslation charges can be also introduced but they are
vanishing except the zero mode. Remarkably, the presence of Maxwell fields
does not affect the zero mode of the supertranslation charge. This is a di-
rect evidence that the soft electric hairs are implanted by soft photons who
contain no energy. The existence of soft hairs reveals new dynamical degrees
of freedom meaning that isolated horizons with different soft electric hairs
should be considered as different physical states. This may inspire a direct
counting of horizon degrees of freedom.
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5.1 Solution space of Einstein-Maxwell theory near
isolated horizon

The concept of isolated horizons was introduced to approximate event hori-
zons of black holes at late stages of gravitational collapse and of black hole
mergers when back-scattered radiation falling into the black hole can be
neglected [183].

In the present section, we will use the Newman-Penrose formalism as
introduced in the preliminary. Let us choose n to be the normal vector1 of
the isolated horizon H. According to [184, 186], the definition of a generic
Isolated Horizon in Newman-Penrose formalism is

Definition 1: A 3-dimensional null sub-manifold H is called an isolated
horizon if
(1) H is diffeomorphic to the product S2 ×<, where S2 is a 2-dimensional
space-like manifold, and the fibers of the projection

Π : S2 ×< → S2

are null curves in H;
(2) the expansion of its normal vector n vanishes everywhere on H;
(3) Einstein’s equations hold on H and the stress-tensor satisfies Φ22=̂Φ12=̂Φ21=̂0,
where =̂ means on horizon H only;
(4) the entire geometry of H and the gauge potential Aµ are stationary, i.e.
time-independent.

To admit an isolated horizon structure, the horizon data will have several
constraints. Since H is null, the normal vector n is the generator of null
geodesic on the horizon H. Hence, the spin coefficients relation

∇nn = −(γ + γ)n+ νm+ νm

gives ν=̂0. κ(n) := −(γ + γ) will be called surface gravity of H. The or-
thogonality and normalization conditions of the tetrad system now uniquely
specify a two-parameter subset of geodesic of a null geodesic congruence
by displacement vectors m,m. From the definition of the spin coefficients,
requirement (2) implies µ = −m∇mn=̂0; (3) fixes the complex scalar φ2=̂0;
the last condition requires the Lie derivative of all spin coefficients and gauge
fields alone n vanish on the horizon. Moreover, κ(n) is a constant on the
horizon. Those constraints are derived explicitly in [184,186].

In a Bondi-like coordinate (u, r, z, z̄), the horizon will be located at r = 0.
We will further choose the following gauge and boundary conditions on

1Our convention of the normal vector is different from [184,186] to be consistent with
the notation at null infinity. To compare with [184,186], one just needs to exchange l and
n.
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Maxwell potential Aµ as Ar = 0, Au=̂0. The full solution of Newman-
Penrose equations has been derived in Appendix A.6. We summarize as
following:

A solution of Einstein-Maxwell theory in the neighborhood of an isolated
horizon will be specified by the initial data Ψ0(r, z, z̄), φ0(r, z, z̄) and the

data on S2 including its metric qab =
2dzdz̄

P (z, z̄)P̄ (z, z̄)
, its extrinsic curvature

τ(z, z̄), electromagnetic fields Au(z, z̄), Az(z, z̄)
2.

The near horizon metric in (+,−,−,−) signature and gauge fields are
given by

ds2 = [4γ0r + (Ψ0
2 + Ψ

0
2 + 2φ0

1φ
0
1)r2 +O(r3)]du2 + 2dudr

+[4
τ0

P̄
r +

2σ0

P̄
(Ψ

0
1 + φ

0
0φ

0
1 − τ0)r2 +O(r3)]dudz

+[4
τ0

P
r +

2σ0

P
(Ψ0

1 + φ0
0φ

0
1 − τ0)r2 +O(r3)]dudz̄

+[
2σ0

P̄ 2
r − 4Ψ

0
0

P̄ 2
r2 +O(r3)]dz2 + [

2σ0

P 2
r − 4Ψ0

0

P 2
r2 +O(r3)]dz̄2

+2[− 1

PP̄
− 2σ0σ0

PP̄
r2 +O(r3)]dzdz̄, (5.1)

Au = (φ0
1 + φ

0
1)r + (ðφ0

0 + ðφ0
0)r2 +O(r3), (5.2)

Az = A0
z +

φ
0
0

P̄
r +

1

2
(
φ

1
0

P̄
− φ0

0σ0

P̄
)r2 +O(r3), (5.3)

where σ0 =
1

2γ0
[τ2

0 − ðτ0].

5.2 Asymptotic symmetries and conserved current
near the isolated horizon

The asymptotic behavior of our solution (5.1) is consistent with the bound-
ary choice of [37], which means the Bondi-like coordinate is compatible with
such boundary condition. In the following, we will work out the asymptotic
symmetry of Einstein-Maxwell theory near isolated horizon with the gauge

2The local existence for the characteristic initial value has been proven in [187] in a
neighborhood in the future of the light cone for vacuum Einstein equations. Using similar
method, it is not difficult to extend the local existence to Einstein-Maxwell equations with
the conditions we have set on Maxwell fields.
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and boundary condition given as

grr = grz = grz̄ = Ar = 0, gur = 1, (5.4)

guu = 4γ0r +O(r2), guz = O(r), guz̄ = O(r), ∂ugab = O(r2),(5.5)

Au = O(r), Az = O(1), Az̄ = O(1), ∂uAµ = O(r). (5.6)

The gauge condition (5.4) will fix the asymptotic Killing vector and
asymptotic U(1) symmetry parameter ζ up to an integration constant

ξu = f(u, z, z̄),
ξr = Rr(u, z, z̄)− r∂uf + ∂zf

∫
dr (gzzguz + gzz̄guz̄) + ∂z̄f

∫
dr (gz̄z̄guz̄ + gzz̄guz),

ξz = Y z(u, z, z̄)− ∂zf
∫
dr gzz − ∂z̄f

∫
dr gzz̄,

ξz̄ = Y z̄(u, z, z̄)− ∂zf
∫
dr gzz̄ − ∂z̄f

∫
dr gz̄z̄,

ζ = ζ0(u, z, z̄) +
∫
dr (Az∂z̄f +Az̄∂zf).

(5.7)

Then, the boundary condition (5.5) and (5.6) will fix the u dependence of the
integration constants. Hence, the asymptotic Killing vector and asymptotic
U(1) symmetry parameter ζ are further constrained to

ξu = T (z, z̄),
ξr = ∂zT

∫
dr (gzzguz + gzz̄guz̄) + ∂z̄T

∫
dr (gz̄z̄guz̄ + gzz̄guz) = O(r2),

ξz = Y (z)− ∂zT
∫
dr gzz − ∂z̄T

∫
dr gzz̄ = Y (z) +O(r),

ξz = Ȳ (z̄)− ∂z̄T
∫
dr gz̄z̄ − ∂zT

∫
dr gzz̄ = Ȳ (z̄) +O(r),

ζ = ζ(z, z̄) +
∫
dr (Az∂z̄T +Az̄∂zT ) = ζ(z, z̄) +O(r).

(5.8)

Near horizon, the complete asymptotic symmetries of Einstein-Maxwell form
a closed algebra as

[(ξ1, ζ1), (ξ2, ζ2)]M = (ξ̂, ζ̂), (5.9)

ξ̂ = [ξ1, ξ2], ζ̂ = ξ1(ζ2)− ξ2(ζ1). (5.10)

By turning off Maxwell fields, our asymptotic symmetry algebra will recover
the one found in [37,188]. Following the strategy of [53], one can compute the
conserved current associated to the asymptotic symmetries and the current
is derived by3

J uξ,ζ = − 1

PP̄

{
2Tγ0 + Y [

τ0

P̄
+ (φ0

1 + φ
0
1)A0

z]

+Ȳ [
τ0

P
+ (φ0

1 + φ
0
1)A0

z̄] + ζ(φ0
1 + φ

0
1)

}
, (5.11)

3We have set 8πG = c = 1 and the Lagrangian of Einstein-Maxwell theory is L =
1
2

√
g(R+ 1

2
F 2).
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J z = 0, (5.12)

with a locally well-defined current algebra

δ(ξ2,ζ2)J u(ξ1,ζ1) = J u
(ξ̂,ζ̂)

+ ∂aL
[ua]
(ξ1,ζ2),(ξ2,ζ2), (5.13)

while

L
[uz]
(ξ1,ζ2),(ξ2,ζ2) = Y2J u(ξ1,ζ1). (5.14)

The asymptotic current can be adapted into a more consistent way

J uξ,ζ =
1

PP̄

[
ξ · ω + ξ · A(φ0

1 + φ
0
1) + ζ(φ0

1 + φ
0
1)
]
, (5.15)

where the extrinsic curvature one-form on the horizon is defined by

ωa=̂lb∇anb=̂− 2γ0la + τ0ma + τ0ma

and ξ=̂Tn+ Ym+ Ym is the asymptotic Killing vector while

Y =
Ȳ (z̄)

P
, Y =

Y (z)

P̄
, A = PA0

z̄m+ P̄A0
zm.

Amazingly, the current associated to supertranslation gets no contribu-
tion from electromagnetic fields. This reveals the fact that the electromag-
netic fields become soft on the isolated horizon and do not contribute to
black hole energy which is consistent with the statement in [39]. The super-
rotation parts indeed have been modified from the polarization of the soft
photons.

5.3 Soft electric hairs on isolated horizon

In this section we will deal with a special case of solution with more concrete
physical interpretation. The isolated horizon is spherically symmetric and

has unit radius, i.e. P = P̄ =
1√
2

(1 + zz̄) and τ0 = 0. Electromagnetic

fields are not vanishing near the horizon. This case can be considered as the
later state of electromagnetic fields around a Schwarzschild black hole with
mass M = 1

2 . Back-scattered radiation can be neglected but wave can still
radiate in the region far away from the horizon, eventually will be scattered
at null infinity. This choice will lead to a globally well-defined horizon charge
from the conserved current with respect to asymptotic U(1) symmetry and
supertranslation. The charge associated to asymptotic U(1) symmetry will
be deduced to

QHζ =

∫
S2

dΩ2ζ(φ0
1 + φ

0
1), (5.16)
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where dΩ2 is the unit spherical surface element. By expanding the asymp-
totic U(1) symmetry parameter ζ in spherical harmonics

ζ =
∞∑
h=0

h∑
g=−h

ζh,gYh,g(z, z̄),

one can further define the modes of the horizon charge as

QHζh,g =

∫
S2

dΩ2(φ0
1 + φ

0
1)Yh,g. (5.17)

Interestingly, the modes we have defined in (5.17) are equivalent to the
electric multipoles introduced in [46]. The supertranslation charges will van-
ish except the zero mode which becomes a combination proportional to the
surface gravity multiplying the horizon area [37,176]. This also has a coun-
terpart from the mass multipoles in [46], where the mass monopole M0 is the
only non-zero mass multipoles of a spherically symmetric isolated horizon.
Thus, one immediate application of the soft electric hairs is to capture the
electric multipoles information on the horizon4. This indeed confirms that
the later stage of a black hole collapse carries infinite numbers of soft electric
hairs. As we have shown in the previous section that the electromagnetic
fields become soft on the isolated horizon, the modes (5.17) can be under-
stood as soft photons located on the horizon during the dynamical process
before the isolated horizon formed. As shown in Chapter 5.1, the Maxwell
fields are fully characterized by the electromagnetic fields A0

z and the real
part of φ0

1. To track the whole information of the electromagnetic fields,
one still needs to consult to the local information from the superrotation
current.

The isolated horizon is admitted by a black hole who itself is in equilib-
rium but whose exterior contains radiation (i.e. the whole spacetime is not
yet stationary). The huge amount of classical charges we have introduced
on the isolated horizon have nothing to violate the no hair theorem because
it is only valid when the whole spacetime is stationary. One may wonder
whether the charges will act on a quantum state trivially or not, which
would be equivalent to ask the asymptotic U(1) symmetry is spontaneously
broken or not. As far as we can understand, it’s not necessary to have the
asymptotic U(1) symmetry spontaneously broken. The reason is that the
system is already in equilibrium around the isolated horizon. There will be
no longer photon or soft photon reaching the horizon. Thus, the system
has no interaction and becomes a free theory. Hence, the quantum states
are supposed to be the engine states of the quantized operators QHh,g. This
can be also seen from the fact that the horizon charges, we have defined in

4In [189], multipoles are considered as required parameters in the construction of the
ensemble to calculate the black hole entropy.
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(5.16), do not include a soft part compared to the one defined in [44]. How-
ever, this symmetry will be broken by the appearance of radiation crossing
the horizon. It will be highly interesting to investigate the charges on a
dynamical horizon [190]. One could expect that it will be very similar to
the case of null infinity where the asymptotic charges have both the hard
part and the soft part. Accordingly these charges will act on quantum states
non-trivially.

5.4 Supertranslation and foliation of an isolated
horizon

We would like to have a deeper investigation of the action of the supertrans-
lation on the horizon. A supertranslation will preserve the induced horizon
metric, which is degenerate, and the null normal vector n. But the extrinsic
curvature one-form will be transformed like the gradient of a scalar

ω′a → ωa − 2γ0df. (5.18)

Such a transformation is related to the ambiguity of the foliation of an
isolated horizon which was discussed in [46,186].

Let’s consider a non-extremal(γ0 6= 0) isolated horizon (H, n). We will
ignore the Maxwell fields and focus only on the horizon geometry determined
by the induced metric qab and the induced derivative operator D in this
section. Then a fixed cross-section S of H can be treated as a leaf of a
foliation u =constant such that naDau = 1 and the normal la of this foliation
can be set as la = Dau with lan

a = 1. A projection operator q̃ba on the leaves
of the foliation is defined by q̃ba = δba − lanb. Since qab is degenerate, D can
not be fully determined by qab. But on the cross-section S, one has a unique
(torsion-free) derivative operator D̂ compatible with q̂ab the projection of qab
on S. To determine the derivative operator D on the horizon, one only needs
to specify its action on la

5. Let’s define Sab := Dalb who satisfies Sabn
b=̂−ωa

on the horizon. Then the horizon geometry is completely specified by the
triplet (qab, ωa, Sab).

Suppose the triplet (qab, ωa, Sab) is given on the horizon with one foliation
u =constant, hence on cross-section S, the free data (q̂ab, ω̂a, Ŝab) can be
derived by the projection operator from the horizon H as

q̂ab = qab, (5.19)

ω̂a = ωa + 2γ0la, (5.20)

Ŝab = Sab + laωb + ωalb + 2γ0lalb. (5.21)

Let’s now consider another cross section S′ which does not belong to the
same foliation. One can choose u′ =constant as the corresponding foliation.

5The action of D on na is Dan
b=̂ωan

b.
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Let f = u′ − u and Lnf = 0. The two sets of free data are related by

q̂ab = q̂′ab, (5.22)

ω̂a = ω̂′a − 2γ0df, (5.23)

Ŝab = Ŝ′ab +DaDbf. (5.24)

This is the ambiguity of choosing foliation of an isolated horizon. This
ambiguity can be also understood in an inverse way that the same set of free
data can create different foliation. The difference of ωa matches precisely
the transformation under a supertranslation on the horizon given in (5.18)
in the beginning of this section.

The study of null infinity reveals an fascinating relation between the
supertranslation on the null infinity and the memory effect. It seems quite
promising that there should exist the analogue of the memory effect on the
horizon. The memory effect is non-zero change of asymptotic shear, which
is caused by some dynamical processes. Such result has been realized by a
supertranslation at null infinity recently in [185]. Similar things also happen
on a horizon. As discussed previously, the foliation of an isolated horizon
has some ambiguities and different foliations are related by supertranslation
on the horizon. A foliation of an isolated horizon can be connected to
another one by a dynamical process before it formed. Since the foliation of
dynamical horizon is unique [191], the final foliation of isolated horizon is
fixed by continuity condition, i.e. different foliation corresponds to different
dynamical process of black hole. This is quite similar to what happens at
null infinity. It would be definitely worthwhile to investigate such an effect
elsewhere.





Appendix A

Details on computations

A.1 Comparison of the charges between first order
formalism and metric formalism

To compare with the results in the metric formalism in [41], we are allowed to
use any on-shell result and reducibility parameters to show the equivalence.
So we have the following results

ωabµ = eaτ∇µebτ ,
Λab = ωbaρξ

ρ + ebρe
a
τ∇ρξτ ,

∇τξρ +∇ρξτ = 0. (A.1)

From (A.1), one can deduce to

ωabαξ
α + Λab = ebρe

a
τ∇ρξτ , (A.2)

δωabρ = δeaτ∇ρebτ + eaτ∇ρδebτ + eaαδΓ
α
ρτe

bτ . (A.3)

Thus, the n− 2 current will be simplified as

k
[µν]
ξΛ =

e

16πG

{
[δeaτ∇ρebτ + eaτ∇ρδebτ + eaαδΓ

α
ρτe

bτ ][eµae
ν
b ξ
ρ + 2ξµeρbe

ν
a]

+(2δeµae
a
σ∇νξσ −∇νξµeaρδeρa)

}
− (µ↔ ν). (A.4)

with the help of δ(eaαe
β
a) = 0 and ∇(eaαeβa) = 0, the current can be further

reduced to

k
[µν]
ξΛ =

e

16πG

{
ξρ∇ρ(δeµaeaν) + 2ξµ∇ρ(δeνaeaρ) + eaαδΓ

α
ρτe

bτ [eµae
ν
b ξ
ρ + 2ξµeρbe

ν
a]

+(2δeνae
a
ρ∇ρξµ −∇νξµeaρδeρa)

}
− (µ↔ ν),

=
e

16πG

{
∇ρ(ξρδeµaeaν) + 2∇ρ(ξµδeνaeaρ) + [δΓµρτg

ντξρ + 2δΓνρτg
ρτξµ]

−∇νξµeaρδeρa
}
− (µ↔ ν) (A.5)
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Since the term ∇ρ(ξρδeµaeaν) +∇ρ(ξµδeνaeaρ) +∇ρ(ξνδeρaeaµ)− (µ↔ ν) does
not change the equivalence class, the current can be deduced to

k
[µν]
ξΛ =

e

16πG

{
∇ρ(ξµδeνaeaρ)−∇ρ(ξνδeρaeaµ) + [δΓµρτg

ντξρ + 2δΓνρτg
ρτξµ]

−∇νξµeaρδeρa
}
− (µ↔ ν)

=
e

16πG

{
∇ρ(ξµδeνaeaρ) +∇ρ(ξµδeρaeaν) + [δΓµρτg

ντξρ + 2δΓνρτg
ρτξµ]

−∇νξµeaρδeρa
}
− (µ↔ ν)

=
e

16πG

{
∇ρ[ξµδ(eνaeaρ)] + [δΓµρτg

ντξρ + 2δΓνρτg
ρτξµ]

−∇νξµeaρδeρa
}
− (µ↔ ν) (A.6)

We have the relation between δe, δΓ and h as

hαβ = −δgαβ = −δ(eαaeβa),

h = −2eaαδe
α
a ,

δΓαρτ =
1

2
(∇ρhατ +∇τhαρ −∇αhρτ ),

Insert all these relations to current, one has

k
[µν]
ξΛ =

e

16πG

{
−∇ρ[ξµhνρ] +

1

2
h∇νξµ + δΓµρτg

ντξρ + 2δΓνρτg
ρτξµ

}
−(µ↔ ν),

=
e

16πG

{
ξν∇σhµσ +

1

2
h∇νξµ − hνσ∇σξµ +

1

2
(∇ρhµτ +∇τhµρ

−∇µhρτ )gντξρ + (∇ρhντ +∇τhνρ −∇νhρτ )gρτξµ
}
− (µ↔ ν),

=
e

16πG

{
ξν∇σhµσ +

1

2
h∇νξµ − hνσ∇σξµ + ξσ∇νhµσ + ξν∇µh

−2ξν∇σhµσ
}
− (µ↔ ν),

=
e

16πG

{
ξν∇µh− ξν∇σhµσ + ξσ∇νhµσ +

1

2
h∇νξµ − hνσ∇σξµ

}
−(µ↔ ν). (A.7)

Compare to eq.(6.23) of the [41], it is exactly the same. It can be also shown
the equivalence from the integrable form (2.71).

A.2 Conserved charges for field dependent vectors

In this appendix, we provide with the formalism of conserved charges in
Einstein gravity in the case of field dependent vectors like those in (3.10)
and establish that the expression of charges obtained from covariant phase
space methods [99] or cohomological methods [83] apply to this case as well.
We also discuss the integrability of charge variations in the case of field
dependent vectors. We will keep the spacetime dimension arbitrary since no
special feature arises in three dimensions.
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A.2.1 Expression for the charges

Field dependence and the Iyer-Wald charge. Assume we have a vec-
tor χ which is a function of the dynamical fields Φ such as the metric. In our
example, the metric dependence reduces to χ = χ(L+, L−). We call this a
field dependent vector. We want to find the corresponding charge δQχ and
the integrability condition for such vectors. We proceed using the approach
of Iyer-Wald [99] and carefully keep track of the field dependence. We adopt
the convention that δΦ are Grassman even. First define the Noether current
associated to the vector χ as

Jχ[Φ] = Θ[δχΦ,Φ]− χ ·L[Φ], (A.8)

where L[Φ] is the Lagrangian (as a top form), and Θ[δχΦ,Φ] is equal to
the boundary term in the variation of the Lagrangian, i.e δL = δL

δΦδΦ +
dΘ[δΦ,Φ]. Using the Noether identities one can then define the on-shell
vanishing Noether current as δL

δΦLχΦ = dSχ[Φ]. It follows that Jχ + Sχ is
closed off-shell and therefore Jχ ≈ dQχ, where Qχ is the Noether charge
density (we use the symbol ≈ to denote an on-shell equality). Now take a
variation of the above equation

δJχ = δΘ[δχΦ,Φ]− δ(χ ·L)

= δΘ[δχΦ,Φ]− χ · δL− δχ ·L
≈ δΘ[δχΦ,Φ]− χ · dΘ[δΦ,Φ]− δχ ·L . (A.9)

Using the Cartan identity Lχσ = χ · dσ + d(χ · σ) valid for any vector χ
and any form σ, we find

δJχ =
(
δΘ[δχΦ,Φ]− δχΘ[δΦ,Φ]

)
+ d(χ ·Θ[δΦ,Φ])− δχ ·L. (A.10)

The important point here is that

δΘ[δχΦ,Φ] = δ[Φ]Θ[δχΦ,Φ] + Θ[δδχΦ,Φ] , (A.11)

where we define δ[Φ] to act only on the explicit dependence on dynamical
fields and its derivatives, but not on the implicit field dependence in χ.
Therefore, we find

δJχ =
(
δ[Φ]Θ[δχΦ,Φ]− δχΘ[δΦ,Φ]

)
+ d(χ ·Θ[δΦ,Φ]) +

(
Θ[δδχΦ,Φ]− δχ ·L

)
= ωLW [δΦ , δχΦ ; Φ] + d(χ ·Θ[δΦ,Φ]) + Jδχ , (A.12)

where

ωLW [δΦ , δχΦ ; Φ] = δ[Φ]Θ[δχΦ,Φ]− δχΘ[δΦ,Φ], (A.13)

is the Lee-Wald presymplectic form [84]. Note that the variation acting on
Θ[δχΦ,Φ], only acts on the explicit field dependence. This is necessary in
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order for ωLW [δΦ , δχΦ ; Φ] to be bilinear in its variations. Reordering the
terms we find

ωLW [δΦ , δχΦ ; Φ] = δJχ − Jδχ − d(χ ·Θ[δΦ,Φ])

= δ[Φ]Jχ − d(χ ·Θ[δΦ,Φ]). (A.14)

If δΦ solves the linearized field equations, then Jχ ≈ dQχ implies

δ[Φ]Jχ ≈ d(δ[Φ]Qχ). As a result we obtain

ωLW [δΦ , δχΦ ; Φ] ≈ dkIWχ [δΦ; Φ] (A.15)

where kIWχ is the Iyer-Wald surface charge form

kIWχ =
(
δ[Φ]Qχ − χ ·Θ[δΦ,Φ]

)
. (A.16)

Therefore the infinitesimal charge associated to a field dependent vector and
a codimension two, spacelike compact surface S is defined as the Iyer-Wald
charge

δHχ =

∮
S
kIWχ [δΦ; Φ] =

∮
S

(
δ[Φ]Qχ − χ ·Θ[δΦ,Φ]

)
. (A.17)

The key point in the above expression is that the variation does not act on
χ. One may rewrite the charge as

δHχ =

∮
S

(
δQχ −Qδχ − χ ·Θ[δΦ,Φ]

)
. (A.18)

From the above, there is an additional term in the Iyer-Wald charge in the
case of field dependent vectors.

Field dependence and the Barnich-Brandt charge. There is another
definition of the presymplectic structure which leads to a consistent covariant
phase space framework. This is the so-called invariant presymplectic form
[83] defined through Anderson’s homotopy operator [43]:

ωinv[δ1Φ, δ2Φ; Φ] = −1

2
Inδ1Φ

(
δ2Φi δL

δΦi

)
− (1↔ 2), (A.19)

InδΦ ≡
(
δΦi ∂

Φi
,µ

− δΦi∂ν
∂

Φi
,νµ

+ δΦ,ν
∂

∂Φ,νµ

)
∂

∂dxµ
.

The invariant presymplectic form only depends on the equations of motion
of the Lagrangian and is therefore independent on the addition of boundary
terms in the action. This presymplectic structure differs from the Lee-Wald
presymplectic structure by a specific boundary term E

ωinv[δ1Φ, δ2Φ; Φ] = ωLW [δ1Φ, δ2Φ; Φ] + dE[δ1Φ, δ2Φ,Φ], (A.20)
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where E is given by [83,98]

E[δ1Φ, δ2Φ,Φ] = −1

2
In−1
δ1Φ Θ[δ2Φ,Φ]− (1↔ 2). (A.21)

Here, Θ[δΦ,Φ] is defined as InδΦL, which agrees with the Lee-Wald prescrip-
tion and Anderson’s homotopy operator for a n− 1 form is given for second
order theories by

In−1
δΦ ≡

(
1

2
δΦi ∂

∂Φi
,ν

− 1

3
δΦi∂ρ

∂

∂Φi
,ρν

+
2

3
δΦi

,ρ

∂

∂Φi
,ρν

)
∂

∂dxν
. (A.22)

The identity (A.20) follows from [δ, IpδΦ] = 0 and the equalities

0 6 p < n : Ip+1
δΦ d+ dIpδΦ = δ, (A.23)

p = n : δΦi δ

δΦi
+ dInδΦ = δ. (A.24)

The presymplectic structure evaluated on the field transformation gen-
erated by the (possibly field-dependent) vector field χ, ωinv[δ1Φ, δχΦ; Φ], is
defined from a contraction as

ωinv[δ1Φ, δχΦ; Φ] = (∂(µ)δχΦ)
∂

δ2Φi
(µ)

ωinv[δ1Φ, δ2Φ; Φ]. (A.25)

It then follows from (A.20) that

ωinv[δΦ, δχΦ; Φ] = ωLW [δΦ , δχΦ ; Φ] + dE[δΦ, δχΦ,Φ]. (A.26)

Inserting (A.15) from the above analysis, we find

ωinv[δΦ , δχΦ ; Φ] ≈ dkBBχ [δΦ; Φ] (A.27)

where kBBχ is the Barnich-Brandt surface charge form,

kBBχ [δΦ; Φ] = δ[Φ]Qχ − χ ·Θ[δΦ,Φ] +E[δΦ, δχΦ,Φ]. (A.28)

After evaluation on a codimension two, spacelike compact surface S, the
infinitesimal charge is

δHχ ≡
∮
S
kBBχ [δΦ; Φ] =

∮
S

(
δ[Φ]Qχ − χ ·Θ[δΦ,Φ] +E[δΦ, δχΦ,Φ]

)
.

(A.29)

This formula is identical to the standard Barnich-Brandt formula, which is
therefore valid even when χ has an implicit field dependence.

The Barnich-Brandt surface charge form can be alternatively defined as
kBBχ [δΦ; Φ] = In−1

δΦ Sχ[Φ] where Sχ is the on-shell vanishing Noether current
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defined earlier. Here the formalism requires that the homotopy operator
only acts on the explicit field dependence in Sχ[Φ] but not on the possi-
ble implicit field dependence in χ. Otherwise the commutation relations
(A.23) would not be obeyed. (Also, if the operator In−1

δΦ acts anyways on
the field-dependence in χ, the resulting terms will vanish on-shell by defini-
tion of Sχ[Φ].) One can then show that this definition is equivalent on-shell
to kBBχ [δΦ; Φ] = In−1

χ ωinv[δΦ , δχΦ ; Φ] where the homotopy operator In−1
χ

obeys dIn−2
χ + In−1

χ d = 1 [83, 98]. For the purposes of this homotopy oper-
ator, χ is considered as a field by itself and the implicit field dependence in
Φ is irrelevant. One always obtains the same expression (A.28).

A special feature of the cohomological formalism is that the presymplec-
tic form is not identically closed in the sense that

δ
[Φ]
1 ωinv[δ2Φ, δ3Φ,Φ] + (2, 3, 1) + (3, 1, 2) =

d
[
δ

[Φ]
1 E[δ2Φ, δ3Φ,Φ] + (2, 3, 1) + (3, 1, 2)

]
(A.30)

is a boundary term, not zero. A prerequisite in order to have a well-defined
charge algebra is that in the phase space∮ (

δ
[Φ]
1 E[δ2Φ, δχΦ,Φ] + δ

[Φ]
2 E[δχΦ, δ1Φ,Φ] + δχE[δ1Φ, δ2Φ,Φ]

)
= 0.(A.31)

This condition will be obeyed for the phase spaces considered here.
In 3d Einstein theory, the charges are given explicitly by

kEinsteinχ =

√
−g

8πG
(dn−2x)µν

{
χν∇µh− χν∇σhµσ + χσ∇νhµσ

+
1

2
h∇νχµ − hρν∇ρχµ +

α

2
hσν(∇µχσ +∇σχµ)

}
,

(A.32)

where α = 0 according to the definition of Iyer-Wald and α = +1 accord-
ing to the definition by Barnich-Brandt. Here (dn−2x)µν = 1

2εµναdx
α in 3

dimensions. The last prescription also coincides with the one of Abbott-
Deser [12]. In the case of Killing symmetries, there is no difference between
the Iyer-Wald and Barnich-Brandt or Abbott-Deser charges. However, there
is a potential difference for symplectic symmetries.

Equations (A.15) or (A.27) relates the charges computed on different
surfaces. Consider the infinitesimal charges (A.17) or (A.29) evaluated on
two different codimension two, spacelike compact surface S1 and S2. Denote
a surface joining these two by Σ. Then taking the integral of (A.15) or (A.27)
over Σ and using Stokes’ theorem, one obtains

δHχ

∣∣∣
S2

− δHχ

∣∣∣
S1

=

∫
Σ
ω[δΦ , δχΦ ; Φ]. (A.33)

Killing symmetries (δχΦ ≈ 0) or symplectic symmetries (ω[δΦ , δχΦ ; Φ] ≈
0, δχΦ 6= 0) therefore lead to conserved charges.
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A.2.2 Integrability of charges

In order the charge perturbation defined in (A.17) or (A.29) to be the varia-
tion of a finite charge Hχ[Φ] defined over any field configuration Φ connected
to the reference configuration Φ̄ in the phase space, it should satisfy inte-
grability conditions. More precisely, integrability implies that the charges
defined as Hχ =

∫ Φ
Φ̄ δHχ along a path γ over the phase space does not de-

pend upon γ. In the absence of topological obstructions in the phase space,
it amounts to the following integrability conditions

I ≡ δ1δ2Hχ − δ2δ1Hχ = 0. (A.34)

which can be conveniently written as

I ≡ δ[Φ]
1 δ2Hχ + δ2Hδ1χ − (1↔ 2) = 0. (A.35)

Using (A.29) in the first term we note that the Noether charge term
drops by anti-symmetry in (1↔ 2). We obtain

I =

∮ (
δ

[Φ]
1 E[δ2Φ, δχΦ; Φ]− χ · δ[Φ]

1 Θ[δ2Φ; Φ]
)

+ δ2Hδ1χ − (1↔ 2).

(A.36)

We can then use the cocyle condition (A.31) to obtain

I =

∮ (
−δχE[δ1Φ, δ2Φ; Φ]− χ · δ[Φ]

1 Θ[δ2Φ; Φ] + χ · δ[Φ]
2 Θ[δ1Φ; Φ]

)
+δ2Hδ1χ − δ1Hδ2χ.

We can replace δχ by δΦ
χ or Lχ in the first term. With the help of Cartan

identity Lχ = dχ · +χ · d and using the definition of the invariant presym-
plectic form (A.20) we finally obtain

I = −
∮
χ · ωinv[δ1Φ, δ2Φ; Φ]−

(
δ1Hδ2χ − δ2Hδ1χ

)
= 0 . (A.37)

The term in parentheses arises due to the field dependence of vectors.
By dropping the E term, one obtains the integrability condition for field

dependent vectors according to the definition of charges of Iyer-Wald. The
result is simply

I = −
∮
χ · ωLW [δ1Φ, δ2Φ; Φ]−

(
δ1Hδ2χ − δ2Hδ1χ

)
= 0 . (A.38)

A.3 3 dimensional asymptotically flat case

A.3.1 Residual symmetries

Gauge parameters ξµ that preserve the metric ansatz depend on two arbi-
trary functions T (φ), Y (φ):
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• Lξgrr = 0 implies ∂rξ
u = 0 and so ξu = f(u, φ),

• Lξgrφ = 0 implies ∂rξ
φ =

e2β

r2
∂φf and so ξφ = Y (u, φ)−

∫∞
r dr′

e2β

r′2
∂φf ,

• Lξgφφ = 0 implies ξr = −r(∂φξφ − U∂φf),

• Lξguφ = o(r) implies ∂uY = 0 and so Y = Y (φ),

• Lξgur = o(r0) implies ∂uf = ∂φY and so f = T (φ) + u∂φY ,

• Lξguu = o(r) implies no further conditions.

The gauge parameter ε preserving the gauge and fall-off conditions of the
gauge potentials depends on an arbitrary function E(u, φ) according to

• LξAr + ∂rε = 0 implies ε = E(u, φ) + ∂φξ
u
∫∞
r

e2βAφ
r′2 dr′,

• LξAu + ∂uε = O(ln r
r0

) = LξAφ + ∂φε imply no further conditions.

A.3.2 Asymptotic symmetry algebra

We want to show that the gauge parameters (3.97), when equipped with
the bracket (3.96), provide a representation of the Lie algebra (3.98). By
evaluating Lξgµν , we find{
−δβ = ξα∂αβ + 1

2

[
∂uf + ∂rξ

r + ∂φfU ],

−δU = ξα∂αU + U
[
∂uf + ∂φfU − ∂φξφ

]
− ∂uξφ − ∂rξφV + ∂φξ

r e2β

r2 ,

(A.39)

while −δAφ = ξα∂αAφ +Aα∂φξ
α + ∂φε. It follows that

δ1ξ
u
2 = 0,

δ1(∂rξ
φ
2 ) = ∂φf2

e2β

r2 2δ1β,

δ1ξ
r
2 = −r

[
∂φ(δ1ξ

φ
2 )− ∂φf2δ1U

]
,

δ1(∂rε2) = − 1
r2

(
∂φf2e

2βδ1Aφ + ∂φf2e
2βAφ2δ1β

)
.

(A.40)

Direct computation then shows that

∂r ξ̂
u = ∂rf̂ = 0, ∂uf̂ = ∂φŶ , f̂ = T̂ + u∂φŶ ,

∂r ξ̂
φ =

e2β f̂

r2
, lim

r→∞
ξ̂φ = Ŷ ,

ξ̂r = −∂φξ̂φ + U∂φf̂ ,

∂r ε̂ = −
∂φf̂ e

2βAφ
r2

, lim
r→∞

ε̂ = Ê,

which proves the result since these conditions determine uniquely gauge
parameters (3.97) where (T, Y,E) have been replaced by (T̂ , Ŷ , Ê).
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A.3.3 Solution space

The equations of motion can be organized as as follows

∂ν(
√
−gF uν) = 0, (A.41)

∂ν(
√
−gF φν) = 0, (A.42)

∂ν(
√
−gF rν) = 0, (A.43)

Lrα = Grα − Trα = 0, (A.44)

Lφφ = Gφφ − Tφφ = 0, (A.45)

Luφ = Guφ − Tuφ = 0, (A.46)

Luu = Guu − Tuu = 0. (A.47)

When equations (A.41) and (A.42) hold, the electromagnetic Bianchi equa-
tion reduces to ∂r[∂ν(

√
−gF rν)] = 0. This means that if ∂ν(

√
−gF rν) = 0

for some constant r, it vanishes for all r. The gravitational Bianchi identities
can be written as

0 = 2
√
−g∇νGνµ = 2∂ν(

√
−gLνµ) +

√
−gLρσ∂µgρσ + 2

√
−g∇νT νµ . (A.48)

When (A.41)-(A.44) are satisfied and µ = r in (A.48), one gets Lφφ∂rg
φφ = 0

which implies Lφφ = 0. In this case, the remaining Bianchi identities reduce
to 2∂ν(

√
−gLνφ) = 0 = 2∂ν(

√
−gLνu). The first one gives ∂r(rLuφ) = 0. This

means that if rLuφ = 0 for some fixed r, it vanishes everywhere. Finally,
when Luφ = 0, the last Bianchi identity reads ∂r(rLuu) = 0. Thus the only
non-vanishing term of rLuu is the constant one.

Accordingly, the equations of motions are solved in the following order:

• 4 main equations: Lrr = 0, ∂ν(
√
−gF uν) = 0, Lrφ = 0, Lru = 0,

• 1 standard equation: ∂ν(
√
−gF φν) = 0,

• 3 supplementary equations: ∂ν(
√
−gF rν) = 0, Luφ = 0, Luu = 0,

• 1 trivial equation: Lφφ = 0.

Starting with Lrr = 0, we have grr = 0, Rrr = 2
∂rβ

r
, Trr =

2

r2
(Frφ)2.

Hence ∂rβ =
1

r
(Frφ)2 and thus β = β0(u, φ)−

∫∞
r dr′

1

r′
(Frφ)2 with β0 an

integration constant. The fall-off condition β = o(r0) puts β0 to zero and
thus,

β = −
∫ ∞
r

dr
1

r′
(Frφ)2. (A.49)

Consider now the equation ∂ν(
√
−gF uν) = 0. Explicitly, this equation

reads ∂r(re
2βF ur) + ∂φ(re2βF uφ) = 0. Defining

m := e2βF ur = −e−2β(Fur − UFrφ), (A.50)
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and using e2βF uφ = − 1

r2
Frφ, this equation of motion is a first order differ-

ential equation for m,

∂r(rm) =
∂φFrφ
r

=⇒ m =
−λ−

∫∞
r dr′

∂φFrφ
r′

r
, (A.51)

with λ(u, φ) a constant of integration.

For Lrφ = 0, we have grφ = 0, Rrφ = −∂φrβ +
∂φβ

r
− r2e−2β∂rβ∂rU +

3

2
re−2β∂rU +

r2

2
e−2β∂rrU , Trφ = 2Frφm. Defining

n :=
r2

2
e−2β∂rU, (A.52)

Rrφ = −∂φrβ +
∂φβ

r
+

(
∂r +

1

r

)
n, the equation is a first order differential

equation for n,

∂rn+
n

r
= 2Frφm+ ∂rφβ −

∂φβ

r

=⇒ n =
N − 2

∫∞
r dr′ r′(2Frφm+ ∂rφβ −

∂φβ

r
)

2r
, (A.53)

with N(u, φ) an integration constant. As a consequence of the fall-off con-
dition on U , we end up with

U = −
∫ ∞
r

dr′ (
2e2β

r′2
n). (A.54)

For Lur = 0, we have Gru = −1
2gru(Rφφg

φφ + 2Rrφg
rφ +Rrrg

rr), Rφφ =

re−2β(∂rV + 2∂φU) − 2∂φφβ + r2e−2β∂φrU − 2(∂φβ)2 − e−4β

2
r4(∂rU)2 and

−2r2(Trug
ru + Trφg

rφ + 1
2Trrg

rr) = 2r2m2. This gives

∂rV = 2re2βm2 +
2e2β∂φφβ

r
−r∂φrU +

2e2β(∂φβ)2

r
+

1

2
e−2βr3(∂rU)2−2∂φU,

(A.55)
and

V = θ −
∫ ∞
r

dr′
(

2re2βm2 +
2e2β∂φφβ

r
− r∂φrU +

2e2β(∂φβ)2

r
+

+
1

2
e−2βr3(∂rU)2 − 2∂φU

)
, (A.56)

with θ(u, φ) a constant of integration.
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For j ≥ 0, we have

∂r[r
i lnj r] =


∑j

k=0Cijkr
i−1 lnk r, i 6= 0,

jr−1 lnj−1 r, i = 0,

(A.57)

∫
ri lnj r dr =


∑j

k=0Dijkr
i+1 lnk r, i 6= −1,

lnj+1 r

j + 1
, i = −1,

(A.58)

for some coefficients Cijk and Dijk, and up to constants for the integrations.
Consider then series Sn with elements of the form∑

i≤−n, 0≤j≤−i−n
sij(u, φ)ri lnj r, (A.59)

with n ≥ 0. These series satisfy Sn+1 ⊂ Sn, Sn∗Sm ⊂ Sn+m, (Sn)′ ⊂ Sn+1.
For integration however,

∫
dr Sn+1 ⊂ Sn, up to constants for n 6= 0 and the

divergent logarithmic term for n = 0.

The ansatz (3.102) belongs to S0, up to the divergent logarithmic term
proportional to α(u, φ). This implies Frφ ∈ S1 and β in (A.49), because of
the absence of the constant, belongs to S2 with all coefficients determined
by the coefficients α(u, φ), Amn(u, φ) of (3.102).

In the same way, from (A.51), it follows that m ∈ S1 with all coefficients
determined by those of (3.102) and the integration function λ.

For U , we have in a first stage that n belongs to S0 and is determined
by the data in (3.102) and the integration constants λ,N . For U itself, it
follows from (A.54), that it belongs to S1, with no new integration constant
because of the assumed fall-off.

Finally, it follows from (A.56) that V belongs to S0, up to a logarith-
mic divergence, with coefficients determined by the data in (3.102) and the
integration functions α, λ,N, θ.

In summary, by integrating m in r in order to get Au and making the α
dependence explicit, we find that all main equations are solved as

m = −λ
r
− α′

r2
+

∞∑
m=1

m∑
n=0

mmn(ln r
r0

)n

rm+2
, (A.60)

β = − α
2

2r2
+
∞∑
m=1

m∑
n=0

βmn(ln r
r0

)n

rm+2
, (A.61)

U =
4λα ln r

r0
+ 2λα−N

2r2
+

∞∑
m=1

m∑
n=0

Umn(ln r
r0

)n

rm+2
, (A.62)
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Au = −λ ln
r

r0
+A0

u +
α′

r
+
∞∑
m=1

m∑
n=0

Bmn(ln r
r0

)n

rm+1
, (A.63)

V = 2λ2 ln
r

r0
+ θ +

2αλ′ − 2λα′

r
, (A.64)

+

∞∑
m=1

m∑
n=0

Vmn(ln r
r0

)n

rm+1
, (A.65)

where mmn, βmn, Umn, Vmn, Bmn are determined by α(u, φ), Amn(u, φ), the
integration constants λ(u, φ), N(u, φ) and their φ derivatives.

The standard equation determines the u evolution of α,A0
φ andAmn(u, φ).

Indeed, ∂ν(
√
−gF φν) = ∂u(re2βF φu) + ∂r(re

2βF φr) = 0. Since e2βF φr =

Um+
1

r2
(Fuφ + V Frφ), e2βF φu =

1

r2
Frφ, we get

∂uFrφ = −r2

(
∂r +

1

r

)[
Um+

1

r2
(Fuφ + V Frφ)

]
,

which is a differential equation governing the u-dependence of Frφ and thus
of Aφ. In terms of coefficients, we get

α̇ = −λ′, Ȧ0
φ = −λ′ + (A0

u)′, Ȧmn+1 =
(2m+ 1)Ȧmn +Xmn

2(n+ 1)
, (A.66)

whereAmn+1 = 0 when n = m andXmn is a linear combination of α,A0
φ, Amn,

integration functions λ,A0
u, N, θ and their φ derivative.

The first supplementary equation reads explicitly 0 = ∂ν(
√
−gF rν) =

∂u(re2βF ru)+∂φ(re2βF rφ). Since e2βF ru = −m = λ
r +O(r−2) and e2βF rφ =[

Um− 1

r2

(
Fuφ +

V

r
Frφ

)]
= O(r−2), limr→∞ ∂ν(

√
−gF rν) = 0 implies

λ̇ = 0 so that λ = λ(φ). The first of equation (A.66) then implies α =
−ω(φ)− uλ′.

For the second supplementary equation, Luφ = 0, we have Luφ =
1

2r
(θ′−

Ṅ) +O(r−2). Hence, limr→∞(rLuφ) = 0 implies Ṅ = θ′.

For the last supplementary equation Luu = 0, we have Luu =
θ̇

r
+O(r−2).

limr→∞(rLuu) = 0 then implies ∂uθ = 0 and thus θ = θ(φ) and then also
that N = χ(φ) + uθ′.

A.4 3 dimensional asymptotically AdS case

A.4.1 Residual symmetries

Gauge parameters ξµ that preserve the metric ansatz depend on two arbitary
functions T (φ), Y (φ):
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• Lξgrr = 0 implies ∂rξ
u = 0 and so ξu = f(u, φ),

• Lξgrφ = 0 implies ∂rξ
φ =

e2β

r2
∂φf and so ξφ = Y (u, φ)−

∫∞
r dr′

e2β

r′2
∂φf ,

• Lξgφφ = 0 implies ξr = −r(∂φξφ − U∂φf),

• Lξguφ = o(r) implies ∂uY =
1

l2
∂φf ,

• Lξgur = o(r0) implies ∂uf = ∂φY ,

• Lξguu = o(r) implies no further conditions.

The gauge parameter ε preserving the gauge and fall-off conditions of the
gauge potentials depends on an arbitrary function E(u, φ) according to

• LξAr + ∂rε = 0 implies ε = E(u, φ) + ∂φξ
u
∫∞
r

e2βAφ
r′2 dr′,

• LξAu + ∂uε = O(ln r
l ) = LξAφ + ∂φε imply no further conditions.

A.4.2 Asymptotic symmetry algebra

We want to show that the gauge parameters (3.124), when equipped with
the bracket (3.123), provide a representation of the Lie algebra (3.125). By
evaluating Lξgµν , we find{
−δβ = ξα∂αβ + 1

2

[
∂uf + ∂rξ

r + ∂φfU ],

−δU = ξα∂αU + U
[
∂uf + ∂φfU − ∂φξφ

]
− ∂uξφ − ∂rξφV + ∂φξ

r e2β

r2 ,

(A.67)

while −δAφ = ξα∂αAφ +Aα∂φξ
α + ∂φε. It follows that

δ1ξ
u
2 = 0,

δ1(∂rξ
φ
2 ) = ∂φf2

e2β

r2 2δ1β,

δ1ξ
r
2 = −r

[
∂φ(δ1ξ

φ
2 )− ∂φf2δ1U

]
,

δ1(∂rε2) = − 1
r2

(
∂φf2e

2βδ1Aφ + ∂φf2e
2βAφ2δ1β

)
.

(A.68)

Direct computation then shows that

∂r ξ̂
u = ∂rf̂ = 0, ∂uf̂ = ∂φŶ , ∂φf̂ = l2∂φŶ ,

∂r ξ̂
φ =

e2β f̂

r2
, lim

r→∞
ξ̂φ = Ŷ ,

ξ̂r = −∂φξ̂φ + U∂φf̂ ,

∂r ε̂ = −
∂φf̂ e

2βAφ
r2

, lim
r→∞

ε̂ = Ê,

which proves the result since these conditions determine uniquely gauge
parameters (3.124) where (T, Y,E) have been replaced by (T̂ , Ŷ , Ê).
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A.4.3 Solution space

The equations of motion can be organized as as follows

∂ν(
√
−gF uν) = 0, (A.69)

∂ν(
√
−gF φν) = 0, (A.70)

∂ν(
√
−gF rν) = 0, (A.71)

Lrα = Grα −
grα
l2
− Trα = 0, (A.72)

Lφφ = Gφφ −
gφφ
l2
− Tφφ = 0, (A.73)

Luφ = Guφ −
guφ
l2
− Tuφ = 0, (A.74)

Luu = Guu −
guu
l2
− Tuu = 0. (A.75)

When equations (A.69) and (A.70) hold, the electromagnetic Bianchi equa-
tion reduces to ∂r[∂ν(

√
−gF rν)] = 0. This means that if ∂ν(

√
−gF rν) = 0

for some constant r, it vanishes for all r. The gravitational Bianchi identities
can be written as

0 = 2
√
−g∇νGνµ = 2∂ν(

√
−gLνµ) +

√
−gLρσ∂µgρσ + 2

√
−g∇νT νµ . (A.76)

When (A.69)-(A.72) are satisfied and µ = r in (A.76), one gets Lφφ∂rg
φφ = 0

which implies Lφφ = 0. In this case, the remaining Bianchi identities reduce
to 2∂ν(

√
−gLνφ) = 0 = 2∂ν(

√
−gLνu). The first one gives ∂r(rLuφ) = 0. This

means that if rLuφ = 0 for some fixed r, it vanishes everywhere. Finally,
when Luφ = 0, the last Bianchi identity reads ∂r(rLuu) = 0. Thus the only
non-vanishing term of rLuu is the constant one.

Accordingly, the equations of motions are solved in the following order:

• 4 main equations: Lrr = 0, ∂ν(
√
−gF uν) = 0, Lrφ = 0, Lru = 0,

• 1 standard equation: ∂ν(
√
−gF φν) = 0,

• 3 supplementary equations: ∂ν(
√
−gF rν) = 0, Luφ = 0, Luu = 0,

• 1 trivial equation: Lφφ = 0.

Starting with Lrr = 0, we have grr = 0, Rrr = 2
∂rβ

r
, Trr =

2

r2
(Frφ)2.

Hence ∂rβ =
1

r
(Frφ)2 and thus β = β0(u, φ)−

∫∞
r dr′

1

r′
(Frφ)2 with β0 an

integration constant. The fall-off condition β = o(r0) puts β0 to zero and
thus,

β = −
∫ ∞
r

dr
1

r′
(Frφ)2. (A.77)



A.4. 3 dimensional asymptotically AdS case 109

Consider now the equation ∂ν(
√
−gF uν) = 0. Explicitly, this equation

reads ∂r(re
2βF ur) + ∂φ(re2βF uφ) = 0. Defining

m := e2βF ur = −e−2β(Fur − UFrφ), (A.78)

and using e2βF uφ = − 1

r2
Frφ, this equation of motion is a first order differ-

ential equation for m,

∂r(rm) =
∂φFrφ
r

=⇒ m =
−λ−

∫∞
r dr′

∂φFrφ
r′

r
, (A.79)

with λ(u, φ) a constant of integration.

For Lrφ = 0, we have grφ = 0, Rrφ = −∂φrβ +
∂φβ

r
− r2e−2β∂rβ∂rU +

3

2
re−2β∂rU +

r2

2
e−2β∂rrU , Trφ = 2Frφm. Defining

n :=
r2

2
e−2β∂rU, (A.80)

Rrφ = −∂φrβ +
∂φβ

r
+

(
∂r +

1

r

)
n, the equation is a first order differential

equation for n,

∂rn+
n

r
= 2Frφm+ ∂rφβ −

∂φβ

r

=⇒ n =
N − 2

∫∞
r dr′ r′(2Frφm+ ∂rφβ −

∂φβ

r
)

2r
, (A.81)

with N(u, φ) an integration constant. As a consequence of the fall-off con-
dition on U , we end up with

U = −
∫ ∞
r

dr′ (
2e2β

r′2
n). (A.82)

For Lur = 0, we have Gru = −1
2gru(Rφφg

φφ + 2Rrφg
rφ + Rrrg

rr), gru =

−e2β, Rφφ = re−2β(∂rV+2∂φU)−2∂φφβ+r2e−2β∂φrU−2(∂φβ)2−e
−4β

2
r4(∂rU)2

and −2r2(Trug
ru + Trφg

rφ + 1
2Trrg

rr) = 2r2m2. This gives

∂rV = −2re2β

l2
+2re2βm2+

2e2β∂φφβ

r
−r∂φrU+

2e2β(∂φβ)2

r
+

1

2
e−2βr3(∂rU)2−2∂φU,

(A.83)
and

V = θ−
∫ ∞
r

dr′
(
− 2re2β

l2
+ 2re2βm2 +

2e2β∂φφβ

r
− r∂φrU +

2e2β(∂φβ)2

r
+

+
1

2
e−2βr3(∂rU)2 − 2∂φU

)
, (A.84)



110 Annexe A. Details on computations

with θ(u, φ) a constant of integration.
In summary, with the ansatz

Aφ = α(u, φ) ln
r

l
+A0

φ(u, φ) +
A1(u, φ)

r

+

∞∑
m=1

m∑
n=1

[
Ãφm(u, φ)

r2m
+
Āφm(u, φ)

r2m+1
+
Ãmn(ln r

l )
n

r2m
+
Āmn(ln r

l )
n

r2m+1

]
(A.85)

by integrating m in r in order to get Au, we find that all main equations are
solved as

β = − α
2

2r2
+

2αA1

3r3
+

∞∑
m=1

m∑
n=0

[
β̃mn(ln r

l )
n

r2m+2
+
β̄mn(ln r

l )
n

r2m+3

]
,

m = −λ
r
− α′

r2
+
A′1
2r3

+

∞∑
m=1

m∑
n=0

[
m̃mn(ln r

l )
n

r2m+2
+
m̄mn(ln r

l )
n

r2m+3

]
,

U =
4λα ln r

r0
+ 2λα−N

2r2
+

4λA1 + 2αα′

3r3

+
∞∑
m=1

m∑
n=0

[
Ũmn(ln r

l )
n

r2m+2
+
Ūmn(ln r

l )
n

r2m+3

]
,

Au = −λ ln
r

l
+A0

u +
α′

r
+

∞∑
m=1

m∑
n=0

[
B̃mn(ln r

l )
n

r2m
+
B̄mn(ln r

l )
n

r2m+1

]
,

V = −r
2

l2
+ 2(λ2 +

α2

l2
) ln

r

l
+ θ +

2αλ′ − 2λα′

r
+

8αA1

3rl2
−

4λ2α2(ln r
l )

2

r2

+

∞∑
m=1

m∑
n=0

[
Ṽmn(ln r

l )
n

r2m
+
V̄mn(ln r

l )
n

r2m+1

]
, (A.86)

where β̃mn, β̄mn, Ũmn, Ūmn, B̃mn, B̄mn, Ṽmn, V̄mn are determined by α(u, φ),
A1(u0, φ), Ãφm(u0, φ), Āφm(u0, φ), Ãmn, Āmn the integration constants λ(u, φ), N(u, φ)
and their φ derivatives.

The standard equation determines Ãmn, Āmn and the u evolution of
α,A0

φ A1(u0, φ), Ãφm, Āφm. Indeed, ∂ν(
√
−gF φν) = ∂u(re2βF φu)+∂r(re

2βF φr) =

0. Since e2βF φr = Um+
1

r2
(Fuφ + V Frφ), e2βF φu =

1

r2
Frφ, we get

∂uAφ
r2
−

2∂u∂rAφ
r

= ∂r

[
rUm+

V

r
∂rAφ −

∂φAu
r

]
. (A.87)

We can see from the RHS of (A.87) directly that −2λ2α ln r
l

r2 and the

leading of [− r
l2

+ 2(λ2 + α2

l2
)

ln r
l
r − 4λ2α2 (ln r

l
)2

r3 ]∂rAφ on every inverse or-
der of r do not have counter terms on the LHS. Thus they must be can-

celed by themselves. We can solve out Ãmm = −α(2α2)m

2m . Since Ãmm has
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been fixed, the u derivative of Ãmm from the LHS will fix Āmm terms by
λ, λ′, α, α′, A1, A

′
1. Then the u derivative of Āmm will fix Ãmm−1, and so on.

Finally, all Ãmn, Āmn terms will be fixed by initial data α, A0
φ, Ãφm, Āφm,

the integration constant λ, θ,N , the φ derivative of them and the u derivative
of the integration constants which are not known at this point. But it will
be fixed by the supplementary equations later. In the end, Ãmn, Āmn terms
will be fixed by initial data, integration constants and their φ derivative.

The u evolution of the initial data will be given by

α̇ = −λ′, Ȧ0
φ = −λ′ + (A0

u)′ − A1

l2
, ˙̃Aφm = Xm,

˙̄Aφm = Ym (A.88)

where Xm and Ym are linear combination of α(u, φ), A0
φ, A1, Ãφm, Āφm, in-

tegration functions θ, λ,A0
u, N and their φ derivative.

The first supplementary equation reads explicitly 0 = ∂ν(
√
−gF rν) =

∂u(re2βF ru)+∂φ(re2βF rφ). Since e2βF ru = −m = λ
r +O(r−2) and e2βF rφ =[

Um− 1

r2

(
Fuφ +

V

r
Frφ

)]
= α

l2
+O(r−2), limr→∞ ∂ν(

√
−gF rν) = 0 implies

λ̇ = −α′

l2
.

For the second supplementary equation, Luφ = 0, we have

Luφ =
1

r

[
1

2
θ′ − 1

2
Ṅ + 2λ(A0

u)′ − 2λλ′ − 2λȦ0
φ +

αα′

l2

]
+O(r−2). (A.89)

Hence, limr→∞(rLuφ) = 0 implies Ṅ = θ′ + 4λ(A0
u)′ − 4λλ′ − 4λȦ0

φ +
2αα′

l2
.

For the last supplementary equation Luu = 0, we have

Luu =
1

r

[
−1

2
θ̇ +

1

2l2
N ′ − 2α(A0

u)′

l2
+

2αȦ0
φ

l2
+
αα̇

l2

]
+O(r−2). (A.90)

limr→∞(rLuu) = 0 then implies θ̇ =
1

l2
N ′ − 4α(A0

u)′

l2
+

4αȦ0
φ

l2
+

2αα̇

l2
.

A.5 Newman-Penrose charges of linear Maxwell
theory

As proposed in [44], it is very suggesting to think of the charge controlling
the leading soft photon theorem as a generalization of the usual electric
charge, so as to make it dependent on the angle at the S2 at infinity. In
the late 60’s Newman and Penrose [162] discovered new conserved charges
for several theories possessing massless particles. These charges cannot be
associated to bulk divergenceless vectors as usual; instead they are expressed
as surface integrals at infinity. For the Maxwell theory, of course one of these
Newman-Penrose charges is the electric charge.
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It would seem reasonable to think that the charge in control of the sub-
leading soft photon theorem should be an angle-dependent generalization of
the other Newman-Penrose charges. It was hinted in [160] that one should
consider generalizing the “sub-leading” charge in a multipole expansion of
the electromagnetic field, namely dipole charge. In order to investigate this
possibility, we will review the main results of the Maxwell theory part in [162]
in this appendix.

First we collect some mathematical results. We define the ð,ð operators
as

ðη = γ
− 1

2
zz̄ ∂z̄η + s η ∂z̄γ

− 1
2

zz̄ , ðη = γ
− 1

2
zz̄ ∂zη − s η ∂zγ

− 1
2

zz̄ , (A.91)

where s is the spin weight of the field η, meaning that it has the commutation
relation1 [ð, ð]η = −sη. An important property of ð and ð is their action on
the spherical harmonics Yl,m (l = 0, 1, 2, . . . ; m = −l, . . . , l). Defining the
spin s spherical harmonics as

sYl,m =



√
(l − s)!
2(l + s)!

ðsYl,m (0 ≤ s ≤ l)

(−1)s

√
(l + s)!

2(l − s)!
ð−sYl,m (−l ≤ s ≤ 0)

, (A.92)

the following relations can be deduced:∫
dzdz̄ γzz̄ sYl,m ðl−s+1η = 0 ,

∫
dzdz̄ γzz̄ sȲl,m ðl−s+1

ζ = 0 ,

ððsYl,m = −1

2
(l − s)(l + s+ 1)sYl,m ,

∫
dzdz̄ γzz̄ AðB = −

∫
dzdz̄ γzz̄ BðA .

(A.93)
where η and ζ have spin weight −l−1 and l+1 respectively, while AðB has
no spin weight. These properties allow for a compact definition of conserved
charges below.

Following [162], the Maxwell-tensors are replaced by three complex scalars:

φ0 = Frz̄
γ
− 1

2
zz̄

r
, φ1 =

1

2
(Fru+Fzz̄

γ−1
zz̄

r2
) , φ2 =

γ
− 1

2
zz̄

r
(Fzu−

1

2
Fzr) , (A.94)

With these quantities, the vacuum Maxwell equations can be organized in
the Newman-Penrose formalism as

∂r(r
2φ1) = rðφ0 (∂u −

1

2
∂r −

1

2r
)φ0 =

ðφ1

r
,

∂r(rφ2) = rðφ1 , (∂u −
1

2
∂r −

1

r
)φ1 =

ðφ2

r
.

(A.95)

1There is no factor 2 compared to [162] since we are working on a unit sphere.
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Assuming the ansatz (4.10), the solution is

φ0 =
∞∑
n=0

φn0 (u, z, z̄)

rn+3
, ∂uφ

0
1 = ðφ0

2 ,

φ1 =
φ0

1

r2
−
∞∑
n=0

ðφn0 (u, z, z̄)

(n+ 1)rn+3
, ∂uφ

0
0 = ðφ0

1 ,

φ2 =
φ0

2

r
− ðφ0

1

r2
+
∞∑
n=0

ð2
φn0 (u, z, z̄)

(n+ 1)(n+ 2)rn+3
, ∂uφ

n+1
0 = −n+ 2

2
φn0 −

ððφn0
n+ 1

.

(A.96)
Confirming the analysis that we did in Section 4.1, we see that, in the end,
φ0

2(u, z, z̄) is the news function of this system, associated to electromagnetic
radiations. To be more specific, the concrete translation to the expressions
in the main text is

φn0 = −(n+1)γ
− 1

2
zz̄ A

n+1
z̄ , φ0

1 = −1

2
[A0

u−γ−1
zz̄ (∂zA

0
z̄−∂z̄A0

z)] , φ0
2 = −γ−

1
2

zz̄ ∂uA
0
z ,

(A.97)
where it is understood that n is a non-negative integer. Notice that φ0

i

(i = 0, 1, 2) only involve the boundary fields A0
u, A0

z(z̄) and A1
z(z̄). The

physical meaning of φ0
1 and φn0 was already identified in [161]. The real and

imaginary parts of φ0
1 are the electric and magnetic charges respectively.

Similarly, real and imaginary parts of ðφn0 are the electric and magnetic
multipoles. In particular, the dipole corresponds to ðφ0

0. Moreover, the
spin weights of φ0

2, φ0
1 and φn0 are respectively −1, 0, 1. Then, using (A.96)

and (A.93), we can construct conserved quantities

∂u

∫
dzdz̄ γzz̄ 0Y0,0 φ

0
1 = 0 , (A.98)

∂u

∫
dzdz̄ γzz̄ 0Yl,m ðφl0 = 0 . (l = 0, 1, 2, . . .) . (A.99)

Notice that these conserved quantities all follow from the different orders of
φ1. When l = 0 we can see that

∫
dzdz̄ 0Y0,0 ðφ0

0 is automatically vanishing.
This means that none of the Newman-Penrose charges correspond to dipole
charge. Therefore, to us it does not seem possible to interpret (4.28) as a
generalization of dipole charge.

As a final remark, let us on comment on the fact that the Newman-
Penrose construction for Einstein gravity is very similar. But instead of the
three boundary fields that we had in (A.94) (i.e. the “news” φ0

2, plus φ0
1,

and φ0
0), there we will have four boundary fields, namely the Bondi “news”

and other three (Ψ0
2, Ψ0

1 and Ψ0
0 in the standard Newman-Penrose notation)

coming from the Weyl tensor. This clearly hints at the fact that in Einstein
gravity there is an extra sub-sub-leading order in the soft theorem [34].
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A.6 Near horizon solution space of Einstein-Maxwell
theory

Under the Bondi gauge choice, the Newman-Penrose equations can be solved
out recursively. Firstly, the solutions on the horizon can be worked out
through hypersurface equations (2.38), Bianchi identities (2.45)-(2.47) and
Maxwell equations (2.49)-(2.50). Apart from Ψ0, φ0 who have to be given
at any order of r as initial data, the asymptotic r dependence of all the rest
variables can be calculated by the radial equations (2.39), Bianchi identi-
ties (2.40)-(2.43) and Maxwell equations (2.51)-(2.52). Finally, (2.37) will
determine Maxwell potential Aµ under the gauge condition we have chosen.

The full solutions are listed up to order O(r3) as following:

γ = γ0 + γ1r + γ2r
2 +O(r3), γ0 is a real constant., (A.100)

γ1 = α0τ0 + β0τ0 + Ψ0
2 + φ0

1φ
0
1,

γ2 =
1

2
(τ0α1 + τ1α0 + τ0β1 + τ1β0 + Ψ1

2 + φ0
1φ

0
1 + φ1

1φ
0
1),

τ = τ0 + τ1r + τ2r
2 +O(r3), τ1 = Ψ0

1 + φ0
0φ

0
1, (A.101)

τ2 =
1

2
(τ0ρ1 + τ1ρ0 + τ0σ1 + τ1σ0Ψ1

1 + φ1
0φ

0
0φ

0
0φ

1
0),

ρ = ρ0 + ρ1r + ρ2r
2 +O(r3), (A.102)

ρ0 =
1

4γ0
[Ψ0

2 + Ψ
0
2 − ðτ0 − ðτ0 + 2τ0τ0], ρ1 = φ0

0φ
0
0,

ρ2 =
1

2
(σ0σ1 + σ1σ0 + 2ρ0ρ1 + φ1

0φ
0
0 + φ0

0φ
1
0),

σ = σ0 + σ1r + σ2r
2 +O(r3), σ0 =

1

2γ0
[τ2

0 − ðτ0], σ1 = Ψ0
0, (A.103)

σ2 =
1

2
(2σ0ρ1 + 2σ1ρ0 + Ψ1

0),

α = α0 + α1r + α2r
2 +O(r3), α0 =

1

2
(τ0 + δ lnP ), α1 = φ0

1φ
0
0, (A.104)

α2 =
1

2
(ρ0α1 + ρ1α0 + σ0β1 + σ1β0 + φ1

1φ
0
0 + φ0

1φ
1
0),

β = β0 + β1r + β2r
2 +O(r3), β0 =

1

2
(τ0 − δ ln P̄ ), β1 = Ψ0

1, (A.105)

β2 =
1

2
(α0σ1 + α1σ0 + Ψ1

1),

µ = Ψ0
2r +

1

2
Ψ1

2r
2 +O(r3), (A.106)

λ =
1

2
(µ1σ0 + φ1

2φ
0
0)r2 +O(r3), (A.107)

ν =
1

2
(µ1τ0 + Ψ1

3 + φ1
2φ

0
1)r2 +O(r3), (A.108)

φ0 = φ0
0 + φ1

0r +O(r2), (A.109)
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φ1 = φ0
1 + φ1

1r + φ2
1r

2 +O(r3), φ1
1 = ðφ0

0 − τ0φ
0
0, (A.110)

φ2
1 =

1

2
(ðφ1

0 − τ0φ
1
0 − 2α1φ

0
0 + 2ρ1φ

0
1),

φ2 = ðφ0
2r +

1

2
ðφ1

1r
2 +O(r3), (A.111)

Ψ0 = Ψ0
0 + Ψ1

0 +O(r2), (A.112)

Ψ1 = Ψ0
1 + Ψ1

1r + Ψ2
1r

2 +O(r3), (A.113)

Ψ0
1 = ðσ0 − ðρ0 − σ0τ0 + ρ0τ0 + φ0

0φ
0
1,

Ψ1
1 = ðσ1 − ðρ1 − σ1τ0 + ρ1τ0 − σ0τ1 + ρ0τ1 + φ1

0φ
0
1 + φ0

0φ
1
1,

Ψ2
1 = ðσ2 − ðρ2 + ρ0τ2 + ρ2τ0 + ρ1τ1 − 2(α2 − β2)σ0 − 2(α1 − β1)σ1,

= −τ2σ0 − τ1σ1 − τ0σ2 + φ0
0φ

2
1 + φ1

0φ
1
1 + φ2

0φ
0
1,

Ψ2 = Ψ0
2 + Ψ1

2r + Ψ2
2r

2 +O(r3), (A.114)

Ψ0
2 = φ0

1φ
0
1 −

R

4
+

1

2
(ðτ0 − ðτ0),

Ψ1
2 = φ1

1φ
0
1 + φ0

1φ
1
1 + ðβ1 − ðα1 + α0α1 + β0β1 − α0β1 − α1β0,

Ψ2
2 = ðβ2 − ðα2 + ρ1µ1 + ρ0µ2 − σ0λ2 + α0α2 + α1α1 + β0β2 + β1β1,

= −α0β2 − α2β0 − 2α1β1 + φ0
1φ

2
1 + φ1

1φ
1
1 + φ2

1φ
0
1,

Ψ3 = Ψ1
3r + Ψ2

3r
2 +O(r3), Ψ1

3 = ðµ1 + µ1τ0 + φ1
2φ

0
1, (A.115)

Ψ2
3 = ðµ2 − ðλ2 + µ1τ1 + µ2τ0 − τ0λ2 + φ1

2φ
1
1 + φ2

2φ
0
1,

Ψ4 = Ψ2
4r

2 +O(r3), (A.116)

Ψ2
4 = ðν2 −

1

2
φ1

2(ðφ0
1 − 2τ0φ

0
1 + 2γ0φ

0
0)− 2γ0λ2 + τ0ν2,

Xz = τ0P̄ r +
1

2
(τ1P̄ + τ0σ0P̄ )r2 +O(r3), (A.117)

X z̄ = τ0Pr +
1

2
(τ1P + τ0σ0P )r2 +O(r3), (A.118)

ω = −τ0r +
1

2
(σ0ω0 − τ1)r2 +O(r3), (A.119)

U = −2γ0r +
1

2
(τ0ω1 + τ0ω1 − γ1 − γ1)r2 +O(r3), (A.120)

Lz = σ0P̄ r +
1

2
σ1P̄ r

2 +O(r3), Lz̄ = P +
1

2
σ0σ0Pr

2 +O(r3), (A.121)

L
z

= P̄ +
1

2
σ0σ0P̄ r

2 +O(r3), L
z̄

= σ0Pr +
1

2
σ1Pr

2 +O(r3), (A.122)

Lz = − 1

P̄
− σ0σ0

2P̄
r2 +O(r3), Lz̄ =

σ0

P
r +

σ1

2P
r2 +O(r3), (A.123)

Lz =
σ0

P̄
r +

σ1

2P̄
r2 +O(r3), Lz̄ = − 1

P
− σ0σ0

2P
r2 +O(r3), (A.124)

Au = (φ0
1 + φ

0
1)r + (φ1

1 + φ
1
1 + τ0φ

0
0 + τ0φ

0
0)r2 +O(r3), (A.125)
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Az = A0
z +

φ
0
0

P̄
r +

1

2
(
φ

1
0

P̄
− φ0

0σ0

P̄
)r2 +O(r3), ∂z̄A

0
z − ∂zA0

z̄ =
φ

0
1 − φ0

1

PP̄
,

where τ0, P, φ
0
1, A

0
z are arbitrary functions depending on (z, z̄) only, and R =

2(δδ lnP + δδ ln P̄ − 2δ lnPδ ln P̄ ) = 2P̄P∂z∂z̄ ln P̄P is the scalar curvature
of S2. τ0 is the extrinsic curvature of the S2 on the horizon. The ð operator
is defined by ðη = δη + sδ ln P̄ η and ðη = δη − sδ lnPη where s is the spin
weight of the field η. The time evolution of Ψ0 and φ0 are fully controlled
by (321.e) and (332).
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