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1 Introduction to data scouting and data parking

The Compact Muon Solenoid (CMS) experiment at CERN’s Large Hadron Collider (LHC) has
achieved remarkable success in its mission to probe the fundamental structure of the universe.

Results from CMS and other experiments have considerably constrained the available parame-
ter space for physics beyond the standard model (BSM), excluding the possibility of new states
with masses up to several TeV predicted by a wide range of models of new physics. It has
also scrutinized the realm of strong and weak interactions with great precision, including the
discovery of the Higgs boson (H) and the measurements of its couplings [1-4]. As we delve
deeper into the extensive data set afforded by the LHC, the absence of clear signals for new
BSM physics prompts us to explore further avenues of investigation.

In this report, we describe the data-scouting and data-parking techniques, which involve the
nonstandard use of the trigger, data acquisition (DAQ), and offline computing and software
environments of CMS. Data scouting and data parking can overcome the limits of the con-
ventional data processing strategies employed within CMS, by leveraging the capability and
flexibility of the DAQ and offline computing systems. These techniques also exploit the ad-
vanced capabilities of the smart algorithms embedded within the level-1 (L1) trigger firmware
and the sophisticated software-based event reconstruction algorithms used by the high-level
trigger (HLT). Data scouting and data parking were introduced during the early running pe-
riod of proton-proton (pp) collisions at the LHC, have been employed ever since, and equip
CMS with the ability to substantially extend its sensitivity to low-mass and rare phenomena.

1.1 Report structure

This report is organized as follows. Section 1 introduces the physics motivations, the com-
mon data processing challenges and the solutions adopted to mitigate them, and the evolu-
tion of data scouting and data parking since they were initially introduced in CMS. Section 2
describes the CMS detector and trigger system, and details the typical event reconstruction
workflow used in the experiment. In Section 3, the scouting strategy adopted in 2010-2012
(Run 1 period) and 2015-2018 (Run 2 period) is discussed, along with the main physics results
obtained with this technique. Section 4 describes new scouting developments for the ongoing
Run 3 (started in 2022, and planned to continue through 2025). Section 5 introduces the original
data-parking implementation in 2012 and then focuses on the B parking strategy developed in
Run 2 to increase the CMS sensitivity to flavor physics processes. In Section 6, new parking
improvements designed for Run 3 are discussed, which are meant to complement the existing
standard triggers with a large variety of physics goals in mind. Finally, Section 7 summarizes
the main features and achievements of the data-scouting and data-parking strategies in CMS.

1.2 Physics motivations

The search for new physics often leads to scenarios where hypothetical particles have low
masses and feeble couplings. Processes involving such particles are difficult to detect, given
the large rate of standard model (SM) backgrounds at the LHC [5, 6]. In order to maintain
a manageable overall trigger rate, traditional data acquisition protocols frequently necessitate
relatively high thresholds to mitigate SM backgrounds. Consequently, intriguing signal events
characterized by lower energy and momenta may inadvertently be discarded. Low-mass BSM
particles that decay into final states involving low-energy jets or lepton pairs therefore present
considerable challenges at the LHC. These challenges stem from the huge cross sections as-
sociated with jet production. Analogously, the large quantum chromodynamics (QCD) cross
section and the subsequent (semi)leptonic decays of hadrons pose similar problems to searches



1.3 Challenges and solutions 3

for new physics in light dilepton final states.

In addition to direct searches for new physics, we pursue indirect strategies where new physics
may manifest as significant deviations between precise SM predictions and experimental mea-
surements. One example is the study of rare B meson decays, involving particles with momenta
in the few GeV range. However, online selection of these events presents formidable challenges,
which are compounded by the need to collect a substantial amount of data to achieve sufficient
statistical precision.

1.3 Challenges and solutions

The LHC facility features two adjacent parallel circular beamlines, each containing a bunched
beam of protons traveling in opposite directions around the 27 km ring [7]. Each proton bunch
orbits the ring at close to the speed of light 11,245 times per second. The proton beams are
directed by superconducting magnets, and made to intersect at various points around the ring,
where the pp collisions take place. In 2011 and 2012, the protons were accelerated to energies
of 3.5 and 4 TeV, respectively. Starting from 2015, the energy was raised to 6.5TeV and then,
from 2022, further increased to 6.8 TeV.

The LHC orbit is divided into a total of 3564 time windows, each 25ns in duration (bunch
crossing slots) and potentially containing a colliding proton bunch. The actual collision rate
depends on the number of colliding bunches and the structure of the filling scheme, which
varies with time. Bunches are grouped into “trains” with 25 ns spacing (50 ns before 2015), and
larger gaps between trains. The largest number of colliding bunches, 2544, was reached in 2017
and 2018, corresponding to an average collision rate of almost 30 MHz. Moreover, the number
of multiple pp interactions within the same or adjacent bunch crossings, termed “pileup”, has
also varied in time, ranging between ~20 on average in Run 1, ~40 in Run 2, and finally ~50
in Run 3.

Protons are delivered in “fills” and, in 2023, the peak instantaneous luminosity (L) at the
beginning of each fill was above 2 x 10%cm~2s~!. This level was typically maintained (“lu-
minosity leveling”) for six hours, after which the £; ., slowly decayed to lower values for the
remainder of the fill (usually lasting several hours). The process of luminosity leveling entails
deliberately diminishing the instantaneous luminosity from its maximal potential by slightly
defocusing and/or separating the beams. This adjustment is crucial to prevent excessive pileup
in experiments Starting in 2024, the LHC aims to further increase the integrated luminosity
(L;nt) delivered by extending the duration of the luminosity-leveling period. This continuous
push for improvements in the performance of the LHC operations requires the experiments to
develop innovative trigger and DAQ strategies in order to continue recording data sets rich
with physics potential.

The traditional paradigm for data analysis at the LHC is that pp collision events are selected
online by a trigger system, stored to disk in raw data format, and finally reconstructed and
analyzed. The offline reconstruction aims to provide the best physics objects for analysis and,
since it is not bound to be executed at the same pace of data acquisition and with the same low
latency, as opposed to the trigger-level reconstruction, it achieves this goal at the cost of being
computationally expensive.

The CMS experiment uses a two-tiered trigger system to filter the interesting collision events.
The first level, L1, composed of custom hardware processors, relies on information from the
calorimeters and muon detectors to select events up to a rate of around 100 kHz within a fixed
latency of about 4 us [8]. The second level, HLT, consists of a farm of processors running a



version of the event reconstruction software optimized for fast processing [9]. The HLT reduces
the event rate to several kHz before data storage.

There are various constraints imposed on the trigger system and on the data processing frame-
work that limit the number of events that can be selected, recorded and analyzed in this way:

e L1 acquisition rate. The rate of events that are accepted by the L1 system is limited
to ~100 kHz, determined from the finite bandwidth of the detector readout systems
and the amount of raw detector information transmitted per event [10-12]. This
is a hard constraint dictated by the detector design. Operating the system at rates
beyond this threshold would result in dead time (the recording time lost because the
readout system is not ready to transmit data for a new event) [8] and, effectively, no
additional DAQ capability.

e Event-processing time at the HLT. The processing capacity of the HLT farm is pro-
portional to the number of computing cores available and to the speed of such cores.
The maximum processing time per event is therefore determined by the rate of L1-
accepted events passed on to the HLT and by the total capacity of the farm. In 2018, it
corresponded to a limit of about 600 ms per event assuming 100 kHz of L1 through-
put. This rate is somewhat less of a hard constraint, as the HLT computing farm can
be and is continuously being expanded via new acquisitions or via the replacement
of older machines.

e DAQ output bandwidth. The DAQ throughput, increased from a few GB/s in
Run 2 to about 20GB/s in Run 3, is not considered to be a limiting factor. More
relevant are the restrictions on the output bandwidth from the DAQ system, im-
posed by the size of the temporary raw data storage buffer at the site hosting the
CMS experiment and by the bandwidth of the link transferring the raw data from
the temporary to the permanent storage at the main CERN site. These limit the prod-
uct of the HLT output rate and the event size, which in turn opens the possibility of
collecting data at higher rates in exchange for reduced event sizes.

e Prompt reconstruction of recorded data. Normally, the full offline reconstruction
of freshly recorded data, called “prompt reconstruction”, starts with only a short
delay of about 48 hours once various detector calibration and alignment data are
available [13]. Routine performance measurements of high-level physics objects
and simulation-to-data corrections are often essential requirements for analyses and
therefore time critical. The available computing resources allow for the prompt re-
construction of data with an approximately constant 48 hours turnaround time for
HLT rates up to a few kHz on average.

e Finite permanent data storage. Ultimately, data storage is the remaining potential
bottleneck to consider in the DAQ chain. Data can be stored on disks as well as on
tapes. Disks are faster to access, but offer reduced storage relative to tapes. Very
large data sets may stay on disk only for short periods of time until they are pro-
cessed and stored in higher-level, smaller-sized data formats. After that, they must
be moved to tape, where their retrieval is not immediate. However, this is also a soft
constraint, as the purchase of additional disk storage is less costly compared to the
purchase of computing cores.

The trigger system selects interesting events for physics analysis at a rate that is four orders of
magnitude smaller than the bunch crossing rate. As the LHC performance improves over time,
the higher £;.; values delivered impact the operations of the trigger, DAQ, and computing
systems. Higher £, ; values imply higher pileup, which can degrade the performance of the
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trigger algorithms and increase both the event size and the computational load from the event
reconstruction.

The data-scouting and data-parking strategies [14] overcome two of the main limitations in the
CMS data acquisition chain, namely the finite bandwidth available to write data to permanent
storage and the finite ability to promptly process (i.e., reconstruct) the data as they are recorded.
These two techniques are illustrated schematically in Fig. 1 for a representative year of data
taking. Data scouting is a novel concept that CMS first prototyped in 2011 at the end of Run 1,
used throughout Run 2 [15], and developed substantially for Run 3. Data parking is novel at
the LHC, borrowing from a frequently used strategy by fixed-target experiments in which raw
data are recorded and subsequently processed for analysis much later in time.

Data flow for a typical 2018 data-taking scenario

Standard data stream:
— ~1 kHz, ~ 1000 MB/s reconstruction
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Figure 1: A schematic view of the typical Run 2 data flow during 2018 showing the data acqui-
sition strategy with scouting and parking data streams, along with the standard data stream. A
value of L;, = 1.2 x 10%*em~2s~! over a typical 2018 fill, corresponding to an average pileup
of 38, is considered.

The data-scouting strategy enhances sensitivity to low-energy physics processes by signifi-
cantly lowering the HLT thresholds and storing a reduced event content on disk. Events re-
constructed at the HLT are selected based on the kinematic quantities of their reconstructed
objects using looser trigger thresholds than those applied in the standard trigger paths. For
each event passing these looser selections, only high-level physics objects (such as jets or lep-
tons) reconstructed at the HLT are stored on disk. No raw data from detector channels are
stored for later offline analysis. These dedicated data samples are then used offline to perform
physics analysis. The excellent performance of the HLT online reconstruction, which closely
approximates the performance of the standard offline reconstruction, is the basis of the success
of this strategy.

The data-parking strategy also lowers the thresholds used by the trigger algorithms, thereby
increasing the experimental acceptance to low-mass physics processes. The event collection
rate is thus substantially increased, potentially beyond the capacity of the computational re-
sources available to promptly reconstruct the events as they are acquired. In this case, the data
parking stream is transferred, unprocessed, to tape storage and is kept in a raw format un-
til sufficient computational resources are available for the events to be reconstructed, such as
between data-taking periods.

Figure 2 shows the time evolution of the output HLT rates for the standard, data-scouting, and



data-parking streams, averaged over one typical fill of a given data-taking year.

The CMS efforts have helped set a now-established trend in our field. Similar to the CMS
data scouting, the LHCb and ATLAS Collaborations have “turbo” [16] and “trigger-level anal-
ysis” [17] streams, respectively, which were implemented during Run 2. Concurrently with
the CMS data-parking developments in 2012, the ATLAS Collaboration developed a compa-
rable “delayed stream” [18] approach. Finally, one additional DAQ technique at the LHC that
circumvents limitations in the “standard” infrastructures is the ALICE “triggerless readout sys-
tem” [19, 20].
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Figure 2: Comparison of the typical HLT rates of the standard, parking, and scouting data
streams from Run 1 to Run 3. The £, averaged over one typical fill of a given data-taking
year is shown in pink.

1.4 Origin and evolution of the data-scouting model

The history of data scouting starts in the last weeks of the 2011 data-taking period. The CMS
Collaboration aimed to preserve the physics sensitivity of searches for resonances with sub-
TeV masses decaying to a pair of jets (dijet). The low-mass regime had become inaccessible be-
cause of the more stringent trigger selections applied to multijet event topologies in response
to increases in the peak L; values delivered by the LHC. These additional selections were
required because the cross section for the production of two jets mediated by the strong in-
teraction grows substantially (roughly according to a power law) as the dijet mass decreases.
During Run 1, the particle-flow (PF) algorithm [21] was introduced in the HLT online recon-
struction. The PF algorithm, described in more detail in Section 2.3.4, aims to reconstruct and
identify each individual particle (called a PF candidate) in an event with an optimized com-
bination of information from the various CMS subdetectors. In 2011, the HLT jet algorithms
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adopted the PF reconstruction providing a better jet momentum and spatial resolutions. Low-
ering the thresholds of the jet-based HLT triggers to select interesting low-mass events led to
considerably higher trigger rates and to a higher data volume. The standard trigger and DAQ
pipelines were not designed to handle such large amounts of data, which would have exceeded
the resources allocated for the entire physics program of the experiment.

The proposed solution was to maintain low thresholds in the HLT PF jet algorithms and mit-
igate the high trigger bandwidth issue by permanently recording only a reduced data format
(about a hundred times smaller than the standard one) in order to satisfy the design constraints
of the DAQ system at the time. The data consisted essentially of the four-momenta of the jets
reconstructed at the HLT and little additional information. This new data-scouting approach,
which aimed to explore previously inaccessible regions of the mass-coupling model parameter
space, was successfully tested in the last days of the data-taking period in 2011 and employed
to produce a first preliminary result in a search for dijet resonances. It was the first attempt of
its kind at the LHC.

Since its inception, data scouting has evolved, becoming a well-established approach in CMS,
as described in Section 3. In 2012, the final year of Run 1, the data-scouting stream was used
to search for dijet resonances with jets reconstructed from the calorimeter energy deposits
alone [15]. In 2015, after the first long shutdown (LS1) of the LHC in 2013-2014, the data-
scouting approach was consolidated by introducing a comprehensive event record based on
the PF algorithm. The jet, muon, and electron candidates provided by the PF algorithm were
all added to the scouting event record, which in turn allowed complex analyses to be per-
formed, similar to what is possible with standard CMS data. An example is the study of jet
substructure originating from the hadronic decay of a Lorentz-boosted resonance, as described
in Section 3.3. New muon-based trigger algorithms were introduced to select events contain-
ing a pair of muons (dimuon) with transverse momenta of only a few GeV. These algorithms
allowed extended searches for new dimuon resonances below 40 GeV, almost down to the kine-
matic threshold of twice the muon mass. The excellent performance of scouting muons in Run 2
is presented in Section 3.4. The scouting strategy in Run 2 enabled CMS to embark on pioneer-
ing searches for low-mass resonances, including pairs of jets or muons, promptly produced or
displaced with respect to the primary pp interaction vertex, and complex decay chains involv-
ing multiple jets in the final state. An overview of these results is presented in Section 3.5.

The primary constraint in implementing the scouting strategy was found to be the HLT event
processing time for the PF reconstruction algorithm. By the end of the second long shutdown
of the LHC (LS2), in 2019-2021, the computing capabilities of the HLT system were greatly
improved, thanks to the new computing farm equipped with graphics processing units (GPUs).
Within this new GPU-based model, events are reconstructed at the HLT with a novel scouting
PF algorithm that exploits charged-particle tracks built solely from information provided by the
innermost silicon-pixel tracker. The substantial reduction in the average HLT event processing
time (by over 40%) contributes to the increase in the maximum event rate that can be processed
by the scouting stream.

At the beginning of Run 3, a single, unifying data-scouting stream has been available, compris-
ing a complete PF-based event record for all events that satisfied the requirements imposed by
at least one of several L1 algorithms based on jets, muons, and electrons or photons. The devel-
opment of a suitably compact, yet complete, event record for scouting relied on the substantial
experience developed within CMS [22, 23]. The total rate of events accepted by the combination
of L1 algorithms fed to the scouting stream has increased to ~30 kHz in 2022. A minimal event
selection is then applied based on the PF candidates reconstructed at the HLT before scout-



ing events are recorded permanently for analysis. The event output rate of the data-scouting
stream reached a maximum value of ~30 kHz in 2022 and ~26 kHz in 2023, roughly a factor of
10 higher than the standard data stream. In addition to jets, muons, and electrons, photons and
individual PF candidates (such as hadron candidates) are now stored in the reduced scouting
data format. More complex objects, such as hadronically decaying tau leptons or jets coming
from the decay of heavy quarks, can in principle be reconstructed later from the constituent
PF candidates. More information on the data-scouting strategy and event content in Run 3 is
provided in Sections 4.1 and 4.2, respectively.

Data scouting made it possible to significantly reduce trigger thresholds with respect to the
standard data stream, thereby increasing the sensitivity to previously unexplored new physics
domains. As an example, scouting analyses with jet-based final states can select events with Hr
greater than about 300 GeV, where Hy is defined as the scalar sum of the jet pp momenta recon-
structed in the event. This can be compared to analyses using standard triggers, which require
Hy 2 1000 GeV. Similarly, the scouting dimuon triggers require two muons with pr > 3GeV,
compared to pr > 17 and 8 GeV for the leading and subleading pr muons, respectively, for the
standard inclusive triggers. One of the key aspects of the success of data scouting is the out-
standing quality of the HLT online reconstruction. The muon reconstruction at the HLT is very
similar to the offline one, which guarantees excellent performance in terms of identification
efficiency and momentum resolution. Jets reconstructed from PF candidates and electron and
photon objects also show comparable online and offline performance, in terms of energy scale
and resolution, and particle tagging capabilities. The Run 3 performance of jets and muons,
and initial studies on electron and photon objects, are presented in Sections 4.3, 4.4, and 4.5,
respectively.

1.5 Evolution of the data-parking program

The LHC delivered pp collisions at center-of-mass energies of 7 and 8 TeV during Run 1. To-
wards the end of that data-taking period, CMS was accumulating data for the core pp physics
program with an HLT rate of 300-350 Hz. In 2012, the data-parking technique was first de-
ployed in CMS. New trigger algorithms, or existing ones with relaxed kinematical thresholds,
were introduced to accumulate an additional 350 Hz of data, which were subsequently parked
in raw format and later reconstructed during 2013. The triggers targeted a range of SM and
BSM physics scenarios, including vector boson fusion (VBF) topologies and Higgs boson mea-
surements, B physics measurements, and searches for models of compressed supersymmetry
(SUSY) and dark matter (DM). Section 5.1 summarizes the Run 1 activities and the physics
analyses served by these data-parking streams.

Early in Run 2, a data parking stream was enabled as a monitoring tool for the PF-based data
scouting stream. As the LHC approached the end of Run 2, CMS initiated a powerful data-
parking program to enable measurements of observables connected to the “flavor anomalies”.
This collective term refers to several measurements of rare b hadron decays that exhibit some
level of discrepancy with respect to the SM predictions [24]. These measurements have been
the subject of substantial interest in the field since 2015.

In early 2018, a new trigger strategy was designed and implemented to identify muons origi-
nating from b hadron decays and thus accumulate a high-purity sample of b quark-antiquark
(bb) pairs. Kinematical requirements on the muon were progressively relaxed in the L1 and
HLT algorithms during an LHC fill: the L1 algorithms were adjusted such that the system op-
erated at or near its design limit throughout the entire LHC fill; the higher trigger rates from
relaxing thresholds in the HLT algorithms were mitigated by the parking strategy. This ap-
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proach minimized the impact on the core physics program while maximizing the sample size
of bb events: Around 10'° bb events were recorded in 2018, which enabled a new program of
measurements involving b hadron decays. The “tag-side” b hadron decays to a muon (respon-
sible for the positive trigger decision) and other particles allowed for precision measurements
of rare and low-mass signatures. Furthermore, the sample also crucially provided an unprece-
dented sample of 10'° unbiased decays from the other b hadron in each event, which allowed
the studies of final states involving low-pt leptons and hadrons that previously could not be
probed with existing triggers. In comparison, other data sets highly enriched in b hadrons col-
lected during the same period comprise at most 5x10® unbiased b decays. The data sample
also has rich potential for BSM searches involving, e.g., low-mass states and very rare decays,
which is complementary to the data sets that serve the high-pr searches typical at the LHC,
and thus substantially extends the reach of the CMS physics program. This data sample was
parked and subsequently reconstructed in 2019 during LS2. Section 5.2 motivates and describes
the strategy in detail, and summarizes some key physics results based on the analysis of the
B parking data set.

The evolution of the B parking physics program during the LHC Run 3 was facilitated by the L1
trigger and DAQ and HLT systems operating at capacities beyond their original design specifi-
cations. For instance, the L1 system routinely operated at ~110 kHz in 2023, which is exploited
by the data-parking programs. Perhaps most crucially, additional computing resources are op-
portunistically available that allow CMS to reconstruct more data, by accommodating higher
trigger rates from the HLT system. These operational developments directly and significantly
enhance the scope of the CMS physics program. The improvements in LHC performance in
Run 3 provide exciting new opportunities as well as challenges for data-parking strategies.
The luminosity leveling periods impose constraints on available resources while enabling im-
proved sensitivity to a wide variety of new physics searches and precision SM measurements.
Section 6.1 describes the B parking strategy for Run 3.

The aims of the B parking strategy in Run 3 are twofold: collecting events with dimuon final
states inclusively, and collecting events with dielectron final states inclusively. The dimuon
approach simplifies the array of exclusive dimuon-based triggers that served much of the B
physics program in Run 2. The new dimuon trigger consolidates the B physics program in
many ways: a more efficient use of allocated trigger, DAQ, and computing resources; a com-
mon trigger strategy for the B physics group as a whole; and substantial gains in yields for
b hadron decay modes (e.g., by more than a factor of 10 for B® — J/pK2) that were poorly
served during Run 2. The dimuon trigger logic and physics performance are described in Sec-
tion 6.1.3. The dielectron trigger primarily targets a measurement of the Ry observable [25-28]
with a precision that is substantially improved with respect to that achieved using the single-
muon trigger strategy of Run 2. However, the dielectron trigger logic is sufficiently inclusive
to provide a data set that is also rich in possibility with regards to low-mass BSM searches. The
dielectron trigger adopts the same approach as the single-muon trigger algorithms in 2018, by
progressively lowering kinematical thresholds at L1 and HLT during the LHC fill; transverse
energy (Et) thresholds for each electron candidate as low as 5GeV are deployed in the L1 sys-
tem towards the end of an LHC fill. Section 6.1.4 describes the trigger logic and characterizes
the data set recorded in 2022.

Improvements to the dielectron trigger strategy in 2023 opened up possibilities to further di-
versify the data-parking program to cover a wider range of physics topics, as it was originally
conceived in 2012. Several triggers were added to the data-parking streams, with changes to
their algorithms in both the L1 and HLT systems, providing improved sensitivity to a range
of interesting physics processes beyond the scope of the B physics program. The VBF produc-
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tion mode for the Higgs boson is covered by a suite of triggers that identify pairs of jets in
the forward regions of the CMS detector. The Higgs boson self-coupling is a key parameter
of the Higgs potential that remains unmeasured. Thus, optimized triggers that provide sen-
sitivity to the pair production of Higgs bosons via final states containing pairs of T leptons
and jets from b quark decays were developed. Finally, new triggers were added to provide
sensitivity to the distinctive experimental signatures of long-lived particles (LLPs), predicted
by many BSM models. Examples include triggers that identify displaced dijets, or make use of
timing information from the electromagnetic calorimeter (ECAL) subdetector. These additional
data-parking strategies are discussed in Section 6.2.

2 The CMS detector, trigger, and event reconstruction

This section introduces the CMS detector and describes in more detail the standard CMS trigger
and event reconstruction workflow. These topics are relevant for the subsequent discussion of
the data-scouting and data-parking techniques developed in the remainder of the Report.

2.1 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal ECAL, and a brass and scintillator hadron calorimeter
(HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the
pseudorapidity coverage provided by the barrel and endcap detectors. Muons are measured
in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. At the
start of 2017, a new pixel detector was installed [29] to provide four-hit pixel coverage in the
pseudorapidity range |17| < 2.5. A more detailed description of the CMS detector, together with
a definition of the coordinate system used and the relevant kinematic variables, can be found
in Refs. [30, 31].

2.2 Trigger and data acquisition

All CMS analyses rely heavily on an efficient trigger system that is able to separate the in-
teresting processes from the huge number of background events produced in pp collisions at
the LHC. The trigger system in CMS is split into two levels, the first one relying on custom-
design hardware boards that use a minimal amount of information from the subdetectors with
the fastest response, and the second one exploiting the complete event information for trigger
decisions.

The L1 trigger [8] utilizes high-bandwidth optical links and large field programmable gate ar-
rays (FPGAs) to process the information from the calorimeters and the muon trigger system
to build trigger primitives (TPs). These trigger objects along with their kinematic features are
used in a large set of algorithms for the final decision of the global trigger (GT). The products of
these algorithms are referred to as L1 seeds. The L1 calorimeter trigger operates in two stages
(layers). The calorimeter TPs (local energy deposits) from the electromagnetic, hadronic, and
hadronic forward calorimeters are received by the first layer and calibrated. Then the ECAL
and HCAL TPs are combined into single trigger towers and transmitted to the second layer
for further processing. Jet, electron, photon, and tau lepton candidates are reconstructed and
calibrated by the second layer and then fed to the GT together with the computed energy sums.
The L1 muon trigger receives TPs from the overlapping muon subdetectors and feeds the re-
constructed muon tracks into the GT. Finally, the inputs received by the GT are evaluated with
a suite of algorithms and selection criteria, collectively called the trigger menu. The flexibility



2.3 Online and offline event reconstruction 11

of the GT hardware allows regular updates of the L1 menu in response to physics program
choices and to changes in the LHC beam conditions.

The HLT [9] operates on fully assembled events that contain the entire event information, for
example reconstructing tracks of particle trajectories and providing precise energy measure-
ments from various subdetectors, making use of the full detector granularity and resolution.
The HLT uses software algorithms running asynchronously on commercial computing hard-
ware. Compared to the L1, the HLT menu defines a set of more complex algorithms and se-
lection criteria, reconstructing online physics objects and filtering events. The HLT enables a
more refined event selection than the L1 for storage and posterior analysis. It is also more
computationally intensive, requiring longer processing times compared to the L1 trigger.

The data processing in the HLT is based on the concept of a trigger “path”, which is a set of
algorithmic processing steps run in a predefined order that both reconstruct physics objects
and apply selections on these objects based on physics requirements. The HLT paths targeting
similar physics processes are grouped into common primary data sets (PDs). The PDs are
defined to keep the total event rate balanced and within the limits imposed by the available
data offline processing resources. While events can end up in more than one PD because of
different trigger selections, significant effort is made to keep the event overlap to a minimum.
Collections of PDs are organized into data “streams”, for efficient data handling. A data stream
consists of a set of HLT paths and a well-defined event content.

In addition to the algorithms used to record events for physics analyses, the HLT also contains
specific paths and data streams to gather information for detector calibrations and to conduct
online data quality monitoring during data taking. Over the years, the HLT processing re-
quirements increased notably in response to the evolving LHC and detector conditions, and
the HLT computing capacity has been gradually scaled up to reflect the needs of the experi-
ment. The Run 3 system was largely renewed by including general-purpose GPUs to provide
cost-effective computing acceleration. Further details about the main Run 3 changes relevant
to this Report are described in Section 4.

The DAQ system provides the data pathway and time decoupling between the synchronous
detector readout and data reduction, the asynchronous selection of interesting events in the
HLT, their intermediate or temporary local storage at the experiment site, and the transfer to
Tier-0 for offline permanent storage and analysis. The DAQ system includes software to per-
form data handling, a hierarchical system to control the electronics components, monitoring
systems to collect relevant metrics, and several monitoring clients to interpret those metrics.
More details on the CMS DAQ and offline computing systems can be found in Refs. [30, 32, 33].

2.3 Online and offline event reconstruction

This section describes the physics event reconstruction workflow of CMS, both online (at the
HLT) and offline. We focus on the physics objects that are also used in scouting analyses. A
more complete description of the event reconstruction in CMS can be found in the references
provided in the next sections.

2.3.1 Tracks and primary vertices

The tracking and vertex reconstruction algorithms employed by CMS [34] aim to precisely
reconstruct the trajectories of charged particles and pinpoint the locations of pp interaction
vertices within collision events.

In the initial stages of offline tracking, raw detector signals are converted into “hits” represent-
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ing particle interactions with the various layers of the CMS detector, including the silicon pixel
tracker and the silicon strip tracker. These hits are then utilized in a multi-step track reconstruc-
tion process: track seed generation, track finding, and track fitting. During track seed gener-
ation, potential track candidates are identified using subsets of hits, and various algorithms
evaluate their compatibility with charged-particle trajectories. The subsequent track-finding
stage propagates these candidates through the detector layers iteratively, refining their param-
eters to best fit the observed hit positions. Finally, track fitting optimizes the track parameters,
such as position, direction, and momentum, by minimizing the discrepancies between the pre-
dicted and measured hit positions. The HLT uses track reconstruction software that is identical
to that used for the offline reconstruction summarized above but configured to meet the con-
straints of the available central processing unit (CPU) resources at the HLT. This primarily
involves reducing the number of iterations in the iterative tracking and/or only running itera-
tions around objects of interest. Additionally, for some purposes at the HLT, the performance
of pixel-only tracks is sufficiently robust to omit the time-consuming pixel-plus-strip tracking
step, thus increasing the tracking rate for the same CPU budget. In general, the simplified HLT
tracking reduces the efficiency and resolution of track parameters in some regions of phase
space compared to the standard offline reconstruction.

The vertex reconstruction aims to measure the location and associated uncertainty of all pp
interaction vertices in each event, including the vertex from the hard parton scattering and any
additional pileup vertices, using the available reconstructed tracks. It consists of three steps:
(i) selection of the tracks, (ii) clustering of the tracks that appear to originate from the same
interaction vertex, and (iii) fitting for the position of each vertex using its associated tracks.

The first stage is to select high-quality tracks that are likely to be associated with the primary in-
teraction. This involves applying track quality criteria to filter out noise and low-quality tracks.
Track clustering is then performed using a “deterministic annealing” algorithm [34] converg-
ing towards a set of vertex candidates. Once the initial vertex seeds are found, a vertex fitting
algorithm is employed. This algorithm iteratively refines the vertex positions and uncertainties
by considering the selected tracks associated with each vertex candidate. The primary vertex
(PV) is taken to be the vertex corresponding to the hardest scattering in the event, evaluated
using tracking information alone, as described in Section 9.4.1 of Ref. [35].

At the HLT, pixel tracks can be used in the reconstruction of the vertex position. A “gap” algo-
rithm [34] and a “density-based” algorithm [36] are used in Run 2 and Run 3, respectively. The
pixel vertex reconstruction improves the overall speed while sacrificing some of the efficiency
and resolution.

2.3.2 Calorimeters

Calorimeters are used to measure the energies of the various particles produced in each colli-
sion. The ECAL measures the energy of electrons and photons by absorbing them completely.
Hadrons typically pass through the ECAL and are absorbed and measured by the HCAL. The
local reconstruction of energy deposits in ECAL and HCAL is described in the following para-
graphs.

23.21 The ECAL  The ECAL consists of lead tungstate (PbWO,) crystals emitting scin-
tillation light when particles interact within their volumes. The 75,848 crystals are arranged in
a central, cylindrical barrel section (EB), with pseudorapidity coverage up to || = 1.48, closed
by two flat endcap sections (EE), extending the coverage to |77| = 3.0. The scintillation light pro-
duced inside the crystals is collected by photodetectors, creating an electrical signal amplified
and shaped using a multigain preamplifier, which provides analog outputs that are converted
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into digital signals by analog-to-digital converters. Because of the increased L;.i; provided by
the LHC and thus the higher number of overlapping signals from neighboring bunch cross-
ings in Run 2 compared with Run 1 (resulting from the LHC bunch spacing changing from
50 to 25ns), a novel ECAL amplitude reconstruction algorithm was developed in Run 2. The
algorithm is based on a template fit called “multifit”, introduced since 2017, which attempts at
resolving the many overlapping signals coming from pulses emitted in different bunch cross-
ings, and has replaced the Run 1 method that was based on a digital filtering technique [37].
This “multifit” algorithm is robust and fast enough to be used both in the offline CMS recon-
struction and at the HLT.

The energy response of the ECAL changes with time due to ageing of the crystals and of the
photodetectors, caused by the high radiation levels at the LHC [38]. A dedicated monitoring
system, using lasers that inject light during the LHC orbit gap, which is without proton colli-
sions, is used to measure the transparency of each crystal and the photodetector response. For
energy measurements at the HLT level, correction factors for the change in transparency are de-
rived using measurements from the light monitoring system recorded in the preceding hours
or days. In Run 3, these corrections are updated once per LHC fill, which is deemed sufficient
given the existing running conditions. The finer time granularity of these offline corrections,
which enables an accurate monitoring of the evolution of the detector response during an LHC
fill, introduces some differences between online and offline reconstructed ECAL energy de-
posits.

A clustering algorithm is required to sum the energy deposits of adjacent channels that are
associated with a single electromagnetic shower [39]. Corrections are applied to rectify the
cluster partial containment effects. The ECAL clusters are dynamically combined into larger
clusters to capture the full energy deposit from an electron or photon that might have under-
gone bremsstrahlung emission or conversions in the inner pixel tracker.

2.3.2.2 The HCAL The HCAL system includes several sections: the barrel (HB), endcaps
(HE), outer (HO), and forward (HF). The HB and HE are sampling calorimeters made of in-
terleaved brass and scintillating material, stationed outside the ECAL and inside the solenoid
magnet. The HO is a plastic scintillator placed outside the solenoid and designed to catch
highly-energetic hadrons. Finally, the HF is a quartz fiber Cherenkov calorimeter with steel
absorbers also located outside the solenoid. Scintillation light produced inside the HB and HE
are collected with wavelength-shifting fibers, optically summed, and sent to photodetectors to
form analog electric signals. These signals are digitized by a charge integrator over a 25ns in-
terval, the latter known as a time sample (TS). Each recorded pulse shape consists of 10 TSs (8
since 2018 to reduce the data volume).

In the HB and HE, approximately 85-90% of the integrated energy occurs in a 50 ns window
(2TSs), while the LHC has delivered proton bunches every 25ns since Run 2. The overlap-
ping signals from nearby bunch crossings required the development of dedicated algorithms
to estimate energy deposition in the HCAL. Used prior to 2015, a method based on the simple
corrected sum of charges deposited in 2 TSs became unsuitable with the 25ns bunch spacing.
Consequently, several algorithms [40] were developed, based on fitting pulse-shape templates
similar to the ECAL local reconstruction. Since 2018, the “minimization at HCAL, iteratively”
(MAHI) algorithm, based on a fast chi-square minimization, has been used. This algorithm,
deployed both offline and online, leads to a smaller difference between the offline and online
reconstruction performance compared to the previous methods developed in 2016-2017.
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2.3.3 Muon detectors

The CMS detector was designed with subdetectors dedicated to muon identification and to
muon triggering, as well as to the measurement of the muon momentum and charge over a
broad range of kinematic parameters [41]. The drift tubes and cathode strip chambers are lo-
cated in the regions || < 1.2and 0.9 < || < 2.4, respectively, and are complemented by resis-
tive plate chambers in the range |7| < 1.9. Three regions are distinguished, naturally defined by
the cylindrical geometry of CMS, referred to as the barrel (|57 < 0.9), overlap (0.9 < || < 1.2),
and endcap (1.2 < || < 2.4) regions. The chambers are arranged to maximize the coverage
and to provide some overlap where possible.

Muons and other charged particles that traverse a muon subdetector ionize the gas in the cham-
bers, which eventually causes electric signals to be produced on the wires and strips. These
signals are read out by electronics and are associated with well-defined locations, generically
called “hits”, in the detector. The precise location of each hit is reconstructed from the electronic
signals using different algorithms depending on the detector technology.

2.3.4 Particle flow

The PF algorithm [21] aims to reconstruct and identify each individual particle (called a PF can-
didate) in an event, with an optimized combination of information from the various elements
of the CMS detector. The energy of photons is obtained from the ECAL measurement. The en-
ergy of electrons is determined from a combination of the electron momentum at the primary
interaction vertex as measured by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The energy of muons is obtained from the curvature of the corresponding
track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for
the response function of the calorimeters to hadronic showers. Finally, the energy of neutral
hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

Offline PF reconstruction is used in the vast majority of physics analyses in CMS, and has
also been deployed at the HLT. To cope with the stringent timing constraints, the HLT relies
on a simplified PF algorithm. Offline, most of the processing time is spent reconstructing the
inner tracks for the PF algorithm. The online version of the PF algorithm runs with two minor
differences compared to its offline counterpart: the electron and isolated photon identification
and reconstruction tasks are not included, and the reconstruction of tracks arising from nuclear
interactions in the tracker material is not performed.

2.3.5 Jets

One important aspect of event reconstruction in CMS is the identification and reconstruction
of jets. Jets are collimated streams of particles that arise from the fragmentation and hadroni-
zation processes of quarks and gluons produced in high-energy collisions. Reconstructing jets
is crucial for understanding the properties of the particles involved in the collision and for
identifying potential new physics phenomena.

The offline jets considered in this Report are reconstructed using the infrared- and collinear-
safe anti-kt (AK) algorithm [42, 43]. The default distance parameters used by the algorithm
are 0.4 or 0.8, to reconstruct AK4 jets from single quarks/gluons or AKS jets from the decay
of Lorentz-boosted hadronic resonances, respectively. The inputs to the clustering algorithm
are the four-momentum vectors of calorimeter energy deposits or PF reconstructed particles,
which result in a calorimeter (Calo) jet or a PF jet, respectively.
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2.3.5.1 Calo and PF jets

Calo jets are reconstructed from energy deposits in the calorimeter towers. A calorimeter tower
consists of one or more HCAL cells and the geometrically corresponding ECAL crystals. In this
process, the contribution from each calorimeter tower is assigned a momentum, the absolute
value and direction of which are given by the energy measured in the tower and by the coor-
dinates of the tower. The jet energy is obtained from the sum of the tower energies, and the
jet momentum by the vector sum of the tower momenta. The jet energies are then corrected to
establish a relative uniform response of the calorimeter in 77 and a calibrated absolute response

in pr.

In contrast, PF jets are reconstructed by clustering the four-momentum vectors of PF candi-
dates. The jet momentum is determined as the vector sum of all the particle momenta in the
jet. Pileup interactions can contribute extra tracks and calorimetric energy depositions to the jet
momentum. To mitigate this effect in offline analysis, the jets are subject to the charged-hadron
subtraction (CHS) or the pileup-per-particle identification (PUPPI) [44, 45] algorithms. In CHS,
charged particles identified as originating from pileup vertices are discarded and an offset is
applied to correct for remaining contributions. In PUPPI, the effect of pileup is mitigated at
the reconstructed particle level, making use of local shape information, event pileup proper-
ties, and tracking information. While pileup charged particles are discarded, the momenta of
neutral particles are rescaled according to their probability to originate from the PV, which is
deduced from a local shape variable.

Calojets result from a relatively simple yet robust approach and were widely used in early CMS
publications. However, as the performance of the PF reconstruction has proven reliable and
more powerful, PF jets have become the norm in CMS analyses. The advantages of using PF
jets over Calo jets include a more complete event description as well as improved jet momenta
and spatial resolutions, stemming from the combined use in PF of tracking detectors and of the
high granularity of the ECAL.

2.3.5.2 Jet calibration

Jet energy corrections are derived from simulated samples to bring the measured response of
jets to that of particle-level jets on average. In situ measurements of the momentum balance
variable in dijet, 7y + jet, Z + jet, and multijet events are used to account for any residual differ-
ences in the jet energy scale (JES) between data and simulation [46]. The PF jet energy resolution
(JER) typically amounts to 15-20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV [46]. Additional
selection criteria are applied to each jet to remove jets potentially dominated by anomalous
contributions from various subdetector components or reconstruction failures [47].

The HLT reconstruction of jets uses the same clustering algorithm as its offline counterpart but
differs in the calorimeter energy deposits or the PF candidates provided as input, as discussed
in previous sections. Similarly to offline jets, jet energy corrections are derived from simulation
to correct the response of HLT reconstructed jets. Dedicated studies to quantify and account
for residual differences in jet energy scale and resolution between online (with scouting) and
offline reconstructed jets are presented in Sections 3.3.2 and 4.3.

2.3.5.3 Jet substructure

The collisions at the LHC can produce heavy particles with large transverse momenta. In
events that contain W and Z gauge bosons, Higgs bosons, top quarks, or even new resonances
predicted in new physics scenarios, it is possible to achieve a high selection efficiency through
the use of their hadronic decay channels. At sufficiently large Lorentz boosts (typically with pt
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of a few hundreds of GeV), the final-state hadrons from decays of such resonances merge into a
single large-radius jet. In these cases, the analysis of jet substructure can be used to distinguish
between those jets arising from a resonance decay and those arising from the numerous SM
events composed uniquely of jets produced through the strong interaction, referred to as QCD
multijet events [48].

The jet mass is one of the most powerful observables to discriminate resonance jets from back-
ground jets (i.e., jets stemming from the hadronization of light-flavor quarks or gluons). Con-
tributions from initial-state radiation, the underlying event, and pileup can strongly impact the
jet mass. Jet “grooming” techniques (such as the jet trimming [49] employed at the HLT) are
applied to remove low-energy or uncorrelated radiation contributions from jets, thus improv-
ing the jet mass scale and resolution. Powerful machine learning (ML) techniques based on
particle-level information have been recently used in offline analyses to identify and classify
hadronic decays of highly Lorentz-boosted resonances [50]. In the analysis of the scouting data
described in Sections 3.3.2 and 3.5.1.2, techniques without ML were used to identify the three-
prong substructure from boosted top quarks or trijet resonances decays (the N-subjettiness
ratio T3, [51]), and the two-prong substructure of boosted W and Z bosons or dijet resonance
decays (the NZ1 variable based on energy correlation functions [52]).

2.3.5.4 Tagging of b jets

Jets from the hadronization and subsequent decay of bottom quarks (or b quarks) are called b
jets. The hadronization of a b quark produces a b hadron that traverses the detector before de-
caying within the tracker volume. This phenomenon results in distinctive attributes within the
emerging b jet, exemplified by the presence of a displaced secondary vertex (SV) that exhibits
a displacement from the PV exceeding the CMS tracker resolution. The tracks stemming from
this secondary vertex have a large impact parameter. Occasionally, the b jet is accompanied by
a tertiary vertex (an outcome of the decay of the b hadron into a charm hadron), or by a lepton
via the semileptonic decay of the b hadron or the charm hadron from a b cascade decay.

Physics analyses with b jets in the final state rely greatly on the identification, or tagging, of b
jets. The b jets can be discriminated from jets produced by the hadronization of light quarks
based on characteristic attributes of b hadrons, such as those described above. The CMS exper-
iment employs a variety of b tagging algorithms. During Run 1, the principal tools employed
for b jet identification consisted of likelihood-based discriminators [53]. Subsequently, in Run 2
and Run 3, the evolution of b tagging algorithms led to the adoption of multilayer percep-
trons [54], deep neural network multiclassifiers [55, 56], and graph convolutional neural net-
works [57]. Each successive algorithm yielded notable enhancements in the efficiency of b jet
identification. Similar algorithms, trained with the online reconstructed objects as input, were
employed at the HLT in Run 2 and Run 3 to increase the online selection of events containing b
jets. Tagging of b jets has not been employed so far in scouting-based analyses, but information
that would allow such an analysis has been stored in the scouting data set since the beginning
of Run 3.

2.3.6 Muons

Muons are crucial objects for the physics program of CMS since the original design of the
detector. Thanks to their very clean experimental signature as they pass through the detector,
muons are excellent probes to study known SM processes and to search for the production of
new particles at colliders.

Following the hardware-driven reconstruction steps within the L1 trigger system, the standard
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reconstruction of muon objects and their trajectories takes place via a two-step process at the
software level. First, muons are reconstructed within the muon system only, which produces
level-2 (L2) muons. Then, tracks produced in the pixel tracker are combined with the infor-
mation from the muon spectrometer to reconstruct the full trajectory of the muon through the
detector, which are termed level-3 (L3) muons.

The L2 muon reconstruction can refine the initial estimate of the muon trajectory by applying
more accurate algorithms that are not feasible at L1 trigger. Standalone muon tracks are con-
structed by combining information from all muon subdetectors along a muon trajectory with a
Kalman filter technique [58]. This iterative algorithm executes pattern recognition on a detector
layer basis while concurrently refining the trajectory parameters.

The L3 muon reconstruction uses all available information about the muon trajectory from
both the muon detectors and the tracker. Different L3 algorithms were used over the data-
taking years. Generally, global muon tracks are built via an outside-in (OI) matching between
a standalone muon track and a tracker track. The information from both tracks is used to
perform a combined fit with the Kalman filter. Tracker muon tracks are instead constructed
with an inside-out (IO) extrapolation by looking for a loose match between the tracker tracks
and at least one muon detector segment. With the installation of a new pixel detector before
the beginning of the 2017 data taking, a new iterative algorithm was adopted. It works in
three steps. The first two, the OI and the IO steps, are both seeded by L2 muons. The second
step considers only muons that were not already reconstructed by the previous step. Then, an
additional IO step seeded by L1 muons is performed to recover candidates that could not be
matched to an already reconstructed L3 muon. This IO step recovers some of the efficiency loss
observed in previous steps, ensuring excellent performance for high-pr muons and for muons
in high pileup scenarios.

At the HLT [59], the procedure to build L2 muons as seeds for the track reconstruction in the
inner tracker is identical to the one used for offline standalone muons. However, the HLT com-
puting time constraints preclude conducting the full track reconstruction based on the multi-
iteration approach across the complete volume of the inner tracker. The L3 reconstruction al-
gorithms are performed only in smaller regions of the detector based on the presence of L1 or
L2 muons. As a result, high reconstruction efficiency is achieved while minimizing computing
resources. Differences between online and offline muons are typically small in terms of muon
momentum scale and resolution, as described in Section 4.4.

2.3.7 Electrons and photons

Electrons and photons in the CMS detector are reconstructed with high purity and efficiency,
and excellent resolution, making them ideal to use both in SM precision measurements and in
BSM searches. Electrons and photons deposit almost all of their energy in the ECAL. In addi-
tion, electrons produce hits in the tracker layers. As electrons and photons propagate through
the material in front of the ECAL, they may interact with the medium, with electrons emit-
ting bremsstrahlung photons and photons converting into electron-positron pairs. Thus, by
the time they reach the ECAL, they could consist of a shower of multiple electrons and pho-
tons. Their resulting clusters are combined into a single supercluster (SC) object to recover the
energy of the primary electron or photon. Additionally, for an electron that loses momentum
by emitting bremsstrahlung, the curvature of its trajectory changes in the tracker. A tracking
algorithm based on a Gaussian sum filter (GSF) [60] is used to estimate the track parameters of
electrons even in the presence of such emissions.

In CMS, there are three main ways to reconstruct an electron: seeded by the ECAL, seeded



18

by the tracker, and with a special low-pr electron reconstruction. The ECAL-driven approach
starts by combining ECAL clusters into a SC. For each SC found, compatible pixel hits in the
inner tracker are sought, and any matches are used to seed the GSF tracking algorithm that
builds the electron candidate. The tracker-driven approach takes the standard track collection
and looks for one track that is compatible with ECAL energy clusters after applying some
preselection. It then uses that track to seed the GSF tracking step. All ECAL clusters compatible
with the track are associated with a single SC. Finally, the low-py electron reconstruction is a
variant of the tracker-driven one and optimized for very low track momenta. Because of the
high CPU cost to reconstruct all tracks in the event, only the ECAL-driven algorithm is available
at the HLT and thus all electrons at the HLT require at least two hits in the inner tracker.

The differences between the ECAL-driven HLT and offline reconstruction algorithms are min-
imal and primarily driven by the limited CPU time available at the HLT and by the lack of
final calibrations, which are not promptly computed during the data-taking period. The main
distinction is in the GSF tracking algorithm, which is applied with fewer iterations compared
to the offline reconstruction. Additionally, the formation of SCs is purely calorimeter-based,
and not refined with tracking information, which would more accurately account for energy
deposits that may be compatible with bremsstrahlung interactions.

More details on electron and photon reconstruction in CMS can be found in Ref. [39]. The
dedicated offline reconstruction and identification algorithm optimized for electrons with pr <
10 GeV is described in Section 5.2.8.

2.3.8 Missing transverse momentum

The presence of particles that do not interact with the detector material is indirectly measured
by the missing transverse momentum (pss). The measurement captures the momentum car-
ried away by undetected or invisible particles, such as neutrinos or other weakly interacting
particles. The psS vector is computed as the negative vector sum of the transverse momenta of
the input objects in an event. The inputs can be calorimeter towers, PF candidates or jets (in the
latter case the symbol HIS® is used). Similar to jets, the offline and online missing transverse

momentum reconstruction algorithms mainly differ in the inputs fed to the algorithm.

More details on the reconstruction and calibration of these objects are provided in Ref. [61].

2.3.9 Tau leptons

The tau lepton (7), with a mass of about 1.78 GeV, is the only lepton sufficiently massive to
decay into hadrons. About one third of the time, tau leptons decay into an electron or a muon,
plus two neutrinos. The neutrinos escape undetected, but the electron and muon are recon-
structed and identified through the usual techniques available for such leptons, as described in
previous sections. Almost all of the remaining decay final states of tau leptons contain hadrons,
typically with a combination of charged and neutral mesons, and a tau neutrino.

Hadronic T lepton decays (7},) are reconstructed from jets, using the hadrons-plus-strips (HPS)
algorithm [62], which combines one or three tracks with energy deposits in the calorimeters
to identify the tau lepton decay modes. Neutral pions are reconstructed from electrons and
photons as strips with dynamic size in the #-¢ plane, where the strip size varies as a function
of the pt of the electron or photon candidate.

To distinguish genuine 7, decays from jets originating from the hadronization of quarks or
gluons, and from electrons and muons, the DEEPTAU algorithm is used [63]. Information from
all individual reconstructed particles near the 7, axis is combined with properties of the 7},
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candidate and of the event.

The HLT system runs a version of the T, reconstruction that is slightly different from the one
used offline. This is achieved via specialized, fast, and regional versions of the reconstruction
algorithms, and via the implementation of a multistep selection logic, designed to reduce the
number of events processed by the more complex, and therefore more time-consuming, sub-
sequent steps. Reconstructed tau leptons have not been employed so far in scouting-based
analyses, but information that would allow such an analysis is stored in the Run 3 scouting
data set.

3 Data scouting in Run 1 and Run 2

This section details the development and application of the scouting technique by the CMS
Collaboration during the first two periods of LHC operation. Two scouting data streams were
defined, one based on jets and the other on muons. First, we describe in Section 3.1 the gen-
eral trigger and reconstruction strategy for the scouting streams throughout the Run 1 and
Run 2 data-taking periods. In Section 3.2 we focus on the definition of the triggers used to
select interesting collision events and describe the corresponding event content of data stored
with those triggers. In Sections 3.3 and 3.4, we report efficiency measurements of the scouting
triggers and of the reconstruction performance for jet and muon objects, respectively. Finally,
Section 3.5 showcases the physics results obtained with scouting-based analyses.

3.1 General strategy of data scouting

The scouting strategy at the HLT was originally designed and tested in 2011 to improve access
to the enormous amount of data collected by the CMS detector, totaling over a hundred million
individual readout channels. Scouting events are selected with a dedicated set of L1 algorithms
at a higher HLT rate with respect to the standard streams to provide additional sensitivity to
specific parts of the CMS physics program. These events are then processed in real time by
the HLT computer farm and written on disk with reduced content. The majority of scouting
events are reconstructed as part of the standard HLT event selection workflow. The CPU count
dedicated to scouting thus constituted less than 5% of the total HLT farm resources, which in
2018 featured approximately 30,000 CPU cores. In Run 2, the scouting event rate accepted by
the HLT was approximately 5 kHz on average and 6 kHz at the highest value of £, while the
total allocated rate for the standard CMS physics program was approximately 1 kHz.

A comparison of the typical rates for each data stream during Run 1 and Run 2 operation is
reported in Table 1, ranging from the initial tests performed in 2011 to the final configuration
reached in 2018.

3.2 Trigger definitions and event content

The CMS trigger system is a dynamical entity, with operational parameters that are adjusted
frequently to adapt to changing data-taking conditions in the short term, and less frequently
to adjust to different physics goals in the long term. This section describes the specific event
content and the algorithms designed for each scouting stream, as well as the dedicated rate
budget available for data scouting. Most of the information is reported for the 2018 data-taking
scenario, because it represents the final configuration achieved after various developments in
Run 1 and Run 2, thus serving as a useful benchmark reference.

The initial scouting development in Run 1 focused on dijet triggers to search for low-mass
hadronic resonances. Dedicated trigger paths based on calorimeter jets and on PF jets were
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Table 1: Comparison of the typical HLT trigger rates of the standard, parking, and scouting data
streams during Run 1 and Run 2. The average L, over one typical fill of a given data-taking

year and the average pileup (PU) are also reported, consistent with the scenarios reported in
Fig. 2.

Year L [cm~2s7!] PU Standard rate [Hz] Parking rate [Hz] Scouting rate [Hz]

2012 0.5 x 103 28 420 400 1000
2016 0.9 x 103 35 1000 500 4500
2017 1.0 x 103 43 1000 400 4500
2018 1.2 x 103 38 1000 3000 5000

successfully commissioned in the final months of 2011, leading to the first preliminary results
from dijet resonance searches. In Run 2, a new set of dimuon algorithms was employed to
feed the scouting reconstruction in addition to the existing hadronic algorithms. Two versions
of the hadronic trigger path were still in place: one using the calorimeter information and the
other an optimized version of the PF reconstruction, which relied on additional tracking algo-
rithms needed to improve the momentum resolution. As a result, two scouting data sets were
produced and stored on disk: one from the “Calo” scouting stream, including both the muon
and the hadronic triggers, and one from the “PF” scouting stream. This notation will be used
in the following sections to identify the various groups of triggers. The event content of the PF
scouting stream includes all PF candidates, resulting in a significant event size increase relative
to the Calo scouting stream. Finally, a complementary data set that includes both the scouting
event content and the complete CMS raw detector output was also defined, and used to collect
events at a much lower rate. This data set is used to fully reconstruct a subset of scouting events
offline, providing a useful way to validate the scouting reconstruction performance.

Table 2 lists the most important L1 and HLT triggers deployed in 2018 to collect scouting events.
The dimuon scouting triggers were fully commissioned during 2017 with the aim of substan-
tially lowering the muon py thresholds compared to the standard triggers. The L1 requirements
on the dimuon invariant mass m,,, and angular separation AR, help reduce the trigger rates.
Lower-mass resonances are typically produced with considerable Lorentz boosts at the LHC,
leading to final-state muons with significant momentum vector collimation (or low values of
AR,,). The hadronic triggers are based on the Hy content of the event. In the Calo and PF
scouting streams, only jets with pr > 40 GeV are considered in the Hy sum. In the hadronic
PF trigger, the L1 threshold was below 300 GeV in 2016 but subsequently raised to 360 GeV
because of the increased pileup in 2017 and 2018. In parallel, new single-jet and double-jet L1
algorithms were added to better serve low-mass dijet analyses.

To maintain the event rate, data set size, and processing time within the allocated resources,
minimal additional selection criteria are implemented in the scouting paths at the HLT. The
dimuon and triple-muon L1 algorithms require each muon to have py > 3 GeV, without im-
posing the need for muon tracks to point back to the nominal interaction point. The Calo
scouting stream affords an Hy threshold at the HLT as low as 250 GeV, while maintaining a
reasonable rate and good energy scale and resolution. The PF scouting stream, in contrast, re-
quires a higher threshold of Hy > 410 GeV because of the larger event content compared to the
Calo stream. A summary of the typical trigger rates achieved for each stream is reported in
Table 3, for a scenario corresponding to the end of the 2018 data taking.

Table 4 summarizes the event content of the Run 2 scouting streams. Since there is no offline
reconstruction in the scouting streams, the scouting event content comprises physics objects
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Table 2: List of L1 and HLT thresholds for the most relevant scouting triggers in Run 2. The
list corresponds to the 2018 thresholds that were valid for the overall Run 2 data-taking period.
Differences with respect to the 2016 or 2017 scenario are reported in parentheses. Muons and
photons are annotated as y and -y, respectively, while OS stands for opposite-sign muon pairs.
In cases where the same threshold is applied to all selected objects in an event, a single number
is shown, while if different thresholds are applied to the objects, they are shown separated by
slashes from the highest to the lowest.

Stream L1 thresholds HLT thresholds
1, pr > 22GeV (not in 2017)
2u, pr > 15/7GeV
2u, pr > 45GeV, |57| <2.0,0S,7 < m,, <18GeV
Calo 2u, pr > 4.5GeV, || < 2.0, OS, my,, > 7GeV (not in 2017) pr > 3GeV
2u, pr > 0GeV, || < 1.5,0S, AR < 1.4
2u, pr > 4GeV, || <2.5,0S, AR < 1.2
3u, pr > 5/3/3GeV
Hr > 360 GeV (200 GeV in 2016) Hp > 250GeV
Hy > 360 GeV Hy > 410GeV
1jet, pr > 180GeV -
2jets, pr > 30GeV, |5| < 2.5, Ay < 1.5, my > 300 GeV -
1y, pt > 60 GeV pr > 200 GeV

PF

Table 3: Comparisons of the event rate, event size, and total bandwidth between the standard
and scouting trigger strategies, for an LHC fill corresponding to data collected in 2018 with
Linst ~ 1.8 x 103 cm 257! at the start of the fill, one of the highest at the LHC in Run 2, and
pileup around 50.

Data stream Event rate [Hz] Eventsize Total bandwidth [MB/s]
Standard muons 600 0.86 MB 485
Standard jets/Hry 400 0.87MB 385
Scouting Calo muons and Calo Hy 5970 8.9KB 45
Scouting PF jets and PF Hy 1766 14.8 KB 25

reconstructed online by the HLT. In the Calo stream, the jet information includes the kine-
matic observables of jets reconstructed with the calorimeter, which are stored if they satisfy
pr > 20GeV and |77| < 3. In addition, the pi*s and the average energy density per unit area
in the event (p) [64] are also stored. This stream also includes muon objects in events with at
least two reconstructed muons accepted by the muon scouting triggers. Muon information in-
cludes kinematic and identification observables, such as the muon track momentum and the
number of hits in the tracker and muon detectors, and information about the dimuon vertices
such as the three-dimensional (3D) vertex position and corresponding uncertainty. These ob-
jects add up to about 10 KB per event, compared to roughly 1 MB in a typical standard event.
In the PF scouting stream, the information stored per event consists of all PF candidates with
pr > 0.6GeV, as well as PF jets, leptons, and photons as reconstructed at the HLT. In addi-

tion, the pIss object reconstructed with all PF candidates and the collection of primary vertices



22

along with p are also stored.

Table 4: List of observables saved in the scouting output during Run 2. The upper part of the
table lists the observables present in the Calo stream and the lower part lists the contents of the
PF stream. The PF candidates are sorted into charged and neutral hadrons, muons, electron
and photons, hadronic and electromagnetic deposits in HF.

Observable Definition
Calo scouting stream
(miet, Pt iet, giet) Calo jet four-momentum
Alet Jet area
EEM Maximum energy in electromagnetic towers
Ehad- Maximum energy in hadronic towers
EIE{I\éI,HF,HE Electromagnetic energy in the HB, HE, and HF
EIEEI%%HF,HE Hadronic energy in the HB, HE, and HF
Atowers Area of the EM and hadronic towers
piniss | pmiss Missing transverse momentum, angle, energy density
(E*, p?, nt, ¢*) Muon four-momentum
dy£0y,d, £0y, Muon impact parameters and uncertainties
Ig, Iy, It ECAL, HCAL, and tracker isolation
Np, Ns, Nyt Number of pixel, strip, and muon detector hits
NP, Nt Number of muon stations and tracker layers with hits
(pirack, yytrack | ptrack) Track three-momentum
X2, dof Track x? and number of degrees of freedom

(g/p=£ Ogrpr A £, L0y, dg, £0y )

lvertex

Fitted track parameters and uncertainties

Reference to the corresponding dimuon vertex

x+o,yto, zx0 List of 3D positions and uncertainties of dimuon vertices
xr Y y z p
PF scouting stream
(met, p];t, et, piet) PF jet four-momentum
AJet Jet area
E;, N; Energy fractions and multiplicity for i particle type in jet

miss jmiss
pr o @,

Missing transverse momentum, angle, energy density

(m/ Pt Y, (P)/ id, ivertex

PF candidate four-momentum, type, vertex index

(xto,yto,zt0,)

List of 3D positions and uncertainties of primary vertices

The next sections demonstrate the feasibility of using scouting jet and muon objects with a
reduced event content, and without applying the offline reconstruction algorithms, making
scouting a valuable technique for several physics analyses.

3.3 Jets

Jets are the experimental signature of quarks and gluons produced in high-energy collisions
such as the pp interactions at the LHC. The understanding of jet properties is a key ingredient
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of several physics measurements and searches for BSM physics. Jets have been extensively em-
ployed in past CMS searches for new hadronic resonances with the data-scouting technique.
This section presents the performance of the scouting jet triggers, showing the large increase
in trigger efficiency for low-energy signals compared to the standard data stream. The recon-
struction performance of jets in data scouting is also analyzed, demonstrating the feasibility of
constructing and applying jet substructure variables with data scouting.

3.3.1 Jet trigger performance

The Calo scouting stream was active during both Run 1 and Run 2, and included jets from
energy deposits in the ECAL and HCAL. The main trigger selection requires Hy larger than
250GeV at the HLT, compared to Hy > 800-900GeV for the triggers in the standard data
stream. Although designed to select generic collision events that include jets in the final state,
this trigger was primarily used to perform searches for new resonances decaying to pairs of jets,
as described in Section 3.5.1.1. This analysis searches for a resonance peak in the invariant mass
distribution of the two leading jets (the dijet mass m;) and it provides a benchmark for testing
the performance of the data-scouting approach. Figure 3 shows the total trigger efficiency as
a function of my for the scouting (left) and the standard (right) triggers. While the standard
trigger becomes fully efficient only for m;; > 1.25TeV, the scouting trigger efficiency reaches
the 100% plateau at around 500 GeV, thus significantly extending the sensitivity of searches for
low-mass resonances. Given the generic design of the Hry trigger, a similar improvement from
scouting compared to the standard triggers is also expected for other new-physics signatures
with final states dominated by the presence of high-pr jets.
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Figure 3: The efficiency of the Run 2 Calo scouting (left) and standard (right) jet triggers as a
function of the reconstructed mass of the dijet system. Figures taken from Ref. [65].

The PF scouting data stream was introduced in Run 2 and was primarily used to perform
searches for new resonances decaying to multijet final states. The data collected in Run 2 and
used for physics analysis correspond to L;,, = 128 fb~!. The main trigger selection requires
Hy > 410GeV, where here Hry is calculated with jet py > 40 GeV. Analyses using this trigger
typically estimate the trigger efficiency as a function of Hy. The standard jet triggers require a
threshold at the HLT of Ht > 1080 GeV. Figure 4 (left) shows that the scouting PF Hy trigger is
fully efficient at around Hyt > 500 GeV, offering a significant improvement in signal efficiency
for low-energy multijet signals compared to standard triggers. The PF scouting data stream
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also contains information about the individual particles as reconstructed by the PF algorithm.
Their availability enables the reconstruction of jets with different cluster radii, for example
large-radius jets with distance parameter of 0.8, which is useful for identifying resonances with
high Lorentz boost that decay to jets. In the case of signals featuring merged decays of individ-
ual quarks, the trigger efficiency is measured as a function of the pt of the leading large-radius
jet and the jet mass, the latter being related to the resonance mass. Figure 4 (right) indicates
that the PF scouting Hry trigger is fully efficient when pr > 300 GeV, for any trimmed jet-mass
(described in Section 2.3.5.3), while the standard triggers are fully efficient for jet momenta that
are twice as high. These properties make the trigger suitable for new-resonance searches with
a wide range of mass hypotheses.
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Figure 4: The efficiency of the Run 2 PF scouting jet triggers as a function of Hy (left) and as a
function of the leading large-radius jet pr and trimmed jet mass (right).

3.3.2 Jet reconstruction performance

Jets in events collected by scouting triggers are formed from input calorimeter energy deposits
or from PF candidates reconstructed at the HLT. To meet the stringent HLT time constraints,
the online algorithms used to construct these inputs are in general simplified versions of those
applied in the standard offline reconstruction. This can cause differences in the JES and JER
between the online and offline jet objects. These effects are studied in this section, focusing on
the performance of both Calo and PF jet reconstruction in Run 2 data scouting.

The JES of scouting Calo jets that are reconstructed online is calibrated to the one obtained with
PF jets reconstructed offline. A monitoring data set has been defined, including both Calo jets
at the HLT and the offline reconstructed PF jets, to measure the py difference between the two
types of jets. A tag-and-probe method [46] is used to obtain these measurements. Figure 5
shows the observed pr difference between the two collections as a function of jet pp. The
measured points are fitted with a smooth function and the resulting curve is used to calibrate
the Calo jets collected by scouting triggers. The JES of Calo jets at the HLT is slightly smaller,
by around 4% at low pr and 1% at high pt, compared to the PF jets reconstructed offline. With
the dijet asymmetry method [46], we estimate that the scouting Calo JER is only about 10%
worse compared to offline PF jets. These results confirm the good performance of Calo jet
reconstruction in data scouting in the high jet pr range considered.
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Figure 5: The observed percent difference between the p of Calo jets at the HLT and the pt
of PF jets reconstructed offline (points), fitted to a smooth function (curve), vs. the Calo jet pr.

Both Calo and PF jets are calibrated with corrections derived from simulation. Figure taken
from Ref. [65].

Studies similar to those presented above, which concern the comparison between PF jets recon-
structed at HLT and offline, are described in detail in Section 4.3 based on Run 3 data. In this
section we focus on studying the calibration level of PF jets at the HLT by reconstructing SM
resonances. The HLT PF jet energies are corrected with the standard methods described in Sec-
tion 2.3.5 using both simulation and data. The corrections are derived from data sets that have
undergone full offline reconstruction, rather than from the scouting data set. The top quark,
which can be reconstructed as a resonance in three-quark final states, is clearly visible in Fig. 6.
The figure shows the invariant mass distribution of three PF jets and the mass distribution of
single PF jets selected using jet substructure techniques that indicate they are likely to contain
decays of three separate partons. The observed top quark mass peak positions agree with the
expected ones from tt simulation within less than 2%, while the resolution in data is only 5%
worse.

To increase the sensitivity of multijet searches in scouting, new techniques are employed. One
innovation is the use of the information in PF candidates within a jet to construct a quark-gluon
discriminator (QGD) that enhances signals featuring decays to quarks while suppressing QCD
backgrounds consisting largely of gluon jets. The QGD is constructed from observables sensi-
tive to fundamental differences in the fragmentation properties of quarks and gluons, such as
the number of constituents and the jet radius. It uses a neural network (NN) architecture based
on the DEEPSETS technique [66]. The NN inputs are the normalized four-momenta information
along with the particle type of each jet constituent (PF candidates).

The QGD NN selects quarks and rejects gluons with better performance than traditional meth-
ods that rely on jet multiplicity and jet mass [47]. Figure 7 (left) shows the QGD score distribu-
tions obtained for quarks and gluons, indicating a clear separation. Different working points
are considered in analyses, corresponding to quark signal efficiency (gluon background rejec-
tion rates) of 98% ( 31%) , 83% (70%) , and 61% (87%), respectively, for loose, medium, and
tight selections on the QGD score. In Fig. 7 (right), the tight selection on the QGD score is
applied to the invariant mass of jet triplets in the search for R-parity violating (RPV) gluinos,
described in Section 3.5.1.2. The top quark peak is clearly seen above the QCD background.
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The jets in the top quark peak are mostly quarks, while the continuum background contains
a large component of jets originating from gluons. The QGD significantly reduces the contin-
uum background, in comparison to the inclusive selection (without QGD), while preserving
the top quark signal. This demonstrates the power of the scouting technique in advancing the
jet-based physics program of CMS, despite the limited event content stored on disk.
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Figure 6: The distribution of m;. for the resolved three-jet search (left), and average jet mass
(m = (my 4+ m,)/2) for the merged three-parton search (right), adapted from Ref. [67]. Both
analyses use PF jets. The peak around 170 GeV in both distributions corresponds to the all-
hadronic decay of the top quark. The data (points) are compared to the background-only pre-
diction (blue) and the full background fit including simulations of the top quark resonance
(red).

3.4 Muons

Muons are often indicators of interesting physics because they can be produced via the elec-
troweak interaction, where Z or W bosons are involved, or via new hypothetical interactions
featuring unknown gauge bosons. The CMS detector is particularly well suited to the task
of reconstructing and identifying muons, as explained in Section 2. The clean signature of a
pair of muons in the final state is exploited in a large number of analyses, from SM precision
measurements to searches for new physics up to the TeV scale. Thus, increasing the number of
collected dimuon events was a key motivation in the development of the scouting strategy.

3.4.1 Muon trigger performance

Dedicated trigger algorithms targeting dimuon events with significantly lower muon p thresh-
olds than those of the standard trigger paths were implemented and fully commissioned in
2017. The trigger definitions are discussed in Section 3.2. The number of selected events at low
dimuon masses (m,,, < 40GeV) is substantially increased by reducing the size of the event
content at the HLT. The data collected during the last two years of Run 2 (2017 and 2018) cor-
respond to a total £;, value of 101.1fb™*,96.6 fb ! of which are used for analysis. The scouting
dimuon triggers provided an overall rate of approximately 2 kHz for £, ~ 1.5 x 103%cm 257},
about a hundred times higher than the standard dimuon triggers.



3.4 Muons 27

040 CMS Simulation (13 TeV) CMS 128 fb! (13 TeV)
=0. T T T T ] T 1 > I e L
-} | | @ s
< —— Gluon o 1750 ++ —— Background-+tt fit ,
_ 1 »w t — Background Fit ]
2 c 1.0F Quark { < i s o
[} 0.08F s F 1 24500k i i Background-+t fit (Inclusive) 1
= 0. _§0-8 B %— ++ Background Fit (Inclusive)
L 1 1 = [ 4 { Data ]
I % 0.6f ] 1 1250f ++W+W 4
[ ] [ 4 ]
0.06[- 2 oaf E , g
L ot i 1
R 1000[- * E
Oo2 i 3
; [ B | 750 -
0'047 °85 0.5 1.0
Quark Jet Efficiency r
500~ -
0.02[- B [
| | 250~ —
7 HH\UH-LL‘\ | O; E
poollf o o 1 1 P R H RS RS B A
0.0 0.2 0.4 0.6 0.8 1.0 100 200 300 400 500 600
QGD Score mj; [GeV]

Figure 7: Left: output of the QGD for quark (orange) and gluon (blue) jets. The correspond-
ing receiver operating characteristic (ROC) curve is also shown. Right: observation of fully
hadronic top quark decays in the invariant mass of three jets with a QCD multijet background,
for an inclusive selection (no QGD), and for a selection including the QGD score. Figure
adapted from Ref. [67].

Dimuon invariant mass spectra obtained using data collected with the standard and scouting
triggers are compared in Fig. 8. The two curves are normalized to the amount of data collected
with the scouting triggers in 2017 and 2018. The standard triggers show significant acceptance
losses below about 40 GeV because of the higher pr thresholds on the leading and subleading
pr muons. For the standard trigger strategy, these thresholds are 17 and 8 GeV, respectively.
The acceptance is considerably recovered by the scouting triggers thanks to the looser HLT se-
lections. These selections include the reconstruction of at least two muons at the HLT, each with
pr > 3GeV. These requirements are minimal relative to the L1 selections, which are described
in Table 2 for 2017 and 2018. The distributions in Fig. 8 are obtained by selecting events with
offline muon pr requirements of 20 and 10 GeV in the standard dimuon triggers, and 4 GeV for
both muons in the scouting dimuon trigger. These selections ensure operation on the plateau
of the trigger efficiency curves. We note that the comparison between the two data sets has
some limitations. The standard thresholds of the dimuon selections in 2016 were lower than
the ones adopted in 2017. In addition, the single-muon L1 path was only added to the dimuon
scouting stream in 2018. This explains the discrepancy in event yields near the Z boson mass
peak and at higher masses, observed when normalizing both curves to the same £, ; value.

The high-rate dimuon scouting stream with lower transverse momentum selections at the L1
(as low as the ones at the HLT) enables the exploration of an otherwise inaccessible phase space
at low dimuon masses, down to about twice the muon mass at ~ 210 MeV, which is the dimuon
kinematic threshold. Figure 9 shows the dimuon invariant mass distribution obtained with the
various L1 algorithms in 2018 and reconstructed at the HLT.

To extend the physics use case of the scouting stream, the scouting triggers utilize HLT recon-
struction algorithms that lack any association between muons and the PV. This enables scout-
ing searches for resonances that have nonzero displacement from the PV. The dimuon invariant
mass distributions for different values of the dimuon transverse displacement from the inter-
action point (referred to as I,) are shown in Fig. 10. The maximum transverse displacement
of about 11 cm is determined by the requirement that muon tracks deposit energy in at least
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Figure 8: Dimuon invariant mass distribution of events selected with the standard muon trig-
gers (blue, dashed) and scouting muon triggers (pink, solid) in the mass range 11-240 GeV,
normalized to L;,, = 96.6 fb™*, corresponding to the scouting data collected in 2017 and 2018.
The selection applied to obtain each distribution is described in Ref. [68].

two layers of the CMS pixel tracker. The definition of the muon scouting triggers in Run 3 have
been updated to remove this requirement, providing sensitivity to resonances with even higher
transverse displacements, as described in Section 6.1.1.

In Fig. 11, the efficiency of the dimuon scouting triggers, including the HLT selection and the
main L1 paths, is presented in two-dimensional (2D) maps as a function of the angular sepa-
ration AR, between the two muons and the dimuon invariant mass m,,, (left plot), and as a
function of AR, and the subleading muon pr (right plot). These maps are needed to account
for correlations between muons in the L1 algorithms. For very low mass resonances, the muon
momenta are typically collinear, with low values of ARW. Therefore, L1 requirements on ARW
are applied as the py threshold is lowered to focus on the relevant physics expected in this
kinematic region, as reported in Table 2. The efficiency measurements are performed with or-
thogonal data sets that are independent of the presence of muons. All muons with pr > 3GeV
and || < 1.9 are considered. The additional selection 0.45 < m,,,, < 0.65GeV is applied to the
right plot to focus on events likely to contain ¥ — u"u~ decays. The # meson, with a mass
around 0.55GeV, is one of the lightest resonances decaying to pairs of muons for which CMS
has sensitivity, and thus serves as a useful proxy to study the performance of low-mass dimuon
reconstruction.

The left plot in Fig. 11 shows that the efficiency to trigger on muon pairs with small angular
separation (AR, < 1.0) ranges from 60 to 80%. The efficiency gradually decreases for higher
AR, and lower m,,. Near the 7 meson mass, it ranges from 50 to 90% vs. subleading muon
pr, within the region AR, < 0.06, which contains most of the  — i u~ decays as deter-
mined from simulation. For a fixed value of m,,, higher values of AR, imply lower muon
pr- This explains the lack of events in the upper left region of the left plot. In the right plot,
for fixed muon pr, higher AR, , implies higher m,,,,. Since the selection in this plot includes

0.45 < m,, < 0.65GeV, no events are found with AR, values above 0.12.
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Figure 9: Dimuon invariant mass spectrum and event rate of each L1 seed (legend) obtained
with the scouting stream reconstructed at the HLT, using data collected in 2018 corresponding

to Ly = 60 fb~!. Well-known dimuon resonances from various meson decays or from Z boson
decays are indicated above each peak.
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Figure 10: Dimuon invariant mass distributions in bins of transverse displacement from the PV
(Iyy)- Figure adapted from Ref. [69].
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Figure 11: Efficiency of the dimuon scouting trigger and logical “OR” of all L1 triggers mea-
sured with 2017 and 2018 data. The efficiency is shown as a function of the angular sep-
aration between the two muons AR, and the dimuon mass m,, (left), and as a function
of AR, and the subleading muon pr (right). The selection in the right plot also requires
0.45 < m,, < 0.65GeV to focus on the 7 meson resonance region. The statistical uncertainty in
the measured values is generally less than 3% per bin on the left plot and less than 15% per bin
on the right plot.

3.4.2 Muon reconstruction performance

The process of reconstructing muon objects within the scouting stream mirrors that of the stan-
dard stream, differing only in the removal of the vertex constraint. However, recorded events
contain only a limited amount of information compared to the offline muons. Therefore, dedi-
cated identification (ID) criteria were developed to select muons from the scouting data set.

A customized selection based on standard physics variables (cut-based selection) was initially
designed in the context of a search for dimuon prompt production in the mass range 11-45 GeV,
as described in Section 3.5.2.1. It relies on some requirements applied to the muon track, such
as the number of tracker pixel hits, the total number of tracker layers containing energy de-
posits, and the quality and relative isolation of the muon track. This selection is not ideal for
lower mass resonances, however. The angular separation between the muons is small when
m,,, < 10GeV. The muon isolation is less efficient for the boosted system because the isolation
cone of the two muons may partially overlap. An optimized selection based on a multivariate
analysis (MVA) technique was therefore developed to improve sensitivity to lower mass sig-
nals, by increasing the signal muon efficiency and suppressing the rate of background muons,
mainly coming from decays in flight of hadrons.

The set of input variables for training the MVA classifier contains a combination of muon and
vertex variables, such as the number of pixel hits and tracker layers, the muon track and vertex
)(2, the track isolation, and the vertex transverse displacement from the interaction point. These
parameters are combined into a single discriminator using a boosted decision tree (BDT) [70].

The MVA is optimized separately for the higher mass (4-10 GeV) and lower mass (< 4 GeV) re-
gions. The signal samples used for the MVA training and validation are extracted from events
in data containing Y (1S) and J/¢ meson decays, for the high-mass and low-mass regions re-
spectively, while same-charge muon events are used as background samples. The background
rejection vs. signal efficiency of all IDs are summarized in Fig. 12, demonstrating the improved
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sensitivities of the MVA-based selections compared to the cut-based ones in comparable mass
regions. Considering a similar signal efficiency for Y (1S) and J/¢ signals, the new MVA ID
achieves significantly higher background rejection.
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Figure 12: Background rejection vs. signal efficiency of the new MVA-based muon ID strategies
evaluated on scouting data: Y(1S)-trained MVA (black line), J/i-trained MVA (red line). A
comparison with the performance of the previous cut-based selection, which was optimised
for signals at the mass range higher than 11 GeV, is also shown for the Y (1S) (blue triangle)
and J/¢ (brown square) signals. Figure adapted from Ref. [71].

The performance of the muon scouting stream was also measured by means of the dimuon
mass resolution. Figure 13 shows mass resolutions measured for various SM resonances. The
resolution was determined by fitting a signal-plus-background model to the dimuon mass
spectrum in 2017 and 2018 data around known resonances, such as the 77, ¢, J/i, and Y, and
then extracting the relative width of the peaks. The signal is modeled with the sum of a double-
sided Crystal Ball (CB) function [72, 73] and a Gaussian function in a mass window of +5%
around the mean peak value, while the background is described by a third-order Bernstein
polynomial. The signal resolution, estimated with the oy parameter of the Gaussian core of
the CB function, is found to be ~1.3% and roughly independent of year, mass hypothesis, or
detector region. The uncertainty in the resolution is evaluated as the variation introduced by
alternative signal models, such as a double-Gaussian function, and measured to be 13-18%
depending on the resonance. The mass resolution of scouting muons in the low-p regime
(the region of interest) is within 1% of the one obtained with offline muons, demonstrating the
remarkable capabilities of data scouting in boosting the muon-based physics program of CMS.

3.5 Physics results

We now describe some of the CMS physics results obtained with the scouting data sets col-
lected during Run 2. The results are organized in three sections: searches for new physics in
hadronic final states, searches for new physics in leptonic final states, and observations of rare
SM decays.

3.5.1 Searches in hadronic final states

Searches for direct production of hadronic resonances are particularly important at the LHC, as
any hypothetical particle produced via the strong interaction in pp collisions can also decay to
quarks and gluons, which hadronize to form jets. The main source of backgrounds consists of
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Figure 13: Relative width of dimuon resonances as a function of mass, measured in 2017 and
2018 scouting data. The fits are performed separately for the 2017 and 2018 data sets. The
values shown are the average width of each fit, weighted by the £, ; value corresponding to the
data accumulated in each year. From left to right, the 17, ¢, ]/, ¥(2S), Y(1S), Y(2S), and Y(3S)
resonances are shown. The inserts display fits of the ]/ and Y peaks obtained with scouting
data (black markers) separately for the signal (green) and background (red) components, and
for their sum (blue).

SM multijet QCD backgrounds. The rates for these processes are typically very large compared
to those of the potential signals of new physics, increasing substantially for lower resonance
masses. Consequently, the event rate and the amount of data that must be recorded in order
to carry out physics analyses in this low-energy regime rapidly increases. In this context, the
data-scouting approach plays a crucial role in probing the low-mass region in final states with
jets.

The CMS hadronic physics program covers a wide range of experimental signatures, such as
resonances decaying to a pair of jets (dijet), dijet resonances in association with initial-state
radiation, resonances decaying to three jets, and pair-produced resonances resulting in final
states with four or more jets. In this section, we describe CMS searches that apply the data
scouting technique to extend sensitivity to new physics in the mass region below the TeV scale.

3.5.1.1 Dijet resonances

Proton-proton collisions can produce two or more energetic jets when the constituent partons
scatter with large momentum transfer. The invariant mass distribution of the two jets with
the largest pr is predicted to fall steeply and smoothly with increasing mass, based on known
multijet processes. Many proposed extensions of the SM predict the existence of new states
coupling to quarks and gluons, which would appear as resonances on top of this smooth back-
ground in the dijet mass spectrum.

A review of searches for dijet resonances at hadron colliders can be found in Ref. [74]. The first
searches for dijet resonances were presented by the UA1 and UA2 experiments after collecting
data at the SppS accelerator with /s = 630 GeV. These results were later extended to higher
resonance masses by the CDF and D0 experiments, using the Fermilab proton-antiproton Teva-
tron collider, which operated with center-of-mass energies of 1.8 and 1.96 TeV. Finally, the mass
reach was increased further by ATLAS and CMS, relying on pp collisions at the LHC with
Vs =7,8,and 13 TeV.
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Results obtained with different collider energies were compared by translating the upper lim-
its on the quark-quark resonance cross sections into upper bounds on the coupling constant g
between the new resonance and a pair of partons as reported in Ref. [75]. That study demon-
strated that the existing searches, up until early Run 1, were not sensitive to the presence of low-
mass (< 1TeV) resonances with small couplings to quarks (¢ < 1). In particular, LHC exper-
iments were affected by the aforementioned limitations in the conventional DAQ approaches
for triggering, processing and storing data, resulting in decreased sensitivity to lower mass
resonances.

To address this issue, in the last days of the 2011 data-taking period, the CMS Collaboration
tested the new data scouting approach for the first time [14]. A preliminary search for dijet
resonances using this special data set was performed with pp collision data corresponding to
0.13fb ! at \/s = 7 TeV. This search improved the limits on the production cross section of new
dijet resonances in the 0.6-0.9 TeV range, a region otherwise inaccessible with standard trig-
gers. Since 2012, data scouting has become a well-established approach in CMS, leading to the
publication of several physics results on searches for dijet resonances, which are summarized
in the following paragraphs.

The basic strategy of these searches consists in reconstructing the two jets that correspond to the
pairs of quarks or gluons arising from the decay of a new particle. We therefore look for a peak
in the invariant mass distribution of the reconstructed dijet system (i), with characteristic
shape compatible with the one expected from a resonance decay. The main background from
QCD multijet production is predicted by fitting the m;; distribution with an empirical functional
form that describes well the QCD simulation and the data in absence of a new physics signal.
The main trigger for dijet resonance searches requires Hr to exceed a predefined threshold. As
discussed in Section 3.3.1, the scouting trigger has a lower threshold than standard triggers and
becomes fully efficient for m;; > 500 GeV, compared to m; > 1.25TeV required by the standard
triggers. The data scouting approach is thus able to extend the search for resonances down to
the sub-TeV mass range.

The analyses combine calorimeter jets originally reconstructed with the standard anti-kt algo-
rithm at the HLT with distance parameter R < 0.4 or 0.5 (AK jets) into “wide jets”, which are
then used to measure the mass spectrum and to search for new physics. The partons from the
decay of heavy objects can radiate additional partons, which are often produced at large an-
gles with respect to the original parton direction and thus clustered into a separate AK jet. To
reduce this effect, the two pr-leading AK jets are used as seeds and the four-momenta of all
other jets, if within AR < 1.1 of the seed jet, are added to it to obtain two wide jets, which then
form the dijet system. Wide jets collect more of the final-state radiation compared to AK jets
and therefore improve the mass resolution of dijet resonances.

Inclusive searches for dijet resonances have been published using data scouting at both /s =
8TeV [15] and 13 TeV [65, 76]. The dijet mass spectrum for the most recent analysis at 13 TeV,
shown in Fig. 14 (left), is well described by a smooth background parametrization, and no
evidence for the production of new particles is observed. The spectrum is only shown up
to about 2 TeV, as standard offline reconstructed data is used for higher dijet masses. Upper
limits at 95% confidence level (CL) are reported on the production cross section for narrow
resonances, with masses between 0.6 and 1.6TeV. The limits range between about 0.1 and
50 pb depending on the final state considered for the signal model and the resonance mass
hypothesis.

To probe resonance masses below 600 GeV, we focus on events where at least one additional
high-pr jet is produced in association with a dijet resonance, resulting in a three-jet final state.



34

S 271’13 TeV) N 233173 TeV)
6 | g 3
> 10t CMs 5 1 3 .fows + Do E
E Lk + Data . O 10°F _ =
8 10°F — Fit - e E — Fit 3
= o™y e gg 0.75TeV) 7 = 1028 qq (400 GeV, 9.5pb) |
& 10° qg (1.20TeV) 3 £ TF e, qq (550 GeV, 4.2pb) 3
E 3 o C ]
S oF - qq (160 Tev) 7 = 1 e qq (700 GeV, 1.9pb) 7]
T 0 1 8 0%
N B o[ X/NDF=102/13=15 7
10 E E 10 E Three wide jets =
10 ; ........ —; £ P> 72 GeV, |n| <25 4
E .. 3 10_1 E |n1- rlzl <11 =
1L X2/NDF =20.3/21=1.0 ] E 3
E Wide Calo-jets L. E S N
© 0.49<m, <2.04Tev ‘ E 102k =
10’1§ ni<25tan <13 - = E E
el TN U R B ~ |7 L
> = T ] =| ¢ [N ]
=\ g; E g °r E
IS 2 1 ) T 1
gle I Ba gl oo = Slo 2F E
Slo Or —= . cls Op
gl I 41 Blo -2¢ E
~1D —Zj - -4 7—
-3C_. ‘ ‘ ‘ ‘ ‘ ‘ u -6k ‘ ‘ ‘ 3
06 08 1 12 14 16 18 2 200 600 800 1000

Dijet mass [TeV]

Dijet mass [GeV]

Figure 14: Left: dijet mass spectra (points) compared to a fitted parametrization of the back-
ground (solid curve) for the inclusive search performed in Ref. [65]. Right: dijet mass spectrum
(points) compared to a fitted parametrization of the background (solid curve) for the three-jet
analysis performed in Ref. [77]. The lower panel shows the difference between the data and the
fitted parametrization, divided by the statistical uncertainty of the data. Examples of predicted
signals from narrow gluon-gluon, quark-gluon, and quark-quark resonances are shown with
cross sections equal to the observed upper limits at 95% CL. Figures taken from Refs. [65] (left)
and [77] (right).

The requirement of an additional jet (for example coming from initial state radiation) provides
enough energy in the event to satisfy the trigger selection. A search for a dijet resonance decay-
ing to a pair of jets with mass between 350 and 700 GeV is performed using events containing
at least three jets [77]. The dijet invariant mass spectrum, calculated from the two jets with the
largest transverse momenta in the event, is used to search for a resonance. No significant excess
over a smoothly falling background is found, as shown in Fig. 14 (right). Limits at 95% CL are
set on the production cross section of a narrow resonance in the range between 1 and 20 pb,
depending on the resonance mass. The three-jet final state provides sensitivity to even lower
resonance masses than in previous searches with the data-scouting technique.

Following the method presented in Ref. [65], the model-independent upper limits on the cross
section of dijet resonances are translated into 95% CL upper limits on the coupling g; of a
hypothetical leptophobic resonance Z' — qq as a function of its mass. Figure 15 shows the
upper limits obtained by various CMS searches for dijet resonances. The aforementioned anal-
yses with the data scouting technique provide the best limits in the mass region from 400 to
1600 GeV.

The mass region below 350 GeV is probed by analyses that rely on standard triggers and study
events where the hypothetical resonance is produced with sufficiently high transverse momen-
tum such that its decay products are merged into a single jet, with a two-prong substructure
(boosted dijet) [78, 79]. A signal would be identified as a peak over a smoothly falling back-
ground in the distribution of the invariant mass of the jet, using jet substructure techniques.
These analyses study resonances produced in association with a high-pt photon or jet and
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probe the resonance mass range 10-125GeV and 50-500 GeV, respectively. For full efficiency
with respect to the standard trigger requirements, events are selected by demanding the pres-
ence of a photon with pr > 200 GeV in the first case or a jet with pp > 500 GeV in the second.
Future developments for these analyses include exploiting the scouting triggers, which would
significantly reduce the photon and jet py trigger thresholds and hence improve the signal ef-
ficiency and sensitivity of these analyses. A similar approach has been investigated for the
study of boosted H — bb decays, as reported in Section 4.3. As demonstrated in Section 3.3.2,
the use of jet substructure techniques is now established in data scouting and could be also
applied to the case of boosted dijet resonance searches to reconstruct the jet mass and identify
the two-prong jet substructure.
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Figure 15: Observed limits on the universal coupling g; between a leptophobic Z’ boson and
quarks [76] from various CMS dijet analyses. Regions above the lines are excluded at 95% CL.
The grey dashed lines show the g/ values at fixed values of I';//m,. Limits from scouting-
based analyses are indicated with bold lines.

3.5.1.2 Multijet resonances

Scouting data is ideal for new physics searches in regions of parameter space dominated by
large backgrounds, such as resonances decaying to multiple jets. New physics signatures with
multijet final states can be produced in several ways, including from the decay of new colored
particles. Relevant SUSY models include RPV squarks and gluinos, which can produce paired
dijets and paired jet triplets, respectively [80]. For low masses, the partons arising from the
decays of these squarks and gluinos can merge into a single jet. To probe such low masses,
scouting analyses utilize jet substructure techniques [51, 52] . Here we highlight the results of
searches for pairs of two- and three-parton resonances [67], interpreted as RPV squarks and
RPV gluinos, respectively. The analysis relies on a data set collected with the PF scouting
triggers, which require thresholds as low as Hy > 410 GeV at the HLT. The data set also stores
relevant jet substructure variables, allowing us to probe low-mass resonances in which the
partons merge into single jets, as discussed in Section 2.3.5.

The investigation of the multijet phenomena follows three different paths within the analysis:
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pairs of large-radius jets with substructure consistent with three underlying quarks (merged
trijets), pairs of large-radius jets with two-quark substructure (merged dijets), and pairs of well-
resolved triplets of jets (resolved trijets). Given the characteristic decay of RPV gluinos into three
quarks in the final state, high-mass gluino pair production is studied with resolved triplets of
jets while gluinos of lower mass are studied with dijet events wherein each jet exhibits sub-
structure indicative of the merging of three partons into a single large jet. The RPV squarks
undergo decay into pairs of quarks. These decays manifest as events with two jets, where the
substructure of each jet aligns with the fusion of two partons. The merged dijet study centers
on squark pair production scenarios characterized by masses below 200 GeV. The resolved tri-
jet analysis exhibits sensitivity to RPV gluinos across the mass spectrum of 200-2000 GeV. In
contrast, the merged trijet analysis leverages the 13, jet substructure variable introduced in Sec-
tion 2.3.5, formulated utilizing the designed decorrelated tagger (DDT) technique [81]. With
this analysis, the search sensitivity is extended to resonance masses as low as 70 GeV.

For the resolved trijet analysis, all pairs of jet triplets are analyzed using kinematic variables
that differentiate between multijet backgrounds and signal triplet pairs. The jets within the
triplets are subjected to QGD methods, as described in Section 3.3.2. Figure 6 shows the in-
variant three-jet mass for triplets that pass all selection criteria. In that figure, we show the
lowest mass range used in the analysis, as well as the jet mass distribution for the low mass
gluino search where the three partons merge into a single jet. The top quark mass is clearly
discernible in both distributions. The sensitivity to gluinos in searches using scouting data is
better than searches performed by the CDF Experiment at the Tevatron [82] and other searches
by LHC experiments [83-87], achieving both a lower mass reach and lower cross section limits
as shown in Fig. 16.

Searches for final states consisting of pairs of two merged partons were previously performed
using standard CMS triggers [88, 89], with limits of roughly 500 GeV set on RPV squarks. Limits
on the production cross section of RPV squarks with the scouting data are shown in Fig. 17.
Using data scouting and N, ppr jet substructure techniques, we have extended the sensitivity
to RPV squark masses down to 70 GeV.

In summary, with the scouting technique CMS has achieved unprecedented sensitivity to hadronic
resonances with low masses. In the case of new particles decaying to three partons, we are sen-
sitive to weak production (Higgsino) cross sections.

3.5.2 Searches in muon final states

Searches for resonant pair production in dilepton final states played a crucial role in the devel-
opment of the SM, leading to, e.g., the discovery of the charm and bottom quarks via J/¢ — up
and Y — ppu decays, respectively, and of the Z boson via Z — ee/upu decays. Today the same
approach is used to investigate still unexplored regions of phase space and to look for new
particles in dilepton mass spectra. Here we present searches for the production of dimuon res-
onances in the mass range below 200 GeV. Both scenarios where the resonance decays promptly
or displaced from the interaction point are considered.

3.5.2.1 Prompt dimuon resonances

The availability of the scouting data set makes it possible to focus on searches for prompt
dimuon resonances in the mass range below 40 GeV. Several sources of cosmological evidence
point to the existence of dark matter, and a clear understanding of the origin and nature of
dark matter is one of the open problems of particle physics. Dark matter is expected to interact
very weakly, if at all, with SM particles. This raises the possibility of a hidden, dark sector of
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particles. As a prototypical hidden sector, we consider the compelling possibility of a spon-
taneously broken dark U(1), gauge symmetry, mediated by a vector boson called the dark
photon, Z,. The dark photon’s only renormalizable interaction with the SM is through kinetic
mixing with the hypercharge gauge boson, controlled by the kinetic mixing coefficient €. If
there are no other hidden-sector states below the Z mass, this mixing causes the dark photon
to decay exclusively to SM particles, with a sizable branching fraction to leptons. Given the
extraordinary capabilities of CMS to reconstruct and identify muons down to a py of just a few
GeV, searching for dark photons in the dimuon channel is a clear natural target.

Two searches were performed using the full muon scouting data set collected during Run 2,
corresponding to L;,, = 96.6 fb~'. The mass spectrum up to 200 GeV was scanned to search for
a narrow resonance with subsequent prompt decay to a pair of oppositely charged muons. Dif-
ferent strategies were adopted according to the mass window. The regions around the known
resonances, namely the J/i, (2S), Y(1S), and Z, were excluded because of the difficulty in
looking for a new particle in the vicinity of existing resonances with the same final-state signa-
ture.

The first search [68] investigated the resonance mass ranges of 45-75 and 110-200 GeV by ex-
ploiting conventional trigger paths and event reconstruction techniques. The coverage was
extended down to 11.5GeV by exploiting the scouting triggers. The dimuon mass resolu-
tion depends strongly on the pseudorapidity of the muons. The pt resolution of muons with
pr < 50GeV is around 1% in the barrel region of the detector and 3% in the endcaps. Therefore,
events are divided in two categories based on the pseudorapidity of the muons. In the search
performed with the scouting triggers, events are required to contain two muons of opposite
charge that are consistent with same-vertex production. The muons are required to be well
isolated and to pass selection requirements based on the track quality information available in
the scouting event content. To suppress sources of background involving muons originating
from heavy flavor decays that typically have low pt, the muons with the largest and second
largest pr are required to have pr > m,,, /3 and pr > m,,, /4, respectively.

The data are found to be consistent with the background prediction. The results of this search
are interpreted in the context of the dark photon model introduced earlier. Upper limits are
provided at 95% CL on the product of the signal cross section, branching fraction to a pair
of muons, and kinematic and geometrical CMS acceptance of a narrow resonance. Moreover,
expected and observed upper limits at 90% CL on €* as a function of Zp, mass are obtained
and compared with the existing results by the LHCb Collaboration [90], as shown in Fig. 18.
The search using scouting data sets stringent constraints on dark photon production in the
11-45 GeV mass range.

The second search [71] is an extension of the first, focused on the mass window below the Y
resonance peak, in the 1.1-2.6 and 4.2-7.9 GeV mass ranges. The region around the J/¢ peak
was excluded. A dedicated MVA muon identification technique trained on control samples in
data was used to enhance the sensitivity to this very low mass region. This strategy allowed
the optimization of the selection of a promptly produced dimuon resonance while minimizing
the rate of muon misidentification. Details are provided in Section 3.4.2. The training of the
algorithm was performed on J/¢ and Y (1S) events for the lower and higher mass windows,
respectively. The algorithm trained on ]/ events recovered the selection efficiency in the very
low mass region, compared to the one trained on Y events, as demonstrated by the dimuon
spectra obtained with the two different selections in Fig. 19.

Event candidates are selected by requiring at least one interaction vertex, as reconstructed by
the HLT system, and a pair of oppositely charged muons originating from this vertex. A dedi-
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cated mass-dependent vertex displacement criterion is applied to focus on promptly produced
dimuon resonances. Two selections are defined: an inclusive one and a high-pr one, focusing
on Drell-Yan and gluon fusion production, respectively. The two signal categories, referred to
as inclusive and boosted, are used to obtain an interpretation of the results in the context of
two specific models: a minimal dark photon model (as in the previous search), and a model
with two Higgs doublets as well as an extra complex scalar singlet (2HDM+S). The inclusive
selection requires muon pp > 4GeV in the pseudorapidity region || < 1.9, while the boosted
selection requires muon py > 5GeV and a dimuon py larger than 35 (20) GeV in the mass region
below (above) 4 GeV.
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The signal is extracted from maximum likelihood fits to the m,,, distribution in data cor-
responding to selected events. The fit relies on a signal-plus-background model under the
assumption that the natural width of the new resonance is much smaller than the detector
dimuon mass resolution. Various empirical functions are investigated and used to model the
background shape and to estimate the associated systematic uncertainties. For each mass hy-
pothesis, the fit is performed over a mass window spanning £5 or 8 times the mass resolution
around the hypothesized resonance mass for the inclusive and boosted scenario, respectively.
Model-independent limits on the product of the resonance production cross section, branching
fraction to muons, and geometrical acceptance are computed. The results are also interpreted
as constraints on the parameters of the two models introduced earlier. The model-specific limits
rely on the theoretical calculation of cross sections and branching fractions, and on the exper-
imental acceptance derived with simulation. The sensitivity to the kinetic mixing coefficient e
is significantly improved or comparable to the one obtained by the LHCb [92] and BaBar [93]
Collaborations, as shown in Fig. 20.
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Figure 20: Upper limits at 90% CL on the square of the kinetic mixing coefficient (€2) in the
minimal dark photon model obtained as a recast of model-independent limits on the produc-
tion rates of dimuon resonances for the inclusive category. The CMS limits (pink) are compared
with the existing limits at 90% CL provided by LHCb [92] (blue) and BaBar [93] (gray). Figure
taken from Ref. [71].

3.5.2.2 Displaced dimuon resonances

The scouting triggers do not require muons to be associated with the reconstructed PV, as de-
scribed in Section 3.4.1. Therefore, the muon scouting data stream can also be used to search
for displaced muon signatures. A search for narrow, long-lived dimuon resonances [69] was
performed based on dimuon data collected with the CMS experiment during the LHC Run 2 in
2017 and 2018 using the dimuon scouting trigger stream, with muon py > 3GeV and || < 2.4,
and probing resonance masses down to ~2m,,. The selected data correspond to £, = 101 fb~1.

The search targets narrow, low-mass, long-lived resonances decaying into a pair of oppositely
charged muons, where the lifetime of the long-lived particle is such that the transverse dis-
placement lXy of its decay vertex is within 11 cm of the PV. As mentioned in Section 3.4.1, this
constraint arises from the requirement for muon tracks to leave a hit in at least two layers or
disks of the pixel tracker. The selected muons are used in pairs to form dimuon vertices, con-
sidering all possible pairs. These vertices are hereafter referred to as SVs, and they may or
may not be displaced from the PV. The signal is expected to appear as a narrow peak on top of
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the dimuon mass continuum, with an intrinsic resonance width smaller than the experimental
mass resolution. Such a signal is predicted in BSM frameworks with the Higgs boson decaying
into a pair of long-lived dark photons, as shown in Fig. 21 (left), or with a long-lived scalar
resonance arising from a decay of a b hadron, as shown in Fig. 21 (right).
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Figure 21: Left: diagram illustrating an SM-like Higgs boson (H) decay to four leptons (¢) via
two intermediate dark photons (Z). Right: diagram illustrating the production of a scalar
resonance ¢ in a b hadron decay, through mixing with an SM-like Higgs boson. Figure taken
from Ref. [69].

Events are required to contain at least one pair of opposite-sign muons associated with a se-
lected SV. The events that contain a single muon pair are then categorized according to the
decay length I,, the pr of the muon pair (P! < 25 and pL" > 25GeV), and isolation (to dis-
tinguish isolated, partially isolated, and nonisolated topologies). The I, categorization is in-
tended to maximize the search sensitivity to a range of potential BSM signal lifetimes, and
is based on the CMS pixel tracker geometry. The categorization in P¥y , on the other hand,
improves the sensitivity to signal models with different production modes and boost distribu-
tions.

In each (lxy, pfr‘” , isolation) bin, we define mass windows sliding along the dimuon invariant
mass spectrum, and perform a search for a resonant peak in each mass window. The size
of the sliding windows is set to £5¢};* around the signal mass hypothesis, where o5} is
determined from simulation and equals about 1% of the mass. Mass regions corresponding to
known resonances decaying either to a pair of muons or to a pair of charged hadrons are not
considered, i.e., they are “masked” for the purpose of this search. In events with two muon
pairs, each associated with an SV, we further require the difference between the two dimuon
masses to be within 5% of their mean, and the four-muon mass to be consistent with the mass
of the SM Higgs boson (115 < my, < 135GeV). The selected four-muon events are treated as
an exclusive independent category, with a single four-muon mass window centered around
the known Higgs boson mass (i.e., 115 < my, < 135GeV). This additional region is aimed at
improving the search sensitivity to models of BSM physics where an SM Higgs boson decays
to a pair of Z, bosons, each decaying to two muons.

In each mass window, the signal is parametrized using the sum of a Gaussian function and
a double-sided CB function. The SM background is modeled by means of different functional
forms, that include Bernstein polynomials, exponential functions, and combinations of the two.
Then, binned maximum likelihood fits to the data are performed simultaneously in all search
bins, under either background-only or background-plus-signal hypotheses.

No significant peak-like structures are observed in data. The background-plus-signal fits are
used to set upper limits at 95% CL on a wide range of mass and lifetime hypotheses for models
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of BSM physics where a Higgs boson decays to a pair of long-lived dark photons, or where a
long-lived scalar resonance arises from the decay of a b hadron. These constraints are the most
stringent to date for substantial regions of the explored parameter space. For illustrative pur-
poses, the exclusion limits obtained for the H — Z,Z, model of Ref. [91] and for the h;, — ¢X
inflaton model of Ref. [94] are shown in Fig. 22. The search is mostly sensitive to signatures
with a dimuon resonance produced at nonzero displacement from the PV. At large displace-
ment values, the sensitivity is degraded because the transverse displacement must be within
the first three layers of the pixel detector, namely I, < 11cm.

3.5.3 Observation of the rare  — 4; decay channel

The scouting data set also enables the study of rare light-meson decays to be considered. The
lower muon momentum thresholds considerably expand the mass range of particles that can
be probed. The power of the data set to measure rare SM decays was demonstrated by the
tirst observation of the four-muon decay of the 7 meson. The production rate of the 7 meson
falls quickly vs. pt, so lowering the muon momentum thresholds is essential to enhance the
collection of events involving the 7 meson.

The 5 — "y~ pu"u~ decay was observed by the CMS Collaboration using a four-muon se-
lection in the scouting data set. Figure 23 shows the measured distribution of the four-muon
invariant mass, after requiring four muons that are compatible with same-vertex production.
About 50 signal events (Ny,) are observed on top of a background of roughly 17 events, corre-
sponding to a statistical significance much greater than 5 standard deviations.

The branching fraction of the newly observed decay channel was measured relative to the ref-
erence channel 7 — 2u, which is known with a precision of about 14%. The additional ingre-
dients needed for this measurement are the yields of the two-muon reference channel, Nzw
and the products A of the CMS detector geometric acceptance and reconstruction efficiency
for both channels, which were determined with simulation. The relative branching fraction is
computed via

=t
BZ# 2 N;/] A4;¢
1,
i A

ij
4p’
two-muon A, and two-muon yields in bin i of the candidate # meson pr and bin j of the 5
meson rapidity, respectively. We define 32 bins in pr, in the range 7-70 GeV, and 2 bins in |y|.

where N4H is the total four-muon signal yield, and A A;’L, and N;; are the four-muon A,

Figure 24 shows A for both channels as determined by simulation. The efficiency of the two-
muon channel is limited by the trigger efficiency, while that of the four-muon channel is con-
strained by the efficiency to reconstruct all four signal muons. This is more challenging for
higher # meson pr, since the muons are more collimated, leading to overlapping tracks and
decreased reconstruction efficiency.

The measured relative branching fraction is

B4;4 -3

3= [0.86 & 0.14 (stat) £ 0.12 (syst)] x 107,
2

where the systematic and statistical uncertainties are roughly balanced. Using the world av-
erage value for the reference branching fraction B(y — 2p), the absolute branching fraction of
the four-muon decay is measured as

B(y — 4pu) = [5.0 £ 0.8 (stat) £ 0.7 (syst) £ 0.7 (By,)] x 1077,
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Figure 22: Observed limits at 95% CL on (upper) the branching fraction B(H — Z,Z) and
(lower) the branching fraction product B(h, — ¢X) - B(¢ — ppu) as contours in the parameter
space containing the signal mass (mZD or m,, respectively) and the signal lifetime ctj. The
vertical gray bands indicate mass ranges containing known SM resonances, which are masked
for this search. The limits are obtained using the combination of all dimuon and four-muon
event categories. Figures taken from Ref. [69].

where the last term is the uncertainty in the branching fraction of the reference channel. This
result is in agreement with theoretical predictions, e.g., B(7 — 4u) = (3.98 £ 0.15) x 10~? from
Ref. [96], and improves on the precision of previous upper-limit measurements [97] by more
than 5 orders of magnitude.
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Figure 23: The four-muon invariant mass (1my,) distribution in the range 0.46-0.90 GeV, ob-
tained with pp collision data collected during 2017-2018. The observed distribution (points)
is compared to the background-only prediction (green dashed) and to the full background fit
including simulations of the signal (solid blue). The peak observed in the mass window 0.53—
0.57 GeV corresponds to the 7 meson. The pull distribution in the lower panel is shown relative
to the background component of the fit model and defined as (Data — Fit) /Uncertainty, where
the uncertainty is statistical only. Figure taken from Ref. [95].
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Figure 24: The product of acceptance (A) and efficiency as a function of the generated # meson
pr for the two-muon (red circles and blue squares) and four-muon (orange up triangles and
green down triangles) # meson decays. The product is evaluated using simulated samples.

Figure taken from Ref. [95].
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4 Data scouting in Run 3

The CMS data scouting technique was explored, developed, and brought to maturity during
Run 1 and Run 2, proving to be an innovative trigger strategy and a successful paradigm for
data analysis. During this period, the primary constraint in implementing the scouting strategy
was found to be the HLT event processing time. In Run 3, the computing capabilities of the HLT
were greatly improved, as described in Ref. [31]. The availability of a new GPU-equipped HLT
farm, provided as a way to gain expertise for the next phase of operation of the CMS detector
during HL-LHC, and the subsequent improvement of the HLT reconstruction (as detailed in
the next section) facilitated a significant broadening of the scouting scope. It is interesting to
note that comparable performance based on an HLT farm equipped only with CPUs would
require a higher overall cost (by approximately 15%) and higher power consumption (by about
30%). This expansion of data scouting is illustrated in Fig. 2, where the average rates allocated
to the standard, parking, and scouting streams are reported from Run 1 to Run 3.

This chapter outlines the improvements to the data scouting strategy in Run 3, providing in-
sights into the relevant updates with respect to the Run 2 approach described previously in
Chapter 3. First, the trigger rates and event content of the 2022 and 2023 data-taking periods
are discussed in Sections 4.1 and 4.2. Then, we investigate the performance of data scouting in
the context of jets (Sections 4.3), muons (Section 4.4) and electrons and photons (Section 4.5).

4.1 The new Run 3 scouting strategy at the HLT

Following the hardware upgrade and increased usage of GPUs during Run 3, the HLT algo-
rithms were redesigned to harness the capabilities of parallel architectures. The primary focus
was to offload HLT reconstruction steps to GPUs, particularly for complex tasks. As a result,
during 2021 and 2022 a new GPU-based approach was developed and fully commissioned for
the calorimeter reconstruction, the pixel local reconstruction, and the pixel-based tracking.

Within this new GPU-based paradigm, events are reconstructed with a novel scouting PF al-
gorithm that exploits tracker tracks built solely with pixel hits, using the PATATRACK algo-
rithm [36]. These pixel-only tracks replace the tracks reconstructed with the combined informa-
tion from the pixel and strip trackers, as done with the standard PF algorithm described earlier
in Section 2.3.4. The main advantage of the PATATRACK pixel-only tracking is the possibility
of offloading the track reconstruction to GPUs, thereby notably accelerating event processing
at the cost of a slightly worse track resolution compared to standard tracks. The degradation
is more significant in high-pt tracks [98]. As low-pr tracks are most relevant to scouting, this
acceleration particularly benefits the scouting strategy. Quality criteria based on the momen-
tum resolution and on the distance in the longitudinal plane from the two leading vertices
are applied to the pixel-only tracks before offering them as input to a modified PF algorithm.
Vertices are reconstructed using pixel-only tracks and the measured transverse coordinates are
computed relative to the online measurement of the interaction point.

The processing time required for the full reconstruction of scouting events and the application
of the selection criteria are shown in Table 5 for the scouting paths active during 2023. The
difference between scenarios with and without outsourcing of certain steps to GPUs is also
presented. The significant speed-up provided by the GPUs is clearly seen.

In the Run 3 scouting strategy, unlike in Run 2, only jets clustered from PF inputs are recon-
structed and stored. The reconstruction of PF jets follows the same method employed in Run 2
(see Section 2.3.5), but uses PF candidates reconstructed from pixel-only tracks. All PF candi-
dates are used to calculate the missing transverse momentum. More details on the performance
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Table 5: Time required for the object reconstruction and selection criteria in the scouting paths
seeded by different L1 algorithms, using only a CPU or accelerating certain steps with a GPU.
For the comparison, we pick a representative run recorded in 2023. The time needed to run the
full HLT menu reconstruction including non-scouting paths is also shown for reference.

Scouting path CPU-only [ms] CPU+GPU [ms]
1 electron/photon 76.0 49.5

>2 electrons/photons 9.3 6.8

>2 muons 69.0 41.6

Jets or MET 83.3 52.1

Full HLT menu 578.4 377.7

of jet objects and algorithms is presented in Section 4.3.

Muon candidates are reconstructed based on information from the silicon tracker and the muon
system, as described in Section 3.4. The reconstruction of scouting muons benefited from the in-
tegration of ML-based outside-in and inside-out seeding improvements in the standard muon
reconstruction at HLT for Run 3 [31]. A relevant difference between the online and offline re-
construction is represented by the removal of the requirement on the minimum number of hits
in the pixel layers, which was introduced at the beginning of Run 3. This adjustment enhances
the sensitivity to signals with displaced muons in the final state, since, depending on their dis-
placement from the collision region, they may not create many hits in the pixel layers. More
details are available in Section 4.4 where we discuss the Run 3 muon performance.

The electron and photon reconstruction is a novelty in Run 3 scouting, made possible by the
newly available resources arising from the offloading of pixel-only tracking to GPUs. The re-
construction of electrons and photons themselves is identical to the standard online reconstruc-
tion, as discussed in Chapter 2. The scouting path runs reconstruction over the full ECAL vol-
ume. Since 2023, an HLT preselection is applied, as shown in the third column of Table 6, in the
scouting trigger paths seeded by the L1 e/ triggers. The preselection reduces the number of
events on which the scouting reconstruction is run and frees up resources to enable reconstruc-
tion over the full ECAL volume irrespective of the L1 seed. Most other HLT paths reconstruct
SCs in a geometrical region matching an L1 ECAL trigger tower. The full ECAL reconstruc-
tion results in larger efficiency for low-energy e/ in the scouting events. The performance of
electron and photon reconstruction is further discussed in Section 4.5.

The substantial improvement in reconstruction speed enables an expansion of the maximum
L1 event rate that can be processed by the scouting stream and thereby a deeper exploration
of physics processes at lower masses and weaker couplings. For events to be reconstructed in
the scouting data stream, they must be selected by one of several L1 seeds targeting signatures
such as one or two photons or electrons, muons with low pr, one or two jets, or a moderate
amount of Ht. The scouting streams in Run 3 sustained an L1 input rate of approximately
30kHz for high pileup data-taking scenarios. Figure 25 illustrates the fractional rate relative
to the scouting L1 input rate of each L1 category for two reference runs in 2022 and 2023, with
average pileup of 60. The list of L1 seeds used in Run 3 is summarized in Table 6. The most
notable change with respect to the list of L1 seeds previously reported for Run 2 in Section 3.2
is the inclusion of dedicated algorithms targeting events with one or two electrons or photons.
The single e/« trigger has been included to target single-photon signatures that exploit the
notable lowering of the photon pr threshold in scouting. The list of algorithms for muons and
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jets/ Ht remained largely unchanged, except for the temporary removal of the lowest threshold
dimuon seed in 2022 (which was added back in 2023) and the lowering of the dijet invariant
mass and Ht requirements in 2023. The latter is evident in the increased proportional rate of
the hadronic category. The rate variation of the e/~ categories is due to changes in the online
data-taking conditions at L1 and not due to updates of the algorithms.
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Figure 25: Relative rate of each L1 algorithm category, shown as the fraction of the total rate
based on the 2022 (orange) and 2023 (blue) configurations. The proportional rate of each cate-
gory with respect to the total is shown on the right. The values are computed using reference
runs with average pileup of 60.

As discussed in Section 3, due to the limited computational resources in Run 2, the scouting
data was split into two separate streams: PF scouting, which involved the computationally
intensive PF reconstruction, and Calo scouting, which used fewer resources. But with the in-
creased computing power available in Run 3, a transition was made to a single scouting data
stream where the PF reconstruction is run for all events passing one of the input L1 algorithms.
After reconstruction, a minimal event selection is applied before storing events on disk. There-
fore, the HLT scouting data stream achieved a data output rate of approximately 26 kHz for
high pileup data-taking scenarios during the beginning of Run 3.

In 2023, optimized selections were added to improve the purity of certain final-state topologies.
These selections vary based on the L1 algorithm seed used to collect a given event. The selection
criteria are listed in Table 6. No further selection was applied to scouting events seeded by the
jet and Hy algorithms. In the dimuon path, events were only stored if they contained at least
two scouting muons, each with pp > 3GeV. Events seeded by the single e/« path required
an e/« candidate with py > 30GeV, and the L1 double e/« path required at least two e/
candidates, each with pt > 12 GeV.

A comparison of the average HLT output rates for the standard, parking, and scouting streams
during Run 2 and Run 3 is reported in Table 7 and also shown in Fig. 2. The average scouting
rate decreased from 2022 to 2023 as a result of the additional object and event selections listed
earlier. Table 8 shows the peak rates of the scouting paths, corresponding to two reference runs
with an average pileup of 60 recorded during 2022 and 2023. The rates are consistent with the
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Table 6: List of L1 and HLT thresholds for the lowest unprescaled scouting triggers during
Run 3. The list corresponds to the 2022 and 2023 data-taking periods. Conditions that changed
between the two years are annotated in bold face. The four separate HLT paths and correspond-
ing thresholds were only present in 2023. No thresholds were applied at the HLT in 2022. In
cases where the same threshold is applied to all selected objects in an event, a single number
is shown, while if different thresholds are applied to the objects, they are shown separated by
slashes from the highest to the lowest. The notation “OS” stands for opposite-sign muon pairs
and “SC” for calorimeter superclusters.

Type L1 threshold HLT threshold (2023)
/ le/v, pr >30GeV, || < 2.1 1 SC (loose), pr > 30 GeV
e
i 2e/y, pr > 18/12GeV, || < 1.5 2 SC (loose), pr > 12GeV

2u, pr > 15/7GeV

2u, OS, pr > 4.5GeV, || < 2, my, >7GeV
u 2u, OS, pt > 4GeV, || < 2.5,AR < 1.2 2u, pt > 3GeV

21,08, pr > 0GeV, |5| < 1.5, AR < 1.4 (2023)

3u, pr > 5/3/3GeV

Hy > 280 (2023), 360 (2022) GeV
Jets/Hr  1jet, pr > 180 GeV

2jets, pr > 30GeV, || < 2.5, An < 1.5,

my > 250 (2023), 300 (2022) GeV

scenarios shown for the L1 input rates in Fig. 25.

Table 7: Comparison of the typical HLT trigger rates of the standard, parking, and scouting data
streams during 2018 (Run 2), 2022, and 2023 (Run 3). The average L;,; value over one typical
fill of a given data-taking year and the average pileup (PU) are also reported, coherently with
the scenarios reported in Fig. 2.

Year L [cm~2s7!] PU Standard rate [Hz] Parking rate [Hz] Scouting rate [Hz]

2018 1.2 x 103 38 1000 3000 5000
2022 1.5 x 103 46 1800 2440 22000
2023 1.7 x 103 48 1700 2660 17000

4.2 Event size and content

The event size reduction needed for the scouting strategy is achieved by applying selection
criteria on the reconstructed physics objects and by storing high-multiplicity quantities with
reduced numerical precision on the mantissa (10 bits). The amount of information in the data
scouting output increased in Run 3 compared to Run 2 due to the added reconstruction of
electrons and photons, and the storage of additional quantities. Nevertheless, the overall event
size for the Run 3 scouting was kept smaller than 10 KB thanks to the selection and precision
optimization.

Reconstructed PF candidates are stored together with their kinematic variables and their par-
ticle type as identified by the PF algorithm, if they have pr > 0.6 GeV and |17| < 3 (similar to
the Run 2 approach). If a PF candidate is a charged particle with an associated pixel-only track,
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Table 8: HLT rates for the scouting paths seeded by different L1 algorithms during two refer-
ence runs with an average pileup of 60 recorded in 2022 and 2023.

Configuration 2022 2023
Scouting path Rate per path [kHz]
le/y — 9.1
>2e/y — 0.3

>2 muons — 3.4

Jets or Hy — 11.0

e/7, >2muons, jetsor Hy 31.3 —

basic track parameters and a reference to the vertex associated with that track are also stored.
Track-related quantities of PF candidates were added in Run 3 that, for example, are used as
input when training neural networks such as PARTICLENET [57] for tasks, such as jet flavor
identification. Additionally, for reconstructed tracks with py > 3 GeV, the kinematic informa-
tion, hit pattern, track parameters, and track fit quality, including the covariance matrix for the
refitting of vertices, are stored. Finally, for vertices reconstructed from the pixel-only or muon
tracks, their position and associated uncertainties as well as the x> and number of degrees of
freedom in the vertex fit, are stored.

Jet selection criteria require that jets have pr > 20GeV and || < 3 to be stored in the scouting
stream. The same variables as in Run 2 are retained for each jet, which is detailed in Section 3.2.
While the Run 3 event content stores only AK4 jets, the inclusion of PF candidates allows for
subsequent offline clustering of PF jets with any distance parameter. The missing transverse
momentum reconstructed from the PF candidates is stored on an event basis.

Muons with 17| < 2.4 are stored with their kinematic and isolation quantities, as previously
discussed in Section 3.2 for the Run 2 scenario. Detailed track information is also available,
enabling the refitting of dimuon vertices. All reconstructed dimuon vertices are stored sep-
arately with their positions, associated uncertainties, and fit qualities. Finally, electrons and
photons are stored if they satisfy pr > 2GeV and || < 2.5. To reduce the processing workload,
the time-consuming track reconstruction for electrons is initiated only when the energy in the
HCAL directly behind the ECAL supercluster (within a cone AR < 0.15) is less than 20% of the
supercluster energy, and at least two hits are observed in the pixel tracker. The list of quantities
stored in the scouting stream that relate to electrons and photons is reported in Table 9.

The reconstruction and identification performance of the jets, muons, electrons, and photons
stored in the Run 3 scouting stream is discussed in the next sections. A special scouting mon-
itoring data set that collects a randomly chosen reduced number of events (about 1% of the
total) is used for most of the studies described in the following sections. Both offline and scout-
ing objects are available in this data set, allowing for an easier comparison between the two
strategies over the same set of events.

4.3 Jets

The scouting strategy enables lower hadronic trigger thresholds than the standard strategy
relying on offline reconstructed data. As listed in Table 6, the data scouting trigger in 2022
included unprescaled L1 seeds targeting events based on the presence of at least one jet with pr
exceeding 180 GeV or Ht exceeding 360 GeV. In comparison, the lowest unprescaled triggers in
the standard trigger strategy required jet pt or Ht to exceed 500 GeV or 1050 GeV, respectively.
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Table 9: List of observables related to the newly introduced scouting electrons (e) and photons
(7) stored in the scouting data set in Run 3. The calorimeter observables shared by e /<y objects
are listed in the upper part of the table, while the track features specific to electrons are reported
in the lower part. Tracker-based isolation for photons is to be computed offline from the stored
PF candidates.

Observable Definition

Electron/photon common quantities (calorimeter-based)
E, pr. 1, 9) ECAL SC four-momentum
Tinin Spread of the ECAL shower from the central crystal
H/E Ratio of energy deposit in HCAL to ECAL
Ig ECAL isolation
Iy HCAL isolation
Ty Relative energy deposit in 3x3 #-¢ matrix
seed ID Crystal number of the central crystal
energy matrix Energy deposit in each crystal of the SC
detector ID Crystal number of each crystal of the SC

time matrix

s and s

minor major

rechitZeroSuppression

Time stamp of each crystal of the SC
Second moments of the SC energy matrix

Flag indicating events with nonzero reconstructed hits

Electron quantities only (tracker-based)

track (E, p1, 17, ¢) GSF track four-momentum

track d, Track d,

track d, Track d,

track x2/dof Reduced-x? of the track fit

track missing hits Missing hits in the tracker inner pixel region

track g Track charge

Apseed Difference in 7 between central ECAL crystal and inner track
Ay Difference in ¢ between SC and inner track

1/E-1/p Difference between the inverse of SC E and track p

Liack Track isolation

The benefits of the lower trigger thresholds in scouting are quantified in Fig. 26, where the
trigger efficiencies of the scouting and standard trigger selections are compared using collision
data recorded in 2022. The trigger selection is a logical “OR” expression of all L1 seeds and HLT
triggers. Events are selected based on the presence of at least one energetic jet or sufficiently
energetic Hy. The efficiency is displayed as a function of the offline reconstructed AK4 PF jet
pr (left), AK8 PF jet pt (center), and PF Hy (right).

The efficiency is measured using an unbiased sample of events, collected with a single-muon
trigger and containing only one well-identified and isolated muon outside of the jet cone.
Events with additional muons are excluded. At least one well-reconstructed PF jet is required
in the event, and jets must further pass identification criteria that reject poorly reconstructed
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jets or jets arising from detector noise. The AK4 PF jets are required to have || < 2.5 and
pr > 30GeV, whereas the AK8 PF jets require |y| < 2.5 and py > 170GeV. The efficiency is
defined as the ratio of the number of events where an offline reconstructed PF jet is selected
by the data scouting or standard triggers, relative to the total number of events with an offline
reconstructed PF jet.

The low thresholds of the data scouting triggers are visible in the plot of each jet observable.
The efficiency to select AK4 and AKS scouting jets is about 100% for pr > 300GeV. In com-
parison, the standard trigger is fully efficient only from around 700-800 GeV. Similarly, data
scouting is fully efficient for Hy > 600 GeV, compared to roughly 1300 GeV for the standard
trigger. Therefore jet-based analyses relying on data scouting are able to probe regions of phase
space inaccessible with the standard trigger strategy. By lowering the Hy threshold from 360
to 280 GeV in 2023, as discussed in Section 4.1, the scouting trigger improves even further the
CMS acceptance to hadronic resonances.
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Figure 26: Trigger efficiency as a function of AK4 jet pt (left), AK8 jet pt (center), and Hr (right).
The efficiency is computed from collision data recorded in 2022 by the scouting (black points)
and standard (red points) streams.

The quality of the Run 3 scouting jets is evaluated by computing the JES and JER with data
recorded in 2022. The scouting jets in this study are reconstructed offline, using as input the
scouting PF candidates that were reconstructed online during the data-taking. The offline re-
constructed jets of the standard triggers are used as a reference. Before clustering, pileup is
mitigated via the PUPPI technique for offline jets and via the CHS technique for scouting jets,
as described in Section 2.3.5. Jets are corrected by applying detector response corrections com-
puted from simulated samples. The corrections applied to the scouting jets are derived specif-
ically for HLT jets, and differ from those applied to the offline jets. The same corrections are
applied to simulated and observed jets. No in situ corrections are applied to observed jets
either in the scouting or offline data sets.

The JES and JER derivations are performed with the same methods as described in Section 3.3.2.
The measurement is performed in bins of jet 77, where both leading jets are required to have
|n] < 1.3 or 1.3 < |y| < 2.5. Events where they are in different # regions are discarded. The
final result of the JES measurement is presented in Fig. 27, where p§°" is the py of the scouting
object, and pSff is the py of the offline object. The creation of mean scouting jet pp ({p5out))
involves a mapping from p$f, resulting in varying bin widths across different 7 regions, as well
as discrepancies between bin widths for simulation and recorded data. The uncertainties vary
as a result of the trigger selection. The JES is similar between simulated and recorded events,
at approximately 0.96-0.97 for |57| < 1.3 and 0.96-0.99 for 1.3 < || < 2.5, when requiring jet
pr > 200 GeV.
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Figure 27: The JES as a function of mean scouting jet py derived from simulated (left) and
recorded (right) events. The red and black points correspond to events where the two leading
jets have |7] < 1.3 and 1.3 < || < 2.5, respectively.

The result of the JER measurement is presented in Figs. 28 and 29, as function of average pr
(Prave = (P, 1stjet T PT,2nd jet) /2) of the two highest-pr jets in the event. The JER is stable from
an average pt value above 500 GeV, measuring approximately 5% (6%) in the barrel (endcap)
region for both offline and scouting jets. For jet pt below 500 GeV, scouting jets feature ~10%
worse resolution compared to offline jets.

The jet performance discussed so far and the physics results presented earlier in Section 3.5
demonstrate that exploiting scouting jets is an effective strategy for resonance searches in
hadronic final states. In addition, we now show that the scouting strategy provides a large
data sample that is sensitive to a final-state topology featuring Higgs boson decays to bottom
quark-antiquark pairs (H — bb). Recent searches by CMS for Higgs boson production in bot-
tom [99, 100] or charm [101] quark decay channels improved signal sensitivity by targeting
boosted final-state topologies that require reconstruction of the Higgs boson decay products
within a single large-radius jet. The boosted object can then be identified with jet tagging tech-
niques, e.g., by exploiting neural networks [57, 102]. As a preliminary study, we investigate
the production of boosted Higgs bosons produced via gluon-gluon fusion (ggF) decaying to
bottom quark-antiquark pairs.

The study is performed using a simulated sample of boosted Higgs boson events. Events are
required to pass either a logical “OR” expression of jet-based scouting triggers or dedicated
triggers targeting boosted Higgs boson topologies, deployed during Run 3 as part of the stan-
dard stream. Figures 30 and 31 show the performance of each trigger selection in terms of the
trigger efficiency and the number of boosted Higgs boson events collected, respectively. The
identification of such events is based on the requirement that the particle-level Higgs boson,
together with its decay products, the bottom quark and antiquark, have a maximum angu-
lar distance AR < 0.8 from the reconstructed AKS jet with the highest pr. The performance is
shown as a function of both particle-level Higgs boson pr and reconstructed AK8 jet p. The lat-
ter corresponds to the reconstructed jets originating from the boosted Higgs boson decays. The
study indicates that data scouting increases the overall event selection efficiency for boosted
H — bb decays by approximately 20% compared to the standard triggers, particularly at low
pr- Since these results are preliminary and based only on simulated samples, this value is best
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Figure 28: The JER as a function of average pr. The JER is computed from simulated (up-
per) and recorded (lower) events, by requiring the two leading jets to have |y| < 1.3 (left) and
1.3 < |5| < 2.5 (right). The red and black data points denote 2022 collision data of the scouting
and offline reconstructions, respectively.
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Figure 29: The ratio of the JER derived from scouting events to the JER derived from of-
fline events as a function of average py. The ratio is computed from simulated (left) and
recorded (right) events, by requiring the two leading jets to have |57| < 1.3 (red points) and
1.3 < || < 2.5 (black points).

interpreted as an upper bound and can be affected by several factors, such as the background
increase in scouting data or scouting jet-tagging efficiency, which require further investigation.

4.4 Muons

The dimuon scouting strategy, first developed in Run 2, offers numerous opportunities, as
detailed in Section 3.5. In Run 3, the set of L1 algorithms used as input to the scouting stream
in 2022 is the same as in Run 2, except for the temporary removal of the dimuon trigger with
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Figure 31: Number of ggF boosted H — bb events as a function of the highest particle-level
Higgs boson pt (left) and highest offline-reconstructed AKS jet pt (right). The large-radius jet
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the two final-state b quarks (blue). The events are then required to pass either the standard
(red) or scouting (black) trigger selection. The number of events is computed from simulation

with projected £;,; = 100 b L.

the loosest transverse momentum requirement, which is relevant for events in the very low
dimuon mass window. This trigger was restored for the 2023 data-taking period. The dimuon
mass spectrum obtained from opposite-sign muon pairs selected by requiring at least one of
the 2022 L1 triggers to be satisfied is shown in Fig. 32. Considering data collected in 2022,
corresponding to 17.6 fb~*, all well-known dimuon resonances from meson or Z boson decays
are visible. The breakdown of the individual L1 seed contributions is also shown.



4.4 Muons 55

CMS 17.6 fb™ (13.6 TeV, 2022)

Scouting Dimuon Events
pT(/J) >3 GeV, n(u) < 2.4, opposite sign

Y (nS)

Events / MeV

L1 Trigger Selection
————— Any muon L1 algorithm
—_— 2, p,>4 GeV, OS,AR< 1.2

2u, pT >45GeV, OS,AR< 1.2
—_— 24, p, > 15/7 GeV
—— 24,p,>45GeV, Inl <2, 0S, m2u) >7 GeV
— 2u,p >45GeV, Inl <2, 0S, 7<m(2u) < 18 GeV

1 1 1 1 1 11 I 1 1 1 1 1 1 11 I 1 1 1 1 1 1 11 I
1 10 10?
m,, [GeV]

Figure 32: Invariant mass distribution of opposite-sign muon pairs obtained with the scouting
triggers, collected during 2022 with all Run 3 dimuon algorithms (blue curve), and with each
individual algorithm (remaining colors).

As mentioned in Section 4.1, the removal of the requirement on the minimum number of hits in
the pixel layers is a novelty with respect to Run 2. This update enables the collection of a larger
number of events with high values of the dimuon transverse displacement, thus enhancing
the ability to search for LLPs decaying to muons. The change occurred concurrently with the
implementation of an updated version of the muon track finder algorithm in the barrel region at
L1, which mainly improved the displaced-muon triggering performance [31]. Figure 33 shows
the distribution of the dimuon vertex transverse displacement I, for events that contain at
least one pair of OS muons associated with a selected secondary vertex. Events are collected
with dimuon displacements up to ~100 cm, corresponding to the end of the sensitive region of
the tracker. At the positions of the pixel layers, with radii of 29, 68, 109, and 160 mm, photons
undergoing conversion processes in the material lead to peaks in the [, distribution. These
peaks are less pronounced in the Run 3 distribution because of the removal of the pixel-hit
requirement, which leads to higher efficiency, but also lower purity — if no additional analysis-
specific quality criteria are required, as is the case here.

The performance achieved by the online and offline reconstruction methods are compared us-
ing 2022 data collected with the scouting monitoring triggers. The resolution of the transverse
momenta of muons reconstructed with the scouting algorithm is studied separately for muons
reconstructed in the barrel and endcap regions. While the pt range of interest for scouting
muons is below 50 GeV, the study is performed for various pt intervals between 3 and 100 GeV.
Figure 34 shows the pt resolution of scouting muons with respect to offline muons, computed
as the standard deviation (¢) of the Gaussian fit to the following quantity:

scout off
Pt — Pt

scout :

Pt

Leading and subleading pt muons in events with exactly two muons are required to have
AR > 0.2 and to be geometrically matched to the corresponding offline muons. Differences in
muon momentum resolution between the scouting and offline reconstruction algorithms are
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found to be less than 1% for muons with pr < 60 GeV and up to 1.5% for higher pr values, in
both barrel and endcap regions.

Figure 35 presents a comparison of the dimuon spectra obtained with the scouting and offline
reconstruction, showing excellent agreement. The former is reconstructed with pairs of online
muons associated with a common vertex and matched to the corresponding offline muons
within AR < 0.1, while the latter is composed of pairs of offline muons from selected events
with exactly two muons. All dimuon resonances in the very low mass range below 11 GeV are
reconstructed with excellent resolution compared to the offline algorithm. Differences between
the mass resolution obtained with scouting and standard muons are observed to be less than
1.0-1.5%, both in the barrel and endcap regions.
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Figure 33: Comparison between the le distribution for Run 2 (orange) and Run 3 (blue) events
in data that contain dimuon pairs with a common displaced vertex and a minimal selection
on the vertex quality. The dashed vertical lines, placed at radii of 29, 68, 109, and 160 mm,
correspond to the positions of the pixel layers where photons undergo conversion processes in
the material, causing the observed peaks in the [, distribution.

4.5 Electrons and photons

The endeavor to reduce trigger thresholds for physics studies with electrons and photons rep-
resents a major and challenging novelty of the Run 3 scouting strategy. Background processes
from soft hadronic interactions in pp collisions, electromagnetic activity within jets, and other
low-energy deposits from pileup pose technical difficulties when lowering the trigger thresh-
olds on the amount of energy in the ECAL. This complexity is further exacerbated by the time
required to execute the GSF tracking algorithm for electrons. The inclusion of electrons and
photons in the scouting stream was made possible by applying a background rejection strategy
that focuses on the shower shape of the energy deposits in the ECAL, and by the reduced event
content achieved.

The L1 and HLT requirements for the electron and photon scouting triggers are reported in
Table 6. The efficiency of the scouting triggers to select events with a single electron or photon
is calculated with an unbiased data set collected using a jet-based reference trigger. For the
trigger efficiency measurements, both offline and scouting electrons and photons are used. An
offline electron (photon) that passes a set of medium (loose) identification criteria is required to
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Figure 34: Resolution on the transverse momentum of scouting muons compared to offline
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smaller (larger) than 60 GeV. Values for the barrel (blue circles) and endcap (orange triangles)
sections are shown separately.

. CMS 34.2 th? (13.6 TeV, 2022)
> 10 ET T T T T LB S s s | E|
[} = Events with two matched muons, AR, >0.2 and p: >3 GeV =
= = -
-~ - |:|Ofﬂine —
1) 10° Iy
g E Scouting ?
> E =
L - -

5

107 W Y(nS) E

10% - =

10° E- b= |

_. I ; | 1

o 12 T " T =

£ E =

5 11 —

3 E E

(7] o A e R Ry T ER T 7, e

g osf 3

& osE - - =
1 10

m,, [GeV]

Figure 35: Comparison of the dimuon spectra obtained with scouting (pink filled histogram)
and offline (blue solid line) muons during the 2022 data-taking period. The ratio between the
two distributions with a wider binning is also shown in the bottom panel as a gray band.

be within AR < 0.06 of a scouting electron (photon). The medium and loose identification crite-
ria are defined to achieve an isolated e /-y selection efficiency of 80% and 90%, respectively [39].
The trigger efficiency is computed as the ratio of the number of events that pass both the scout-
ing single-e /<y trigger and the reference trigger, compared to the number of events that only
pass the reference trigger.

Figure 36 shows the trigger efficiencies for electrons and photons in events triggered by the
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single-e /vy trigger as a function of the offline object pr. The trigger efficiency increases sharply
for pr ~ 30 GeV and reaches a plateau with >90% efficiency for pr > 45GeV. The low-energy
reach for photon-triggered events in the scouting collection is therefore much improved com-
pared to the 200 GeV (nonisolated) and 110 GeV (barrel only, isolated) thresholds in the stan-
dard trigger paths [103]. The trigger threshold for single-electron events in the scouting collec-
tion is at the minimum L1 threshold for triggering ECAL energy deposits. A minimal identi-
fication criteria is applied at the trigger level for both single-electron and single-photon paths.
The typical offline criteria employed for physics analyses are expected to be much tighter than
these selections. The scouting strategy thus maximizes the trigger efficiency for events with
single electrons and photons in the CMS detector at the lowest energies.

The ability to perform physics studies with a combination of physics objects is new in Run 3
scouting. The reconstruction of scouting electrons and photons in paths seeded by L1 muons,
jets and Ht becomes efficient at lower pt thresholds compared to the thresholds required by
trigger algorithms that exclusively target these objects, which must ensure that the trigger rates
remain affordable. The scouting reconstruction efficiency of electrons and photons is identical
to the one from the online HLT reconstruction.

The high quality of scouting electron objects is demonstrated by the ability to resolve decays
of low mass mesons (1., < 12GeV) to an electron-positron pair. Figure 37 shows the scouting
dielectron mass spectrum where the J/¢, 1 (2S), and two of the resolved Y meson peaks (1S and
25) are visible. Events from the single- and double-e /-y scouting trigger paths collected during
the 2023 data-taking period were combined for Fig. 37 including selections and corrections as
follows. An electron-positron pair, each with pr > 12 GeV, is required to pass an identification
selection developed for mesons decaying to such pairs. To maximize the resonance signal over
the background, both electrons are required to pass a tight identification selection. The recon-
structed energy of the electron was corrected based on its position and shower shape in the
ECAL using corrections derived from simulation. As a result, the peaks are shifted by <2%
with respect to the actual mass of the corresponding SM mesons. The reconstructed dielectron
mass resolution for the J/i peak is approximately 3%. Further calibration of the scouting elec-
trons could make it possible to improve the resolution, and will depend on the physics analysis
under consideration.
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Figure 36: Trigger efficiencies for the scouting trigger paths seeded by L1 algorithms targeting
either single-electron events (left) or single-photon events (right), as a function of the respective
object pr reconstructed offline. To be considered for scouting, the leading electron or photon
must have pp > 30 GeV. Results are only shown for electrons or photons detected in the barrel
region.
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Figure 37: Dielectron mass distribution observed with Run 3 scouting data collected during the
2023 data-taking period. The J/¢ and two of the Y meson peaks are visible.

The enhanced scouting program of CMS will play a pivotal role in carrying out low-mass
searches and precision measurements during Run 3. The addition of pixel tracks will notably
enhance the capability to conduct efficient searches and pioneer novel analysis strategies. This
evolution will not only extend the results achieved during Run 2, but also broaden the data
scouting physics program of CMS.

5 Data parking in Run 1 and Run 2

The data parking strategy addresses key computational challenges that impede prompt event
reconstruction of all the data collected by the experiment. In Run 1, numerous physics pro-
cesses were considered in the original parking approach, which is discussed in Section 5.1. In
Run 2, the focus of the parking strategy shifted to the B physics program, apart from special-
ized backup parking data sets collected in 2016 and 2017 that remain unprocessed. Section 5.2
describes in detail the physics motivation and trigger strategy of the B parking campaign in
Run 2. Finally, Section 5.3 presents an overview of the physics results obtained with this unique
B parking data set.

5.1 Data parking in Run 1

An overview of the data parking triggers in 2012, which stored events at a total rate of about
300-350 Hz with L, ~ 4 x 10%cm~2s71, is shown in Table 10. The initial parking strategy
focused on dijet and double-7 triggers for VBF topologies and Higgs boson measurements,
multijet and single-photon plus pis® triggers to target compressed SUSY and DM models, and
various dimuon triggers for B physics measurements.

A brief overview of the CMS results published with the Run 1 parking triggers is provided in
the following paragraphs.
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Table 10: Summary of the main physics targets of the Run 1 parking strategy and the
corresponding parking triggers in 2012. The average HLT rates reserved for Higgs bo-
son measurements, B physics measurements, and new-physics searches are also quoted for

Linst ~ 4 x 10¥em 2571,
Physics motivation Parking triggers Average HLT rate [Hz]
VBF topologies Dijet (large Ar;)) } 150
Higgs boson measurements Double 7},
B physics measurements Double u 95
Multijet searches Four-jet
DM and dark photons pmiss 4 o 105
DM production Razor variables
SUSY hadronic searches Hr + at

5.1.1 Higgs boson measurements

The distinctive pattern of VBF production, characterized by two jets with considerable angu-
lar separation in pseudorapidity and a high dijet invariant mass, was exploited for dedicated
parking triggers that collected data in 2012, corresponding to £;,,; of about 18.3 fb~!. This inclu-
sive trigger required two jets with pr greater than 35 and 30 GeV, respectively, |Arj;;| > 3.5, and
my > 700 GeV. Two analyses were performed assuming a VBF production mode: a search for
invisible Higgs boson decays [104], and a search for the SM Higgs boson decaying to a bottom
quark-antiquark pair [105]. In both cases, the analysis sensitivity was significantly enhanced by
the use of triggers recorded in the parked data stream. This trigger strategy has been resumed
and refined in Run 3, as discussed in Section 6.2.1.

Similarly, new trigger paths with lower thresholds on the object transverse momentum were
exploited to target both hadronic and leptonic decays of the tau lepton. In particular, the re-
quirement of two isolated T, objects, each with pr > 35GeV and || < 2.1 enhanced the search
for H — 77 decays in both SM [106] and BSM [107] scenarios.

5.1.2 Dimuon final states for B physics

Final states with two muons provide a clean and distinctive experimental signature to identify
interesting and rare processes involving for example b hadron, charmonium, or bottomonium
decays. Inclusive low-pt dimuon triggers without any mass constraint are ideal to cover a
wide breadth of B physics analyses with maximum acceptance and simplicity, and were thus
employed in CMS starting from 2011. In 2012, the instantaneous luminosity delivered by the
LHC doubled relative to 2011, reaching 8 x 103*cm~2s~! and saturating the prompt event pro-
cessing capacity of CMS. Dimuon triggers were nevertheless retained in 2012 but the recon-
struction of collected events was postponed to 2013, during the LS1 of the LHC. This parked
dimuon data set collected in 2012 allowed CMS to make important contributions to the ac-
curate measurements of various b quark hadron lifetimes, including the rare and heavy B,
meson and the B; meson in two final states corresponding to different mass eigenstate ad-
mixtures [108]. Moreover, CMS contributed to the measurement of angular parameters of the
decays B® — K*(892)%u*u~ [109, 110], Bt — Kuu~ [111], and BT — K*(892) TuTpu~ [112],
which are sensitive to new physics contributions in processes described by “penguin” diagrams
and relevant to the ongoing puzzle surrounding flavor anomalies [24]. In Run 2, inclusive
dimuon triggers could not be maintained anymore because both the instantaneous luminosity
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and the center-of-mass energy nearly doubled relative to 2012. To keep the rate under con-
trol, these triggers were replaced by more complex and restrictive triggers, which were used
to collect data in the prompt data sets. Additional requirements beyond the presence of two
muons were applied, such as additional tracks to form three- or four-body vertices, dimuon
mass requirements, higher dimuon py thresholds, and displacement conditions. Starting from
2022, thanks to a different resource allocation and to the enhanced capacity of the CMS DAQ
and computing systems in Run 3, inclusive dimuon triggers were reinstated, as discussed in
Section 6.1.3.

5.1.3 Searches for BSM physics

New trigger paths were introduced in the Run 1 data parking stream to recover sensitivity to
new physics models in regions of phase space not covered by the standard trigger paths. The
collection of parked data sets targeted three main physics cases: multijet searches, monophoton
searches, and SUSY hadronic searches.

A four-jet trigger with loose thresholds on the transverse momentum of the jets, lowered to
45-50 GeV, was designed to target multijet searches and look for the top quark superpartner
(top squark, or stop) predicted by natural SUSY models [113]. A subset of the 2012 data cor-
responding to 12.4fb ™! was parked and used to extend the search in the mass region below
300 GeV, taking advantage of the lower jet p threshold.

A new parking trigger designed to extend the physics reach of monophoton searches in the
low photon pr and low-pTss phase space was also introduced. It required a low-py photon
with thresholds of 22 and 30 GeV at the L1 and at the HLT, respectively, and p"** of at least
35GeV, reducing the thresholds on these reconstructed objects by a factor of 2-3 compared to
the standard triggers. Parking data collected at 8 TeV and corresponding to £;,, = 7.3fb™ ! were
used to set limits on the exotic decays of the SM Higgs boson, and results were interpreted in

the context of dark photon and dark matter pair production models [114].

For dark matter searches, new algorithms were designed to collect events with a large mo-
mentum imbalance, requiring at least two jets and no isolated leptons. Dedicated “razor”
variables [115, 116] were computed from the momenta of the two leading jets and the pis® in
the event, in order to quantify the transverse momentum balance of the jet momenta. Trigger
paths with loose requirements on these kinematic variables were introduced in the data park-
ing stream. Parked data corresponding to £, = 18.8fb™ " were collected at 8 TeV and enabled
the exploration of events with moderate jet pr, thereby improving the sensitivity to direct dark

matter production [117].

Dedicated trigger algorithms that relied on the dimensionless variable at were used for SUSY
searches in final states with jets and p%ﬁss [118]. This kinematic variable is computed from
the system of the two leading jets in the event. It is defined as the ratio between the trans-
verse energy of the less energetic jet and the transverse mass of the dijet system, and it is used
to discriminate between events with genuine pi** associated with unobserved particles (e.g.,
neutralinos) and spurious values of p2s arising from jet energy mismeasurements (e.g., QCD
multijet background). The data sample, corresponding to £;,; = 18.5fb™ !, was used to search
for evidence of SUSY models involving the pair production of top squarks. Parking data was
recorded with a lower Hy threshold, extending the acceptance to a wide array of compressed-
SUSY models, where the top squark and the lightest neutralino (a DM candidate) are nearly
degenerate in mass.
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5.2 Data parking for B physics in Run 2

This section details the main data parking strategy in Run 2, which focused on B physics.
The physics motivation, experimental challenges, trigger strategy, and the performance of the
parked triggers are all discussed in the following subsections. The physics results obtained
with this approach are presented in Section 5.3.

5.2.1 Physics motivation

At the present time, several measurements of observables related to rare b hadron decays
present some tension with respect to their predicted values from the SM. Collectively, these
measurements are known as the “B flavor anomalies” and they are being interpreted by many
in the physics community as potential evidence for BSM physics [24]. These anomalies have
been observed throughout the last decade in both charged-currentb — cfv and neutral-current
b — sf/ transitions by the BaBar [119], Belle [120], and LHCb [121] Collaborations.

The anomalous measurements can be divided into two categories of physics observables. First,
there are those relating to (differential) branching fractions and the parametrization of four-
body angular distributions for decays via theb — suu transition. Second, there are observables
constructed from ratios of branching fractions for semileptonic decays with final states that
differ only by the lepton flavor. Several ratios Ry can be measured, where X represents the
final-state hadron produced in the semileptonic decay.

The B flavor observables are particularly powerful probes of BSM physics because of the avail-
ability of both precise theoretical predictions and clean experimental signatures for processes
involving semileptonic (and fully leptonic) decays of b hadrons. For instance, the Ry observ-
ables are sensitive to the violation of an accidental symmetry within the SM, known as lepton
flavor universality (LFU), whereby the interactions between the gauge bosons and charged
leptons are identical for all three lepton generations (beyond kinematical effects due to their
differing masses). Confirmation of LFU violation would be a striking proof of the existence of
BSM physics. In recent years, several key observables have received significant attention, some
examples of which are given below.

The branching fraction B(BY — 13 ~) is an excellent probe to test the flavor sector of the SM,
given its precise theoretical prediction and clean experimental signature. Furthermore, possible
modifications of B(BY — 1 ™) relative to the SM expectations can be related to the same new
physics operators responsible for LFU violation. The ATLAS [122], CMS [30], and LHCb Col-
laborations have reported several independent measurements [123-126], as well as combined
measurements [127], in recent years. These measurements constitute one of the cleanest inputs
to global fits aimed at providing a coherent global interpretation of the flavor anomalies [24].

In an effective field theory framework, the angular distributions of three- and four-body decays
arising from b — s¢/ transitions offer sensitivity to new-physics operators. Multiple measure-
ments of the Pf observable [128], constructed from the Wilson coefficients associated with these
operators and optimized to mitigate the impact of QCD uncertainties, have been conducted
using the BY — K*(892)% "y~ process. Most of these measurements have indicated tensions
with the SM since 2013 [110, 129-131]. The theoretical predictions are affected by the limited
knowledge of long-distance charm-loop contributions, which might enhance the apparent dis-
crepancy with the SM.

The ratios of branching fractions R, = B(B~ — D% v_)/B(B~ — D% 7,) and Rp: =
BB — D* ttv_)/B(B® — D* ¢*v,) (¢ = e, u) involve tree-level b — c/v transitions. Two
further observables are Ry = B(B* — K*u*u~)/B(B* — KfTete™) and Rgx = B(B? —
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K*(892)°u"u~)/B(BY — K*(892)% e~ ), which involve loop-level b — s/¢ transitions. Nu-
merous measurements for R [132-135] and Ry (.) [136-140] have been reported since 2012,
culminating in a reported evidence of LFU violation for Ry in 2022 [141]. Most recently, the
LHCb Collaboration has provided combined measurements for Rp and Rp+ [142], and for Rk
and Ry« [143, 144], which are now consistent with the SM at the level of 1.9 and 0.2, re-
spectively, and the latter result supersedes the one reported in Ref. [141]. Regardless of this
recent dilution of a pattern of anomalous behavior, there remains the potential for LFU violat-
ing processes and there is still substantial interest from the physics community for new results
pertaining to the B flavor anomalies.

The CMS Collaboration recorded a unique data set of pp collisions at /s = 13 TeV in 2018 with
the primary aim of extending its program of LFU tests. Dedicated trigger and data storage
strategies were developed to record a large sample of events containing 10 billion unbiased b
hadron decays. The reconstruction of physics events from the raw data sample was delayed un-
til computing resources were available in 2019. The trigger and data storage strategies (known
henceforth as “B parking”), the defining characteristics of the resulting data set, and some of
the key physics results are described in the following sections.

5.2.2 Experimental challenges

Prior to 2018, measurements targeting the B flavor anomalies within the B physics program of
CMS were restricted to observables involving dimuon final states, a consequence of the avail-
able dimuon trigger algorithms. Examples of measurements from CMS include B(BY — ™)
[123] and several angular observables [110-112]. These successes can be contrasted with the ab-
sence of measurements of observables such as Ry, and Rp+, which rely on the reconstruction of
single-muon final states resulting from the b — c/v transitions. Prior to 2018, the single-muon
trigger algorithms were typically geared towards high-pt physics processes, such as W boson
production. The typical kinematical (py > 20 GeV) and topological (isolation from neighboring
particles) requirements on the muon suppressed the acceptance to b — uX decays. Further-
more, prior to 2018, no trigger algorithms provided adequate fiducial acceptance to final states
containing electron pairs that arise from rare b — sete™ transitions; typically, the single- and
dielectron trigger algorithms imposed pr thresholds of 30 and 20 GeV, respectively, as well as
isolation requirements. These constraints have thus far prohibited the measurement of observ-
ables such as Ry and Rx.

A new trigger strategy was devised and implemented in time for the LHC pp collision run
of 2018. The trigger strategy relies on the accumulation of a very large sample of b quark-
antiquark (bb) pairs using a “tag-side” trigger logic that identifies the semileptonic decay of
one of the b hadrons to a final state containing at least one displaced muon above an evolving
pr threshold in the range 7-12GeV. Decays via the transition b(— c¢) — uX have a total
branching fraction of 18% [97] and thus approximately one in three bb events results in a final
state containing at least one muon. The other “probe-side” b hadron is able to decay to all
possible final states (including any flavor of lepton) with minimal kinematic bias from the tag-
side trigger requirements. Thus, the study of b hadron decays that lead to final-state muons
can focus on the tag-side muon candidate identified by the trigger system, while the study of
processes involving other lepton flavors or nonleptonic final states can rely on the probe-side
decays. Rare processes with branching fractions as small as O (10~7) are accessible if the sample
of bb pairs is sufficiently large, e.g., O(101).

Early feasibility studies, based on simulated data, demonstrated that a suitable data sample
could be accumulated if high trigger rates and purities could be sustained throughout the
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2018 data-taking period. The number of bb pairs N, produced at the LHC and subsequently
recorded by the trigger logic was estimated with the following expression: N, = t;ycRE. 5,
where t; jc is the LHC operational running time (seconds), R is the rate in Hz at which the
trigger logic returns a positive decision, and P, is the purity of the resulting data stream, de-

fined as the ratio of the numbers of genuine bb pairs and pp collision events recorded by the
trigger system. The value of t; ;¢ is 6 x 10°s when assuming 140 days of LHC operations over
a 6-month period and a beam duty cycle of 0.5. Hence, by maintaining an average trigger rate
R ~ 2kHz throughout each LHC fill, and assuming a purity P ~ 80%, it is possible to accu-
mulate a data sample comprising 1.2 x 10'? events that contain 10'° bb pairs. Data parking
is thus required to handle the high trigger rates, and the strategy was based on experience
accumulated during Run 1, as detailed in Section 5.1.

Equivalently, N can be estimated from the expression N,; = L;,0,,; B’ ¢, where the data

recorded by the muon-based triggers correspond to L, = 41.6 fb~! (described later in Sec-
tion 5.2.9), the inclusive bb cross section is o, = 4.7 x 10" fb at /s = 13 TeV [145-148], the

term B’ =1— (1 — B)z accounts for the fact that either b hadron can decay into a muon and
the branching fraction for the b(— ¢) — uX decay is B = 18% [97], and the efficiency of the
muon-based triggers to record an event containing at least one b — uX decay is e ~ 2 x 1073.
These values yield N, ~ 10'°.

A precise measurement of the R+ observable is feasible by reconstructing the B — D*~ y*vy

and B —» D* vt (— y*vyiy)vf decays using the large sample of 10 tag-side muons: the
sample is expected to contain O(10%) and O(10*) candidates for these decays, respectively.
Similar arguments for precision can be made for other observables involving muon-based sig-

natures, such as Rp and the numerator of the R observable, B (B™ — KT u*u™).

The limiting factor in the precision of a measurement of Ry is related to the number of recon-
structed BT — KTete™ decays that can be identified unambiguously above background con-
tributions. The number of BT — KTee™ decays found within the fiducial acceptance can be
estimated from the expression Nyt _x+o+e— = Nyj fg+ BA, where: N, = 1010, the fragmen-
tation fraction is fz+ = 0.4 [97]; the branching fraction is B(BT™ — KteTe™) = 4.5 x 1077 [97];
and the fiducial acceptance, defined by the fraction of probe-side B™ decays with all daughter
particles satisfying the requirements pr > 0.5GeV and || < 2.5, is A = 55%. Thus, approxi-
mately 1000 probe-side BT — KTeTe™ decays are expected within the fiducial volume. Subse-
quent reconstruction and selection requirements will further reduce the sample of identifiable
BT — KteTe™ decays.

5.2.3 Trigger strategy

The primary aim of the trigger strategy described here is to maximize the number of recorded
bb events by maximizing the data stream purity and operating the trigger system close to its
design limits. Crucially, this mode of operation must not compromise the availability of online
resources for the core CMS physics program.

The new trigger strategy adopted a two-step optimization of the L1 and HLT trigger algorithms
given the following key design constraints for 2018: the total L1 trigger rate was restricted
to 90kHz to maintain acceptable dead time from the subdetector readout systems; and the
bandwidth of the B parking data stream could not substantially exceed an average of 2GB/s
because of the finite capacity of buffers at the CMS experimental site.
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5.2.4 The L1 optimization

During an LHC fill, the £, slowly decreases with time. As a consequence, the number of
pp interactions that occur within the same LHC bunch crossing, the L1 and HLT trigger rates,
and the per-event HLT computational load are all observed to decrease with time. Hence, the
availability of idle resources increases during the ongoing LHC fills, which can be leveraged
by the trigger strategy described here.

The left panel of Fig. 38 shows the evolution of the total L1 trigger rate and pileup as a function
of time during a typical LHC fill in the 2017 pp collisions run, prior to the implementation
of the trigger strategy discussed here. Over a period of 14.5hours, the pileup value decreases
from 48 to 18 and, correspondingly, the total L1 trigger rate also decreases. At the beginning of
an LHC fill, the L1 system typically operates at a total trigger rate of 90 kHz; towards the end
of an LHC fill, there are up to several tens of kHz of spare-rate capacity available.
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Figure 38: The L1 trigger rate and the amount of pileup as a function of time, shown for repre-
sentative LHC fills during 2017 (left) and 2018 (right). Occasional lower rates are observed due
to transient effects, such as the throttling of the trigger system in response to subdetector dead
time [9]. Changes in the trigger configuration are indicated by vertical green dashed lines.

The new strategy for the L1 system repurposes existing algorithms to identify low-pr muon
candidates with high efficiency and purity. Simple kinematical requirements are used to iden-
tify interesting muon candidates. First, each muon candidate is required to be found centrally
in the detector by satisfying || < 1.5, where the L1 muon identification and momentum-
resolution performance is generally optimal; this requirement simultaneously improves the
trigger purity and enhances the fiducial acceptance for the probe-side b hadron decays. Sec-
ond, a variable py threshold is applied within the range of 12GeV at L;,; = 1.7 x 103 ecm 257!
down to 7GeV at Ly = 0.9 x 103%cm~2s71. The threshold is progressively loosened within
this range (via changes in the trigger configuration) as £;,; and the pileup decreases. Impor-
tantly, the threshold is tuned to ensure that the L1 system operates close to its design limit, i.e.,
at ~90 kHz throughout the LHC fill, but not beyond so as to keep dead time from the subde-
tector readout systems to below ~1%. Thus, there is negligible impact on the accumulated £;;
and the wider CMS physics program. While the evolution of the threshold improves the accep-
tance to bb candidates, it also degrades the purity of the data stream from the L1 system. The
average purity (in terms of the fraction of selected events containing a bb candidate, based on
studies of simulated data) is ~0.3. The remainder of the events contain muons from the direct
production of charm mesons and their semileptonic decays, muons from kaon or pion decays,
and misidentified muons.

The right panel of Fig. 38 shows the L1 trigger rate as a function of time during a typical LHC fill
in the 2018 pp collisions run. While the average pileup during an LHC fill decreases similarly in
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2017 and 2018, the trigger rates do not. The large instantaneous increases in the L1 trigger rate
are coincident with changes in the trigger configuration. The total L1 trigger rate peaks at val-
ues close to 90 kHz throughout the LHC fill; this is because of an increasing rate contribution,
as high as 40 kHz, from the L1 single-muon algorithm as the py threshold is reduced. At the
start of each LHC fill, the trigger algorithms that serve the core physics program operate with
a total L1 rate close to the 90 kHz ceiling; only once L., has dropped below 1.7 x 10%*cm 25!
are the dedicated triggers enabled, when sufficient online resources are available.

5.2.5 The HLT optimization

The purity of the data stream from the L1 system is substantially improved by the use of tai-
lored muon algorithms at the HLT. The algorithms provide superior performance relative to the
L1 logic, in terms of muon identification and momentum scale and resolution, because of the
ability of the HLT software to reconstruct muons using tracking information from the silicon
pixel and strip trackers.

The B parking data throughput, given by the product of the HLT trigger rate and the triggered
event size, was limited in 2018 to an average of 2GB/s for timescales longer than 24 hours
because of the limited buffer capacity, as described in Section 5.2.7. The triggered event size
has a linear dependence on £;,; and thus higher HLT trigger rates are accessible later during
an LHC fill as both £;,; and the event size, with reduced pileup, decrease.

Various scenarios involving different assumptions on the LHC performance and load-balancing
of the DAQ system, in terms of varying data throughput during an LHC fill, were investigated.
The left panel of Fig. 39 shows an example scenario in which the data throughput is allowed
to evolve during an LHC fill while ensuring that the average does not exceed 2 GB/s. The left
panel also indicates the maximum HLT trigger rate permitted for each L1 trigger configuration,
which changes as a function of £;,;;. The thresholds of the HLT trigger algorithms are therefore
adjusted to operate close to these maximum values. This scheme, which allows for HLT trigger
rates in the multi- kHz range, is optimized for long LHC fills, of duration 15 hours or more.

The HLT algorithms are tuned to maximize the number of recorded bb events and satisfy the
trigger rate constraints. Two of the most discriminating variables are the muon pr and the
transverse impact parameter of the muon expressed in terms of its measurement significance,
IP;,, relative to the pp luminous region. By requiring a nonzero IPg;, value, the relatively long
lifetime of the b hadron and the characteristic displacement (relative to the primary interaction
point) of the muon from b — X decays are leveraged to reduce prompt muon production
from background processes such as D mesons and charmonium decay.

For each L1 trigger configuration, which changes as a function of L, a parameter scan is
performed across all feasible combinations of pr and IPg, thresholds imposed by the HLT al-
gorithm. The L1 configuration is determined by the procedure described above. The right
panel of Fig. 39 shows the rate of bb candidates found within the experimental acceptance and
the corresponding HLT trigger rate obtained for each unique (pr, IP;;) combination at the peak
Lingt = 1.7 x 10**cm~2s 1. The optimal combination is one that lies along the upper boundary
of the point set shown in the right panel of Fig. 39 and is as close as possible but does not ex-
ceed the maximum allowed HLT trigger rate for the given £;,; value. For the example shown,
the procedure indicates that the HLT thresholds pp > 12GeV and [P, > 6 accumulate bb can-
didates at a rate of 1.3kHz at a trigger rate of 1.5kHz, which corresponds to a trigger purity
of 85%. The procedure is repeated for each L1 trigger configuration, which varies with £
during an LHC fill.
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Figure 39: Left: an example scenario in which the B parking data throughput per L1 trigger
setting is adjusted to maintain an average of approximately 2 GB/s throughout an LHC fill.
The dotted red and dashed blue lines trace the B parking data throughput and maximum al-
lowed HLT rate, respectively, determined for each trigger configuration. Changes in the trigger
configuration are indicated by vertical green dashed lines. The trigger logic is adjusted to op-
erate close to the permitted HLT rate. Right: rate of bb events in acceptance versus HLT rate
for a parameter scan over pr and IP;, thresholds imposed in the HLT logic for the £, and
L1 requirements indicated in the legend; each point (blue circle) represents a unique pair of
thresholds and the red star indicates the optimal pairing of pr > 12GeV and IP;, > 6 at a peak

Linst = 1.7 x 103*cm 257! and an HLT rate close to the maximum allowed value of ~1.5 kHz.

As a result, the lower-bound thresholds on both py and IP;, are relaxed, within the ranges
7-12GeV and 3-6, respectively, as L;i; decreases during an LHC fill. Table 11 summarizes the
evolution of the trigger thresholds used to record pp collision data during the LHC fill shown
in Figs. 38 and 40, as well as the resulting peak trigger rates and data stream purities. The set-
tings are deployed sequentially via changes in the trigger configuration at different values of
peak L;,;; each new setting corresponds to the enabling of new trigger logic with lower thresh-
olds until the end of the LHC fill. No dedicated trigger logic is enabled for values of £, above
1.7 x 103 cm~2s~!. Minor adjustments were made to these settings during 2018 in response to
the evolving LHC performance. This intra-fill evolution of trigger settings maximizes the esti-
mated number of bb events recorded in the B parking data stream. Furthermore, the recording
of bb events at higher rates towards the end of an LHC fill ensures that the pileup, and thus
the additional activity, in these events is low.

Figure 40 shows the HLT trigger rates for both the promptly reconstructed data stream that
serves the core CMS physics program, with a monotonically decreasing behavior, and the
B parking data stream provided by the single-muon trigger algorithms. In the latter case, rates
as high as 5.5kHz are obtained late in the LHC fill because of the relaxed kinematical and
topological thresholds.

5.2.6 Trigger purity

The purity of the data stream is estimated from simulated events to be in the range 60-90%,
depending on the trigger thresholds, as indicated in Table 11, with an average of ~80%. The
estimates each have an associated uncertainty of 5%, arising from sources such as the kinemat-
ical modeling of the B meson decays.

The average purity is also determined from an analysis of the data sample itself, by estimat-
ing the total number of bb events contained in the sample by reconstructing D** candidates
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Table 11: Single-muon trigger settings used during a typical LHC fill. The kinematical thresh-
olds are changed when £, ; (and consequently pileup) fall below the listed values. Also listed
are the lower-bound thresholds on the tag-side muon py (L1 and HLT) and IPgq (HLT only),
the corresponding L1 and HLT peak trigger rates, and the HLT data stream purity estimated
from simulated events. No dedicated trigger is enabled at the start of each LHC fill when £

inst

is typically above 1.7 x 103*cm 25~ 1.
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Figure 40: HLT trigger rates and the number of pileup events shown as a function of time dur-
ing a representative LHC fill in 2018. The rates for the promptly reconstructed core physics
(black solid markers) and B parking (blue open markers) data streams are shown separately.
Occasional lower rates are observed due to transient effects, such as the throttling of the trig-
ger system in response to subdetector dead time [9]. Changes in the trigger configuration are
indicated by vertical green dashed lines.

from the production mode B® — D**;~¥ and the subsequent decay chain D** — Dz, —
(K-mtt)m} ., where 7y indicates a low-momentum pion. The decay mode via the D** state
is chosen for the purity measurement because of its large branching fraction and the fully re-
constructable D** decay chain.

The method relies on extracting the number of D** candidates by exploiting the mass differ-
ence between the reconstructed D** and D candidates, as shown in Fig. 41. The value of
Am = m(K-nmtrl ) —m(K ") is expected to peak at the mass difference between the D**
and D? mesons if the kaon and muon candidates have same-sign charges, whereas a smooth

combinatorial background shape is expected for opposite-sign charges.

In order to identify the B — D**y~¥ decay, the muon responsible for the positive trigger de-
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Figure 41: Mass difference between reconstructed D** and D° candidates from the production
mode BY — D**u~7 and the subsequent decay chain D** — Dzt — (K- 7H)mt .
Events containing kaon and muon candidates with same-sign (opposite-sign) charges are indi-
cated by solid (open) markers.

cision and neighboring charged-particle tracks are considered. A candidate D’ — K~ 7t decay
is identified by considering pairs of oppositely charged tracks that form a vertex. The leading
(subleading) track is required to satisfy pr > 5(3) GeV and quality criteria, and the vertex is
subject to both displacement and quality criteria. The particle track with the same (opposite)
electrical charge as the muon is assigned the mass of the kaon (pion). Only D° candidates with
a reconstructed mass within a =30 MeV (corresponding to a +3¢) window of 1.86 GeV [97] are
selected for further consideration. Finally, a candidate D** — D%z . decay is identified by
combining the selected D candidate with a “soft” pion candidate (py > 300 MeV).

The number of B — D** 57 decays is obtained by performing a binned maximum likelihood
fit to the mass difference distribution obtained from data using Gaussian and second-order
polynomial functions for the same-sign and opposite-sign charge hypotheses, respectively. The
yield obtained from the fit is then corrected to determine the number of bb candidates N
contained in the data sample by accounting for differences in the fiducial acceptances and re-
construction efficiencies determined from simulation, and branching fractions for the b — uX
decay and the B — D*"j~7 decay chain. The procedure yields N, ~ 9 x 10° with an as-

sociated uncertainty of 5%. Given that the number of recorded LHC events is 11.9 X 10°, the
purity obtained from data is P, = 0.75 & 0.04, which agrees with the estimate obtained from
simulation.

5.2.7 Data parking and processing

The B parking data are not transferred immediately to the permanent data processing center,
but, instead, are temporarily stored in local buffers at the CMS experimental site and later
transferred unprocessed to permanent tape storage. The buffers are capable of handling a total
data throughput of 2GB/s, limited by the maximum data transfer rate achievable from the
buffer to the tape resources. The effective limit on data throughput is higher because of the
LHC inter-fill downtime; for instance, a total of 3 GB/s when averaged over the timescale of
a week. Hence, a throughput of 2GB/s can be sustained for the B parking data stream, in
addition to an allocation of 1 GB/s for the core CMS physics streams. Tape storage resources,
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originally allocated to a data parking stream of 500 Hz throughout Run 2 and sufficient to allow
for primary and backup copies of the data, were reallocated in full to the B parking campaign
in 2018. Only a single copy of the B parking data is kept on tape.

The data parking strategy exploits the opportunistic use of computational resources for the
delayed processing (i.e., global event reconstruction) of very large event samples that would
otherwise not be possible during the LHC running periods. This includes the short end-of-
year and long end-of-run shutdowns of the LHC complex, when the resource load from the
core CMS physics program is reduced. Three processing campaigns of the B parking data set
have been undertaken so far. An early “pilot” reconstruction campaign was performed in 2018
on a small fraction (=5%) of the data set to check the performance of the trigger strategy, via pu-
rity measurements (described in Section 5.2.3), and to validate new reconstruction algorithms,
such as the one described in this section. The first full processing of the parked data was per-
formed between May and December 2019, during the LHC LS2. Finally, the full data set was
reprocessed in 2022 with the ultimate “legacy” reconstruction software and calibrations that
provide the optimal physics performance for future data analysis.

5.2.8 Low-p; electrons

The B parking data set provides access to a large sample of unbiased b hadron decays. The
particles produced in these decays typically have very low pt values. The left panel of Fig. 42
shows the p5™ distributions for the leading- and subleading-p% electrons from the BT —
K*ete~ decay, where p5" is the generator-level p quantity obtained from simulation. The
kinematical requirements of pr > 7GeV and || < 1.5 are imposed on the tag-side muon. The
most probable p§™" values are below 2GeV. The standard PF-based electron reconstruction
algorithm [21, 39] relies primarily on information from both the tracking and ECAL subdetector
systems and it is optimized to identify electrons with high efficiency for p§™" values above
10GeV. The performance of the PF electron algorithm worsens significantly below 10 GeV,
with efficiencies falling to zero at 2 GeV and below, as shown in the left panel of Fig. 42.

Given the limited low-py performance of the existing electron algorithm, a custom multistage
electron reconstruction algorithm has been developed to improve the reconstruction and iden-
tification of genuine electrons with pt values below 10GeV. Given the superior physics per-
formance of the tracker system relative to the calorimeter systems at very low pr, in terms of
momentum or energy scale and resolution, the new algorithm uses a tracker-seeded approach
that first considers charged-particle tracks and attempts to match each one with a compatible
pattern of calorimetric energy deposits. Primarily, the low-p electron algorithm targets elec-
trons from b hadron decays, but it exhibits comparable performance for electrons, originating
promptly or otherwise, from a broad range of physics processes.

Electrons undergo photon bremsstrahlung when traversing detector material. Thus, to accom-
modate these energy losses, the accurate determination of the track parameters for electron
candidates relies on a technique that employs a GSF [60], as described in Section 2.3.7. The
GSF approach delivers the optimal electron momentum scale and resolution, albeit at a high
computational cost. Consequently, it is preceded by a more computationally efficient seeding
algorithm.

The first stage of the reconstruction chain comprises seeding logic that exploits two BDT al-
gorithms. The BDTs consider a range of kinematical and topological variables constructed
from tracker- and calorimetry-based measurements that include: the shape of electromagnetic
showers, the spatial compatibility between the track trajectory and energy deposits within the
calorimetry systems, the compatibility of momentum and energy measurements, and the dif-
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Figure 42: The left panel shows the p§ spectra of the leading and subleading electrons (dashed
and solid green histograms) from B™ — K*e"e™ decays, and the efficiency to identify genuine
electrons as a function of p§ " for PF (solid red squares) and low-p electron candidates (solid
blue circles). Efficiencies for the low-pr electron candidates that satisfy an ID score threshold,
tuned to give the same misidentification probability as for PF electron candidates, are also
shown (open markers). The right panel shows the performance of the PF (solid red square)
and low-pr (solid blue circle) reconstruction algorithms and their corresponding ID algorithms
(curves). The efficiencies and misidentification probabilities are determined relative to charged-
particle tracks obtained from simulation, for both Bt — K*e'e™ decays and background
processes, and satisfying pr > 2GeV and || < 2.5.

ferences in the momentum measurements determined at the innermost and outermost layers
of the tracker systems. The set of variables considered is analogous to that used by the ID
algorithms reported in Ref. [39]. A simplified version of the GSF track fit, with a reduced set
of parameters, is used, which is then compared with the nominal tracking fit algorithm based
on the Kalman filter [34]. The seeding logic is carefully tuned to balance signal-to-background
discrimination performance against computational load. One BDT uses a kinematically ag-
nostic approach that exploits only the aforementioned variables. The other BDT provides a
kinematically aware model that also uses the pr, 77, and the transverse impact parameter sig-
nificance d, / T4, of the electron candidate to discriminate between genuine signal electrons

from Bt — K*eTe™ decays and misidentified electrons from background physics processes.

In order for the reconstruction to proceed to the next stage, the seeding logic requires the score
produced by each BDT to satisfy an independent threshold value. The full GSF-based track fit is
subsequently performed on each electron seed to determine the optimal track parameters. The
resulting trajectory is used to identify a spatially compatible energy cluster in the ECAL that
is assumed to be the electromagnetic shower from the incident electron. Additional clusters
of energy that are spatially compatible with the expected position of bremsstrahlung photons
within the ECAL are associated with the original cluster to form a super cluster. The logic is
tuned to ensure that the electron seeds are promoted to electron candidates with high efficiency
(>95%). The associated cost of high-rate particle misidentification is mitigated in the next stage.

The final stage of the low-pr algorithm aims to differentiate between genuine electrons and
misidentified particles with the highest possible performance. A further BDT model takes in-
formation from all the preceding stages, namely the seeding, GSF-based tracking, and super-
clustering algorithms. An expanded set of input variables is used relative to the seeding BDTs,
such as improved track parameter estimates from the full GSF-based tracking stage, and vari-
ables that test for consistency between the supercluster substructure and a bremsstrahlung
energy-loss pattern. The BDTs are trained with a simulated sample of BT — K*ee™ events
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using the XGBOOST package [149].

Electron candidates are considered to be interesting for further analysis if they satisfy a thresh-
old applied to the BDT discrimination score, known as an ID working point. Low-p elec-
tron candidates are reconstructed and identified for the kinematical regime py > 0.5GeV and
|7| < 2.5, whereas the PF electron algorithm is restricted to pp > 2GeV. The right panel of
Fig. 42 shows the performance of the two algorithms for electron candidates originating from
both Bt — Kte'e™ decays and randomly selected charged-particle tracks that satisfy pr >
2GeV. The PF electron candidates are reconstructed with an efficiency and misidentification
probability of 69% and 2%, respectively. The low-pt reconstruction algorithm provides elec-
tron candidates with a higher efficiency of 92%, but also a substantially higher misidentification
probability of 21%.

The ID performance for both the low-p and PF electron candidates is quantified in terms of the
efficiency and misidentification probability as a function of the ID score threshold, as shown in
the right panel of Fig. 42. The PF-based BDT model is based on the standard approach defined
in Ref. [39], but it is retrained specifically for an extended kinematical regime down to 2 GeV.
The performance of the low-pt and PF IDs can be compared at working points that yield the
same misidentification probability: for instance, efficiencies of 56% and 33% are obtained for
low-pr and PF electrons, respectively, for a misidentification probability of 0.1%. For the regime
0.5 < pr < 2GeV, the low-pr ID yields an efficiency of 30% for a misidentification probability
of 0.1%. Finally, a tag-and-probe technique [150] is utilized with a sample of BT — J/¢(—
eTe” )K™ decays in data to check the accuracy of the simulation modeling of the input variables
to the BDTs and their output scores. The ID score distributions for both the low-p; and PF
electrons in data are consistent with those in simulation, within statistical uncertainties.

5.2.9 Characterization of the data set

The B parking data set comprises 1.2 x 10'° events and contains 1 x 10!° unbiased b hadron
decays. The size of the single-copy unprocessed data sample is 7.6 PB. The reconstruction-level
MINIAOD [22] data sample has a reduced footprint of 950 TB. Custom analysis-specific data
samples, based on a common analysis-level data format (known as NANOAOD [23]), typically
have a footprint of around 10 TB.

Table 12 summarizes all the unique combinations of thresholds used in the L1 and HLT algo-
rithms. In total, the suite of algorithms recorded 41.9 fb~!. The L, value, the mean number
of pileup interactions, and the number of events recorded by each combination are provided.
The values are determined from the periods for which each combination provided the lowest
enabled L1 py threshold. The highest HLT rates are observed later in a fill and so a larger frac-
tion of the data are recorded at lower pileup values than for the standard physics data streams.
Figure 43 shows the pileup distribution for the B parking data set, along with the contributions
from each of the individual trigger combinations.

Figure 44 shows the invariant mass distributions for pairs of oppositely charged muons orig-
inating from a common vertex, as obtained from the B parking data set. Both muons are re-
quired to satisfy a minimal set of kinematical and ID criteria, and one of the muons must be
matched to the candidate responsible for the positive trigger decision. Peaks in the data re-
sulting from the p/w, ¢, J/¢, P(2S), Y(1S), and Z resonances are visible above the continuous
background.
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Table 12: Trigger configurations, defined by unique combinations of L1 pr, HLT pr, and IPg,
thresholds, used to record events containing b — X decays. The £;,; value, the mean number
of pileup interactions, and the number of events recorded by each combination are aggregated
over the periods for which each combination provided the lowest enabled L1 pt threshold.

L1 pt HLT pt HLT L,y Mean Events

[GeV] [GeV] Py, [fb7'] PU [x107)
12 12 6 8.1 37.7 0.72
10 9 6 8.4 32.9 1.67
10 9 5 1.6 33.9 0.37
9 9 6 1.6 28.2 0.34
9 9 5 52 28.3 1.30
9 8 5 1.6 29.2 0.52
8 9 6 1.8 24.2 0.40
8 9 5 3.8 23.9 1.00
8 8 5 1.7 24.2 0.60
8 7 4 1.5 24.5 0.84
7 8 3 0.8 19.1 0.45
7 7 4 55 18.6 3.56
Other combinations 0.3 — 0.12
Total 41.9 22.7 11.9
0.7 x10° 41.9 bt (13 TeV)
'.(g . _I T T T T I T T T T I T T T T I T T T T I T T T T I T T T T ]
c C (12, 12,6) [l (10,9,6) J
Q o06F CMS M(10,9,5 M(©.96
mw F W95 ME.85
0 5'_ .96 (8,9,5) T
C [ (8,8,5) 8,7,4)
C - (7,8,3) (7,7, 4) .
0.4 - (pil’ p:m’ |F,:;T) E
0.3F i -
0.2 1 =
0.1 -
O :I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 :
0 10 20 30 40 50 60
Pileup

Figure 43: The pileup distribution obtained from the B parking data set. Contributions from
each trigger combination are shown, with the histogram areas normalized to the number of
events recorded by each trigger.

5.3 Physics results with the B parking data set

Various searches for LFU violation are being considered or are currently underway, e.g., mea-
suring Rp+ using B — D* " ¢"v, decays and the tag-side muon; searching for lepton flavor

violation in (tag-side) B! — e decays; and studying charge-parity violating processes in
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Figure 44: The invariant mass distribution for pairs of oppositely charged muons originating
from a common vertex, obtained from a subset of the B parking data.

fully reconstructed hadronic final states using probe-side b hadron decays, such as DY — KgKq
and BY — ¢(— KK )¢(— KFK).

Beyond B physics, the data set provides a rich opportunity for the discovery of a broad range
of BSM scenarios and will serve novel physics analyses for several years. It provides access to
BSM models with low-mass states and/or very rare decays, a parameter space complementary
to the one offered by data sets that serve the high-pt searches typical at the LHC, and thus
substantially extends the reach of the CMS physics program.

In addition to the ~10'” bb events, the B parking data set contains ~3 x 10!! pp pileup inter-
actions, which may be of interest to searches for BSM processes that yield “untriggerable” sig-
natures (i.e., for which there is no feasible trigger algorithm). Further, experimentally difficult
signatures from the decay of low-mass BSM particles, which may be sensitive to combinatorial
backgrounds from a high-pileup environment, can exploit the relatively low pileup observed
for the B parking data set, particularly for data collected later in the LHC fills by the trigger
algorithms with low pt thresholds.

The following subsections highlight two key physics results obtained with the B parking data
set: a measurement of Rg and of the differential branching fraction for the BT — Kt u*u~
process, and a BSM search for heavy neutral leptons in b hadron decays.

5.3.1 Measurement of the Rx observable

Given the negligible masses of both electrons and muons in comparison to the B meson mass,
the ratio of SM branching fractions, B(B* — Ktete™) and B(B* — K*u*u~), is very close
to unity. The presence of BSM physics could induce appreciable modifications to the branching
fractions of the different lepton generations, such as via a leptoquark with flavor-dependent
couplings. The observation of a nonunity ratio would provide compelling evidence for LFU
violation through a BSM mechanism.

To enhance the sensitivity to LFU violation in b — sf/ decays, it is advantageous to employ
an observable that minimizes any associated theoretical uncertainties. The ratio of branch-
ing fractions B(B™ — K*ete™)/B(BT — KTu*u~), determined within a specific range of
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the dilepton mass squared g2, < ¢° < gaax iS Tobust against potentially substantial long-
range corrections [151] and is known to be close to unity with a precision of approximately
1% [25-28]. Additionally, experimental systematic uncertainties (such as those related to lep-
ton acceptances, momentum scale, and identification) can be reduced by measuring a double
ratio, normalized to the corresponding B™ — J/i(— £~ )K" decay channels:

R ( 2)[ 2 2 ] — B(B+ — K+y+:u_)[q%nin'q12nax]/8(]3+ — K+e+e_)[q%nin’q12nax]
KT Wimine e = “BBT 5 J/p(— ppun)KY) [ BBT > 1/p(— ere KT

where the ratio B(B™ — J/y(— uTu")K")/B(BT — J/p(— eTe”)K™) has been experimen-
tally determined to be nearly unity with a precision of 0.7% [97].

The Rk observable has been measured by the CMS Collaboration in the 4% range spanning from

1.1 to 6.0 GeV? [152]. Within the same analysis, a differential branching fraction measurement
is performed for the BT — K"y~ channel, divided into 15 bins of 4> ranging from 0.98 to
22.9 GeV? and excluding the resonance regions of J/i and 1(2S).

To determine Ry, events are chosen in which either a B — K™~ candidate is identified on
the tag side of the event (i.e., one of the muons is responsible for the positive trigger decision)
ora BT — Ktete™ candidate is identified from the sample of unbiased decays of the other b
hadrons in the event.

The B candidates are constructed by pairing two same-flavor leptons with opposite charges,
whose invariant mass falls below 5GeV, along with a positively charged track to which the
kaon mass is assigned (in the absence of particle identification for pions and kaons). Rigorous
quality criteria are imposed for each candidate, whether it be a muon, electron, or track, to
minimize the occurrence of misreconstructed objects.

The tracks of the three particles constituting the B™ candidate, including that of the muon
responsible for the positive trigger decision, are required to have the same point of origin. The
tracks are then used in a vertex fitting procedure, which relies on their measured momentum
vectors along with associated uncertainties. This procedure enhances the accuracy of mass
measurements for both the B candidate and the lepton pair.

The kinematic fit algorithm [153], which is based on a least mean square minimization ap-
proach, constrains the tracks associated with each B* candidate, ensuring they originate from
a common vertex. The particle trajectories are then refitted taking into account the common
vertex as an additional constraint, and their momenta are recalculated.

In the electron channel, to enhance the sample purity, at least one of the electrons is required
to be reconstructed by the PF algorithm. The second electron can be reconstructed using either
the PF algorithm or the dedicated low-py (LP) algorithm described in Section 5.2.8.

The B* candidate is subjected to a minimal set of kinematic, topological, and quality criteria. A
significant fraction of semileptonic decays of heavy-flavor hadrons, containing a D® — K~ 7+
decay, remains within the sample, primarily due to the misidentification of the K™ meson as a
lepton. To address this issue, a dedicated veto is implemented to remove such decays.

The final selection in each channel relies on a BDT, which combines several variables into a
classifier constructed using XGBOOST. In the electron channel, independent BDTs are trained
for the two exclusive PF-PF and PF-LP event categories, using the same input variables. Given
the notably higher background levels in the electron channels relative to the muon channel, the
corresponding BDTs utilize a greater number of input variables. The BDTs use a supervised
training, which relies on simulated B* — K*/"¢~ decays in the low-¢? bin for signal, and
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data sidebands to the low-¢? bin for background. The optimal working point for each BDT is
selected to maximize the expected significance of the BT — K/ ¢~ signal within the low-4>
region. Various checks are performed to ensure that the BDT performance is unbiased and
robust for all three channels (muon, PF-PF, and PF-LP) using multiple data control regions.

After the final selection of B™ candidates using the BDTs, the mass distributions obtained from
the reconstructed B* candidates in each channel are fitted using analytical functions, as shown
in Figs. 45 and 46. The fits for the muon, PF-PF, and PF-LP channels are statistically combined
to yield the final R measurement. Systematic uncertainties are assessed independently for all
channels. The uncertainty in the final measurement is statistically limited. The measurement
of Ry is

Rg = 0.78f8:§g (stat) "002 (syst) = 0.78f8:§§,

which is consistent with the SM prediction within one standard deviation and can be compared

with the corresponding LHCb measurement of Ry = 0.949f8:8f; [143].

The sample of BT — K*u "y~ candidates is sufficiently large to enable both an inclusive and
a differential measurement of B(B*™ — K*u*pu~). Figure 47 shows the measured differential
branching fraction of the BT — K3~ decay, as a function of 42, along with corresponding
SM theoretical predictions as determined by various packages. The inclusive value for B(B* —
K*u* ) within the g2 region 1.1 < g% < 6.0GeV? is B(B* — K*utu~) = (1242 +0.68) x
108, which is statistically limited and consistent with the world average [97].
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Figure 45: Results of an unbinned likelihood fit to the invariant mass distributions for the the
BT — J/¢(— puTu )K" (left) and the BY — KTpuTpu~ (right) channels. Various functions
are used to parametrize the contributions from the signal and various background processes.
Taken from Ref. [152].

5.3.2 Search for long-lived heavy neutrinos in B meson decays

Heavy neutrinos (N) that feebly mix with the SM neutrinos constitute a possible appealing
answer to several open questions in the SM, notably the evidence for nonzero neutrino masses
in neutrino oscillations [154], the large amount of dark matter inferred from astrophysical and
cosmological measurements [155], and the baryon asymmetry in the universe [156]. The small
mixing amplitudes, V.n, V)N, and Vi, between heavy neutrinos and their SM counterparts
in the three flavor families imply that heavy neutrinos are long-lived. Indeed, the N particle
proper lifetime scales as cTy o« my°|Viy| 2, where my is the mass of the heavy neutrino and
|V |? is defined as |V |?> = |Von|? + |VyN|2 +|V,n|? The large signal lifetimes give rise to
displaced signatures. Moreover, thanks to mixing, flavor conservation may be violated.
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Figure 46: Results of an unbinned likelihood fit to the invariant mass distributions for the B¥ —
]/ (— ete™ )KT (left) and the Bt — Kte'te™ (right) channels. The upper (lower) panels are
for candidates using the PF-PF (PF-LP) category. Various functions are used to parametrize the
contributions from the signal and various background processes. Taken from Ref. [152].

Numerous searches have been performed at the most diverse experiments covering a vast
range of heavy neutrino masses, from the keV to the TeV scale, and mixing amplitudes, down to
|V |? & 1077, In CMS, virtually all searches for N with my; up to around 100 GeV relied on the
process W — (N, where events are collected by high-pr, single isolated lepton triggers [157].
However, electroweak processes with on-shell gauge boson production are not the sole or even
the most abundant source of neutrinos, and hence also potentially of heavy neutrinos, at the
LHC: leptonic and semileptonic B meson decays (shown in Fig. 48) are more than a thousand
times more copious thanks to the much larger pp — bb cross section. Furthermore, the final-
state particles produced in B meson decays have lower momenta than those produced in W
boson decays, because the B mesons have a lower mass than the W boson. For long-lived sig-
natures, the softer momentum spectrum is an advantage as it leads to a higher fraction of N
particles that decay within the CMS acceptance.

The 2018 B parking data set (described in Section 5.2) enabled CMS to perform a search for
long-lived heavy neutrinos in B meson decays, using events with one lepton plus one displaced
vertex comprising a lepton-pion pair and compatible with the decay of a long-lived heavy
neutrino N — (=7 ¥ [158]. Both muons and electrons are considered as long as at least one
muon matched to a B parking trigger algorithm is present. This search would have not been
possible with standard triggers.

This analysis sets the most stringent upper limits, among those obtained at collider exper-
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Figure 47: Comparison of the measured differential Bt — K*u 'y~ branching fraction with
the theoretical predictions obtained using HEPFIT, SUPERISO, FLAVIO, and EOS packages. Re-
liable predictions are not available between the J/i and 1 (2S) resonance regions. The HEPFIT
predictions are available only for 7> <8 GeV2. Taken from Ref. [152].

7{';

Figure 48: Feynman diagram of a semileptonic decay of a B meson into the primary lepton (¢p),
a hadronic system (X), and a SM neutrino, which then mixes with a heavy neutrino (N). The
N decays weakly into a charged lepton /* and a charged pion 71T, forming a vertex displaced
from the pp interaction point. Taken from Ref. [158].

iments, at 95% CL on |Vy|? for heavy neutrinos with masses between 1.0 and 1.7 GeV and
does so with unprecedented resolution as the N decay is fully reconstructed. Results are inter-
preted in various scenarios specified by different values of the mixing ratios r, = |V, >/ |V |2
¢ = (e, u, 7), as well as under either the Majorana (shown in Fig. 49) or Dirac hypotheses. For
masses my = 1.0,1.5,2.0GeV, lower limits on cty are provided for sixty-six possible flavor
violating scenarios, depicted in Fig. 50.

6 Data parking in Run 3

The successful execution of the B parking program during Run 2 garnered significant inter-
est, propelling the evolution of the parking technique into a comprehensive and diverse pro-
gram. The enhancement of the B parking strategy in Run 3 is discussed in Section 6.1, which
introduces novel inclusive triggers to collect data in the dimuon and dielectron final states.
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In Section 6.2, we provide an overview of other diverse opportunities arising from the park-
ing strategy that extend beyond the B physics measurements, referred to as “alternative” data
parking strategies.

6.1 Data parking for B physics in Run 3

The LHC Run 3 period started in 2022 and is currently expected to finish at the end of 2025.
The LHC delivered £;,, = 73.4fb ™" during 2022 and 2023, and the total may exceed 250 fb!
by the end of the data-taking period in 2025. Thus, Run 3 represents an important opportunity
to improve our understanding of b hadron production and decay modes. The LHC center-of-
mass energy has also increased from 13 to 13.6 TeV between Runs 2 and 3, yielding a modest
increase of 4% [145-148] in the bb inclusive production cross section.

A new B parking trigger strategy was designed and deployed in time for the beginning of pp
collisions in 2022. The new strategy focuses on inclusive dilepton trigger algorithms, operating
at high rates, that aim to provide gains in physics reach significantly beyond those expected
from an increase in L;,;. The primary aim for Run 3 is to substantially expand the B physics
program of CMS by using new or improved trigger algorithms and a data parking strategy to
provide high acceptance for dimuon and dielectron final states from b hadron decays. Dimuon
final states are central to the CMS B physics program and the majority of analyses leverage
this clean experimental signature. An inclusive dimuon trigger strategy, which differs from
the exclusive strategy deployed in Run 2, was identified as a key beneficiary of the data park-
ing approach. Further, new triggers recording dielectron final states are specifically aimed at
improving the statistical precision of the Ry measurement.

6.1.1 Trigger strategy

The B parking trigger and data parking strategies of 2018 have been adapted to accommo-
date changes in LHC operations and the evolving needs of the B physics program for Run 3.
During 2022, the LHC machine parameters shifted to a new mode of operation in which £,
is delivered to the experiments at a constant value of ~2.0 x 103**cm~2s~! (corresponding to
PU =~ 57) for several hours. This luminosity-leveling mode, introduced in Section 1.3, allows
experiments to accumulate large data samples as quickly as possible, under conditions suitable
for data analysis—i.e., with a manageable amount of pileup—such that the quality of the event
reconstruction and physics performance is not compromised. Following a leveling period of
up to six hours in 2022, the £;; value decreases during the remainder of the LHC fill, typically
over a time period of 6-12 hours.

The change in the LHC machine parameters between Run 2 and Run 3 have important con-
sequences for the trigger and data parking strategies described here. Since there are no idle
resources available for the first few hours of an LHC fill, due to the aforementioned leveling,
a fraction of the total rate budget for the L1 trigger has to be allocated to the dilepton trigger
algorithms described here. This is in contrast to operations in 2018, during which the single-
muon trigger algorithms were not enabled when the LHC operated with £; values above
1.7 x 10**cm 25~ . In the case of the new dielectron trigger algorithms, the allocation is in-

creased later in an LHC fill as £;; falls and idle resources become increasingly available.

The standard dimuon trigger algorithms deployed in Run 2 to cater for B physics analyses
typically required a reconstructed dimuon system plus additional constraints specific to a par-
ticular physics process to control trigger rates. For instance, in the HLT algorithms, the recon-
structed invariant mass was restricted to a set of windows around the B; meson and quarkonia
masses (e.g., for the process B — u 1 7), or the presence of an additional particle track was
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required (e.g., for Bt — KTu"u™), or else the dimuon vertex position was required to be
displaced with respect to the pp luminous region (i.e., for any b — "y~ X process).

The new dimuon trigger algorithms do not impose any of the rate-reducing constraints high-
lighted above and are instead designed to provide broad coverage for a range of physics pro-
cesses, by employing minimal kinematical and topological requirements. In contrast to the
single-muon trigger strategy employed in 2018, where the thresholds were adjusted through-
out the fill, the new dimuon triggers are always enabled and employ fixed thresholds. The
dimuon trigger algorithms exploit improvements in both the L1 and HLT systems [31] im-
plemented during LS2: the former now performs muon-track finding using the Kalman fil-
ter technique [159] to provide an improved muon pr estimate, and the latter uses new algo-
rithms implemented in a heterogeneous computing environment, comprising both CPU and
GPU cores. The new algorithms both speed up track reconstruction and improve the track
pr resolution [36], which in turn can be exploited by the HLT-based muon algorithms. As a
consequence, there is a substantial improvement in the experimental acceptance for a number
of interesting production and decay modes that yield prompt and nonprompt dimuon final
states, such as 7 — ptpu~ and B! — p*u~. Furthermore, the new algorithms also improve
the acceptance for b hadron decay chains that produce additional particles with nonnegligible
lifetimes, such as B® — ]/¢Kg.

The dielectron trigger algorithms target the measurement of the Rg observable. The measure-
ment reported in Section 5.3.1 is limited by the finite number of reconstructed B* — K*ete™
decays, because of the challenges associated with small branching fractions and low-p daugh-
ter particles for the probe-side B meson decays, as detailed in Section 5.2.2. Here, an alternative
strategy is explored by using the trigger algorithms to directly identify the electron pairs pro-
duced inb — se'e™ transitions. This approach removes the aforementioned challenges but
requires the use of electron reconstruction and identification algorithms, implemented in the
L1 system, with limited performance. These L1 algorithms measure Ey = E sin6, where 6 is
the polar angle [30]. Low E; thresholds are required to provide adequate experimental ac-
ceptance for B" — KTeTe™ decays and, as a result, trigger rates in the multi- kHz range are
required. The “dynamic threshold” strategy used in 2018, i.e., progressively reducing kinemat-
ical thresholds as L; falls during an LHC fill, is deployed again to access the lowest possible
Et thresholds and maximize the acceptance.

Additional details on the dimuon and dielectron trigger algorithms are provided in Sections
6.1.3 and 6.1.4, respectively.

6.1.2 Data parking strategy

In 2018, data parking referred to the delayed reconstruction of trigger data streams, on the order
of several months (long-term parking). Since 2022, the definition of data parking has shifted
somewhat to include prompt reconstruction (i.e., processing typically starting within 48 hours),
contingent upon the availability of computing resources, and short-term parking, where the
reconstruction is delayed until resources become available. Crucially, the ability to promptly
reconstruct data streams serving the core CMS physics program must not be compromised by
the data-parking strategy.

The initial budgeting of resources for data parking in 2022 was predicated on the assump-
tion that 25% of the dimuon trigger data stream would undergo prompt reconstruction, while
the remaining 75% would be (short-term) parked for delayed reconstruction. Additionally, it
was foreseen that a small fraction of the dielectron data stream would also be promptly re-
constructed, on an opportunistic basis and subject to resource availability. In practice, during
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2022 and 2023, the data streams generated by both the dimuon and dielectron trigger algo-
rithms were promptly reconstructed in full, since the availability of resources exceeded initial
expectations.

6.1.3 Inclusive triggers for dimuon final states

The dimuon strategy for Run 3 is implemented in two L1 algorithms and three HLT algorithms.
All algorithms were enabled at the beginning of the data-taking period in 2022.

Both L1 algorithms require two oppositely charged muons. The “central-1” algorithm also im-
poses |17 < 2 and pp > 0GeV on each muon, even if an implicit threshold of py 2 3GeV is re-
quired if the muons are to reach the muon detectors in the central region, and |Ay (1, 1t,)| < 1.6.
These thresholds were updated to pr > 3GeV and AR(pq, ;) < 1.4 in 2023. The “higher pr”
algorithm requires pr > 4GeV and AR(pq, t,) < 1.2. The peak L1 trigger rate recorded by
these two algorithms was 18kHz at Li, = 2.0 x 10**cm~2s~!, which is approximately 20%
of the total L1 trigger rate. This large allocation was possible as a result of an increase in the
total L1 trigger rate from ~90kHz in 2018 to ~100kHz in 2022, stemming from operational
improvements.

The first HLT algorithm, known henceforth as the “inclusive low-mass dimuon trigger”, im-
poses the following requirements: two opposite-charge muons, one muon satisfying pr > 4 GeV
and the other pp > 3GeV, a dimuon vertex fit probability of P (pu) > 0.5%, and a recon-
structed dimuon invariant mass satisfying ZrngDG < my, < 8.5GeV. Here the superscript “PDG”
refers to the global average of experimentally measured mass values as reported by the Particle
Data Group (PDG) [97]. This algorithm now serves as the main trigger for all physics analyses
of final states containing a low-mass dimuon system. The HLT algorithm results in a peak HLT

rate of 1.6kHz at L, = 2.0 x 103*cm 2571,

ms

A second HLT algorithm, known as the “displaced low-mass dimuon trigger”, imposes tighter
requirements: two opposite-charge muons with both muons satisfying pr > 4 GeV; Py, (up) >
10%; a reconstructed dimuon vertex that is sufficiently displaced from the pp luminous region
such that it satisties [, / o, > 3, where I, and 0}, are, respectively, the measured transverse

P

decay length and its uncertainty; and ZmyDG <my,, <85GeV. This trigger, with a lower trig-

ger rate of 0.3kHz at £;,; = 2.0 x 10**ecm 257!, acts as a backup to the inclusive trigger. Its
event stream is a subset of that of the inclusive trigger. As a further fail-safe, the majority of
all standard dimuon algorithms used during Run 2 are also maintained during Run 3, even if
they also operate largely in the shadow of the new inclusive trigger.

The third algorithm records events that are likely to contain the production and decay of the
Y(nS) resonances, where n =1,2,3. The requirements comprise: two oppositely charged
muons, Py (up) > 0.5%, a reconstructed dimuon system satisfying pr > 10GeV, |y| < 1.4, and
8.5 <my,, <11.5GeV.

Figure 51 shows the invariant mass distribution of dimuon final states for events from the
data streams recorded by the trigger algorithms described above. The reconstructed dimuon
candidates are required to satisfy loose kinematical, topological, and quality criteria. Several
resonances are clearly visible over the continuum background, such as 17, w, ¢, J/¢, (2S), and
Y(nS) (n=1,2,3).

Several physics analyses stand to benefit from the new inclusive approach. For example, the
BY — J/yK2 decay is used to measure the sin(2f) angle in the CKM unitary triangle [160].

The new inclusive trigger provides a factor of 12 increase in the signal yield per fb~' with
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Figure 51: Dimuon mass spectra obtained from data recorded in 2022 during Run 3, corre-
sponding to L;, = 3.2fb~'. In the range ZmI;DG < my, < 85GeV, the light blue distribution
represents the subset of dimuon events triggered by the inclusive low-mass trigger algorithm,
while the dark blue distribution shows the subset of dimuon events triggered by the displaced
low-mass trigger path. In the range 8.5 < m,,,, < 11.5GeV, dimuon events are instead triggered
by the HLT paths targeting the Y(nS) resonances, which are shown by the pink distribution.

respect to the standard dimuon triggers available in Run 2. The left panel of Fig. 52 shows the

mass distribution of B® — J/yK2 candidates determined from events recorded by the dimuon

triggers and selected according to the following requirements: |1 _+ - — milgcl < 10MeV, the
S

reconstructed J/$ — u*u~ candidate satisfies |m,, — m}ﬁcl < 150MeV and pt > 8GeV, the

reconstructed B candidate satisfies pr > 10 GeV, and the reconstructed J/¢ and K2 candidates
form a vertex with a fit probability greater than 10%. A one-dimensional unbinned extended
maximum likelihood fit is performed to the mass distribution: two Gaussian functions with a
common mean are used to model the signal distribution, an exponential function is used for the
combinatorial background, and an error function is used to describe the J/K2 + X background.
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Figure 52: Left: invariant mass distribution for candidate B’ — J/{KQ decays. Right: proper
decay length (ct) distribution obtained from candidate B¥ — J/(— u*u~ )K" decays. Both
types of candidates are reconstructed from events recorded using the dimuon triggers.

Another example of a substantial gain is in the decay A, — J/¢(— p*pu~)A, which would
permit a new angular analysis of this channel in CMS. In addition, significantly improved
acceptance to low-mass resonances such as w and ¢ allow for CPV measurements in decays
suchas B — ¢(— uTp~)p(— KTK™).
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The right panel of Fig. 52 shows the proper decay length (ct) distribution as obtained from
a control sample of BT — J/(— utpu~)KT decays in the events recorded by the dimuon
triggers. The following selection criteria are also applied: the reconstructed kaon, J/i, and B*
candidates are required to satisfy pr thresholds of 2, 8, and 15 GeV, respectively, and the ]/ and
kaon candidates are required to form a vertex with a fit probability greater than 15%. The J/y
candidate is also required to satisfy [m, . }j/gc| < 150MeV. The ct distributions for both the
signal and J/¢ K™ + X background processes are modeled with decaying exponential functions
of the form (e~/%); the combinatorial background uses a decaying exponential function with
both negative and positive terms. All exponential functions are convolved with a Gaussian
function to reflect the finite time resolution. The absence of any displacement requirements in
the inclusive trigger is expected to improve the accuracy of the lifetime measurements of the
comparatively shorter-lived Bl meson.

Figure 53 shows regions of the invariant mass distribution, as recorded by the inclusive low-
mass trigger algorithm, that highlight the 7 and J/i resonances. Fits are performed to the data
in these regions, as well as to other regions that cover the ¢, 1(2S), and Y(nS) (n = 1,2, 3) res-
onances. These fits are used to extract the measured dimuon mass m,,,, and resolution o (m,,,, )
parameters for each resonance. The measured dimuon mass scale s+, — is defined in terms of
the PDG mass value [97] for the resonance under consideration: s, +,— = |y, — mp]ii |/m P 14

For the ]/, ¢(2S) and Y (nS) resonances, the intrinsic width of the resonance is negligible w1th
respect to the experimental resolution. These resonances are modeled by the CB and Gaussian
functions that share the same m,,, parameter. The latter function is used to correctly model ef-
fects due to the finite experimental resolution. The continuous background is described by an
exponential function. For some resonances, such as the ¢, the CB and Gaussian functions are
convolved with a Breit-Wigner function that models the natural lineshape for the resonance.
The dimuon mass scale is accurate to the per-mil level, and the relative dimuon mass resolution
o(my,,)/m,, is measured to be in the range 0.8-1.6% for the different resonances.
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Figure 53: Dimuon invariant mass distributions in the 7 (left) and J/¢ (right) mass regions, as
obtained from data recorded by the inclusive low-mass dimuon trigger algorithm.

6.1.4 Inclusive triggers for dielectron final states

The dielectron trigger algorithms require the presence of two electrons that satisfy loose kine-
matical and ID quality requirements. The L1 algorithm identifies electron/photon (e/7y) can-
didates from patterns of measured energy deposits in the ECAL system. Both e/~ candidates
must satisfy || < 1.2 and a variable threshold applied to the E; measurement of each object.
The highest Et threshold applied is 11 GeV, which results in an L1 trigger rate of ~2kHz for
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Linst = 2.0 x 103*cm~2s~!. Copies of the algorithm exist with lower thresholds, available in
0.5GeV steps down to 5GeV, which are enabled later during an LHC fill when the £ and
pileup are smaller and idle resources become available. The evolution of thresholds is tuned
such that the L1 system operates close to its design limit of 100 kHz throughout each fill. The L1
trigger algorithms also impose an upper bound on the separation distance AR between the two
e /7 candidates; the upper bound evolves between values from 0.6 to 0.9 with the decreasing Et
threshold. This requirement helps to control the trigger rate, while maintaining an efficiency of
95% for physics processes that produce two final-state electrons with four-momenta that yield
an invariant mass below 6 GeV.

Positive trigger decisions from the L1 algorithms act as seeds for companion algorithms imple-
mented in the HLT, which are able to exploit superior physics performance for reconstructed
particle candidates by combining information from the tracker, ECAL, and HCAL subdetec-
tors. Each version of the L1 algorithm, with its unique Er threshold, is paired with a version of
the HLT logic that imposes a corresponding threshold on the measured E; values determined
by the HLT algorithms. The HLT Et thresholds, which range from 4 to 6.5 GeV, are lower than
the L1 Ey thresholds so as to maintain high efficiency while controlling purity. Several quality-
related criteria are also imposed by the HLT algorithms to help identify genuine electrons from
interesting physics processes, while rejecting other particles misidentified as electrons. The ID
criteria follow closely those used by the standard HLT electron reconstruction algorithms [39],
with minor changes that improve the per-electron efficiency from 75 to 90%, relative to the L1
e /7 object. An upper bound of 6 GeV is imposed on the invariant mass of the dielectron sys-
tem, which maps closely to the AR requirements imposed at L1. Overall, the HLT requirements
are tuned with an emphasis on high signal efficiency, while substantially improving the purity
of the L1 data stream.

Table 13 lists the unique combinations of Et and AR thresholds used in the L1 and HLT algo-
rithms to record events containing dielectron final states. Settings with lower Ey thresholds
are enabled as the £, ; decreases during an LHC fill. At least one setting is enabled from the
start of every LHC fill, i.e. throughout the period of luminosity leveling. In the L1 system, the
highest Ey threshold is enabled for £;, values of 2.0 x 103*cm~2s~! and above, which corre-
sponds to as many as 57 pileup interactions. For each setting, the £, ; and the mean number of
pileup interactions are aggregated over the periods for which the setting provides the lowest
enabled L1 E; threshold. The peak L1 and HLT trigger rates are listed for each setting. The
efficiency for recording events containing B™ — KteTe™ decays changes significantly across
the different settings, differing by a factor of ~20 for the settings with the lowest and highest
L1 E; thresholds.

The left and right panels of Fig. 54 illustrate how the L1 and HLT trigger rates evolve during a
typical LHC fill during 2022. Similar to 2018, instantaneous increases in rate are observed when
changes in the trigger configuration occur, and the L1 system operates with a trigger rate close
to 100 kHz throughout the LHC fill. The L1-based algorithms for the dielectron and dimuon
triggers (the latter are described in Section 6.1.3) contribute up to 54 and 18 kHz to the total rate
shown in the left panel of Fig. 54.

The right panel of Fig. 54 shows the total HLT trigger rates for both the promptly reconstructed
data stream, which serves the core CMS physics program, and the B parking stream. The latter
stream includes contributions from both the dielectron and dimuon algorithms. The HLT algo-
rithms for the dielectron triggers typically operate at a rate of ~100 Hz during the luminosity
leveling period and as high as ~1.3kHz later in an LHC fill. The dimuon algorithms operate
at a total rate of up to ~1.2 kHz, which monotonically falls with £; . during an LHC fill.
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Table 13: Trigger configurations, defined by unique combinations of L1 and HLT Ey thresholds
(applied to each electron candidate) and L1 AR, used to record events containing dielectron
final states. The thresholds on the L1 and HLT E; (L1 AR) values are lower (upper) bounds. The
Ly value and the mean number of pileup interactions recorded by each trigger combination
are aggregated over periods for which each combination provided the lowest enabled L1 Et
threshold. Representative peak L1 and HLT trigger rates are given for each setting.

L1E; L1AR HLTE; £, Mean PeakLl Peak HLT

[GeV] [GeV] [fb™!] PU rate[kHz] rate [kHz]
11.0 0.6 6.5 1.6 45.6 2.2 0.1
10.5 0.6 6.5 1.1 42.2 3.0 0.3
9.0 0.7 6.0 8.8 47 .4 9.3 0.6
8.5 0.7 55 3.3 46.2 13 0.9
8.0 0.7 5.0 6.9 39.1 16 1.2
7.5 0.7 5.0 1.6 40.3 23 1.4
7.0 0.8 5.0 2.7 36.3 27 1.3
6.5 0.8 4.5 3.6 31.2 35 1.3
6.0 0.8 4.0 2.5 27.4 46 1.4
55 0.8 4.0 0.7 23.6 54 1.0
Other combinations 1.0 — — —
Total 33.9 34.8 — —
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Figure 54: Total L1 (left) and HLT (right) trigger rates, and the number of pileup interac-
tions, shown as a function of time for a representative LHC fill during 2022. The rates for
the promptly reconstructed core physics (black solid markers) and B parking (blue open mark-
ers) data streams are shown separately in the right panel. Occasional lower rates are observed
due to transient effects, such as the throttling of the trigger system in response to subdetector
dead time [9]. Changes in the trigger configuration are indicated by vertical green dashed lines.

Figure 55 shows the pileup distribution for the dielectron data set, along with the contributions
from each of the individual trigger combinations. Figure 56 shows the invariant mass distribu-
tions for pairs of oppositely charged electrons originating from a common vertex, as obtained
from the dielectron data set. Both electrons are required to satisfy a minimal set of kinematic
and ID criteria, and both electrons must be matched to the electron candidates responsible for
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Figure 55: Pileup distribution measured in the dielectron data set. Contributions from each
trigger combination are shown, with the histogram areas normalized to the number of events
recorded by each trigger.
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Figure 56: The invariant mass distribution for pairs of oppositely charged electrons originating
from a common vertex, reconstructed from the dielectron data set.

the positive trigger decision. Peaks in the data resulting from the p /w, ¢, J/¢, ¥ (2S), and Y (1S)
resonances are clearly visible.

Figure 57 shows the invariant mass distributions for candidate B* — J/i(— ete ™ )K™ de-
cays, as obtained from the dielectron data set. A pair of oppositely charged electrons origi-
nating from a common vertex, along with a charged-particle track assumed to be the kaon,
are required to satisfy a minimal set of kinematic and ID criteria, and both electrons must be
matched to the electron candidates responsible for the positive trigger decision. The invariant
mass of the dielectron system is required to satisfy 2.9 < m,, < 3.2GeV so as to be consistent
with originating from the J/¢ meson decay.
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Figure 57: The invariant mass distribution for candidate Bt — J/¢(— ete )K™ decays, re-
constructed from the dielectron data set. The histogram is normalized to unit area.

6.1.5 Physics potential

The new dilepton triggers will accumulate large data samples in Run 3, with substantially
improved acceptances for many physics processes relative to Run 2. The dimuon triggers will
provide substantial gains, beyond those expected from an increase in £;,; alone, for a range of
interesting physics processes. In particular, processes that involve the associated production of
pTu~ pairs and additional particles will benefit. Examples include Bt — K*u*u~, B —
1/ptv, B® — J/pK?, and BY — J/¢ decays. The new dielectron triggers aim primarily to allow
a precise measurement of Ry using the BT — Kte'e™ decay. Investigations are ongoing for
the potential to perform an angular analysis or differential branching fraction measurements
for decays such as Bt — K*eTe~ and B® — K*(892)%*e~. Furthermore, both the dimuon
and dielectron triggers provide ample scope for novel BSM searches. Both triggers also use
L1 algorithms that are being adopted by the data scouting trigger streams to further improve
acceptance to low-mass states.

6.2 Alternative data parking strategies in Run 3

After a break in Run 2 when the parking strategy focused predominantly on B physics analy-
ses, the original idea of a more diversified parking strategy, meant to complement the existing
standard triggers, was revived in Run 3. The main goal is to overcome the limited HLT band-
width and to collect a sufficient number of events for specific physics goals, such as studying
final states produced via VBE, exploring possible anomalous HH production, and improving
the sensitivity to searches for exotic LLPs. These three novel parking approaches are detailed
in the following sections.

6.2.1 VBF parking

Higgs boson production via the VBF channel is of paramount importance for the experimental
study of the Higgs boson at the LHC. It is the second most common production mechanism,
contributing about 10% of the total H production cross section. The sensitivity to several H
decay modes, such as H — 7+t~ [161], H — invisible [162], and H — p"u~ [163], is driven
by the sensitivity to H VBF production. The VBF production is also important for a variety of
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measurements, e.g., in effective field theory measurements that constrain dimension-6 opera-
tors [164], and in HH production, where it grants unique access to the VVHH coupling [165].
The VBEF triggers constitute an interesting workaround to the low signal efficiencies obtained
with triggers that must be sufficiently restrictive to keep rates under control. Instead of re-
stricting the kinematic properties of the central physics objects from the signal of interest, VBF
triggers place tighter constraints on the auxiliary jets. These requirements are often sufficient
to significantly loosen or even entirely remove the selection on the central objects.

A dedicated inclusive VBF L1 seed was already introduced in 2017 [166]. This seed requires
at least two jets with pr > 110 and 35GeV, respectively, and at least one pair of jets satisfying
my > 650 GeV among all pairs of jets with pr > 35GeV in the event.

In 2023, the VBF trigger strategy was extended with the introduction of a retuned inclusive
VBEF L1 seed, as well as a set of exclusive seeds, each requiring either one additional muon, 7y,
e/ object, or piiss, or two additional central jets, contributing an L1 rate of about 10 kHz with
Linst = 2 X 1034 cm 257 1. These L1 triggers are described in Table 14.

Table 14: Definition and rates of the VBF algorithms at L1. The quoted rates are for
Linst = 2 % 103*cm 257! and do not account for overlaps with other seeds.

VBF requirements Requirements on

L1 trigger seed v ;, pjTZ, ) additional objects Rate [kHz]
VBF inclusive (90, 30, 800) — 5.0
VBF + 2 central jets (60, 30, 500) 2 central jets, p]f > 50GeV 3.0
VBF + piiss (65, 30, 500) pmiss > 65 GeV 2.9
VBF + u (90, 30, 500) 1 muon, py > 3GeV 2.3
VBF + 1}, (35, 35, 450) 1isolated 7}, py > 35GeV 3.1
VBF +e/v (40, 40, 450) Lisolated e/ object, E, ;, > 15GeV 1.0

The new L1 VBF triggers were used to define a set of loose HLT paths, described in Table 15,
contributing a total HLT rate of about 1.2kHz, directed to a dedicated VBF parking stream.
The introduction of these new HLT paths is expected to significantly improve the acceptance
to SM-like VBF signals. The low thresholds on central objects achieved with the exclusive
paths will enable the efficient probing of final-state topologies sensitive to BSM models, such
as dark photons [167], signatures with soft unclustered energy patterns (SUEPs) [168], and any
currently unexplored experimental signatures that may become of interest in the future.

The efficiencies of the new VBF triggers were measured in data with a set of events passing a
reference single-muon trigger available in the 2023 trigger menu, with muon pt threshold of
27 GeV. Offline, events are required to contain exactly one isolated and well-identified muon
with pp > 30GeV. Additional offline requirements on the kinematic variables of the VBF jets
and of any central objects are applied to the events, depending on the trigger under consid-
eration, in order to match the requirements made at the trigger level. Figure 58 shows the
efficiencies of the inclusive VBF and VBF+ p%‘iss triggers, both at the L1 and HLT, as functions of
my. The HLT efficiencies plateau in both cases at around 80% because of suboptimal jet quality
requirements in the online implementation. This has been fixed for the 2024 data-taking period.

Figure 59 compares the m; distribution of the VBF H — invisible events that pass only the
Run 2 standard trigger path versus events that pass either the standard triggers or the VBF
triggers (inclusive or VBF+pTis%). The new algorithms show a significant acceptance improve-
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Table 15: Definition and rates of the VBF paths at the HLT. The quoted rates are for

Lingt = 2 % 103%cm 257! and do not account for overlaps with other seeds.
HLT trigger path VBE reguirements Req.u.irementtc, on Rate [Hz]
Py, Py, my, Afy) additional objects
VBF inclusive (105, 40, 1000, 3.5) — 800
VBEF + 2 central jets (70, 40, 600, 2.5) 2 central jets, P]f > 60 GeV 380
VBF + pipiss (75, 40, 500, 2.5) piiss > 85 GeV 110
VBF + u (90, 40, 600, 2.5) 1 muon, pf > 3GeV 120
VBEF + 1}, (45, 45, 500, 2.5) 1isolated T}, pp > 45GeV 40
VBF + (45, 45, 500, 2.5) 1 photon, p] > 17 GeV 100
VBF + e (45, 45, 500, 2.5) 1 isolated electron, p% > 17 GeV 2

ment, ranging from 20% at high m;; to more than 300% at lower m;;. The impact of the new VBF
triggers on the overall acceptance to other benchmark signals is illustrated in Table 16.
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Figure 58: The L1 (blue) and L1+HLT (red) efficiencies as a function of mj for the VBF inclusive

(left) and VBF+pTiss (right) parking triggers. In the right figure, pTs® (no-u) refers to the event
pmiss corrected for muons.

Table 16: Gains in signal acceptance from the new individual VBF parking paths for a selection
of benchmark signals with respect to the relevant Run 2 triggers used to collect data in the
standard data set.

Benchmark signal Standard triggers Parking triggers =~ Acceptance gain
VBF H — SUEPs Hy VBF inclusive +2500%
Fully hadronic VBS Multijet, Hy VBF + 2 central jets +30%
VBF H — invisible piiss tight VBF-+pmiss VBF + pipiss +60%
VBFH — 77(— 7,7T}) Di-t},, VBF+di-T}, VBF + 7}, +50%
VBFH — 77(— uty,) Single-u, u + 7}, VBF + u +30%
VBFH — 17(— eT1y},) Single-e, e + T, VBF + e +40%

VBFH — py ¥ + 2 collimated tracks VBF + +25%
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Figure 59: Distributions of m; for VBF H — invisible events passing the triggers used in
the Run 2 analysis (blue), compared to events passing either one of the Run 2 triggers, the
VBF+piss parking trigger, or the VBF inclusive parking trigger implemented in Run 3 (black).
The Run 2 trigger selection includes the VBF+pTiss trigger algorithm introduced in Run 2, plus
the standard trigger requiring pTiss > 120 GeV and H¥ss > 120 GeV. In all cases, loose, offline
selections are applied to match the trigger-level requirements.

6.2.2 The HH parking

The Higgs boson self-coupling is a key parameter of the Higgs potential that remains unmea-
sured. It determines the strength of the double (HH) and triple (HHH) Higgs production at
the LHC, which are sensitive probes of the electroweak symmetry breaking mechanism. The
dominant decay mode of the Higgs boson is H — bb, leading to final states with multiple b
jets in both HH and HHH searches. The most promising channels for HH observation are
HH — 4b, HH — 2b27 and HH — 2b2+. The photon triggers achieve high efficiency because
of the calorimeter performance. The b jets and tau lepton triggers are subject to a larger con-
tamination from jets faking their experimental signature in the detector. This effect is mitigated
by applying an additional selection on the b tagging and 7 lepton identification algorithms
which results in lower efficiencies at the HLT.

In Run 2, the dedicated HLT path targeting the HH — 4b signal recorded events with multiple
small-radius jets, of which at least three were identified as b jets with the online DEEPCSV [54]
algorithm. The HLT path was seeded by L1 seeds that required Hy values of at least 280 GeV
(2016) and 360 GeV (2018). At the HLT, the trigger required values of Hy above 340 GeV. The
four most energetic small-radius jets were required to have pt above 70, 50, 45, and 40 GeV,
and at least three of these jets must pass a requirement on the DEEPCSV b jet discriminant.

In early 2022, a computationally lighter version of the PARTICLENET b tagging algorithm was
deployed online [169]. The HH — 4b trigger was updated accordingly to benefit from the
improved b tagging performance with respect to previous online algorithms. The switch to
PARTICLENET allowed for more relaxed pr thresholds for the jets (70, 50, 40, and 35 GeV) and
a looser set of b tagging selection criteria, involving only the two most “b jet like” jets. At the
L1, the Hy requirement remained 360 GeV. To increase the acceptance to the HH — 4b signal,
in the low Hry region, the L1 Hy requirement was relaxed to 280 GeV in early 2023. Moreover,
by exploiting the larger rate available via the data parking method, the trigger was updated
to record events with at least four jets with pt above 30GeV and a looser threshold on the b
tagging score, using the PARTICLENET online b tagging algorithm. In late 2023, this trigger
achieved a rate of 180 Hz with £,,y, = 2 x 10**cm 25~ 1.

The trigger efficiency is measured in simulated ggF HH — 4b and HH — 2b27, events and
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defined as the number of events accepted by the signal triggers and an offline baseline selec-
tion, relative to the number of events satisfying the offline baseline selection alone. The offline
selection requires the presence of at least four small-radius jets with p greater than 30 GeV
and || < 2.5. The four most “b jet like” jets are used to reconstruct the HH pair. The trigger
efficiency as a function of the reconstructed invariant mass of the two Higgs bosons is shown
in Fig. 60.

For the HH — 4b events (left panel of Fig. 60), the 2023 HH trigger achieved an overall signal
efficiency of 82%, corresponding to an improvement of about 60% (20%) with respect to the
Run 2 (2022) trigger. Since the 2022 and 2023 di-Higgs triggers are designed to record events
with at least two b jets in the final state, they are also suitable to record HH — 2b27 signal
events (right panel of Fig. 60). For the given offline selection, the triggers requiring at least two
T}, candidates [170] achieve a signal efficiency of 34%, while the HH parking trigger results
in an efficiency of 43%. By requiring events to satisfy either one of the two sets of triggers,
the efficiency reaches 58%, demonstrating the complementarity of both sets in selecting signal
events.
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Figure 60: Trigger efficiency for selecting signal HH events, plotted as a function of the recon-
structed invariant mass of the two Higgs bosons, as measured in simulated HH — 4b (left) and
HH — 2b27 (right) samples corresponding to nominal Run 3 conditions.

6.2.3 The LLP parking

In 2023, new triggers were added to the parking stream to extend the physics reach in the
search for exotic LLPs [171]. Particles with long lifetimes are often predicted in BSM theories
and thus constitute interesting probes of new physics. Most conventional searches at the LHC
target promptly decaying particles, and there are still vast regions of parameter space in the
context of LLPs that remain unexplored. Thus, searches for new LLPs have a great potential
for discovery.

The LLPs have distinct experimental signatures. They can decay far away from the pp inter-
action point, leaving decay products that are displaced from the PV. Specific examples of LLP
signatures include displaced and delayed leptons [69, 172-174], photons [175], and jets [176—
180]; disappearing tracks [181, 182]; and nonstandard tracks produced by monopoles or heavy
stable charged particles [183]. Conventional trigger paths, object reconstruction algorithms,
and background estimation strategies are usually inadequate for LLP searches because they
are designed for promptly decaying particles, and custom techniques are needed for the online
selection of interesting events and the offline analysis of the data.

The LLPs decaying to hadrons produce jets that contain tracks originating from a SV, spatially
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displaced from the PV (displaced jets). In addition, since massive LLPs often have nonrela-
tivistic velocities, the signal energy deposits in the calorimeters are expected to arrive late in
time compared to those of relativistic background particles produced at the PV (delayed jets).
In 2023, two sets of LLP triggers were added to the parking stream, targeting both displaced jet
and delayed jet signatures.

A suite of displaced dijet paths, already available in the standard Run 2 data stream [176],
underwent major improvements for the Run 3 data taking. The new displaced dijet paths in
Run 3 require events passing two sets of selection criteria: either Hy > 430 GeV plus two jets
with zero prompt tracks, or Hy > 240 GeV plus a soft muon with pr > 6GeV, plus two jets
with zero prompt tracks and at least one displaced track. In all cases, the Hy is computed from
calorimeter quantities. These new triggers used in Run 3 provide better efficiency in selecting
low-mass LLPs, especially those that undergo heavy-flavor decays. In addition to the displaced
dijet paths in the prompt reconstruction stream, several paths with lower Hy thresholds (down
to 360 GeV) were added to the parking stream. The lower thresholds provide an increase in
signal acceptance of 40-100% relative to prompt triggers for Higgs bosons that decay to long-
lived scalars, with masses between 20 and 50 GeV and proper lifetimes ct = 1-1000 mm.

In addition to the displaced-jet triggers, new HLT paths were added in Run 3 that make use of
ECAL timing. Two different types of delayed-jet triggers use the ECAL timing at the HLT: paths
that are seeded by Hr, and paths that are seeded by L1 T objects. Depending on the L1 seed,
different requirements are placed at the HLT, e.g., one or two delayed jets, number of matched
tracks in each jet, and the timing delay. In addition, for both types of seeds, some paths were
added to the parking stream with a reduced timing delay. The latter increases the efficiency
by a factor ranging from 30 to 800% for BSM delayed-jet signals, such as those produced by
long-lived scalars that decay to four b jets or four 7 leptons.

The combined trigger rate for the LLP parking triggers is 150 Hz with £;,o; = 2 x 103*cm 25~ 1.

The parked LLP triggers in Run 3 will play a crucial role in extending the sensitivity reach of
displaced-jet and delayed-jets searches.

7 Summary

The extreme collision rate of the LHC, coupled with the data size needed to characterize com-
plex interactions, poses a fundamental problem for collider experiments. Trigger, data acquisi-
tion, and downstream computing systems have finite resources that the experiments carefully
allocate to the various parts of their physics programs. Searches for new physics at the energy
frontier and measurements of electroweak-scale particles are one of the centerpieces of the CMS
physics program, and therefore a significant portion of data acquisition resources is dedicated
to triggers focusing on heavy-mass and high-pr particles. There are, however, compelling rea-
sons that new physics might manifest itself in other ways, for example in the existence of new
light particles or, indirectly, as unexpected anomalies in precision measurements of benchmark
standard model (SM) processes.

This review has highlighted two innovative techniques employed by CMS to extend the physics
reach of the experiment beyond the one achieved with the original design of the detector and
of the data processing pipeline: data parking and data scouting. After their inception in Run 1,
both data scouting and data parking were expanded in Run 2, and became established and
widely employed techniques in Run 3.

Data scouting records high-rate streams of data at the cost of a reduced event content utiliz-
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ing physics objects such as jets, muons, and electrons reconstructed at the trigger level. The
momentum and energy resolutions of these objects approach those achieved by the full offline
event reconstruction, thereby facilitating searches for new physics in previously unexplored re-
gions of phase space at the LHC. Notably, data scouting has enabled groundbreaking searches
employing jet and muon objects that have already been published, while ongoing efforts in-
volving electron and tau lepton objects further promise to extend the potential of this innova-
tive technique.

The incorporation of jet objects obtained with data scouting has proven instrumental in push-
ing the boundaries of resonance searches in both dijet and multijet channels. These objects,
which closely mirror nominal jets in energy resolution, have extended the reach of resonance
searches to previously unexplored low-mass regions, overcoming limitations faced by stan-
dard analyses. Notably, the search for dijet resonances has been extended from the conven-
tional lower limit of 1.5 TeV to 600 GeV. Moreover, multijet searches employing data scouting
exhibit remarkable sensitivity down to masses as low as 70 GeV for both two- and three-parton
decays, leveraging resolved and merged jets. The cross section sensitivity achieved in multijet
analyses with data scouting surpasses previous searches by an order of magnitude, enabling
probes of new physics sectors with electroweak couplings, such as Higgsinos, in fully hadronic
final states. Furthermore, muon scouting has allowed the triggering of very low pr dimuon
events, including both prompt- and displaced-decay scenarios. These events have significantly
extended the searches for new particles decaying to muon pairs, reaching the 2m, kinematic
limit. In the pursuit of long-lived dimuon resonances, the results are competitive with those
from LHCb and B factories within certain mass and lifetime ranges. Additionally, decays to
four muons have been successfully studied, culminating in the groundbreaking first-time ob-
servation of the rare decay of the 7 meson into four muons, 7 — p ™~ u*pu~, with a measured
branching fraction on the order of 10~%. The result is in agreement with theoretical predictions
and improves on the precision of previous upper-limit measurements by more than 5 orders of
magnitude.

In the data-parking technique, data are recorded by high-rate triggers and temporarily stored
(i.e., parked) in raw format until computing resources become available for full event recon-
struction, for example during the end of the year or even during long shutdown periods. This
contrasts with the typical reconstruction workflow, where data reconstruction begins within
48 hours after it is recorded. Throughout Run 1, different parking strategies were explored.
Data collected with parking triggers during 2012 served the publication of impactful physics
analyses including Higgs boson measurements, with a focus on vector boson fusion produc-
tion, as well as precise measurements of various b quark hadron lifetimes in final states in-
volving pairs of muons. Searches for beyond SM physics ranged from multijet searches to
investigations into dark matter and supersymmetry in hadronic final states.

The 2018 data-parking analyses emphasized B physics. CMS collected a large data set com-
prising O(10'°) bb events using a broad collection of single, displaced muon triggers. One
distinctive feature of the parking data set is that different triggers with progressively lower
thresholds were activated at different times during an LHC fill to maintain approximately con-
stant (and high) L1 trigger rates, as the instantaneous luminosity decreased over the duration
of the fill. With this method, we maximized the number of bb events recorded. At the start of
Run 3, the parking strategy for B physics was expanded, notably including dedicated low-pt
triggers to collect dimuon and dielectron events. The single- and double-muon, and double-
electron parked data sets enable CMS to perform a variety of B physics analyses of rare SM
processes, as well as precision tests of lepton flavor universality. In addition, the B parking
data enables several innovative searches beyond heavy flavor physics, such as for long-lived
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heavy neutrinos.

Ongoing efforts in Run 3 have also seen the enhancement of alternative parking strategies in-
spired by the experience acquired in Runs 1 and 2. Dedicated parking triggers targeting vector
boson fusion and double Higgs boson production have been designed to augment sensitivity
to tests of the Higgs sector. Moreover, the implementation of distinct parking triggers dedi-
cated to the exploration of long-lived particles decaying into jets, leptons, and photons offers
the opportunity to substantially expand the CMS physics capabilities, extending its role at the
forefront of high priority searches in the field.

These two techniques, scouting and parking, serve complementary purposes: data scouting is
designed to accommodate searches akin to those conducted with standard triggers and data
sets while overcoming the restrictions of stringent trigger thresholds, while data parking is
particularly beneficial for analyses focused on optimal precision and accuracy but that also
require a higher rate of data collection. Searches for new physics with low-pr jets in the final
state require scouting data streams. The parking data sets provide sensitivity to processes
involving low-pt single-muon and dilepton final states. Both scouting and parking data can be
utilized to design comprehensive search and measurement strategies for low-p dimuon final
states.

The comprehensive investigations conducted via scouting and parking analyses have signifi-
cantly expanded the parameter space boundaries of CMS sensitivity, pushing beyond the an-
ticipated limits of hadron colliders. The improvements achieved in trigger thresholds and data
collection bandwidth, coupled with the implementation of pioneering methods for the recon-
struction of essential entities such as jets, electrons, muons, tau leptons decaying hadronically,
and photons, stand poised to elevate not only the quantity but also the caliber of data amassed
with these sophisticated techniques. This breakthrough promises to deepen our understanding
and unlock novel insights into the underlying physics, marking a significant advancement in
the capabilities of the CMS experiment.

The importance of the data scouting and data parking approaches goes beyond enriching the
current CMS physics program. The classic data acquisition model is not guaranteed to remain
sustainable with the luminosity expected to be delivered by the LHC at the end of Run 3, and,
crucially, during the high-luminosity LHC era. Moreover, computing and data acquisition re-
sources will be designed to cope with peak luminosity demands, leaving significant spare com-
puting power and data bandwidth at non-peak times. It is therefore essential to devise ways
to develop real-time physics selection and analysis within the trigger and data acquisition sys-
tems themselves, and to optimize the utilization of idle computing resources during periods
when the LHC is not operating at its maximum capacity. The CMS experience with data scout-
ing and data parking in the last decade will prove decisive to tackling these challenges for
particle physics experiments in the coming years.
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Glossary

AK Anti-kt
ALICE A Large Ion Collider Experiment (experiment)
ATLAS A Toroidal Lhc ApparatuS (experiment)

BDT Boosted decision tree

BSM Beyond standard model

CB Crystal Ball

CHS Charged hadron subtraction (algorithm)
CL Confidence level

CMS Compact Muon Solenoid (experiment)

cr Charge-parity (symmetry)

CruU Central processing unit

CR Control region

DAQ Data acquisition

DDT Designing decorrelated taggers (procedure)
DNN Deep neural network

DT Deep tau (identification algorithm)

DY Drell-Yan (process)

ECAL Electromagnetic calorimeter

EFT Effective field theory

EB ECAL barrel section

EE ECAL endcap section

EW Electroweak

FPGA Field programmable gate array

ggF Gluon-gluon fusion (production process)
GPU Graphics processing unit

GSF Gaussian sum filter

GT Global trigger

HCAL Hadron calorimeter

HB HCAL barrel section

HE HCAL endcap section

HF HCAL forward section

HO HCAL outer section

HH Higgs boson pair

HL-LHC High-Luminosity Large Hadron Collider
HLT High-level trigger

HPS Hadrons-plus-strips (tau lepton reconstruction algorithm)
10 Inside-out (method of matching muon tracks between the tracker and the muon detector)
IP Interaction point

JER Jet energy resolution

JES Jet energy scale

LHC Large Hadron Collider

LHCb Large Hadron Collider beauty (experiment)
L1 Level-1 trigger

L2 Level 2 muons (method of reconstructing muon candidates)

L3 Level 3 muons (method of reconstructing muon candidates)
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LFU Lepton flavor universality

LLP Long-lived particle

LS1 Long shutdown 1, during the years 2013-2014

LS2 Long shutdown 2, during the years 2019-2021

LO Leading order

LP Low-py algorithm (for electron reconstruction)

MAHI Minimization at HCAL, iteratively

MC Monte Carlo (simulation)

ML Machine learning

MSSM Minimal supersymmetric standard model

MVA Multi-variate analysis

NMSSM  Next-to-minimal supersymmetric standard model
NLO Next-to-leading order

NN Neural network

NWA Narrow-width approximation

Ol Outside-in (method of matching muon tracks between the tracker and the muon detector)
PD Primary data set

PDG Particle Data Group

PF Particle-flow (method of reconstructing particle candidates)
19Y Proton-proton

PU Pileup

PUPPI Pileup-per-particle identification (algorithm)

PV Primary vertex

QCD Quantum chromodynamics

QGD Quark-gluon discriminator

R distance in (A7, A¢g) space

ROC Receiver operating characteristic

RPV R-parity violation (a supersymmetric model)

Run 1 The first run of the LHC, during the years 2010-2012
Run 2 The second run of the LHC, during the years 2015-2018
Run 3 The third run of the LHC, starting in 2022

SC Supercluster (in the context of ECAL object reconstruction)
SD Soft-drop (algorithm)

SM Standard model

SR Signal region

SUEP Soft unclustered energy pattern

SUSY Supersymmetry

SAY Secondary vertex

TP Trigger primitive

TS Time sample

VBF Vector boson fusion (production process)

VH Vector plus Higgs boson (production process or decay channel)

2HDM Two-Higgs-doublet model
2HDM+S Two-Higgs-doublet-plus-additional-singlet model
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